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Protein Crystal Structures: 
Quicker, Cheaper Approaches 

An economical approach to phase refinement is 

coupled with a new computer graphics system. 

D. M. Collins, F. A. Cotton, E. E. Hazen, Jr., 

E. F. Meyer, Jr., C. N. Morimoto 

The use of x-ray diffraction methods to 
study crystals of biological macromole- 
cules dates from 1934, when Bernal and 
Crowfoot (1) found that the diffraction 
patterns from crystals of the proteolytic 
enzyme pepsin were, in Hodgkin's words 
(2), "rich and full of detail." The potential 
for revealing the precise molecular struc- 
ture of protein molecules inherent in such 
diffraction patterns remained unrealized 
until 1954, when M. F. Perutz, who had de- 
voted his early career to the effort, showed 
that the "isomorphous" insertion of heavy 
atoms into the crystal lattice could provide 
phase information, after which J. C. Ken- 
drew solved the structure of myoglobin 
and Perutz solved that of hemoglobin. In 
1965 Phillips reported the first detailed 
structure of an enzyme, lysozyme, but per- 
haps more important was his demonstra- 
tion that it is possible to study directly the 
binding of a substrate-like molecule at the 
active site. For details of the methods and 
references to the many contributions of 
others to the field, the authoritative re- 
views by Phillips (3) and North and Phil- 
lips (4) should be consulted. 

Today the crystal structures of more 
than 50 proteins and transfer ribonucleic 
acids are under investigation in laborato- 
ries throughout the world. However, de- 
spite the wide applicability and success of 
the method, crystal structure determina- 
tion for biological macromolecules re- 
mains time-consuming and expensive. It is 
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particularly arduous to achieve a level of 
resolution which reveals structural details 
of direct chemical significance. Therefore, 
research aimed at improving the state of 
the art is at least as important as the exten- 
sion of existing methodology to new mole- 
cules. We shall discuss here two steps 
where improvements would be of particu- 
lar value and describe some recent ad- 
vances which have been made, in part by 
work in our own laboratories. 

Refinement 

Normal crystal structure analysis leads 
to an electron density map, which is the 
basis for an approximate atomic model. In 
the routine case of a structure at high reso- 
lution, a preliminary electron density map 
reveals the atoms as individual, partially 
isolated peaks and interpretation of the 
map to yield semiquantitative atomic posi- 
tions is straightforward. Since the advent 
of the digital computer it has become 
standard practice to refine such semi- 
quantitative models by least squares. This 
classical nonlinear least-squares refine- 
ment is complex and expensive, as it is 
based on minimizing the difference be- 
tween the observed and calculated diffrac- 
tion patterns by variation of up to nine po- 
sition and thermal motion coordinates per 
atom (5). Whereas least-squares coordi- 
nate refinement is remarkably cost-effec- 

tive for small molecules, similar calcu- 
lations would be prohibitively expensive 
for most macromolecules. In addition, the 
diffraction data generally are of in- 
sufficient resolution to define a semi- 
quantitative atomic structure model as a 
starting point. 

It is, nevertheless, possible to refine 
structural information for biological mac- 
romolecules by using approaches which 
can be classified in three broad categories: 
(i) coordinate refinement, including classi- 
cal least squares, difference Fourier meth- 
ods, and the approach devised by Diamond 
(6, 7); (ii) minimization of potential ener- 
gy, using approximate interatomic poten- 
tial functions (8); and (iii) phase refine- 
ment, including applications of the tangent 
formula (9) and the methods discussed in 
more detail below (10). Although the re- 
finement of more and larger structures is 
under way, it is indicative of the time and 
expense involved in such work that refine- 
ments have been published for only six 
proteins. With the exception of chymo- 
trypsin (6, 11, 12), where the calculations 
were deliberately limited to reduce ex- 
pense, the largest molecule yet refined, 
lysozyme, has a molecular weight of some 
14,600. 

While the method of isomorphous re- 
placement has opened up the field of pro- 
tein crystallography, it is still only a first 
step in deriving good phases, which can 
lead to accurate stereochemical descrip- 
tions of macromolecules. This has long 
been apparent to the experimentalist, 
whose best efforts result in obviously 
flawed electron density maps. In fact, it is 
not unusual for electron density maps to 
have regions of negative density nearly as 
large in magnitude as the largest positive 
regions. It is neither practical nor possible 
to obtain a data set so large or of such high 
resolution that the corresponding electron 
density function would be everywhere non- 
negative, but it is clear that negative den- 
sity regions ought to be few and relatively 
small if the data are carefully measured, 
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Table 1. Some parameters of ph; 
for rubredoxin. There are 2812 ur 
amplitudes in the 2.0 A data set 
data set there are 5033, and 
signed a phase when the arbit 
Fcac,,, > O.ll1 Fpl was satisfied (2 
age error in phase angle is based ( 
of our refined phases with those o 
et al. (7). The angle parameters 
modulus-weighted averages. Foi 
lations x = 0.33. Abbreviations: 
phases; R, disagreement factor. 

Itera- N Av 
tion (25) ag 

cha 
(3. 

0 2812 
1 4899 0.35 3. 
2 5021 0.21 1. 
3 5030 0.17 
4 5032 0.17 

*For the starting subset of 2812 data, t 

ase refinement where Pcacl is a better representation of 
nique structure the true structure than is Pexp, an electron 
t; in the 1.5 A 
each was as- density function derived directly from the 
rary criterion experimental data, and r is a position 
?4). The aver- vector. Even though any suitable design 
on comparison forf is largely a matter of art, there are 
f Wat enpaugh four practical criteria (20) of particular s are given as 
r these calcu- importance for working with biological 
N, number of macromolecules. First, to minimize com- 

putation it must be possible to obtain 

Phase angle overlap-free Fourier inversions of pcalc 
(degrees) using coarse-grid maps (21), in such a 

er- A way that correct regions of Pexp are modi- 

ge Aver- fied as little as possible. The curve given 
nge age by Eq. 1 should also be quite smooth. 
5) error 

~5) _~_ Second, resolution of completely over- 
36 lapped atom profiles must be encouraged 

5 35 in the course of phase refinement. Third, 
3 32 it must be possible to adjust the modifi- 

6 30* cation function to allow for special treat- 
ment of heavy atoms or groups (22). 

his value is 27?. Fourth, there must be no requirement 
of information beyond an initial electron 
rl-ncitv/ m a r cn that tht refin m nt 

accurately phased, and constitute a reason- 
ably complete set. 

There are many powerful and useful al- 
gebraic relationships among structure fac- 
tors based on the assumption of positive 
electron density (13). Sayre (14) provided 
an especially illuminating statement of this 
idea when he proposed a proportionality 
between the electron density and its 
square. Straightforward application of the 
convolution theorem then gives a complex 
system of structure factor equations, varia- 
tions of which are being used routinely in 
crystal structure analysis of small mole- 
cules (15). Sayre (16) has shown that these 
same equations can be used for the refine- 
ment and extension of phases in protein 
crystallography. Unfortunately, the calcu- 
lations are formidable and, at present, very 
expensive. 

Barrett and Zwick (17) demonstrated 
that phase extension for protein crystal 
structures was possible at reasonable cost. 
They started with an electron density map 
of myoglobin at a resolution of 3.0 A, set 
all negative density values equal to zero, 
squared the positive density values, and 
performed a Fourier inversion of the modi- 
fied map using the Cooley-Tukey fast Fou- 
rier transform algorithm (18). From the re- 
sulting set of calculated structure factor 
moduli and calculated (extended) phases, 
they took the phases they lacked for the 2.0 
A data and calculated the inverse trans- 
form to obtain an improved map based on 
the extended phase set. 

In any phase refinement calculation 
based on map modification [see also (19)], 
the first step is to findf, a modification 
function such that 

Pcalc(r) =f [pexp(r)] (1) 
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can be a fully automatic, iterative pro- 
cess. 

For a hypothetical structure of equal 
atoms (21) it has been shown that after 
Pexp has been scaled to have a maximum 
value of 1.0, a serviceable modification 
function (also shown in Fig. 1) is 

(3pxp(r) - 2exp(r); pexp(r) >a 0 
Pcalc(r) = 

0; Pexp(r) < 0 (2) 

Of course, no real biological structure will 
consist of equal atoms. Moreover, the 
usual experimental resolution and con- 
sequent atom overlapping nearly guaran- 
tee that even atoms of the same type will 
be represented at varying levels of electron 
density. To deal with these conditions we 
scale the curve of Fig. 1 to the same 
shape in the range pexp < X and smoothly 
piece it with a tangent through the point 
(pexp,pcalc) = (1.0,1.0), as shown in Fig. 2 
(22). In any particular application (as- 
suming Pexp is scaled to have a maximum 
value of 1.0) we take as a first estimate of 
X the magnitude of the maximum density 
in regions consisting solely of oxygen and 
lighter atoms. During the course of phase 
refinement the value of X may be revised 
downward so that it is not appreciably 
larger than twice the magnitude of the 
most negative value of Pexp. If x approach- 
es zero, the map modification becomes 
nothing more than replacement of nega- 
tive density values by zero. 

Unfortunately, the outlined modification 
procedure is blind and not only sup- 
presses incorrect map features, but alters 
correct ones as well. In attempting to re- 
gain the correct features we take the best 
electron density map based on refined 

Table 2. Some parameters of phase refinement 
for staphylococcal nuclease. There are 18,457 
unique structure amplitudes in the 1.5 A data 
set. The tabulated number of phases is an esti- 
mation based on the number of phase assign- 
ments in a symmetry-expanded data set; 
phases were assigned when IFca,l > 0.1 Fexp 
(24). The angle parameters are given as modulus- 
weighted averages. For these calculations x = 
0.60. Abbreviations: N, number of phases; 
R, disagreement factor. 

Average 

Itera- R changein 
tion teN phase angle ti 

N 
(25) tion (25) 

(degrees) 
(35) 

0 9,637 
1 17,963 0.29 31 
2 18,359 0.22 10 
3 18,389 0.20 8 

phases to 
(2 Fexpl -- 

be the Fourier transform of 

I Fcalcl )expicalc, where F de- 
notes structure factor and a phase angle 
(22-24). 

We can summarize our procedure for 
refinement and extension of phases by the 

following sequence (24). 
1) Compute an experimental electron 

density map, Pexp, using the best available 
phases. 

2) Calculate pcacl using a curve of the 
type shown in Fig. 2. 

3) Obtain I Fclc, and cailc by Fourier in- 
version of Pcaic. 

4) From (21 Fxpl - I Fclcl )expiacaic (24) 
compute a best experimental electron den- 
sity map and return to step 2 unless con- 
vergence has been achieved. 

We follow a refinement by means of the 
disagreement factor, R = zI Fexpl - I Fcaicl 
/ZIFexpl (24, 25), and judge that conver- 

gence has been achieved when R has fallen 
to a stable value; this usually requires 
four iterations. 

We have phase-refined the structures of 
the rubredoxin of Clostridium pasteuria- 
num (7, 22) and the extracellular nuclease 
of Staphylococcus aureus (26). In both cases 
we started with phase sets with a resolu- 
tion of 2.0 A derived by isomorphous re- 
placement methods and refined and ex- 
tended the phases to a nominal resolution 
of 1.5 A. In Table 1 we assume that the 
phases from the classical least-squares 
model refinement carried out by Jensen 
and co-workers (7) are free of error and 
give several parameters to describe the 
course of phase refinement for rubredoxin, 
the objective control for our procedure. 
Table 2 summarizes the progress of phase 
refinement for the nuclease. For rubredox- 
in, each iteration took 10 minutes on an 
IBM 360/65 computer at a cost of $25; the 
corresponding figures for nuclease are 20 
minutes and $50. 
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Map to Model: The Richards Box 

In the crystallography of macromole- 
cules one cannot go directly from experi- 
mental data (structure amplitudes and de- 
rived phases) to atomic positions, as is usu- 
ally the case with small molecules. The im- 
mediate, tangible product obtained from 
the experimental data is a set of numbers 
representing the relative magnitude of the 
electron density at points on a three-di- 
mensional grid in the crystallographic unit 
cell. The meaningful resolution is usually 
somewhat poorer (approximately 2.0 to 2.5 
A) than the distances between atoms (1 to 
2 A) so that the data are intrinsically 
incapable of resolving the individual 
atoms. 

In order to convert this three-dimension- 
al grid of numbers into a more recogniz- 
able image of the molecule it is helpful to 
replace it by contour surfaces, thus calling 
attention to the regions of greatest electron 
density and to the shapes of these regions. 
Then by comparing these contours with the 
known shapes of the amino acid residues, 
especially their side chains, one can at- 
tempt to fit a model to the electron density. 
The use of three-dimensional contour sur- 
faces as such is a practical impossibility, 
and until 1968 the procedures employed in- 
cluded simple inspection of stacks of con- 
tour sections or placement of color-coded 
beads on rods to try to convey a visual im- 
age of the peaks and valleys of electron 
density. This was almost unbelievably 
cumbersome. 

In 1968 Frederic M. Richards of Yale 
University invented the Richards optical 
comparator, less formally known as the 
Richards box (or even, affectionately, as 
Fred's folly), which, in its awesome sim- 
plicity, revolutionized the interpretation of 
protein electron density maps (27). This 
device uses a half-silvered mirror to super- 
impose optically the image of a stick model 
on the contoured electron density map, 
made effectively three-dimensional by 
stacking a series of two-dimensional sec- 
tions. When the observer looks into the 
half-silvered mirror the model is perceived 
as being embedded in the electron density 
map. The elements of the model can then 
be adjusted by hand to match the map. 

Although the invention of the Richards 
box has greatly facilitated the interpretation 
of protein crystallographic data, it still 
leaves much arduous work. The "fine tun- 
ing" of an atomic model in a Richards box 
is a long, tedious project; but worse is yet 
to come. The coordinates of all the atoms 
must then be measured from the model. 
This is both highly tedious and inherently 
inaccurate. 

An obvious desideratum is an electronic 
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Fig. 1. The heavy line is the curve given by Eq. 2 
for map modification in the range 0 < Pexp < 1; 
the straight line of slope 1 corresponds to no 
modification. 

Richards box, that is, a device which al- 
lows the crystallographer to display a suf- 
ficient volume of the electron density map, 
in stereo, on a television screen and simul- 

taneously superimpose atomic models, 
also in stereo, in such a way that the latter 
can be translated and rotated until an opti- 
mum fit of the model to the map is 
achieved. Fitting model to map in this way 
can be far more convenient and faster than 
the mechanical operations in the Richards 
box, but even more important, the reading 
of coordinates can then be completely 
automated. Once the model is fine-tuned 
the push of a button will record the coordi- 
nates. 

Electronic Richards Box 

What we can call electronic Richards 
boxes have been developed at Washington 
University (28) and at Oxford (29). The 
former, which is based on a set of specially 
designed and constructed digital modules, 
has been used to superimpose subunits of 

1.0 

0.6 

Cw // a- 

Pexp 
Fig. 2. The heavy line gives the relationship be- 
tween positive Pexp and Pcalc when X = 0.60. 

malate dehydrogenase and lactate dehy- 
drogenase (30); the latter, based on com- 

mercially available hardware, has been 
used to study the binding of inhibitors to 

lysozyme (29). 
The system used in the Department of 

Biochemistry and Biophysics at Texas 
A&M is part of CRYSNET (31), a proto- 
type network designed to make a range of 

computer graphics generally available to 
chemists and biologists. It is based on a 
Digital Equipment Corp. PDP 11/40 com- 

puter with 28 kilowords of core memory 
and Vector General graphics hardware. 

Peripherals include a card reader, 1.2 

megaword disk, tape drive, and printer. In- 
teractive control of the display may be ef- 
fected by means of keyboard commands 
and console switches. However, the most 
useful input device is a box of ten control 
dials. Because the number of variables in- 
volved in fitting a tripeptide or tetrapeptide 
greatly exceeds ten, the function of each 
dial may be reassigned at the convenience 
of the operator. A major constraint to any 
graphics system is its flicker rate or the 
number of vectors it can draw in about 

1/30 second. This system can draw models 
of molecules with the size and complexity 
of, for example, the alpha and beta sub- 
units of horse methemoglobin (2229 
atoms) without flicker. Programs for con- 
touring selected portions of the electron 
density map, building the model, and fit- 
ting the model to the map have been writ- 
ten. 

Graphical models can be viewed three- 
dimensionally by several techniques. The 
kinetic depth technique permits three-di- 
mensional viewing of a continuously rotat- 
ing image under operator control via the 
control dials. This method is effective for 
surveying vantage points and for motion 
picture photography, but it is troublesome 
for model fitting, which requires a more 
static representation of electron density 
contours. Side-by-side viewing of stereo 
images is available as an option, as is the 
viewing through a half-silvered mirror. 
Both techniques permit several individuals 
to view the display simultaneously. Anoth- 
er option allows the use of split screen side- 
by-side orthogonal views. Two contouring 
approaches are available and often used in 
tandem. First, an approximate fit of model 
to map is obtained by using a three-dimen- 
sional grid of single level contours. Then, 
stacks of multilevel contours (as in the 
Richards box) are used for fine tuning of 
the fit. 

A variety of three-dimensional inter- 
active manipulations are available for the 
fitting process: (i) rotation of the entire pic- 
ture about a selectable vector, whether in 
the static or continuous rotation mode; 
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for moving the model or parts of the model lation of any subunit of the model (for in- 
with respect to the contours four rotational stance, the inhibitor of an enzyme-inhib- 
and four translational modes are available; itor complex) with respect to the rest of the 
(ii) complete model translation; (iii) trans- model and the contours; (iv) translation of 

the model for any selected portion of any 
subunit; (v) individual atom translation; 
(vi) complete rotation of the model; (vii) 
rotation of any subunit of the model; (viii) 

Fig. 3. Stereoscopic views of three variations of the electron density map 
for tyrosine 11 in rubredoxin with superimposed stick models. The lowest 
contour is at 0.6 e/A3, the highest at 2.6 e/A3, with contours at steps of 
0.4 e/A3 between the two. See text for details. 

Fig. 4. Stereoscopic views of three variations of the electron density map 
for tryptophan 37 in rubredoxin with superimposed stick models. The 
lowest contour is at 0.8 e/A3, the highest at 2.72 e/A3, with steps of 0.48 
e/A3 between the two. See text for details. 
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subunit rotation about a particular bond; 
and (ix) dihedral rotation of any part of a 
subunit at either the head or the tail of the 
flashing bond pointer (32). The coordinates 
of the atom at the pointer's head, which 
also flashes, can be printed on command. 
The pointer can be moved forward or 
backward through 15 atoms by a dial on 
the control box. When the dial is turned 
fully, the computer moves the starting 
point, allowing the entire model to be 
traced. 

As indicated above, the system is entire- 
ly based on commercially available hard- 
ware. The programming has been done in 
FORTRAN and has proved to be usable 
on other minicomputer-based systems. The 
display and fitting programs are complete- 
ly general; that is, they are not limited to 
proteins but can be used for any molecule, 
large or small. Views of a particular fitting 
can be stored for later retrieval. A list of 
atomic coordinates can be produced sim- 

ply by a single command calling for a 
record to be created. 

Although the CRYSNET system has a 
number of other features (31), the practical 
work described below is the first extensive 
trial of this interactive computer graphics 
system as an electronic Richards box. In 
these particular fittings of the electron den- 
sity maps of the phase-refined rubredoxin 
and staphylococcal nuclease data, only 
idealized parameters for the peptide bond 
and the amino acid residues have been 
used, but the system is not restricted to 
this. As the use of the system in this work 
has progressed, the interaction among the 
individuals involved in the programming 
and model-fitting has led to modifications 
and improvements in the system. As this 
type of interaction continues and expands, 
the system should evolve into a practical 
and efficient tool for those studying the 
structure and function of biological macro- 
molecules. 

Illustrative Practical Results 

Armed with both the phase refinement 
and extension method and the electronic 
Richards box we have been able to achieve 
some remarkable improvements in the 
clarity of the electron density maps and ac- 
curacy of the atomic models for the two 
structures, rubredoxin and staphylococcal 
nuclease, with expenditures of time, effort, 
and money which are comparatively very 
modest. The efficiencies achieved repre- 
sent, we believe, an order of magnitude im- 
provement in the state of the art. 

In the case of rubredoxin, accuracy can 
be verified by a change from the approxi- 
mate starting phases to phases that com- 
pare more favorably with the authoritative 
results of the classical least-squares model 
refinement by Jensen and co-workers (7). 
It is important to recognize that the valida- 
tion of our work depends largely on their 
refinement. Note should also be taken of 

Fig. 5. Stereoscopic views of three variations of the electron density map 
for valine 24 in rubredoxin with superimposed stick models. The stick 
model in (b) has an isoleucine side chain. Contour levels are the same as 
those in Fig. 3. In (c) particularly the actual electron density in the map 
exceeds the top level of 2.6 e/A3, but these higher levels are not shown 
here. See text for details. 

Fig. 6. Stereoscopic views of two variations of the electron density map for thymidine-3',5'-diphosphate and Ca24 in the enzyme-inhibitor-Ca2+ com- 
plex of staphylococcal nuclease with superimposed stick models. The lowest contour is at 0.4 e/A3, the highest at 1.90 e/A3, with steps of 0.5 e/K3 be- 
tween the two. See text for details. 
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their caveat that their current results for 
rubredoxin should not be regarded as final 
but only as a test of the applicability of the 
least-squares method to a large molecule. 

Figures 3 to 5 compare the electron den- 
sity maps from the 2 A multiple iso- 
morphous replacement (MIR) data (Figs. 
3a, 4a, and 5a), the 1.5 A least-squares 
(LS) refined data of Jensen's group (7) 
(Figs. 3b, 4b, and 5b), and the 1.5 A data 
subjected to the direct space refinement 
(DSR) procedure described here (Figs. 3c, 
4c, and 5c) for three of the amino acid resi- 
dues of rubredoxin, namely tyrosine 11, 
tryptophan 37, and valine 24, respectively. 
The coordinates for the superimposed stick 
models for the LS maps are those of Jen- 
sen and co-workers (7), while in the MIR 
and DSR maps rigid models comprising 
standard bond lengths and angles have 
been fitted to the electron density by using 
the interactive computer graphics system. 
In the latter two cases the peptide bonds 
have not been allowed to deviate from 
planarity, although in Fig. 3b particularly 
it appears a much better fit would be ob- 
tained by allowing such a deviation. In 
each figure the amino acid side chain (R) is 
toward the top and a section of the main 
peptide chain is shown as diagrammed be- 
low. 

R 
I 

C-N-C-C-N-C-C 
II II 

Ya1 0 2 0 a3 

Our general impression from viewing these 
sections and others in the refined rubredox- 
in maps is that the LS map is of somewhat 
better quality than the DSR map, but it 
also seems quite clear that the DSR map 
represents a very significant improvement 
over the MIR map. Note that in the LS 
maps for tyrosine 11 (Fig. 3b) and trypto- 
phan 37 (Fig. 4b) there appear to be struc- 
turally unreasonable distortions of the aro- 
matic rings. 

Figure 6a shows a stick model-again 
with standard bond lengths and angles-of 
thymidine-3',5'-diphosphate (pdTp) inter- 
actively fitted to its electron density as it 
appears in the 2 A MIR map of the staphy- 
lococcal nuclease-pdTp-Ca2+ complex 
(26). The position of the calcium ion is in- 
dicated with an X. Figure 6b is the 1.5 A 
DSR map for the same area of the en- 
zyme-inhibitor complex. Here again our 
refinement procedure appears to have sig- 
nificantly improved the quality of the map, 
this time in an area of the map that was 
surprisingly clear in a 4 A map based on a 
single heavy-atom derivative (33). Note 
that the calcium position in the MIR map 
(Fig. 6a) is poorly resolved and unreason- 
ably low in electron density. However, in 
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the DSR map (Fig. 6b) the calcium posi- 
tion is sharply defined and has an electron 
density in reasonable accord with its atom- 
ic number. Thus, our refinement procedure 
seems able to selectively intensify real 
structural features. Conversely, the refine- 
ment also appears able to remove incorrect 
features from the MIR map. For example, 
study of Fig. 5 reveals that for residue 24, 
which was originally identified as an iso- 
leucine (7) and later correctly identified as 
valine (34), the DSR refinement has re- 
moved the electron density that led to the 
confusion. 

Conclusion 

Although a number of protein structures 
and at least one transfer RNA structure 
have been determined by x-ray crystallog- 
raphy, and several of the protein structures 
have been extensively refined, the methods 
used have been lengthy, costly, and ineffi- 
cient. We have described here major im- 
provements at two key stages in the pro- 
cess of macromolecular structure determi- 
nation. One has to do with refining and ex- 
tending phase information by a procedure 
which is both effective and affordable. The 
extrapolation aspect of this procedure is of 
major importance, since it allows resolu- 
tion to be improved merely by collecting 
more data on the native structure (say 
from 2.0 to 1.5 A) without the necessity of 
obtaining MIR phase information in the 
same range as well. 

The other has to do with building and 
fine-tuning explicit structure models by 
means of an interactive computer graphics 
system based on commercially available 
components. The computer graphics sys- 
tem has been developed and used to fit mo- 
lecular models efficiently to experimentally 
determined electron density sections at a 
resolution of 1.5 to 3.0 A. Besides the con- 
venience and speed of fitting, this system 
and others like it offer the enormous ad- 
vantages of providing prompt, accurate 
readout of atomic coordinates and publish- 
able stereoscopic diagrams. 
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As we make the transition from the 
third to the final quarter of this century, 
the world food economy appears to be 
undergoing a fundamental transformation. 
Two developments stand out. One, the 
comfortable reserve of surplus stocks and 
excess production capacity which the world 
has enjoyed over the past generation may 
now be a passing incident in its history. 
Two, the world is becoming overwhelm- 
ingly dependent on North America for 
food supplies. These two changes point to a 
new role and responsibility for North 
America. 

Within a span of a few years the world's 
surplus stocks and excess production ca- 
pacity have largely disappeared. Today the 
entire world is living hand to mouth, trying 
to make it from one harvest to the next. 

Grain exports from North America, a 
measure of growing worldwide food defi- 
cits, have doubled during the 1970's, ex- 
panding from 56 million tons in 1970 to 
nearly 100 million tons during the current 
fiscal year. Of the 115 countries for which 
data are readily available, all but a few 
now import grain. Of the countries that re- 
main significant exporters, two dominate: 
the United States and Canada. During the 
current fiscal year the two together will ex- 
port enough grain to feed the 600 million 
people of India. 

The reasons for growing dependence on 
North American food supplies include eco- 
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logical deterioration of food systems be- 
cause of growing population pressure, mis- 
management of agriculture, soaring popu- 
lation-induced demands, and sharp in- 
creases in demand as a result of newfound 
wealth, as in the Organization of Petro- 
leum Exporting Countries (OPEC). The 
causes of the growing deficits vary, 
and often a combination of factors is re- 
sponsible, but the effects are the same- 
ever greater pressure on North American 
food supplies. 

As a result of these trends, North Amer- 
ica today finds itself with a near monopoly 
of the world's exportable grain supplies. In 
a world of food scarcity, where there may 
not be enough food to go around, North 
America must decide who gets how much 
food and on what terms. The governments 
of the United States and Canada have not 
consciously sought this responsibility, any 
more than the countries of the Middle East 
have planned their geographical location 
astride the world's richest oil fields. 

In recent years shortages of food have 
contributed to global double-digit inflation 
and to severe nutritional stress among low- 
income people everywhere. In some of the 
poorer countries, shortages have led to a 
rise in death rates, reversing postwar 
trends. National political leaders in the 
food-deficit countries, rich and poor alike, 
are becoming uneasy over future access to 
food supplies. Profound changes in the 
world food economy have brought into 
question the basic assumptions underlying 
North American food policies, particularly 
at the international level. 
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Throughout much of the period since 
World War II, the world has had two ma- 
jor food reserves: stocks of grain held by 
the principal exporting countries and crop- 
land idled under farm programs in the 
United States. During the 1960's and early 
1970's some 50 million acres out of a total 
U.S. cropland base of 350 million acres 
was held out of production to support 
prices (1). Stocks of grain held by the ex- 
porting countries were readily available for 
use when needed. Cropland idled under 
farm programs in the United States could 
be brought back into production within a 
year. Together grain stockpiles and crop- 
land reserves provided security for all 
mankind, a cushion against any imagin- 
able food disasters. 

As recently as early 1972, it seemed like- 
ly that surplus stocks and cropland idled 
under farm programs would be part of the 
landscape for the foreseeable future. Then, 
suddenly, the global demand for food, 
fueled by the relentless growth of popu- 
lation and by rising affluence, began to out- 
strip the productive capacity of the world's 
farmers and fishermen. The world fish 
catch, which had tripled between 1950 and 
1970 and had moved to a new high each 
year, turned downward for three con- 
secutive years. Although most of the idled 
U.S. cropland was released for use in 1973 
and the remainder thereafter, food reserves 
have not been rebuilt. 

In 1961, the combination of reserve 
stocks of grain in exporting countries and 
idle cropland in the United States amount- 
ed to the equivalent of 105 days of world 
grain consumption. In 1972 stocks still 
equaled 69 days of world consumption. 
Then reserves began to drop rather abrupt- 
ly-to 55 days in 1973 and still further to 
33 days in 1974. The 1975 carry-over 
stocks remain precariously low, and all 
hopes for rebuilding them to safe levels 
have vanished with the poor 1975 Soviet 
harvest. Current U.S. Department of Agri- 
culture estimates of carry-over stocks in 
1976, already largely determined by the 
1975 harvest, indicate an even lower level 
than in 1975 (2) (Table 1). 

A third factor leading to global food in- 
security and instability in the mid-1970's is 
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