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Temporal Pattern Shifts in Singing Birds: A Critique Temporal Pattern Shifts in Singing Birds: A Critique Temporal Pattern Shifts in Singing Birds: A Critique 

Ficken et al. (1) have hypothesized that 
the red-eyed vireo (Vireo olivaceus) and 
the least flycatcher (Empidonax minimus) 
change their patterns of singing to avoid 
acoustic interference when they are breed- 
ing in the same habitat. We believe, how- 
ever, that the data and analysis presented 
do not necessarily constitute a complete 
test of the hypothesis. 

Ficken et al. used data from five pairs of 
birds in which the recording sequences 
contained from 43 to 519 songs of the fly- 
catcher and from 59 to 512 songs of the 
vireo. Song initiation for each species of 
each pair was scored as either an inter- 
ruption or not, and a x2 value was obtained 
for each bird. This test is quite appropriate 
if the assumption is made that each song 
produced by a single bird is temporally 
independent of all other songs produced by 
that same bird. Our major criticism is 
that there is likely to be a lack of temporal 
independence among songs within an indi- 
vidual's singing. Birds appear to sing in 
bouts of song; that is, there would be two 
major categories of silences, long intervals 
between singing bouts (between the last 
song of a particular bout and the first song 
of the next bout) and short intervals be- 
tween songs within a bout. It is known that 
these latter intervals are rather constant 
(2). Thus a test of the hypothesis presented 
by Ficken et al. should recognize the three 
potential states of an individual bird as (i) 
singing within a bout, (ii) silent within a 
bout, or (iii) silent between bouts. 

If one bird happens to start a bout while 
the other is between songs (within a bout), 
this one episode may be sufficient to ex- 
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plain the phase displacement during the 
rest of the bout. Bout occurrences then 
should constitute the data rather than indi- 
vidual songs. Because of the chance dis- 
placement mentioned above, it is impor- 
tant to know how Ficken et al. "selected" 
the five vireo-flycatcher pairs at Lake 
Itasca, Minnesota. Some individuals may 
have been singing out of synchrony with an 
individual of the other species, others may 
have been singing in synchrony, and still 
others may not have been singing at all. 
The occurrence of bout singing does not 
negate the possibility of acoustic avoid- 
ance; however, it does demand a different 
approach to the analysis. It seems neces- 
sary therefore to suggest the tentative na- 
ture of the conclusions presented. 
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9 October 1974; revised 25 March 1975 

Contrary to the assertion by Planck et 
al., we did not attempt to test the hypothe- 
sis that the vireo and flycatcher "change 
their patterns of singing to avoid acoustic 
interference." To dismantle the straw man, 
we repeat that we recorded the species 
singing together and found that song over- 
lap occurred less frequently than would 
have been expected from the simplest 
quantitative model of singing. The results 
suggested to us that some mechanism to 
avoid overlap has evolved, but we do not 
even agree among ourselves as to the most 
likely mechanism. 

The other assertion by Planck et al., that 
the data may have been "selected" by 
recording only when no song overlap oc- 
curred, is easily answered: of course not. 
This is so obvious a potential bias that we 
did not even bother to mention in the origi- 
nal report that tapes were made opportun- 
istically by R.W.F. and M.S.F. whenever 
possible. 

The substance of the technical comment 
by Planck et al. is thus not a "critique" but 
rather an additional suggestion on the 
mechanism of overlap avoidance. R.W.F. 
and M.S.F. have data to indicate that the 
proposal of phase-displacement at the be- 
ginning of a bout, although clever, is un- 
likely. Contrary to the assertion of Planck 
et al., neither species sings in a truly regu- 
lar fashion; birds do not stay out of phase 
or even begin out of phase and drift slowly 
into phase. We are still investigating the 
problem and will consider the phase-dis- 
placement possibility quantitatively when 
a more propitious occasion arises. 

ROBERT W. FICKEN 
MILLICENT S. FICKEN 

Department of Zoology, University of 
Wisconsin-Milwaukee, Milwaukee 53201 

JACK P. HAILMAN 

Department of Zoology, University of 
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Johnston and Chesney (1) recorded the 
visual evoked potential from a frontal elec- 
trode in a choice reaction-time (RT) para- 
digm requiring a vocal response. They 
compared, by means of factor analysis, the 
wave forms evoked by a visual stimulus 
that was interpreted either as a letter ("B") 
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or number ("13"), depending upon the 
context in which the stimulus appeared. 
Their results indicated a consistent factor 
(in three of four subjects) that differ- 

entially loaded on "B" and "13" in the in- 
terval from 160 to 240 msec after stimulus 
presentation (the maximum time sample in 
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their evoked potential epoch). This led 
them to claim that "late components of the 
evoked potential wave form, recorded 
from the frontal areas of the brain, reflect 
neural activity correlated with the meaning 
of the stimulus" (1, p. 946). We feel, how- 
ever, that this conclusion is premature 
without the addition of a necessary control 
condition and possibly further statistical 
analyses of their data. Specifically, it 
would be necessary to repeat their experi- 
ment with subjects refraining from giving a 
verbal response. As we demonstrate here, 
it is possible for specific patterns of activity 
preceding phonation of either a "B" or 
"13" response to "act backward" and 
thereby differentially contaminate late 
components of the sensory evoked poten- 
tial (2). Such "prespeech" activity would 
thus constitute a serious confounding of 
the data reported by Johnston and 
Chesney. 

To test for this possibility we replicated 
their recording and stimulation procedures 
as nearly as possible (3). However, instead 
of analyzing frontal electroencephalo- 
grams (EEG's) by triggering a computer of 
average transients (CAT) at flash onset, we 
triggered it at speech onset in order to as- 
sess the effects of the verbal response (4). 
The EEG activity occurring just prior to 
speech onset was processed by the simple 
technique of averaging, in real time, the 
signal derived from the playback channel 
of an FM tape recorder. When the CAT 
was triggered at speech onset and the fron- 
tal EEG was simultaneously recorded, it 
took 200 msec (at 38 cm/sec) for the 
frontal EEG occurring at the moment of 
speech onset to be entered into the comput- 
er. Thus, we were able to analyze frontal 
EEG activity occurring up to 200 msec pri- 
or to speech onset. 

The results for two subjects are shown in 
Fig. 1. For the data shown in Fig. 1, A 
(subject 1) and E (subject 2), the task re- 
quired either a "B" or "13" response de- 
pending upon whether the stimulus was in 
a letter or number context in an RT para- 
digm. Both subjects produced individually 
different but repeatable wave forms. Vis- 
ible differences in the prespeech wave form 
patterns extended 145 msec (Fig. 1A) and 
100 msec (Fig. 1E) prior to speech onset 
(5). Thus, the time frame within which 
Johnston and Chesney (1) found signifi- 
cant results (160 to 240 msec after stimulus 
onset) could be affected by any verbal re- 
sponse occurring within 305 to 385 msec 
for the first subject, and 260 to 340 msec 
for the second. 

We found no significant difference be- 
tween mean RT for "B" and "13" when 
each stimulus was presented within the ap- 
propriate context. Sample RT distribu- 
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tions associated with a single replication of 
"B" in Fig. 1, A and E, are shown for each 
subject in Fig. 1, B and F. Those trials 
that fall within the critical time period de- 
fined above appear as solid bars. For sub- 
ject 1, who showed the greater prespeech 
effect, this amounts to 72 percent of all tri- 
als, and for subject 2, 45 percent. Some of 
the faster RT's for subject 1 (245 to 285 
msec) could possibly affect the interval 100 
to 140 msec after stimulus onset; Johnston 
and Chesney found significant effects for 
one subject in this interval, with similar 
trends for two other subjects. The summa- 

Subject 1 

tion of such wave form differences in the 
averaged evoked potential could be detect- 
ed by a sensitive factor analysis (6). 

Since the data presented in Fig. 1, A and 
E, represent a comparison between "B" 
and "13," it is necessary to show that these 
differences are not dependent upon context 
(number versus letter), but rather upon 
other factors. Figure 1C shows three dif- 
fering wave forms obtained to the response 
"B" at differing mean intensities of verbal- 
ization (measured at 68, 78, and 88 ? 2 db 
by a sound pressure meter positioned at 
the microphone). Figure 1G shows varying 
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Fig. 1. Prespeech activity and reaction time data for two subjects. Evoked potential traces are aver- 
ages of 50 recordings free of gross artifact. The vertical arrow at right edge of evoked potential plots 
represents speech onset; the origin at left is 200 msec prior to speech onset. (A and E) Two replica- 
tions of responses to "B" and "13." Visual inspection shows consistent wave form differences that 
extend 145 msec prior to speech onset for subject 1 (A), and 100 msec for subject 2 (E). (B and F) Re- 
action-time distributions. The mean RT's are 333 4 36 msec for subject 1 (B) and 353 ? 50 msec for 
subject 2 (F). Solid bars represent trials in which a prespeech effect of 145 msec (in B) or 100 msec (in 
F) would occur within the interval 160 to 240 msec after stimulus onset. (C) Comparison of activity 
preceding "B" response produced at an average of 68, 78, and 88 db. (D and H) Comparison of sim- 
ilar prespeech wave forms for "8" and "A." (G) Different prespeech wave forms for numbers "1" 
and "17" and the letter "W." 
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wave forms to the numbers "1" and "17" 
and the letter "W" (many other wave 
forms also had different patterns). Finally, 
Fig. 1, D and H, show very similar wave 
forms to the "8" and the "A" for each sub- 
ject (this combination was selected since 
both have similar gross movement patterns 
for their vocalization). Such data indicate 
that prespeech wave forms of numbers and 
letters can be either similar or dissimilar, 
and can vary according to loudness and 
patterns of jaw, tongue, and lip movement 
involved in vocalization. In short, such 
wave forms are a function of the verbal re- 
sponse, and not the visual stimulus. 

Although our data show consistent dif- 
ferences up to 145 msec before speech on- 
set, the largest artifacts actually occurred 
during the verbal response (not shown). If 
Johnston and Chesney (1) had presented 
evoked potential wave forms that extended 
beyond 240 msec after stimulus presenta- 
tion, it would have been possible to visually 
judge the extent of such artifacts in their 
data. More important, they should have in- 
cluded a condition in which the verbal re- 
sponse was either eliminated or delayed 
well beyond the time when speech artifacts 
could confound the data. As a further test 
of the possible confounding of prespeech 
activity, it would have been useful to do 
factor analyses of wave forms for fast ver- 
sus slow RT trials. If our arguments are 
valid, then there should be marked differ- 
ences between fast and slow RT wave 
forms in the interval within which differ- 
ences in "B" and "13" wave forms are 
found (significant differences should occur 
in earlier time intervals for faster RT tri- 
als). In this regard, it would be interesting 
to know whether the one subject whose 
wave forms for "B" and " 13" were not sig- 
nificantly different had slow RT's or lesser 
amounts of prespeech activity (or both), 
which could confound the data. 

Until such controls and further analyses 
are performed, it is impossible to accept 
the conclusions reported by Johnston and 
Chesney. However, if their data stand the 
test of further scrutiny, then their results 
represent a significant contribution to the 
evoked potential literature. 

GARY C. GALBRAITH, J. B. GLIDDON 

Neuropsychiatric Institute-Pacific State 
Hospital Research Group, University of 
California, Los Angeles, Pomona 91766 

References and Notes 

1. V. S. Johnston and G. L. Chesney, Science 186, 
944 (1974). 

2. We do not attempt here to delineate the physi- 
ological sources of such activity. Potentials of 
cerebral origin precede voluntary movements [H. 
H. Kornhuber and L. Deecke, Pfluegers Arch. Ge- 

samte Physiol. Menschen Tiere 284, 1 (1965); H. 
G. Vaughan, Jr., L. D. Costa, W. Ritter, Electroen- 
cephalogr. Clin. Neurophysiol. 25, 1 (1968)]. Po- 
tentials preceding speech have also been reported 
[L. K. Morrell, Psychophysiology 10, 307 (1973); 
J. Ertl and E. W. P. Schafer, Life Sci. 6, 473 
(1967)]. In the case of prespeech potentials, how- 
ever, great care must be exercised to completely 
eliminate extracerebral movement and muscle ar- 
tifacts since the recording electrodes typically lie in 
close proximity to the muscles of articulation. 

3. We could not replicate the light intensity used by 
Johnston and Chesney (1) since quantitative data 
were not reported. The light intensity used in our 
study was 0.91 mlam. 

4. Thus, the stimulus-locked evoked potential was ef- 
fectively ignored. However, this did not make any 
appreciable difference, since we obtained similar 
results whether the verbal reaction was in response 
to the appropriate visual stimulus in an RT para- 
digm, to a homogeneous light flash, or was ob- 
tained during repetitive vocalization in the absence 
of a visual stimulus. 

5. Our analysis is limited by the fact that differences 
between wave forms were judged visually. Al- 
though the data show marked differences in slopes, 
peaks, and polarity within the identified time inter- 
vals, we do not claim that the particular time inter- 
vals are the same as those that would be selected 
by factor analysis. 

6. Even if prespeech activities in the two contexts 
were not markedly dissimilar and mean RT's were 
identical, it is still possible that a systematic bias 
could be introduced into the data. If, for example, 
RT for numbers was more variable than that for 
letters, then the prespeech activity for numbers 
would be confounded earlier on some trials, and 
with less uniformity, than is the case for letters. 
This fact alone could result in systematic differ- 
ences in late evoked potential components in the 
two conditions. 

7. Supported in part by NIH grants HD 06650, RR 
05632, and HD 4612. 
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There is other evidence in the litera- 
ture that better supports the conclusions 
drawn by Johnston and Chesney (1). They 
failed to cite reports by Brown et al. 
(2), Teyler et al. (3), and Chapman (4) 
which demonstrate correlates of linguistic 
meaning in the wave form of the average 
evoked potential to words. Brown et al., 
for example, demonstrated differences in 
evoked potential wave forms when the 
same word was given different contextual 
meaning; specifically, differences were 
demonstrated in the wave form to the word 
"fire" in the phrases "sit by the fire" and 
"ready, aim, fire." Since it appears to be 
the policy of Science to publish reports 
that demonstrate or markedly clarify new 
relationships, the omission of these refer- 
ences is particularly significant. 

WARREN S. BROWN 

Department of Psychiatry, School of 
Medicine, University of California, 
Los Angeles 90024 
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10 February 1975 

It is a routine procedure in our laborato- 
ry to collect response-locked potentials, for 
periods both before and after response, in 
all of our evoked potential studies. Using a 
boxcar procedure (1), we have demon- 
strated that (i) the response-locked elec- 
trooculogram is almost entirely eliminat- 
ed by the balancing procedure employed in 
our previous experiment (2) and (ii) the re- 
sponse-locked electromyogram is maximal 
20 msec before contact closure of the 
voice-operated relay and can be detected 
no more than 70 msec before the response. 
Our data on response-locked preverbal 
electroencephalogram potentials, however, 
are of questionable validity since "the 
faithful presentation of response-related 
potentials and especially of the slowest rp 
[readiness potential] component requires 
employing stable, nonpolarizing electrodes 
and direct coupled amplification" (3, p. 
248). In the absence of these precautions, a 
preverbal negative or positive shift, such as 
those detected by McAdam and Whitaker 
(4), is not only attenuated, but can be dis- 
torted into a negative-positive ensemble. 
We do not believe, therefore, that either 
our observations or those of Galbraith and 
Glidden (5), who replicated our recording 
procedure, represent reliable measures of 
either the nature or the extent of the pre- 
verbal response. With these reservations in 
mind, our data indicate that differential 
preverbal responses as early as 200 msec 
before the response can be detected from 
vertex recordings, but we have been unable 
to observe such effects from our frontal 
electrode recording site (2.5 cm above the 
inion). 

These observations, together with sub- 
sequent reports (6) of meaning-correlated 
changes in the absence of differential pre- 
response waves, have led us to the con- 
clusion that our original interpretation is 
still valid. We thank Galbraith and Glid- 
den, however, for their constructive sug- 
gestions for improving our methodology. 

VICTOR S. JOHNSTON 

GREGORY L. CHESNEY 
Department of Psychology, New Mexico 
State University, Las Cruces 88003 
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