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In the 7 October 1974 issue of the 
Journal of the American Medical As- 
sociation two surgeons debated the 
methods of management of breast can- 
cer. Crile (1) took the position that 
limited mastectomy was the method of 
choice, while Anglem (2) took the posi- 
tion that management of breast cancer 
should be by radical mastectomy. Both 
surgeons cited their own studies as well 
as those of others to support their re- 
spective positions. 

However, the data base structures 
cited by the two surgeons were ap- 
parently not the same, and as a result 
it is not possible to compute survival 

probabilities which are conditioned on 
different assumptions. I now propose a 
method for organizing the data base and 
then evaluating the outcome of different 
treatments. The method can be applied 
to existing data as well as to data that 

may be collected in the future. 
Pattern recognition theory and prac- 

tice is based on classes, features of these 
classes, and the statistical distribution of 
these features for the respective classes. 
In the problem of breast cancer survi- 
val there are two basic classes (a class 
will be generally denoted C). 

CRY = survival for Y years after 
radical mastectomy 

CLY = survival for Y years after 
limited mastectomy 

Additional classes can be defined in 
terms of other treatments or features. 

The features of the classes will be 
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inferred from the discussion by the 
two surgeons and other studies: fl, can- 
cer stage; f2, patient age; /3, histopa- 
thology; f4, lymph node involvement; f,, 
treatment; f/, family history of breast 
cancer; f7, immunological status; /s, pa- 
tient's cause of death; f), location of 

primary lesion; flo, duration of disease 
at diagnosis; f/, pre- or postmenopause; 
f12, associated pregnancy; f13, antibody 
to breast cancer antigen; and f/4, tu- 
mor growth rate. 

The patient's feature vector may be 
denoted as 

f =[fl,f., f.... 1f] 

a column vector. Let the joint probabil- 
ity distribution of f be p(f ] CRY) and 

p(f I C1,J) for the two classes, respec- 

tively. 
Given a patient with a particular fea- 

ture vector f, what is the probability of 
the occurrence of CRY or CI,y? 

To answer this question, we must ask 
what is the probability of Cay or CLY 
for a patient with breast cancer before 
we look at f for that patient? These a 

priori probabilities will be denoted 
p(CRY) and p(Cr,-), respectively. Then, 
the probability of CRY or CLY for a pa- 
tient after looking at his feature vector, 
called an a posteriori probability, will 
be denoted p(CI, I f) and p(Ci I f) for 
the two respective classes. For the latter 
notation, the I in p(C,, I f) is used to 
mean given: that is, probability of CRy 
given f. 
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p(f) =p(fjCLY) p(CLY) + p(fIC,,Y) P(CRY) 

(3) 

A standard pattern recognition prob- 
lem is, given "training samples" for 
class CrY and "training samples" for 
class CI,y, to estimate the respective 
probability distributions p(f I CR) and 
p(f I C1,y). This is not an easy task. First, 
a model for the probability distribution 
must be assumed a priori; or in the 
language of pattern recognition, a 

"family structure" must be assumed for 
the probability distribution. Patrick 
considers such estimation of probability 
distribution in detail (3). There is not 
one currently available computer pro- 
cedure that can be used to construct 
the required estimated probability den- 
sity functions p(f I Cly) and p(f I CLY). 

Any procedure assumes some structure 
about the functional form of p, whether 
it is a multivariate Gaussian assump- 
tion at one extreme or a "nonparamet- 
ric" structure at the other extreme (4- 
6). Up to now, analyses of breast can- 
cer data have been dependent on the 
formation of one-dimensional or two- 
dimensional probability distributions; 
for example, with f, (that is, the cancer 
stage) or with the two features fi and f, 
(that is, histopathology). Probabil- 

ity distributions might have been con- 
structed for f/ and f3, with the use of 
different values of f2 (that is, patient 
age). Another problem is how to use a 

priori knowledge that two features are 
statistically dependent. 

Thus, given the number of training 
samples NR for class CRY and the num- 
ber of training samples NL for class CLY, 
we can estimate p(flCRY) and p(flC,,). 
Once these are estimated and a priori 
probabilities p(C1y) and p(CLy) speci- 
fied, then the a posteriori probabilities 
p(Cly If) and p(C,y) lf) can be cal- 
culated for any patient f, where p(f) is 
calculated from Eq. 3. 

However, difficulties can be antici- 

pated. First, what are the a priori prob- 
abilities p(C,11) and p(CL,y)? Might one 
assume p(CRY) = p(CTY) = /2? Did 
Crile (/) and Anglem (2) cause a priori 
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probabilities (by implication) to depend 
on patient age or cancer stage, when 

properly age and stage are part of the 
feature vector f and should have their 
effect by adding to the dimensionality 
of p(fjCy-) and p(fCIy,), respec- 
tively? 

Many of the studies cited by Crile 

(1) and Anglem (2) involve different 

parts of the feature vector f. Thus, one 

study might provide training samples 
for one part of p(f I C) while another 

study might provide training samples 
for another part of p(f | C). 

To conclude, any national effort to 
evaluate future breast cancer data or to 
reevaluate past breast cancer data 
should follow guidelines established by 
a recognized group of experts from 
the surgical community and the pat- 
tern recognition-statistician community. 
This group of experts should (i) de- 
termine a set of features to be included 
in f and the values which these features 
can have; (ii) agree on various a priori 
structures to be used in obtaining 
the estimated probability distributions 
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termine a set of features to be included 
in f and the values which these features 
can have; (ii) agree on various a priori 
structures to be used in obtaining 
the estimated probability distributions 

p(f I CRY) and p(f I CLY), and agree on 
a priori relationships among the fea- 
tures in f; (iii) establish a computer 
data bank for patient samples and 

guidelines for this data to be accessed; 
and (iv) agree on values for p(Cyr) 
and p(CI,Y). (v) Thus, estimates will 
be obtained for p(f I CRy) and 

p(f I CL) for Y (years) =5, 10, 15 
(for example). 

EDWARD A. PATRICK 

Department of Electrical Engineering, 
Purdue University, West Lafayette, 
Indiana 47907, and Indiana University 
School of Medicine, Indianapolis 
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The Methylation of Arsenic Compounds The Methylation of Arsenic Compounds 

In Wood's excellent article on the 

subject of the biological methylation of 
metals in the environment (1) and in 
a series of other papers (2) he, and his 

co-workers, have made considerable use 
of the concept of formal oxidation num- 
bers. However, this concept must be 
used with considerable caution. In the 

proposed methylation of arsenite to 

methylarsonic acid (3) by cobalamin, 
the formal oxidation number of arsenic 
remains 3 + on either side of the equa- 

CH3 H20 
HO-As-O C+ C o 

O HOH 

HO-As-CH3 + C (1) 
6H Lz OH Bz 

tion. In order that the oxidation num- 
ber of cobalt remains unchanged (Eq. 
2) the methyl group must be trans- 
ferred as a methyl carbanion. How- 

CH3 
N + "_,, N- :CH:f +,,/ N 

j,C ____ _ :CH_f> N\+Co (2) 
Nt PN N I N 

N N 

ever, in order for the oxidation num- 
ber of arsenic to remain unchanged, 
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ever, in order for the oxidation num- 
ber of arsenic to remain unchanged, 

the methyl group must have a formal 
oxidation number of 1+. This is in- 
consistent with the methyl carbanion 
transfer mechanism. 

In the equation proposed for the 

methylation of methylarsonic to dimeth- 
ylarsinic acid (3), because the methyl 
group is assigned a formal oxidation 

0-3 
CH3 H20 

HO-As-CH3 + Co - -+e: 

OH Efl 
Bz 

HOH CH3 

Co0 + HO-As-CH3 (3) 
0 

number of 1+, the arsenic atom on the 

right-hand side of the equation ends up 
with a formal charge of 1+. In order 
to account for the change in the formal 
oxidation number of arsenic, two elec- 
trons are added to the left-hand side 
of Eq. 3. What is happening here can 
be explained by the displacement of 
OH- by CH3-. This is consistent with 
Wood's methyl carbanion transfer mech- 
anism (Eq. 2). However, neither an 
oxidation, nor a reduction, is taking 
place and no electron transfer is in- 
volved. The failure to recognize that 

the methyl group must have a formal 
oxidation number of 1+. This is in- 
consistent with the methyl carbanion 
transfer mechanism. 
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with a formal charge of 1+. In order 
to account for the change in the formal 
oxidation number of arsenic, two elec- 
trons are added to the left-hand side 
of Eq. 3. What is happening here can 
be explained by the displacement of 
OH- by CH3-. This is consistent with 
Wood's methyl carbanion transfer mech- 
anism (Eq. 2). However, neither an 
oxidation, nor a reduction, is taking 
place and no electron transfer is in- 
volved. The failure to recognize that 

the change in the oxidation number 
arises from the formal application of 
a set of rules, and not to electron 
transfer, could lead the unwary reader 
to seek the assistance of a biological 
electron transport system when none 
need be invoked. 

In Wood's article (1), figure 3, 
which outlines a proposed biological 
cycle for arsenic, makes liberal use of 
the concept of formal oxidation num- 
bers. As has been pointed out in the 

foregoing examples, the failure to rec- 
ognize that the oxidation numbers are 
artificial can result in misleading im- 
plications. 

RALPH A. ZINGARO 

KURT J. IRGOLIC 

Department of Chemistry, Texas A & M 
University, College Station 77843 
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the change in the oxidation number 
arises from the formal application of 
a set of rules, and not to electron 
transfer, could lead the unwary reader 
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electron transport system when none 
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