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on how each type of network is likely 
to affect the decisions about computing 
on university campuses-which is the 
main subject of this article. I fear that 
some may find this treatment unduly 
speculative: my defense is that in- 
formed and hopefully insightful specu- 
lation is about all we have to go on at 
the present time when we assess the 
broad-scale questions of computer net- 
working. 
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Today it is not only possible, but 
routine, for researchers at the Univer- 
sity of Illinois to do serious computing 
on machines in San Diego or Los 
Angeles, or to see a time-sharing user 
in Paris be indifferent to the fact that 
the computer on the other end of the 
line is in Cleveland, Ohio. Computer 
networks are commonplace, and they 
occur in many different forms. 

Discussion of computer networking 
has grown enormously during the last 
18 months. Three working seminars, 
sponsored by the National Science 
Foundation and held by the Inter- 
university Communications Council 
(EDUCOM) at Airlie House, Virginia, 
in the winter of 1972 to 1973, served 
to focus interest on networking (1), 
and a Planning Council on Computing 
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in Education and Research has been 
formed. This council consists of senior 
academic officers and computer special- 
ists from a number of institutions and 
will operate in conjunction with 
EDUCOM. Many of the issues I con- 
sider in this article will be addressed 
by the council as it attempts to chart 
a course for large-scale academic com- 
puter networking. 

I shall first discuss some of the pres- 
sures put on university computing 
centers and their directors. Because I 
am a faculty member and university 
officer, rather than part of a computing 
organization, I can express my views 
freely on the subject. I shall then dis- 
tinguish between two types of net- 
works, the computer utility concept and 
the distributive network, and comment 

in Education and Research has been 
formed. This council consists of senior 
academic officers and computer special- 
ists from a number of institutions and 
will operate in conjunction with 
EDUCOM. Many of the issues I con- 
sider in this article will be addressed 
by the council as it attempts to chart 
a course for large-scale academic com- 
puter networking. 

I shall first discuss some of the pres- 
sures put on university computing 
centers and their directors. Because I 
am a faculty member and university 
officer, rather than part of a computing 
organization, I can express my views 
freely on the subject. I shall then dis- 
tinguish between two types of net- 
works, the computer utility concept and 
the distributive network, and comment 

The pressures put on computer cen- 
ters and their directors are already well 
known; I will give only a few examples 
to illustrate them. 

1) There are increasingly broad de- 
mands for computer services. New 
fields for computer use, new applica- 
tions, and new approaches to computer 
systems are multiplying rapidly, both 
because of the velocity of technological 
change in computer hardware and soft- 
ware and because of the continued dif- 
fusion of understanding of computers 
and interest among potential user 
groups. New uses are to be found in 
both the academic (teaching and re- 
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search) and administrative areas, the 
latter being exemplified by manage- 
ment information systems and library 
automation. 

2) In spite of the increased breadth 
of demand, the financial picture of 
many computer centers is far from 
healthy. This is the result of several 
factors. First, it often costs money to 
meet new kinds of demands: for ex- 
ample, for the development of new sys- 
tems and application programs, con- 
tention for machine resources, training, 
documentation, and consulting. It is 
not unusual for such costs to exceed 
what the user can pay; sometimes the 
costs are not even identified or prop- 
erly allocated until it is too late for 
them to be recovered. Second, federal 
research support for certain kinds of 
basic computing has a tendency to 
shrink; for example, federal funds for 
high density numerical analysis in 
physics and engineering have recently 
decreased. This can amount to a de- 
crease in the depth (as opposed to the 
breadth) of demand for computer use. 
Third, the unit costs of computing op- 
erations, such as manpower and paper, 
are increasing sharply. Finally, college 
and university budgets continue to be 
under intense pressure, and this affects 
not only the amounts of money that 
can be allocated for instruction, un- 
sponsored research, and administrative 
computing needs, but also the amounts 
that can be used as direct subsidies for 
investments in the computer center. 

3) Minicomputers are becoming 
more versatile and powerful, and are 
occupying a more important place on 
campus. They are virtually indispen- 
sable in many laboratories and are now 
competing for work that once was con- 
sidered to be the exclusive province of 
the big machines. Based on personal 
experience I would predict that the 
"march of the minis" will not be 
stopped. 

Because of the existence of networks, 
researchers in many disciplines will 
soon have significant resources avail- 
able outside their own campuses. For 
example, the machine at the National 
Center for Atmospheric Research in 
Boulder, Colorado, perhaps the ILLIAC 

(2) at the National Aeronautics and 
Space Administration at Ames, and 
some of the machines belonging to the 
Atomic Energy Commission will soon 
be available for use on many campuses. 
All of these computer centers are paid 
for as national facilities, and they 
charge negligible or at least highly sub- 
sidized rates while competing with local 
I NOVEMBER 1974 

university centers which must set prices 
on a full-cost basis. The problem is 
that at the same time that institutional 
support for computing is said to be 
"out" and university centers are told 
to "stand on their own feet," it is clear 
that other programs are engaging in 
what might well be called "unfair price 
competition." 

The Double Bind 

Simply stated, the problem of the 
computer center director is that the 
pressures to compete on a broad front 
for user demand have never been 
greater, but neither has the necessity 
to achieve maximum operating effi- 
ciency by avoiding the proliferation of 
computing resources. Maintaining the 
stability of an increasing array of estab- 
lished services, while continuing to de- 
velop new ones, increases costs and 
risks at the same time that prices to 
users, and inputs of general funds from 
the university, are having to be reduced. 
Perhaps another way of stating the 
problem is to say that one cannot 
simultaneously enhance responsiveness 
to a wide variety of customer needs 
and the efficiency of the use of the 
center's resources; yet that is what is 
being asked of many university com- 
puter centers. As an example, I shall 
describe what is happening at Stanford 
University. 

Stanford currently operates three in- 
teractive time-sharing and data-base sys- 
tems (3): ORVYL/SPIRES, ACME/TOD, 
and OASIS (2). (A fourth interactive 
called WYLBUR, a text editor, also is in 
operation but does not figure in the 
example.) For historical reasons, these 
three systems run on separate ma- 
chines: a 360/67, a 370/158 (until 
recently a 360/50), and a 370/145. (A 
fourth machine, a 370/135, runs batch 
jobs which can and should be run on 
the 158.) Each interactive system has 
a substantial body of users: for exam- 
ple, the BALLOTS Library Automation 
Project is based on SPIRES; a substantial 
part of the Stanford Medical Center 
research community uses ACME/TOD; 
and the student registration and ser- 
vices system, as well as fund raising and 
other administrative departments, rely 
on OASIS. Responsiveness to user need 
demanded that we maintain and en- 
hance all three systems, and those 
needs were growing each month as new 
applications programs were mounted 
and data were loaded into the files. 
However, the resources available to 

each group of users were not sufficient 
to meet the separate costs of their indi- 
vidual systems. The need for efficiency 
in hardware utilization, systems pro- 
gramming (including the need to pre- 
pare for the next generation of IBM 
system software), synergy among ap- 
plications programmers, and the over- 
stretching of management attention 
dictated consolidation. 

We therefore decided to commit our- 
selves to one Stanford Time-Sharing 
System and a single companion Stan- 
ford Data Base System, with batch jobs 
being performed on the 158 and the 
67. The 135 and 145 will be released 
as soon as conversion is complete. This 
decision was extremely difficult to 
make but, viewed on a long-term basis, 
it was the only one possible. The conse- 
quences will be severe for certain aca- 
demic programs and administrative 
functions in spite of the aid we will 
provide for conversion, and there may 
be an undesirable fragmentation of 
computer demand as some users seek 
independent solutions to their prob- 
lems, making us lose certain potential 
long-term economies in program and 
data base development. 

Networking as a Possible Solution 

The great advantage of networking 
is that it offers the potential for com- 
bining computer resources in order to 
achieve a scale of operation where the 
demands of each group of users reach 
economic viability. Possible economies 
of scale and specialization exist with 
respect to hardware, systems program- 
ming, the building of complexes of 
highly tailored applications programs, 
and the development and maintenance 
of large-scale data bases for biblio- 
graphic reference and research in the 
social, medical, and physical sciences. 

Of course there are compensating 
disadvantages. Among these are the 
costs of telecommunications, although 
recent technological developments are 
decreasing these costs dramatically. 
Other problems have to do with' the 
difficulty of sharing information about 
highly complex computing resources, 
standardization of access and other 
protocols, and the planning and gov- 
ernance of the networking activity it- 
self. 

In my judgment the trade-offs be- 
tween these advantages and disadvan- 
tages, and hence the impact of net- 
working on academic computing ser- 
vices, depends critically on the type of 
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network that is envisioned. For the 
purposes of this discussion I shall 
identify two major types of networks: 
the "computer utility" and the distrib- 
utive network. 

The "computer utility." This is usu- 
ally thought of as consisting of a large- 
scale machine capable of serving a 
great number of users. However, I will 
include with this type of network a 
centralized organization that may have 
more than one large-scale machine. 
While many arrangements are possible, 
I will assume that a centralized com- 
puter utility is intended to replace com- 
puting centers on individual campuses. 
A successful example of this type of 
entity is the Triangle Universities Com- 
puter Center (TUCC). However, the 
discussion that follows will be oriented 
to very large computer utility organi- 
zations which might be designed to 
serve all institutions of a certain type 
in a wide geographic area. 

The distributive network. Here there 
is a central communications medium 
to which resources (also called hosts) 
are attached along with potential users. 
The network provides protocols for 
communication but does not try to dic- 
tate what goes on in a given host or 
with respect to a given user. In a sense, 
there is a series of bilateral agreements 
between hosts and users, with the net- 
work serving a function analogous to a 
stock exchange-that is, as a vehicle 
for handling transactions (including 
telecommunications) and bringing buy- 
ers and sellers together. The best 
known example of a distributive net- 
work is the ARPANET (Advanced Re- 
search Projects Agency network), with 
PCI (Packet Communications Inc.) and 
TELENET now coming into the picture 
as commercial ventures. 

There is a third type of network 
which does not really figure into the 
present discussion. It is the so-called 
"regional network," of which many 
have been supported by the National 
Science Foundation during the past 6 
years. Such networks resemble the 
computer utility in configuration, but 
they differ organizationally in the sense 
that each "network" consists of a large 
university which is both the main sup- 
plier and main user, but there are also 
a number of much smaller institutions 
which use the service on a "satellite" 
basis. Regional networks have tended 
to act as stepping stones on the way to 
the smaller institutions' development of 
their own on-campus systems rather 
than as permanent institutions for re- 
source sharing. 
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In comparing the impact of the com- 
puter utility and the distributive net- 
work on academic computer services, 
I use the analogy of the planned econ- 
omy and the market economy. The first 
is represented by the computer utility 
and the second by the distributive net- 
work. The objective of both is to opti- 
mize the use of scarce resources by 
allocations and exchanges that will 
benefit the most users at the least cost. 
However, the mechanisms by which 
this is to be done differ substantially. 

Suppose, for example, that a top ex- 
ecutive of a very large university or a 
state or regional planning body were 
charged with charting the development 
of a computing system. Choosing be- 
tween organizing or joining a planned 
or centralized operation, or relying on 
a more decentralized or market system, 
would be one of his most crucial deci- 
sions. The increase in proposals for 
monolithic statewide computer net- 
works, and the resistance that such pro- 
posals generate on many campuses, 
attest to the importance of the ques- 
tion. The success achieved by academic 
computer utilities involving a few insti- 
tutions may not match the success 
achieved by really large systems. How- 
ever, once a pattern of centralized con- 
trol is set it will be hard to break away 
from the system. In the remainder of 
this article I will address the question 
of centralization as opposed to decen- 
tralization, from the point of view of 
the generalist who must devise or ap- 
prove the architecture of the next com- 
puting system for his organization. I 
will also discuss some other crucial 
questions concerning the organization 
of computing facilities for higher edu- 
cation. 

The Computer Utility 

In theory, it is possible to build an 
integrated computing organization of a 
size such that the demand for any rea- 
sonable type of service will be large 
enough to permit economical opera- 
tion. In short, the strategy is to increase 
the scale of the operation to the point 
where it can be responsive to a wide 
variety of user needs. The operation 
may be concentrated on a single ma- 
chine or on many machines; in one 
place or distributed geographically. 
However, the principle is the same. 
There is central projection of demand, 
central negotiation on budgets, central 
planning (sometimes called coordina- 
tion) of the location and type of re- 

sources, and generally a great effort to 
limit duplication and waste. The logical 
objective of such an organization would 
be to eliminate the campus computer 
center as an independent entity, though 
the utility might maintain a branch of- 
fice or satellite operation on each cam- 
pus to handle input-output and user 
services. 

These are laudable objectives and, to 
a certain extent and on a certain scale, 
they work. For example, nearly all re- 
search universities participate in orga- 
nizations of this kind. Central coordi- 
nation and control has provided some 
very good results when the scale has 
been reasonable relative to the size and 
diversity of demand. But this form of 
organization is not without problems, 
especially when large numbers of cam- 
puses or institutions are involved. One 
of the problems is that the analogy of 
computing to a "utility" is misplaced, 
at least so far as the word is used in 
everyday language. Consider the dif- 
ference between a "computer utility" 
and an "electric utility," for example. 
Electric power is a basically homogene- 
ous commodity. It depends on only 
four parameters: voltage, amperage, 
frequency, and phase relation. Comput- 
ing, on the other hand, is a highly com- 
plex "commodity"-indeed, it is many 
commodities in one. The number of 
parameters required to describe a given 
type of computing is effectively infinite. 

Electric power is applied to user 
needs through a variety of types of 
equipment and the values of the com- 
modity's underlying parameters are 
usually of little consequence to the 
general user. For example, it is unim- 
portant to the user whether an electric 
shaver operates at 220 volts and 50 
cycles or 120 volts and 60 cycles. How- 
ever, the user of a computing system 
necessarily concerns himself with pa- 
rameters of the machine as well as of 
the software. 

Central planning for computing ser- 
vices is thus much more difficult than 
central planning for electric utilities. 
One can also compare the planning of 
a computing organization with central 
economic planning. The Soviet Union 
found that central planning worked rea- 
sonably well when the key trade-offs 
were among major investment alterna- 
tives, for example, decisions about steel 
capacity versus agricultural output. But 
central planning tended to break down 
as the economy matured and became 
more consumer oriented-and hence 
more complex. Though much maligned, 
the Lieberman movement has suc- 
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ceeded in moving the system in the 
direction of decentralization to some 
degree. Let us explore some of the rea- 
sons why the same factors might lead 
to difficulties if really large-scale cen- 
tralized planning were attempted for 
academic computing. 

First, academic political factors on 
individual campuses would tend to op- 
erate against the central utility. The 
principle of local control is important 
for many academicians, and for a good 
reason. When applied to computing, 
people recognize that different users 
have different needs, just as different 
people have different preferences for 
goods and services. If resources are not 
large relative to needs, the process of 
central planning involves making trade- 
offs which, by nature, leave some better 
and some worse off. Even moves to in- 
crease the efficiency of resource use, 
which in the long run tend to have the 
effect of making most people better off, 
often leave some subgroups in a dis- 
advantageous position. These considera- 
tions should not be confused with the 
"NIH syndrome," where anything not 
done or invented locally is suspect! 
Rather, they are real and of the utmost 
significance. 

This leads us to the problem of 
governance of a large-scale central 
computer utility, a problem that is in- 
tricately related to the impact of net- 
working on academic computing ser- 
vices. Presumably there would be a 
central management organization and 
some kind of advisory committee sys- 
tem. Under this kind of management, 
would there be sufficient response to 
the rapid velocity of change in com- 
puter hardware and software, the con- 
stant reshuffling of user priorities, and 
the emergence of new user groups? 
How could a predominance of political 
decision-making be avoided, decision- 
making that would probably be domi- 
nated by the computer user "establish- 
ment" that was current at the time of 
the utility's formation? 

The size of the bureaucracy that 
would be needed to plan and administer 
a large and complex computing or- 
ganization, capable in principle of 
responding to the wide range of com- 
puting needs found in colleges and 
universities, is alarming. Through how 
many levels of committees would a 
change in the operating system, such 
as a change needed to support an ex- 
perimental data analysis package for 
users in the social science or medical 
fields, have to pass before it could be 
implemented-and what perils would it 
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(and should it) face along the way? The 
fact that large, commercial computer 
utility systems can be managed effec- 
tively does not prove the case for an aca- 
demic utility, since the mandate of the 
two types of organizations is radically 
different. I suspect that the governance 
of a large academic computer utility 
would be subject to inertia and over- 
protectiveness, to the detriment of its 
long-term academic objectives. 

I must point out here that I am not 
against the centralizing of computer 
services on individual campuses; in fact 
I have vigorously supported such cen- 
tralizing on the basis of the economies 
that can be made in the scale of hard- 
ware, software, and management. I am 
also aware of the success of some cen- 
tralized systems. However, I do not 
think that the problem of meeting the 
need for breadth of academic computer 
demand will be solved by centralizing 
computing resources of a great many 
institutions. Whatever economies of 
scale may be achieved in terms of 
hardware, software, and data base de- 
velopment are likely to be dissipated by 
the need for standardization, the in- 
crease of organizational distance be- 
tween decision-makers in the computer 
utility and the academic users on indi- 
vidual campuses, and the inefficiencies 
of managing such a large and complex 
organization. 

The Distributive Network 

The distributive network offers an 
alternative to the centralized computer 
utility while avoiding many of its prob- 
lems. Here the situation is more analo- 
gous to that of a decentralized market 
economy. An academic computing cen- 
ter connected to such a network would 
still be responsible for its own comput- 
ing, but it would be able to choose be- 
tween using its own machines for this 
purpose or using computers elsewhere 
on the network. Some universities 
would be net suppliers of services, 
others would be consumers only. Each 
center would be responsible for making 
its own decisions on what to supply 
and whom to supply, and such de- 
cisions would be based on information 
about what resources would be avail- 
able through other members of the net- 
work-that is, on market forces rather 
than on central planning. It also is pos- 
sible that other types of institutions- 
perhaps profit-making ones-would 
play the role of suppliers without being 
users. 

The members of a distributive net- 
work, both buyers and sellers, would 
be connected by a telecommunications 
system, in the same way that the rail, 
truck, and airfreight companies form a 
logistical system for the physical dis- 
tribution of commodities. Recent de- 
velopments in computer communica- 
tions technology make it appear that 
the "friction of space"-that is, the 
cost of delivering computer services to 
remote locations-may be small rela- 
tive to the value of the services them- 
selves and quite possibly independent 
of distance as well. 

Recent thinking about distributive 
networking has emphasized the whole- 
saler-retailer structure of the envisioned 
"market economy." Machine cycles, 
access to data bases, and program use, 
for example, would be exported over 
the network or to large local users at 
wholesale prices. Retail rates would be 
higher by a sufficient amount to cover 
both secondary distribution (that is, 
distribution to individual user terminals) 
and user services such as training, ap- 
plications-oriented documentation, and 
consulting. Retail customers would as- 
sume the responsibility for this on their 
own campuses; for example, by send- 
ing people to the wholesaler's location 
for training at a highly technical level, 
or by purchasing documentation in 
bulk and redistributing it as part of 
their own retail service. Some ineffi- 
ciencies would be introduced by having 
a middleman in the user services area, 
but such inefficiencies already exist to 
some extent in present computer orga- 
nizations where there are the difficulties 
of communication among faculty col- 
leagues, students, and others on a given 
campus. 

The main advantage of the distribu- 
tive network is that the construct of 
"critical mass" is transferred from a 
central computer organization to an 
"academic computing market" in which 
a number of independently managed 
centers are interconnected. Two kinds 
of critical mass are important. 

Breadth of resources. Suppose there 
are 500 different kinds of computing 
services needed by different types of 
users (for example, for languages, data 
bases, specialized programs). A net- 
work whose host machines only sup- 
ported 100 of these would not have 
critical mass, whereas one whose hosts 
taken together could offer 450 or all 
500 would qualify on this dimension. 

Depth of resources. The idea of 
depth implies that there is a certain 
amount of redundancy in the resources 
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available on the network. In terms of 
the example just given, a network with 
critical mass in depth would be one 
where each of the important types of 
computing services offered on the net- 
work are available from several alter- 
native suppliers. 

Reasonable stability in computing is 
extremely important to users, especially 
those who are not computer experts but 
who want to get a job done again and 
again with minimum effort. One of the 
problems of using someone else's re- 
source is that control over the conti- 
nuity of service is reduced. Indeed, this 
is why smaller institutions would 
rather have their own limited computer 
resources than rely on a larger institu- 
tion's more powerful machines: the 
larger institution is viewed, often with 
reason, as not being attentive to the 
needs of the small institution or as 
being likely to cut such an institution 
off when the machines become satu- 
rated with local users. 

A network with critical mass in 
depth can offer the individual campus 
a set of potential alternatives which can 
be taken up with minimum disruption 
if the first supplier fails to offer satis- 
factory service. The more standardized 
the computing resource the more easily 
this can be accomplished. For example, 
one could probably contract for time- 
sharing service on a PDP 10 with an 
ARPANET host and be reasonably 
confident that the same service could 
be obtained from an alternative sup- 
plier if necessary. Even where services 
were less well established, the existence 
of many potential suppliers coupled 
with a significant demand spread across 
the national users of a network, would 
probably provide better assurance of a 
continuing supply of service at a rea- 
sonable price than would a modicum 
of political influence in a central com- 
puter utility serving a large group of 
institutions. 

Impact of Distributive Networking 

on Academic Computing Services 

In the following discussion let us as- 
sume that some kind of facilitating 
organization has been put together to 
set minimum standards with respect to 
protocols and documentation, to clear 
transactions, and perhaps to engage in 
regulation to avoid cutthroat price 
competition (4). In other words, we 
are assuming that the distributive net- 
work in question has a certain degree 
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of "orderliness of administration" as 
well as critical mass in breadth and 
depth; however, this should not be con- 
fused with the controls associated with 
a centrally managed utility. The newly 
formed Planning Council on Comput- 
ing in Education and Research will, 
among other things, be trying to work 
out a plan for putting together an ap- 
propriate facilitating organization for 
distributive networking. 

From the standpoint of an on- 
campus user, the university would be 
an agent for the acquisition and deliv- 
ery of computing services. The compu- 
tation center would make long-term 
contracts with suppliers on the network 
for specific types of service not avail- 
able locally and would maintain hard- 
ware, systems, and other facilities 
necessary for distributing the same to 
campus users. (Harvard University has 
already taken this course.) It would 
mark up the wholesale prices it was 
paying to provide user services and 
perhaps build modest reserves which, 
with the help of possible penalty clauses 
for termination of contracts with sup- 
pliers, could help pay the costs of 
transferring programs and data from 
one host to another and gearing up to 
provide user services for new systems. 
The computation center "retailer-agent" 
would also be in the position to negoti- 
ate spot contracts for specific services 
-often of an experimental nature-or 
to relieve the center of temporary over- 
loads of standard computing opera- 
tions. Presumably, the on-campus 
retailer-agent would handle the major- 
ity of "imports" of computing services 
[it would handle everything passing 
through the university's interface mes- 
sage processor or equivalent], but since 
most costs would be variable there 
would be no need for a monopoly 
franchise with respect to on-campus 
users' dealings and outside suppliers. 

A distributive network organized 
along the lines I have described would 
probably be welcomed by university 
faculty, administrators, and computer 
center directors alike. The retailer- 
agent for an institution on a distribu- 
tive network does nothing less than 
emancipate the director of the com- 
puter center. The retailer-agent can 
seek nationwide the best possible ser- 
vice and price for his customers. And 
neither the user's nor the computer 
center's budget needs to include the 
high costs of acquiring a new program, 
mounting it on the university's own 
computer, and maintaining it for one 

or a few users. The computer center 
does not have to stretch a fixed budget 
to be all things to all people (especially 
influential people) in order to meet as 
best it can the legitimate academic ob- 
jectives of the institution. And to the 
extent that the university is funding 
academic or research computing, it 
needs only to provide the open market 
costs on a variable basis rather than 
committing to larger fixed costs in- 
cluding development. 

Let us turn now to another kind of 
decision that has to be faced by the 
university that is a member of an effec- 
tive distributive network: the decision 
whether to make or buy the types of 
computer services it is planning to offer 
on its own machines. The fact that 
something can be bought outside does 
not mean that it should be bought. 
What might be right for Harvard may 
not be best for Stanford. By what cri- 
teria should university officers decide 
what to develop and produce for on- 
campus use, what to try to "export" 
over a network, and what should be ob- 
tained entirely by importation? Since 
space is limited, I will make only 
two brief observations. 

1) Some things may be easier and 
less costly to do locally. For example, 
it may be desirable to maintain some 
simple machines for general student 
use. At Stanford's Graduate School of 
Business, a Hewlett-Packard HP 2000F 
is encouraging the average nontechnical 
business student to use the computer 
as a routine matter. It is difficult to see 
how such work could be improved 
either technically or economically by 
the use of a larger machine or a net- 
work. A stripped-down third-genera- 
tion machine that is nearing the end of 
its economic (as opposed to physical) 
life might also be suitable for general 
student use. Straightforward batch jobs 
with high throughput rates plus some 
rudimentary interactive services may 
well be the best resources for routine 
student teaching where it is not neces- 
sary to enhance the system constantly. 

2) The university would have to 
decide in what areas of computing, if 
any, it was going to try to compete 
with respect to the national market- 
place. This is a critically important de- 
cision, since it involves not only sub- 
stantial investment in hardware and 
systems development but also affects 
the academic program in ways that 
may be hard to foresee. For example, 
a decision to specialize in data base 
systems for the social sciences and in 
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associated interactive statistical process- 
ing programs would tend to attract 
faculty interested in the development 
of these tools: in this case, perhaps, 
specialists in survey research or other 
data development and persons interested 
in developing new econometric tools as 
well as the relevant computer special- 
ists per se. (If the service were to be 
broadly available on the network, these 
same factors would probably not apply 
to social scientists and econometricians 
in general-that is, to users rather than 
developers of the tools.) Decisions like 
these would have considerable impact 
on the direction and strength of the 
university's various departments. There- 
fore they should be the prerogative of 
the academic administration rather 
than the computer center or services 
management group in the university. 

Among the many criteria that uni- 
versity officers could use for answering 
these questions would be the univer- 
sity's ability to commit funds or obtain 
government or foundation resources to 
invest in particular areas. Another im- 
portant criterion would be the amount 
of time that could be devoted to the 
project by scarce faculty, administra- 
tive, and the computer specialist tal- 
ent; the project would probably have 
to compete with other university ven- 
tures that might be deemed more im- 
portant. Another factor that would 
have to be taken into consideration 
would be the university's attitude to- 
ward risk-taking. This is something of 
a new dimension brought on by the 
marketing character of distributive 
networking. The investment in this 
hypothetical data base and analysis sys- 
tem for the social sciences might be so 
large, or its operating costs so great, 
or both, that it would have to attract 
users at other institutions in order to 
be economically viable. (The potential 
to attract other users is one of the 
advantages of networking, of course.) 
Thus the question "Will the commodity 
sell?" must be considered from all as- 
pects. Now let us suppose that the 
system, once developed, did not sell. 
Would the university be willing to face 
facts and call it a failure-with the 
attendant loss of internal investment, 
or embarrassment with respect to the 
funding agency, not to mention the 
wrath of users across the country who 
had become dependent on the system 
during its period of development and 
initial marketing? Thus, the decision to 
offer a particular service on a network 
is likely to be more significant than 
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one to offer it only for a particular 
group of campus users. Such questions 
must be asked seriously and answered 
with the utmost care before embarking 
on a development effort. 

When deciding whether or not to 
specialize in a new computer system at 
Stanford University, we also use a set 
of criteria developed for evaluating 
academic ventures themselves-indeed, 
we view the decision to specialize in a 
certain type of computing as an impor- 
tant academic one. This set of criteria 
is as follows: (i) Is the program or 
project important in its own right-to 
a discipline, to society, or in some other 
way? (ii) Is the degree of interest in 
the project, among faculty, students, 
or both, sufficient to prevent it from 
becoming isolated from the mainstream 
of activity in the university? (iii) Can 
it be funded by internal or external 
sources, or both, for a sufficient time to 
prove its worth; and if it does prove 
itself, can it be sustained financially? 
(iv) Is the human talent (faculty, stu- 
dents, staff) available, or can we clearly 
obtain it, and will we be able to obtain 
the other resources necessary to do an 
excellent as opposed to a merely com- 
petent or good job? Any project that 
we are considering must meet all of 
these criteria. In addition, it must satis- 
fy the following condition, which is, 
perhaps, the most important: the proj- 
ect must have a good chance of becom- 
ing first-rate. If its chances are not 
good, then the project should be 
dropped. This is probably the most criti- 
cal decision concerning the develop- 
ment of computer services for distribu- 
tion on a network. 

Summary 

I began this article with the thesis 
that the director of a university com- 
puter center is in a double bind. He is 
under increasing pressure because of 
competition with networks and mini- 
computers at the same time that his 
funding base is weakening. The breadth 
of demand for computer services, and 
the cost of developing new services, are 
increasing dramatically. The director is 
pressed by budget officers and internal 
economics to run more efficiently, but 
if in so doing he fails to meet new 
needs or downgrades effectiveness for 
some existing users he runs the risks 
of losing demand to the competition 
and hence worsening his immediate 
financial problems. 

The impact of networks on this state 
of affairs might be, briefly, as follows: 

1) The centrally planned computer 
utility would take these pressures off 
the individual campus computer center 
and lodge them in a state, regional, or 
perhaps even a national network or- 
ganization. While this might be desir- 
able in some cases (depending on the 
scale of operations), I believe that 
economies of scale would tend to be 
more than offset by diseconomies in 
planning, management, and control; by 
a reduction of responsiveness to users' 
needs; and by a slowing of the rate of 
innovation in computing. 

2) The distributive network substi- 
tutes a "market economy" for a cen- 
trally planned one. Subject to a certain 
amount of planning and regulation, 
which might be undertaken by colleges 
and universities themselves, individual 
researchers can tap larger markets for 
services, and participating institutions 
can obtain at least part of their com- 
puting needs on a variable cost basis 
at prices determined by competition. 

3) Membership in a distributive net- 
work with sufficient breadth and depth 
of resources can emancipate the direc- 
tor of the computer center by widening 
options and allowing him to serve more 
effectively the steadily broadening 
range of legitimate academic and re- 
search computing needs without his 
having to stretch his internal resources 
too thinly. In other words, he can 
solve the problem of simultaneously 
improving the breadth of service and 
increasing operating efficiency. 

4) Involvement in distributive net- 
working will raise a new kind of ques- 
tion for the senior officers of colleges 
and universities. This is the decision 
concerning the development of com- 
puter services for export to users at 
other institutions. The effect on the uni- 
versity's own academic program (in the 
sense of its becoming a "center of ex- 
cellence" in a particular computer- 
related discipline), the risks involved 
in trying to attract outside users on 
the network, and the consequent re- 
sponsibility for providing continuity of 
service at the peril of suffering in na- 
tional academic reputation will be key 
considerations. The worth of, and prob- 
ably the demand for, such services will 
be a function of the excellence of the 
development work, and this in turn will 
depend on its involvement with the 
university's academic resources. The 
"computer services export" question is 
fundamentally academic, as are deci- 

419 



sions on the expansion or contraction 
of teaching and research programs, 
and it must be dealt with in the same 
terms. 

The next few years will be crucial 
ones for colleges and universities 
generally, and for their computing re- 
sources in particular. The advent of 
computer networking raises a host of 
academic, economic, technological, and 
organizational problems. In spite of 
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these problems, I believe that distribu- 
tive networking will have a significant 
and positive effect on campus comput- 
ing services. 
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Boston, Massachusetts. When, in 
1971, four doctors at Boston City Hos- 
pital (BCH) began a study of the way 
pregnant women metabolize common 
antibiotics, it never occurred to them 
that 3 years later they would be ac- 
cused of grave-robbing for studying 
dead fetuses as part of their experi- 
ment. But then, it never occurred to 
them that, by 1974, the "right-to-life" 
movement would have gained the poli- 
tical influence it now wields. They 
never imagined that antiabortionists 
could put the brakes on fetal research. 
And, they did not anticipate the way 
in which "rights" movements in gen- 
eral-women's rights, patients' rights, 
and so on-would shape the public 
consciousness. 

For complex social reasons, a crim- 
inal case that would have been un- 
heard of a couple of years ago is 
today quite real. On 11 April, a Bos- 
ton grand jury indicted Leonard Ber- 
man, David Charles, Agneta Philipson, 
and Leon Sabath for an alleged viola- 
tion of an 1814 Massachusetts grave- 
robbing law. The accused did nothing, 
however, that violated standard prac- 
tice at the hospital, then run jointly by 
Harvard, Tufts, and Boston universi- 
ties. * 
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The charge itself is quite simple; the 
circumstances that led to it and its 
potential legal resolution are anything 
but simple. According to Assistant Dis- 
trict Attorney Newman A. Flanagan, 
who is prosecuting the case for the 
Commonwealth, the defendants did not 
have legal authority to examine the 
fetuses used in their study and are, 
therefore, guilty of illegally "removing 
and conveying away" human bodies- 
grave-robbing. Had the researchers 
asked each woman in their study for 
permission to perform what amounts 
to the legal equivalent of an autopsy 
on her dead, aborted fetus, there would 
be no case, Flanagan says. But they did 
not ask the mothers' consent; at the 
time, it was not hospital practice at 
BCH-or at most other hospitals, for 
that matter-to do so. In fact, no one 
even thought of it. The fetuses were 
going to be incinerated anyway. 
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Now, four scientists are in serious 
legal trouble for performing experi- 
ments that were perfectly consistent 
with standard research practice. Philip- 
son, a Swedish citizen, was not in the 
United States when the indictment was 
handed up in April and, according to 
attorneys in the case, no attempt has 
been made so far to bring her back. 
But the police arrested the other three 
defendants and carted them off to be 
fingerprinted and photographed for 
police files. They are now out on bond, 
waiting to see what will happen next. 

It is a strange case. One might think 
that the nation's researchers would 
have rallied to their beleaguered col- 
leagues, offering moral support if noth- 
ing else and musing relievedly, "There 
but for the grace of God go I." Ap- 
parently, however, scientists, like every- 
one else, tend to shy away from other 
people's trouble. 

"The indictment has been very hard 
on the defendants' professional as well 
as personal lives," says one of the many 
attorneys for the defense, who in- 
clude specialists in both medical and 
criminal law. "Some of it is subtle, 
but there is no doubt it's there, that it 
enters people's minds when they are 
thinking about appointing one of these 
guys to an important committee, that 
sort of thing." 

Sabath, who was the senior investi- 
gator on the antibiotic study, admits 
that he is disappointed by his friends' 
response. He says that a few colleagues 
have said, in private, that they are be- 
hind him, but only a handful have 
been willing to speak out in public. 
"Most of them just feel that they 
shouldn't say anything," Sabath con- 
cedes. A leader of one of the country's 
major biomedical research societies told 
Sabath that the organization could not 
say anything, lest it lose its credibility. 
That was not much comfort. 

Sabath is, however, very grateful to 
Harvard University for its official, if 
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Recent advances in biomedical 
science are raising important prob- 
lems of ethics and public policy. 
This is one of a series of occasion- 
al articles planned for News and 
Comment on the conflicts in- 
volved. 
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