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P <.001 across stimuli). These differ- 
ences were numerically consistent for 
both melodic and rearranged sequences. 
Most of the differences between naive 
and experienced listeners can be at- 
tributed to the superior performance of 
the right ear in experienced listeners 
(P < .025 across subjects and P < .025 
across stimuli); performance in the 
left ear does not differ significantly 
between the two groups of subjects. 

Confirming the results of previous 
studies, the musically naive subjects 
have a left ear superiority for melody 
recognition. However, the subjects who 
are musically sophisticated have a right 
ear superiority. Our interpretation is 
that musically sophisticated subjects can 
organize a melodic sequence in terms 
of the internal relation of its com- 
ponents. This is supported by the fact 
that only the experienced listeners 
could accurately recognize the two- 
note excerpts as part of the complete 
stimuli. Dominance of the left hemi- 
sphere for such analytic functions 
would explain dominance of the right 
ear for melody recognition in experi- 
enced listeners: as their capacity for 
musical analysis increases, the left hemi- 
sphere becomes increasingly involved 
in the processing of music. This raises 
the possibility that being musically 
sophisticated has real neurological con- 
comitants, permitting the utilization of 
a different strategy of musical appre- 
hension that calls on left hemisphere 
functions. 

We did not find a significant right 
ear superiority in excerpt recognition 
among experienced listeners. This may 
be due to the overall difficulty of the 
task and insensitivity of excerpt recog- 
nition as a response measure. Support 
for this interpretation comes from a 
more recent study in which we com- 
pared the response time for excerpt 
recognition in boys aged 9 to 13 who 
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response time in musically naive boys. 
In this study, recognition accuracy did 
not differ by ear, but response times 
were faster in the right ear than the 
left for the choirboys. Furthermore, 
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in choirboys compared with other boys 
of the same age increased progressively 
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eralization suggested initially by Jack- 
son that the left hemisphere is speci- 
alized for internal stimulus analysis and 
the right hemisphere for holistic pro- 
cessing. 

THOMAS G. BEVER 

ROBERT J. CHIARELLO 

Department of Psychology, Columbia 
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Competition: A Theory Based on Realistic, General Equations 
of Population Growth 

Abstract. Realistic equations of population growth, separately representing 
scarcity of renewed material resources and scarcity of fixed resources related to 
space, show the differential impact of these two factors on competitive coexistence. 
The equations suggest a general theory of competition covering any number or 
kind of resources, consumers, and intraspecific and interspecific interactions. 
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Fig. 1. Curves showing the upper and 
lower boundaries of growth for any popu- 
lations with identical maximum growth 
rates and maximum maintenance densities. 

mum density (carrying capacity) must 

incorporate both the effects of scarcity 
of renewed material resources and the 
effects of scarcity of space or any other 
fixed resource. 

In this report the first defect is 
removed by writing a general equation 
incorporating threshold effects, with the 

logistic as a special limiting case, and 
the second defect is remedied by 
separating thresholds and minima of 

competition for material resources from 
thresholds and maxima characterizing 
competition for available space. The 
resultant equations are used in place 
of the Lotka-Volterra equations to pro- 
pose a general theory of competition. 

Consider first the logistic equation 
in its differential form (2) 

dt -- ' 
jx \ "?J / 

dx, = (h, n ) ( (1) 

where xj is population density (the 
units may be organisms, biomass, en- 
ergy, and so forth), t is time, rj is the 
maximum (or intrinsic) specific rate 
of increase of i, and y7 is the maximum 
density of j that can be maintained at 
equilibrium for a specific level of ma- 
terial resources and a fixed amount of 
space. The rate ri is approached as xi 
approaches zero. 

An exponential growth equation, on 
the other hand, permits the maximum 
rate of growth to be achieved until the 

population reaches the limit yj at which 
time growth ceases instantly. Thus 

dxj/dt = rjx for xj < y (2) 
dxj/dt=0 for x = yj 

The curves defined by Eqs. 1 and 2 
are graphed in Fig. 1. The logistic rep- 
resents the lower boundary or slowest 

approach to the limit yj; the exponential 
curve represents the maximum rate of 

approach to this limit. For given ri 
and yj a species would not usually be 
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expected to grow more slowly than 
predicted by the logistic, since in that 
model feedback control begins as soon 
as xj is greater than zero. Similarly, 
every population has a maximum spe- 
cific rate of growth (ri). The realized 
growth curve of a population with 
specified rj and yj then lies somewhere 
within the hatched area of Fig. 1. A 
general growth equation specifying this 
family of curves with the same feed- 
back characteristics as the logistic (3) 
is given by 

dx 
t[ 1-( 

j - 
(3) 

and 

Fj (x 
-- 

aj) (4) 

where Xj is the sum of those specific 
rates of loss (respiration, excretion, 
and nonpredatory mortality) experi- 
enced even under optimal conditions 
and aj is a density of population j 
below which the realized rate of growth 
equals the maximum (ri). By definition 

, 
(.)+-0) if (-) +- (-) if (.) >0 

If x, aj, f - 0 and Eq. 3 reduces 
to Eq. 2 with population j growing at 
the maximum specific rate. When xj 
yj, fj 1 and the realized growth rate 
is 0 0, the lower limit (from Eq. 3) 
being -- j. 

When a =- 0-that is, when there is 
no threshold density below which popu- 
lation i can grow at rate rj-then Eq. 
3 reduces to Eq. 1, the logistic, form- 

ing the lower boundary of growth in 

Fig. 1. As aj 
- y', Eq. 3 approaches 

the form of Eq. 2, the. exponential, 
forming the upper boundary of growth 
in Fig. 1. Clearly, aj is an important 
biological parameter determining the 
curve of population growth and should 
be included in the generalization of the 

logistic equation. This generalization is 
next extended to the case of competi- 
tion between two species. 

Lotka-Volterra competition equa- 
tions. In any system where species 2 
and 3 are competing for both space 
and common material resources, Eq. 3 
can be used to develop a set of com- 
petition equations of which the Lotka- 
Volterra model is a special case. Let 
/,, represent the proportional effect of 
a unit of species k on the growth of 
its competitor, species j. Then Eq. 4 
becomes 

fj =xi 73)kXk a- C) (5) 

Table 1. Nine possible steady state cases for 
two species potentially competing, both intra- 
and interspecifically, for space and material 
resources. A + entry indicates limitation of 
the growth of the species by scarcity of the 
particular resource. 

Species 2 Species 3 

Case Material Space Material Space 
limit limit limit limit 
1(/12) (2) (/(. ) () (,) 

1 + 0 + 0 
2 0 + 0 + 
3 + + + 
4 + 0 0 + 
5 0 + + 0 
6 + + + 0 
7 + 0 + + 
8 0 + + + 
9 + + 0 + 

4 4- 0 0 4-~~~~~~~~~~~~~~~~~~~~~~~~ 

and the set of competition equations 
governing the interactions of species 2 
and 3 is: 

dat 
r .x= 1X[(--f + 

2r X(6) 
dt r[( a. a 
d [(- + X.- X3 d-- r3x3 ( ..Jj (7) dt =r.x[ 1-.3+' 

--, (7 

At equilibrium the feedback control 
(f) terms of Eqs. 6 and 7 must each 
equal 1. When we remove the sub- 
scripts +, set each equation equal to 
zero, and simplify, the equations re- 
duce to the classical Lotka-Volterra 
equations for the equilibrium case, 
where the question of coexistence de- 
pends on the P and y values (4) and 
is independent of the shape of the 
growth curves as determined by the a 
values. 

Generalized competition equations. 
However, the generalization of the 
Lotka-Volterra model represented by 
Eqs. 6 and 7 answered only the first 
criticism of the logistic equation, the 
problem of setting a threshold density 
below which growth can equal the 
maximum or intrinsic specific rate. 
There remains a serious biological de- 
ficiency of the logistic model, the 
Lotka-Volterra model, and the model 
represented by Eqs. 6 and 7. Each of 
the parameters a, ,/, and y combines 
characteristics of two quite different 
ecological processes: (i) direct physi- 
cal, chemical, or behavioral interactions 
between individuals (that is, competi- 
tion for space) and (ii) indirect inter- 
action through the medium of material 
resources commonly shared. Thus, the 
degree of competition for space, a 
fixed resource, is a function of the 
density of competitors, whereas com- 
petition for a material resource is a 
function of the density of that resource. 
The competition model given by Eqs. 
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6 and 7 makes no provision for ex- 
plicitly separating these effects, nor does 
it allow their realistic combination in 
cases where the material resource and 
the living space may be related (sa- 
prophagans utilizing the surface of 
detritus, for example). 

A general model capable of resolv- 
ing these criticisms is proposed, based 
on a splitting of aj and yj into two new 
parameters each and a redefinition of 
p,. Let aij be the density of a material 
resource i at or above which growth 
by the consumer j is still maximum 
(the saturation density), y1j be the 
density of a material resource i at or 
below which ingestion by the consumer 
j is prevented (the refuge density) (5), 
ajj be the density of a consumer i at 
or below which growth by i is maxi- 
mum (the threshold response density), 
yjj be the density of a consumer j at 
which growth is zero (the asymptotic 
density), and /P3 be the proportional 
effect of a unit of population k on the 
space requirements of its competitor j, 
and vice versa for fj. 

Now two kinds of feedback control 
terms may be defined, one representing 
competition for space (fjj) and the 
other representing the status of a par- 
ticular limiting material resource for a 
particular consumer (/f). Thus 

f - + kXk- jii) (8) 
'yjj - ajj + 

flj a(' -'_( ) (9) 
\cni - Yij /+ 

The general model for populations 
2 and 3 competing for space and for a 
limiting material resource (xl) is given 
by 

dx 
r2X 12 + 2 

dIf22 -+ - _ (10) 

dx3 =rx3[1-fl- 1+ x3 - 
dt -- raxa r 

r3 + r_ 

Setting Eqs. 10 and 11 equal to zero, 
removing the subscripts +, which are 
superfluous at steady state, and simpli- 
fying, we obtain the equations 

f12(1 + )+/221 (12) 

f(i(+ 1 ) + f-=1 (13) 

There are nine ecologically possible 
different sets of steady state equations 
(6), depending on the values of fi and 
fjj (positive or zero, Table 1). For par- 
ticular values of the biological param- 
9 AUGUST 1974 

eters, the possibility of a solution (co- 
existence) can be evaluated for each 
case. 

In case 1 the two populations at 
steady state would be limited solely 
by competition for x1, the common 
material resources; f22 and f1:1 are zero. 
Substituting Eq. 9 into Eqs. 10 and 11, 
we find the steady state value of the 
resource xl. Coexistence is possible if 
and only if 

.o(- l 
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) 
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r.2 - ? 
X3(a13 - y13)+ (14) 

--,3 -+TIs (14) r3 ? X3 

That this condition could be fulfilled is 
highly improbable, and Eq. 14 repre- 
sents a quantitative restatement of the 
conditions under which the Gaussian 
dictum holds; that is, no two species 
can coexist competing solely for a 
limiting material resource. Even if Eq. 
14 is satisfied, the number of steady 
state solutions for x2 and x3, given 
xl, is infinite. For random fluctuations 
in the level of xl, the population with 
the competitive advantage will be the 
one for which losses relative to its 
competitor when x, decreases below 
the steady state value will be more than 
made up by gains relative to its com- 
petitor when x, increases above the 
steady state value. Although it would 
never disappear in a mathematical 
sense, the competitor with the disad- 
vantage would be reduced eventually 
to some nonviable density. Interestingly, 
the only exception to this would be if 
Eq. 14 were satisfied by complete iden- 
tity of the a, y, X, and r values. In this 
case, however, the competitors would 
be identical species. 

Case 2, involving space limitation 
alone, is analogous in form to the 
generalized Lotka-Volterra model (Eqs. 
6 and 7), but there is no shortage of 
any material resource. If no equilibrium 
solution is possible, x2 or X3 will always 
survive. If an equilibrium is possible 
but unstable, either x2 or x3 will win 
depending on the direction of the 
perturbation, and if equilibrium is 
stable, coexistence at a unique density 
ratio is assured (4). 

The remaining seven cases, 3 to 9, 
require, at equilibrium, that both scarci- 
ty of material resources and scarcity 
of space exert limiting effects on at 
least one of the competing species. 
Each of these intermediate situations, 
provided a, /3, and y are constant, 
will move toward a case 1 or a case 
2 situation according to whether the 
available limiting material resource is 

decreased or increased. Continued de- 
crease of xl would eventually result in 
a case 1 situation with the elimination 
of one species. Continued increase of 
x, would eventually result in a case 2 
situation where the stability charac- 
teristics would depend on the /j and 
yjj parameters alone, that is, direct 
intra- and interspecific competition for 
space. 

Recently some controversy has arisen 
over the possibility of destabilization 
of ecological systems by enrichment 
(7). The competition equations de- 
veloped in this report predict that the 
effects on stability of continued enrich- 
ment would not be the same for all 
systems, but would depend on the a, 
p, and y values for the species groups 
involved, as well as on the level of 
enrichment. 

The model utilizes parameters with 
precise biological definitions that can 
be measured by appropriate observation 
and experimentation. Additional param- 
eters or functions that may be needed 
to describe other competitive interac- 
tions can be easily incorporated into 
the theory. Although only the two- 
species case is analyzed in this report, 
the theory is easily generalized to n 
species, including more than one trophic 
level and variable material resources, 
themselves represented by realistic 
growth equations (8). Although the 
number of possible sets of equilibrium 
equations becomes very large when 
more than a few competitive pathways 
are considered, coexistence and stability 
properties are easily assessed by simula- 
tion on digital or analog computers. 
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Origin of the 260-Day Cycle in Mesoamerica Origin of the 260-Day Cycle in Mesoamerica 

Malmstrom (1) has recently at- 
tempted to account for the origins of 
the Mesoamerican 260-day cycle, or 
sacred almanac, in terms of the inter- 
val between zenithal transits of the 
sun. His hypothesis is that the 260-day 
cycle originated in the narrow latitu- 
dinal band (14?42'N to 15?N) in 
whlich the sun is vertically overhead 
about 12-13 August and again 260 
days later about 30 April-1 May. Al- 
though this is one of the more stimu- 
lating hypotheses on the origins of the 
sacred almanac, there are serious objec- 
tions which ought to be raised. It is 
not a new explanation; Malmstrom was 
anticipated by several earlier investiga- 
tors (2). 

The most serious objection to ex- 

plaining the origin of the sacred al- 
manac in terms of the interval between 
zenithal sun positions has been force- 
fully expressed by Thompson (3, pp. 
98-99). Although there is a 260-day 
interval between the autumn and spring 
zenithal transits of the sun (within the 
critical latitudinal band), there is a 
complementary 105-day interval be- 
tween the spring and autumn positions. 
The sacred almanac, on the other 
hand, ran continuously; the spring posi- 
tion would fall on or near the same 

day in the sacred almanac as the pre- 
ceding autumn position, but the sub- 

sequent autumn position would not 

correspond. One of the most striking 
aspects of Mayan calendrics is the 
importance of reconciling cycles; the 
Venus table in the Dresden Codex is 

perhaps the best example of this per- 
vasive concern with the days on which 
the beginning points of cycles of vary- 
ing length, all running simultaneously, 
would coincide (3, pp. 208-229). It 
is extremely unlikely that the 260-day 
cycle could have been based upon any 
natural phenomenon that was not con- 
tinuously repetitive and that was not 
observable in the greater part of the 
area in which the sacred almanac was 
in use. 

The nature of the 260-day cycle does 
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not force the conclusion that it was 
based upon a natural phenomenon. It 
could simply have resulted from the 
permutation of its subcycles (13 and 
20, both important numbers in Meso- 
american thought), in the same way 
that the 52-year cycle resulted from 
the permutation of the 260-day cycle 
against the solar year (4). Thus, any 
argument for a correspondence with 
some natural phenomenon must be not 
merely plausible but compelling. 

Malmstrom calls attention to the 
fact that the lowland site of Izapa is 
located within the critical latitudinal 
band, and to the fact that much of the 
earliest evidence for the use of the 
Long Count occurs in Late Preclassic 
contexts which are in some sense Izapan 
(at least stylistically). As he notes, 
however, this evidence occurs outside 
the critical zone, not at Izapa itself; 
moreover, it is by no means certain 
that Izapa was the center of this "cul- 
ture." Malmstrom mentions but does 
not deal with the fact that the earliest 
presently known Mesoamerican calen- 
dar system-probably (but not un- 
equivocally) involving a typical 260-day 
cycle-is that of Monte Alban I and 
II of highland Oaxaca, which is con- 
siderably earlier than the Izapan evi- 
dence (5). 

Malmstrom, citing Thompson's (6) 
observations about the distribution of 
the fauna which lend thelir names to 
days in the sacred almanac, rejects the 

possibility of a highland origin. Al- 
though a strong case can be made for 
a lowland origin, the question is com- 
plex and cannot be resolved on the 
basis of this category of evidence alone. 
Thompson (7) has in fact recently 
reversed himself, arguing for a high- 
land origin precisely on the basis of 
the day names. 

Although it does not affect his argu- 
ments, Malmstrom's misuse of native 
terms is likely to add confusion to 
Mesoamerican calendrical studies and 
should be corrected. He refers to the 
260-day cycle as the tzolkin or tonal- 
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admatl, and to the 52-year cycle as the 
tonalpohualli. Actually, tonalpohualli 
("count of the days") refers to the 
260-day cycle, and tonaldmatl ("book 
of the days") refers to the books in 
which it was depicted; xiuhmolpilli 
("binding of the years") was the Na- 
huatl word for the 52-year cycle (8). 
The term used by the Maya for the 
260-day cycle is unknown; tzolkin, 
which would mean "count of the days" 
in Yucatec Maya, is a creation of mod- 
ern Mayanists (3, p. 97). 

JOHN S. HENDERSON 

Department of Anthropology, 
Cornell University, 
Ithaca, New York 14850 

References 

1. V. H. Malmstrom, Science 181, 939 (1973). 
2. Z. Nuttall, Atti 22nd Congr. Int. Am. 1, 119 

(1928); 0. Apenes, Ethnos 1, 5 (1936); H. 
Larsen, ibid., p. 9; R. H. Merrill, Am. Antiq. 
10, 307 (1945). For a brief summary and 
critique of theories on the origin of the 260- 
day cycle, see Thompson (3, pp. 98-99) and J. 
Broda de Casas [The Mexican Calendar as 
Compared to Other Mesoamerican Systems 
(No. 15, Acta Ethnologica et Linguistica, 
Vienna, 1969), pp. 15-16]. 

3. J. E. S. Thompson, Maya Hieroglyphic 
Writing: An Introduction (Univ. of Oklahoma 
Press, Norman, ed. 2, 1960). 

4. The same suggestion has been made by Thomp- 
son (3, pp. 98-99), Broda de Casas (2), and 
Prem (5, p. 115). 

5. A. Caso, in Handbook of Middle American 
Indians, R. Wauchope, Ed. (Univ. of Texas 
Press, Austin, 1965), vol. 3, pp. 931-947; H. J. 
Prem, Contrib. Univ. Calif. Archaeol. Res. 
Fac. 11, 112 (1971). 

6. J. E. S. Thompson, in Handbook of Middle 
American Indians, R. Wauchope, Ed. (Univ. 
of Texas Press, Austin, 1965), vol. 3, p. 651. 

7. , Maya Hieroglyphs without Tears 
(British Museum, London, 1972), pp. 21-23. 

8. A. Caso, in Handbook of Middle American 
Indians, R. Wauchope, Ed. (Univ. of Texas 
Press, Austin, 1971), vol. 10, pp. 333-348. 

21 September 1973; revised 6 February 1974 

Perhaps Malmstrom (1) can resolve 
what seems to be a conflict regarding 
the precedence of the hypothesis de- 
scribing the correlation of the Mayan 
tzolkin 260-day calendar with zenithal 
transits of the sun near latitude 15?N. 
I refer to a theory apparently over- 
looked by Coe (2, p. 55) and others 
in the field and cited by Peterson (3, 
pp. 186-187) in a discussion on the 
origin of the tonalpohualli or Aztecan 
version of the tzolkin. The pertinent 
comment is quoted here in its entirety: 

We do not know why a 260-day religious 
period was chosen, nor what 260 is in- 
tended to count. It may have been based 
on some important astronomical observa- 
tion of the ancient Mexicans which we 
have not taken into account, or it may 
refer to certain cycles of the sun, moon, 
Venus, or the solstices. Ola Apenes ex- 
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plained it by certain observations made 
in the Maya region, in the following man- 
ner: the difference between the 260-day 
religious cycle and the 365-day solar cycle 
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