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the form of historical photographs and sur- 
veys and an historical site record maintained 
by the U.S. Forest Service clearly establishes 
the general stability of the structure and ne- 
gates Ransem's claim. 
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The growth of a microbe is rarely 
complicated by the supracellular con- 
trols that buffer the cells of higher 
organisms from the environment, and 
thus the mechanisms by which a bac- 
terium's growth rate, composition, and 
metabolism relate to the environment 
are relatively visible. It is therefore 
not surprising that the existence of a 
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variety of bacterial cellular regulatory 
mechanisms has been known for some 
time. Some of these mechanisms pro- 
vide control over intermediary metab- 
olism, that is, control over the for- 
mation and disposition of the many 
low molecular weight compounds that 
are intermediates in the formation of 
the macromolecular components of 
the cell, while others are concerned 
more directly with control of the 
formation of the macromolecules 
themselves. 
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The concept that intermediary 
metabolism is regulated comes from 
many observations. Perhaps among 
the most important of these is the 
fact that a bacterium growing normal- 
ly will not lose significant amounts of 
its many intermediates. This implies 
the existence of a selectively perme- 
able outer membrane, as well as 
mechanisms preventing the overpro- 
duction of these compounds by the 
enzymatic pathways making them. As 
one might predict, when either the 
membrane of the cell is altered, or 
when a defect appears in a control 
mechanism, as a result of a mutation, 
for example, the cell may excrete a 
variety of intermediates, as in the first 
case, or a specific intermediate, as in 
the second. Even more direct evidence 
of these control mechanisms comes 
from the fact that when a specific 
nutrient is present, it may induce the 
synthesis of those enzymes needed to 
utilize it, while if the nutrient is an 
intermediate which the cell normally 
makes, then the endogenous synthesis 
of the compound will be quickly in- 
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hibited and the external compound 
will be used preferentially. Moreover, 
in many instances, further synthesis 
of the enzymes that form the com- 
pound endogenously will be restricted, 
and their levels will decrease. 

Beyond the fact that the presence 
and concentration of a substrate can 
have direct regulatory significance (1), 
two distinct types of regulatory 
mechanisms largely account for these 
phenomena (2). One of these per- 
tains to the regulation of the catalytic 
activity of key enzymes in metabolism, 
the other to the regulation of the syn- 
thesis of the enzymes themselves. 

Enzyme Activity 

Umbarger showed in 1956 that the 
first enzyme of isoleucine biosynthesis, 
threonine dehydratase (E.C. 4.2.1.16), 
when studied in cell-free extracts, was 
inhibited by isoleucine (3). This form 
of control, which was fully reversible, 
provided insight as to how intermedi- 
ary metabolism might be regulated. It 
was named feedback inhibition. In the 
intervening years, knowledge of this 
type of control has grown in two ways. 
First, it has been shown that after 
each branch point in metabolism the 
enzymes are subjected to such con- 
trols. In most cases, as in the syn- 
thesis of the amino acids and nucleo- 
tides, it is the first enzyme in the 
branch that is controlled by the end 
products (2, 4-6). In other cases, a 
compound early in metabolism stimu- 
lates an enzyme at a later branch point 
(2), and, in still others, an enzyme may 
be stimulated or inhibited by com- 
pounds provided by relatively remote 
parts of the metabolic system (2, 5, 
6). The enzymic activity of glutamine 
synthetase, for example, is influenced 
by nine different compounds (7). Sec- 
ond, much has been learned about the 
mechanisms by which the various ef- 
fectors influence enzymic activity. The 
most important finding, for this dis- 
cussion, is that the effectors most 
usually interact with sites on the 
enzyme which are distinct from the 
sites involved in the catalysis itself (8). 
Indeed, in one case the regulatory 
sites are on a separate subunit of the 
enzyme, and this subunit can be re- 
moved without the catalytic activity 
being destroyed (9). 

Unfortunately, because it is difficult 
to measure the activity of an enzyme 
in the cell, or to measure the intracel- 
lular concentrations of all of the sub- 

strates, products, and effectors, we 
have relatively little direct information 
about how these mechanisms actually 
function. It is in this framework that 
I point out that the most obvious view 
of how these enzymes are regulated 
under various conditions of growth is 
probably only correct in special cir- 
cumstances. If one begins with the 
descriptive term feedback inhibition, it 
is easy to imagine that when an orga- 
nism finds itself in a richer environ- 
ment the synthesis of macromolecules 
is stimulated and, as a consequence of 
a more rapid removal of amino acids 
and nucleotides, for example, the path- 
ways responsible for the formation of 
these compounds will be less inhibited. 
Metabolism under those conditions is 
stimulated by lower concentrations of 
the inhibitory end products. This view 
suggests that with higher rates of 
growth, the polymerization of the pro- 
teins and nucleic acids might take 
place under increasingly unfavorable 
conditions. This, however, is contrary 
to the results obtained by measuring 
rates of chain elongation. For DNA 
(10, 11), RNA (12), and protein syn- 
thesis (11, 13), individual molecular 
elongation rates are constant or increase 
slightly at high rates of growth, and 
decrease only moderately even under 
conditions of very slow growth. 

As was initially shown in studies of 
threonine dehydratase (3, 8), many of 
the enzymes controlled by feedback 
inhibition exhibit competitive kinetics 
between substrate and end product 
(14). This competition is remarkable 
because, as already mentioned, the 
regulatory function is often separate 
from the catalytic function, implying 
that in evolution the effect of substrate 
had equal stature with the reverse form 
of control. The consequence of this 
antagonism between substances capable 
of controlling an enzyme's activity is 
that the effect of an increase early in 
metabolism can be propagated through 
a series of regulated pathways in such 
a way that the concentration of the 
product of each segment is increased, 
including the concentration of the final 
compound in the series which is gen- 
erally a precursor for macromolecular 
synthesis (15). These mutual effects do 
not preclude the inhibition of specific 
pathways where appropriate, but do 
allow regulatory effects to be felt both 
from the earliest substrates through to 
the products, as well as from the prod- 
ucts back. The ultimate and most im- 
portant result is that since all of the 
pathways trace back to a small number 
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of early intermediates which are formed 
along an also highly interregulated core 
of reactions, all of the intermediary 
metabolism is tied together in a regu- 
latory network. 

There are other control mechanisms 
which influence enzymic activities and 
also appear to have a general regula- 
tory effect on the metabolic system 
(2, 5, 16-20). The most recently de- 
scribed mechanism involves the un- 
usual nucleotide found in bacteria, 
guanosine 3'-diphosphate, 5'-diphos- 
phate (ppGpp) (16). This nucleotide 
appears to inhibit specific reactions 
both early in glucose metabolism and 
later, for example, in the synthesis of 
guanosine monophosphate (GMP) and 
adenosine monophosphate (AMP) (17). 
Better known are the regulatory effects 
of adenosine triphosphate (ATP). This 
compound participates as substrate or 
product in cellular reactions at all 
levels, and therefore has widespread 
regulatory potential (5). Some en- 
zymes appear sensitive to the absolute 
concentrations of ATP, adenosine 
diphosphate (ADP), or AMP; others 
seem sensitive to the ratio of a given 
two of these nucleotides. Most sig- 
nificantly, a number of these enzymes 
formally appear to be sensitive to the 
overall degree of phosphorylation of 
the adenine nucleotides, that is, to the 
energy charge, defined as (ATP + 
1/2 ADP)/(ATP + ADP + AMP) 
(5). Of such enzymes, those responsi- 
ble for energy production are inhibited 
by high energy charge, while certain 
key biosynthetic enzymes are stimu- 
lated. The observation that the en- 
ergy charge of a bacterial cell is ap- 
proximately the same under a sub- 
stantial range of growing conditions 
suggests that this mechanism is very 
important in balancing energy produc- 
tion and utilization (18, 19). Similar 
control mechanisms may regulate the 
oxidation-reduction levels of the pyri- 
dine nucleotides (20) as well as other 
metabolic subsystems of the cell. 

It has not been determined which, 
if any, of these control mechanisms 
has the more important physiological 
function. Their combined effects should 
integrate intermediary metabolism and 
the incorporation of the products of 
intermediary metabolism into macro- 
molecules into a stable regulatory net- 
work. One would predict, with such a 
system, that under varying growth 
conditions the concentrations of all the 
end products, except those directly af- 
fected by growth conditions, should re- 
main constant or should increase with 
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growth rate. This prediction is sup- 
ported by the limited data available. 
It has been found, for example, that 
in Escherichia coli the concentration 
of ATP, as well as the concentrations 
of the remaining nucleoside triphos- 
phates, remain nearly constant (or in- 
crease slightly) over a range of growth 
rates (19). Similar results are ob- 
tained for these compounds, as well 
as for the amino acid, glutamic acid, 
and for uridine diphosphate glucose, 
which contributes to cell wall synthesis, 
when growth is accelerated by enrich- 
ing the medium of slowly growing 
cells (19). 

Repression and Induction 

While control over enzymic activity 
seems responsible for the moment to 
moment control of intermediary me- 
tabolism, the mechanisms of repression 
and induction appear less responsive, 
coming into play as the cell adapts to 
qualitatively different environments 
(21). For example (i) the central en- 
zymes of carbohydrate metabolism, 
which are common to most organisms, 
are constitutive; their concentrations 
are relatively invariant; (ii) the synthe- 
sis of the enzymes responsible for the 
utilization of many diverse sources of 
carbon are induced by the presence of 
those carbon sources; (iii) the en- 
zymes responsible for aerobic as op- 
posed to anaerobic growth are regu- 
lated by mechanisms that are not yet 
understood; and (iv) the synthesis of 
the enzymes responsible for the for- 
mation of amino acids and nucleotides 
are repressed by the presence of their 
end products (2, 22). 

Our knowledge of the physiological 
role of these control mechanisms falls 
short of our understanding of the bio- 
chemistry or genetics of their working. 
There are a number of important ob- 
servations, however, that hint at their 
function. One such observation, 
made many years ago, is that the 
enzymes of arginine biosynthesis in E. 
coli are only repressed when arginine 
appears in the cell's environment at a 
concentration such that all or almost 
all endogenous synthesis is curtailed by 
feedback inhibition (23). Another is 
that for many biosynthetic enzymes, 
the basal (fully repressed) rate of en- 
zyme synthesis is high enough to meet 
the cell's needs for the product, under 
all but the fastest growth conditions. 
The repression mechanism is best 
demonstrated in these instances by im- 
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posing a condition leading to dere- 
pression (24). Other observations 
bring one to the conclusion that often 
repression and induction mechanisms 
are somewhat isolated from the main- 
streams of endogenous metabolism. 
Evidence for this is obtained from those 
pathways where a secondary deriva- 
tive or metabolite of a key compound, 
rather than the compound itself, is the 
effector of control (25), and from 
certain pathways where it appears that 
exogenous material that enters the cell 
and endogenously synthesized material 
appear to be in different intracellular 
compartments (26). Finally, in a few 
situations there is evidence that the 
substrate and end product of a path- 
way play an antagonistic role in con- 
trolling induction and repression (which, 
from this point of view, become a 
single type of control). This is the 
case, albeit indirectly, in the control 
of the induction of a number of cata- 
bolic pathways which are antagonized 
by glucose or related metabolites func- 
tioning through a system mediated by 
adenosine 3',5'-monophosphate (cyclic 
AMP) (27); it has also been observed 
in biosynthetic pathways that appear 
induced by their substrates, although 
such induction is less well documented 
(28). It is possible that the latter mech- 
anism prevents the repression of bio- 
synthetic pathways that would otherwise 
occur in response to the higher concen- 
trations of end products that are found 
in the endogenous pools of vigorously 
growing cells. 

These observations seem to have 
little in common, yet together they 
show that the mechanisms controlling 
enzyme synthesis are somewhat buf- 
fered from changes in metabolite con- 
centration. It may be concluded that 
repression and induction serve pri- 
marily as mechanisms for adaptation 
to qualitatively changing environmental 
conditions, rather than, as sometimes 
implied, as a means of continually 
adjusting enzyme levels in accordance 
with quantitatively changing internal 
concentrations. It is clear that more 
systematic studies must be made. 

Protein and RNA Synthesis 

The correlation between the RNA 
content of cells and their activity in 
the synthesis of protein, as shown by 
the pioneering cytological work of 
Caspersson and of Brachet and their 
co-workers, was the first indication of 
the role of ribosomes in protein synthe- 

sis [see (29)]. In studies beginning in 
the 1930's it was shown that the RNA 
or ribosome content of cells correlated 
well with the rate of growth of animal 
and plant tissues, with the rate of pro- 
tein synthesis in particular types of 
cells, and with the rate of division of 
microbes. These studies were most 
readily pursued with bacteria, whose 
growth rate could be easily manipu- 
lated either by changing the composi- 
tion of the nutrient medium or by 
limiting the rate of supply of nutrient 
in a device such as a chemostat (11, 30). 

Although there is general agreement 
on the correlation of RNA and pro- 
tein synthesis in bacteria, some impor- 
tant questions of detail remain. In E. 
coli, Aerobacter aerogenes, and Salmo- 
nella typhimurium, three similar orga- 
nisms, results have been comparable 
(31). At higher growth rates-that is, in 
cells growing exponentially with a 
doubling time of about 1.5 hours or 
less-there seems to be direct pro- 
portionality between rate of growth 
and the amount of RNA in the cells. 
This is seen most clearly where iso- 
tope uptake is used as a measure of 
RNA synthesis: a doubling of growth 
rate results in a doubling in the level 
(in terms of RNA/protein or RNA/ 
DNA ratios) of RNA in the cell (32, 
33). At lower growth rates a relation- 
ship between growth rate and RNA 
still exists, but there appears to be a 
substantial excess of RNA (31, 34). 
The consequence of these relations, as 
pointed out by Maal0e (35), is that 
the rate of protein synthesis per ribo- 
some remains relatively constant, at 
least at higher growth rates (36). This 
was confirmed by studies more directly 
designed to measure average rates of 
polypeptide elongation, indicating that 
ribosomes function at a constant rate, 
in the range of 15 to 20 amino acids 
incorporated by each ribosome per 
second at 37?C (13). 

This apparent constancy of ribo- 
some function is also seen when cells 
are challenged to grow faster. If cells 
are cultivated at moderate growth 
rates and then the medium is enriched, 
there is little or, at most, a modest 
jump in the rate of protein synthesis 
(11, 30). However, there is an im- 
mediate striking increase in the rate 
of accumulation of RNA, and only 
with time, as the amount of RNA in- 
creases, does the rate of protein syn- 
thesis increase. This has been docu- 
mented in a wide variety of "shift" 
experiments, as well as during the re- 
covery of cells that have been severely 
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depleted of their ribosomes by mag- 
nesium starvation (37). 

These experiments have lead to the 
view that in growing cells the ribo- 
somes, which contribute about 80 per- 
cent of the cellular RNA, limit the 
rate of protein synthesis, and thus the 
control of ribosomal RNA synthesis is 
the major element in the regulation 
of growth. The synthesis of transfer 
RNA is not believed to be of such 
importance because early studies in- 
dicated that there was a constant 
amount of transfer RNA per unit of 
cellular protein or of DNA at all 
growth rates (11). Although this ques- 
tion may not be settled, more recent 
studies indicate that the synthesis of 
transfer RNA is controlled in gen- 
erally the same manner as the synthe- 
sis of ribosomal RNA (32). At fast 
growth rates about 15 to 17 percent of 
the cellular RNA is transfer RNA, 
while this percentage increases slightly 
at slower growth rates and may exceed 
20 percent in very slowly growing 
cells (31, 34). These figures indicate 
that these cells contain, per ribosome, 
only 10 to 15 molecules of transfer 
RNA; that is considerably less than 
1 molecule each of the approximately 
50 transfer RNA species. 

Although the ribosomal and transfer 
RNA account for about 97 percent 
of the RNA, they account only for 
about 50 percent of the total instan- 
taneous rate of RNA synthesis in E. 
coli growing with a doubling time of 
50 to 60 minutes. If one neglects a 
presumably small portion of the pre- 
cursors to these species which are lost 
during their maturation, the remaining 
50 percent of the RNA synthesized is 
messenger RNA which, because it has 
a short half-life, averaging about 2 
minutes at 37?C, contributes only 
about 3 percent to the RNA accumu- 
lation (38). From these considerations 
it is clear that the accumulation of 
ribosomal and transfer RNA might be 
controlled through regulation of (i) 
the total rate of RNA synthesis, (ii) 
the fraction of the total given to ribo- 
somal RNA and transfer RNA syn- 
thesis, or (iii) the relative stability of 
the various RNA species being made. 

Assessing the relative importance 
of these three modes of control has 
occupied workers in this field since 
an initial publication on the subject by 
Hayashi and Spiegelman in 1961 (39). 
Subsequent work has been recorded in 
several excellent reviews (11, 30, 40). 
Currently, one might conclude that 
considering all growth conditions to- 
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gether, all three contribute to the regu- 
lation of RNA accumulation. 

Cells growing at relatively fast rates 
seem simplest to analyze. Here there 
is a well-defined control over the syn- 
thesis of ribosomes, as discussed above, 
and those ribosomes that are made are 
stable. In E. coli growing in a mineral- 
salts medium supplemented with glu- 
cose as the carbon source, 45 to 50 
percent of the total RNA synthesized 
consists of ribosomal and transfer 
RNA. This amount has been deter- 
mined by several different methods, in- 
cluding selective DNA-RNA hybridiza- 
tion (33, 38), base ratio analysis of 
the nascent RNA (33), measurement 
of the decay of the labile species in the 
presence of the antibiotic rifampicin 
(41, 42), and tracer experiments in 
which the relative rates of synthesis 
of stable and unstable RNA's are 
measured directly (43). That measure- 
ments of the composition of the nascent 
RNA give the same results when ob- 
tained by different methods indicates 
that under these growth conditions con- 
trol over the synthesis of the stable 
species is at the transcriptional level as 
in control mode (ii) above (33). Had 
a fraction of the precursors to these 
RNA's been degraded [as in (iii)], 
this fraction would have appeared as 
unstable RNA in the tracer experi- 
ments. Such turnover would have been 
detected except in the case where de- 
struction took place concomitantly with 
synthesis. 

In this range of growth rates there 
is a systematic variation in the frac- 
tion of the nascent RNA that is stable 
(41-43). For example, while for 
cells growing in mineral salts and glu- 
cose this fraction may be 45 to 50 
percent, a culture growing with an 
additional amino acid supplement (and 
a 1.6-fold increased growth rate) gives 
60 to 65 percent of its total synthesis 
to the stable species. This increase is 
not, however, sufficient to account for 
the total increase in the rate of RNA 
accumulation, which is elevated both 
because of the faster rate of cell divi- 
sion and because of the increased con- 
centration of RNA in the individual 
cell (altogether 2.5-fold in this case) 
(35). Thus, the cells increase the total 
rate of RNA synthesis as well (33). 
Although fractionally less, the rate of 
synthesis of messenger RNA is also 
increased under these conditions, ap- 
parently by a value such that the 
amount of messenger RNA per ribo- 
some falls only slightly (33, 44). 

When a culture growing in a medi- 

um containing mineral salts and glu- 
cose is supplemented with amino acids, 
a rapid change occurs in the relative 
amounts of ribosomal and transfer 
RNA, as opposed to messenger RNA, 
that are synthesized, and for a period 
of some minutes, as in the example 
given, ribosomal and transfer RNA 
may constitute more than 70 percent 
of the total RNA synthesized. It is 
this sudden change in composition that 
is largely responsible for the well- 
known stimulation of RNA accumu- 
lation after shift-up, rather than an 
increase in the total rate of synthesis 
(33, 42). The total rate, after at most 
a small initial increase, seems to in- 
crease more slowly, as if the overall 
capacity of the cell to make RNA 
were somehow limited. This is con- 
trary to the conclusion drawn from 
earlier studies that were conducted be- 
fore RNA accumulation and total RNA 
synthesis were clearly defined. Cur- 
rent experiments suggest that there are 
two mechanisms controlling RNA syn- 
thesis in cells during fast growth, one 
mechanism controlling the total ca- 
pacity of the cell for RNA synthesis, 
and a second mechanism being re- 
sponsible for the distribution of this 
capacity between genes that make gen- 
eral messenger RNA and genes that 
are responsible for ribosome forma- 
tion and the synthesis of transfer RNA 
(33, 35). A very different analysis of 
RNA synthesis supports this view, but 
suggests that the rate of polymerization 
of specifically the ribosomal species 
varies with growth rate as well (42). 

In cells growing slowly, the control 
of RNA accumulation appears to be 
more complex. In such cells there is 
an excess of ribosomes above that pre- 
sumed to be engaged in protein syn- 
thesis (34, 45). These ribosomes, de- 
pending on growth conditions, may or 
may not be made active on enrichment 
of the medium (45). Moreover, al- 
though no direct measurements have 
been made of total rates of synthesis 
in slowly growing cells, Koch has 
argued that there exists excess capacity 
to synthesize RNA, based on the 40- 
fold increase in the rate of RNA ac- 
cumulation that takes place in the min- 
utes immediately following enrichment 
of a culture growing with a 5-hour 
doubling time (34). In addition, in 
slowly growing cells (34), or in cells 
subjected to a growth restriction such 
as brought about by amino acid starva- 
tion (46, 47) or by a shift from rich 
to poor medium (33), while there is a 
reduction in the proportion of stable 
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RNA species, it is less than antici- 
pated from the reduction in RNA ac- 
cumulation. This in turn suggests that 
an additional control is exerted through 
the destruction of nascent ribosomal 
species. Finally, after a restriction of 
growth, there is a rapid, sometimes 
severalfold reduction in total rate of 
synthesis, which would not be antici- 
pated from the slow rate at which total 
RNA synthesis increases after an en- 
richment of the medium (43, 47, 48). 

Multiple Controls 

From the preceding discussion it ap- 
pears that RNA synthesis and accumu- 
lation are regulated at virtually every 
stage. These control mechanisms are 
shown in Fig. 1 and are summarized 
as follows. 

Capacity to synthesize RNA. The 
capacity of the cells to make RNA 
may be regulated in two or three ways. 
The first of these is seen in the limita- 
tion in the rate of RNA synthesis as 
moderately fast growing cells adapt 
to higher growth rates (33, 42). This 
observation may be the most contro- 
versial. It suggests that the amount of 
RNA polymerase is limiting. This pos- 
sibility seems contrary to recent ob- 
servations of the amount of RNA 
polymerase (or, more specifically, the 
fl and ,/' subunits) present in E. coli 
under differing growth conditions. Here 
it appears first that there is an excess 
of enzyme, and second that while there 
is a significant variation in the amount 
of polymerase as a function of growth 
rate, it is not of the expected magni- 
tude (49). To reconcile these findings, 
one might suggest that some other 
component of the RNA-forming sys- 
tem is limiting [for example, sigma 
(initiating factor for RNA synthesis), 
ribosomes, or cellular sites], or that 
the fraction of the polymerase in ac- 
tive form in the cell can be altered 
through some modification (50). 

The second control over the capacity 
to synthesize RNA is reflected in a 
rapid partial inhibition of RNA syn- 
thesis during amino acid starvation or 
nutritional depletion (43, 47, 48). The 
possibility of a third control mechanism 
is suggested by the apparent presence 
of excess RNA polymerase in slowly 
growing cells (34). These control 
mechanisms could result from reduced 
amounts of the substrates, failure to 
remove the RNA that has been syn- 
thesized, or from direct effects on the 
RNA polymerase whereby the initia- 
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Fig. 1. Control mechanisms in RNA synthesis and function. The double barred line 
symbolizes the genome, but should not imply that the ribosomal and transfer RNA 
genes are physically clustered on the chromosome. The arrows represent the various 
processes involved in the synthesis of RNA and its regulation. as discussed in the text. 

tion of RNA synthesis or the chain 
elongation reaction are inhibited. 

Template activity. It would appear 
that the fraction of polymerase en- 
gaged in the synthesis of the stable 
RNA species varies in accordance with 
the increased need for stable species 
as growth rate increases (41-43). 
This suggests most simply the existence 
of some direct means of regulating the 
activity of the genes for ribosomal and 
transfer RNA (33, 42). Such a possi- 
bility is consistent with (i) the inhibi- 
tion of ribosomal RNA synthesis dur- 
ing amino acid starvation and the 
synchronous relief of this inhibition on 
restoration of the amino acid (51) 
and (ii) the uniform increase in the 
rate of stable RNA synthesis during 
the growth of synchronously dividing 
cultures (52). In fact Travers and his 
colleagues have reported on a protein 
factor, which they originally called r. 
but was later identified as a complex 
of the elongation factors involved in 
protein synthesis (EF Tu-EF Ts), 
whose presence stimulates the tran- 
scription of the ribosomal RNA genes 
in vitro and whose activity can be in- 
hibited by ppGpp (53). Although 
this work was not initially confirmed 
(54), it appears now that under cer- 
tain very specific conditions, EF Tu is 
required for the synthesis of both ribo- 
somal and transfer RNA (55). Whether 
this control operates in the cell re- 
mains to be seen, but this is supported 
by the finding of EF Tu in association 
with RNA polymerase in cell extracts 
(55) and of the involvement of ppGpp 

in cellular RNA control. Alternatively, 
Maal0e has postulated that one or 
more ribosomal proteins regulate 
ribosomal RNA synthesis, in view of 
the close correspondence of ribosomal 
protein and RNA synthesis (35). 
There are still other possibilities. 
Studies of the conditions necessary for 
the in vitro synthesis of ribosomal 
RNA sutggest that the conformation of 
the promoter region of the ribosomal 
RNA genes could be regulated, for 
example, by polyamines (56) and that 
EF Tu may influence RNA polymerase 
to distinguish between different con- 
formations of the promoter (55). 

Turnover of ribosomal RNA. The 
turnover of ribosomal RNA has been 
postulated to explain the apparent dif- 
ference between the rate of synthesis 
and the rate of accumulation of ribo- 
somal RNA in very slowly growing 
cells and in cells subjected to amino 
acid starvation (34, 46). In neither 
case, however, has turnover been di- 
rectly demonstrated, but there are a 
number of other situations in which 
turnover has been shown to occur, 
such as during phosphate starvation or 
treatment of bacterial cells with chlor- 
amphenicol (57). Since it appears 
that ribosomal proteins are added sys- 
tematically to ribosomal RNA as it is 
transcribed, one might imagine that the 
presence of the protein might function 
to protect the molecules from destruc- 
tion (58). It should be noted that 
transfer RNA molecules, except those 
with aberrant conformation (59), ap- 
pear to be stable (57). The difference 
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in stability may account for the in- 
crease in transfer RNA relative to 
ribosomal RNA in slowly growing cells. 

Substrates for RNA synthesis. The 
nucleoside triphosphates could con- 
tribute to the control of total RNA 
synthesis in two ways. First, their con- 
centration might influence the rate of 
RNA polymerization. This appears un- 
likely to have general importance, how- 
ever, because the concentrations of 
nucleotides in the cell (19, 60) are in 
the range required to maintain maxi- 
mal velocity (61). Moreover, some cells 
have means to maintain these concen- 
trations, so that even during overt 
starvation of an auxotroph for a re- 
quired base, the intracellular pools may 
decrease only moderately, being sus- 
tained by a selective cessation of net 
RNA accumulation and, in some in- 
stances, by the degradation of preexist- 
ing ribosomes (62). Further, under all 
but the most extreme conditions, the 
degree of phosphorylation of the nucle- 
otides (as measured, for example, by 
the energy charge) is maintained (18, 
19). It is especially important to note 
that the initial enzymes of protein bio- 
synthesis, the aminoacyl transfer RNA 
synthetases, require ATP as a substrate, 
and that several of them have been 
shown to be influenced by energy 
charge (63). 

Second, the concentration of sub- 
strates might influence the initiation 
reactions of RNA transcription. Initia- 
tion involves a distinct site-specific re- 
action requiring either ATP or guano- 
sine triphosphate (GTP), and the 
Michaelis constants of these compounds 
for initiation are about tenfold higher 
than those for the propagation reac- 
tions (61). In this instance, then, the 
cellular concentrations, particularly of 
GTP, are in the range where they 
might influence the frequency of initia- 
tion. In the case of amino acid starva- 
tion, it has sometimes been observed 
that the GTP pools, and to some extent 
the ATP pools, decrease; this provides 
one possible explanation of the de- 
crease in total RNA synthesis under 
these conditions (64). 

Regulatory Signals 

What are the signals that interrelate 
the synthesis of macromolecules and 
the provision of substrates by inter- 
mediary metabolism? In general terms, 
it seems most likely that several con- 
trol mechanisms, reflecting the pro- 
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vision of substrates and rate of pro- 
tein synthesis, work to adjust the num- 
bers of functioning ribosomes, and that 
additional adjustment is made to allow 
for the production of messenger RNA. 
At high growth rates, where ribosomes 
may constitute 40 to 50 percent of the 
dry weight, the ribosomes and polym- 
erases operate at an apparent maxi- 
mal, nearly constant rate, and the sys- 
tem appears adjusted for the maximum 
efficiency of its macromolecular com- 
ponents. At lower growth rates, the 
rates of polymerization of macromol- 
ecules are only moderately lower, in- 
dicating that intermediary metabolism 
is still relatively closely coupled to 
macromolecular synthesis, and sub- 
strate pools are maintained. Insofar as 
there appears to be an excess of ribo- 
somes and polymerase under these con- 
ditions, there seem to be control 
mechanisms limiting their initiation of 
function. In this case the system 
appears to be adjusted to provide for 
rapid adaptability, with the levels of 
ribosomes being analogous to the basal 
concentrations of many biosynthetic 
enzymes. 

In this framework, then, what might 
be the principal signals for adjusting 
the levels of ribosomes and the cell's 
capacity to synthesize RNA? Although 
many possibilities have been consid- 
ered, and in all certainty others will be 
explored, three warrant discussion. 

1) In 1969 Cashel and Gallant dis- 
covered two unusual guanine nucleo- 
tides which they called "magic spots" 
(65), and which were subsequently 
identified as ppGpp and prob- 
ably the corresponding 5'-triphosphate 
(pppGpp) (66). Since these nucleo- 
tides were specifically produced during 
restriction of RNA synthesis, it was 
proposed that they were regulatory in- 
hibitors and, knowing of the important 
involvement of GTP in ribosome func- 
tion, Cashel and Gallant postulated 
that they were produced in an "idling" 
reaction of the ribosomes, when ade- 
quate substrate for protein synthesis 
was lacking (65). Subsequently, it has 
been shown that there is, in fact, a 
strong inverse correlation between 
ribosomal RNA synthesis and ppGpp 
concentration, both for cells under 
metabolic restriction and during normal 
growth at differing rates (67). More- 
over, it has been shown recently that 
ppGpp (pppGpp) can be synthesized in 
vitro from GDP (GTP), if ATP, ribo- 
somes, messenger RNA, transfer RNA 
(uncharged), and a protein factor iso- 

lated from so-called stringent bacterial 
strains are present (68, 69). It has been 
shown that ppGpp inhibits several bio- 
chemical activities in vitro, including 
the activities of enzymes involved 
in glucose metabolism and in AMP and 
GMP biosynthesis, and the activity of 
a membrane-associated "vectorial" en- 
zyme that is responsible for the trans- 
port of nucleic acid precursors into 
the cell (17, 70). Most importantly, 
ppGpp has several distinct effects on 
RNA synthesis in vitro. It inhibits both 
the initiation and elongation reactions 
of RNA polymerase (71), increases 
the transcription of specific genes (72), 
and as discussed above specifically in- 
hibits the EF Tu-EF Ts dependent syn- 
thesis of ribosomal and transfer RNA. 
It is therefore appealing to speculate 
that ppGpp will both regulate the 
genes for transfer RNA synthesis and 
ribosome formation and exert some 
control on the total capacity of the 
cell for RNA synthesis. Specific tests 
of these functions in vivo have, how- 
ever, proved inconclusive (73). Al- 
ternatively it is possible that the pri- 
mary role of the "magic spots" is the 
regulation of precursor synthesis (17), 
such regulation being achieved, per- 
haps, by balancing the relative rates 
of purine triphosphate formation and 
amino acid biosynthesis. Whichever is 
the case, the synthesis of ppGpp [and, 
because of its lability (74), its de- 
struction] appears to introduce a 
unique regulatory potential by pro- 
viding a continuous differential signal 
of the rate at which the cell can pro- 
vide the substrates for the protein- 
forming system, and the rate at which 
these substrates are utilized. 

2) In an analysis of bacterial growth 
regulation, Maal0e (35) postulated that 
the sum of all the gene-regulatory ac- 
tivities served to control the synthesis 
of ribosomes. He described a model 
system in which he envisaged the con- 
trol of ribosomal RNA synthesis as 
being secondary to that of the ribo- 
somal proteins. The genes of the ribo- 
somal proteins were considered to be 
"derepressed," and to operate through 
competition for RNA polymerase with 
other genes, which were subject to the 
diverse positive and negative controls 
known for inducible and repressible 
genes. This "ensemble of regulatory ac- 
tivities" thus partitioned RNA polym- 
erase between the genes of general 
function and those of the ribosomal 
proteins. An obvious alternative to 
Maal0e's model would be one in which 
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a similar mechanism served to parti- 
tion the synthesis of general messenger 
RNA from the synthesis of ribosomal 
RNA rather than the formation of 
ribosomal protein, such a model being 
more consistent with the rapidity with 
which the rate of RNA accumulation 
can change, as well as with other ob- 
servations. Both these models have the 
advantage of incorporating the many 
gene controls of the enzymes of in- 
termediary metabolism into the, con- 
trol of ribosome formation. There is a 
failing in these models, however, in 
that, although it is clear how they might 
operate in the situation where a cell's 
environment is enriched with multiple 
nutrients, it is hard to see how the 
cell would adapt to different single 
carbon sources which differed in their 
efficacy in supporting growth (for ex- 
ample, succinate as opposed to glu- 
cose). As discussed initially, there is 
no evidence that induction or repres- 
sion varies in a systematic way with 
growth rate. However, there are no 
comprehensive studies of these param- 
eters (75). 

3) It is not clear what provides the 
signal controlling the total rate of RNA 
synthesis. It seems that the amount of 
messenger RNA present per ribosome 
is constant under various conditions of 
steady state growth (44), while the 
amount of messenger RNA present 
may decrease during short periods of 
growth in which the cell preferen- 
tially makes ribosomes. It is in this 
same period that the cell increases its 
total RNA synthesis (43). This may in- 
dicate that the availability of messenger 
RNA relative to ribosomes in some 
way provides the signal for the con- 
trol of the capacity of the cell to make 
RNA. 

Conclusions 

Is the control of bacterial metabo- 
lism so complex? The answer can be 
found in a simple experiment. Two 
cultures of bacteria are grown in dif- 
ferent mediums. One contains as the 
carbon and nitrogen sources a mixture 
of amino acids, while the other con- 
tains only glucose and ammonia, so 
that the cells must synthesize all of 
the amino acids. The results show that 
insofar as the cells in both cultures 
grow at comparable rates, they will 
have the same composition in terms 
of DNA, RNA, and protein (30). To 
explain this phenomena I have argued 
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that through the control mechanisms 
responsible for the distribution of sub- 
strates in intermediary metabolism, the 
substrates of protein synthesis are pro- 
duced at concentrations and rates com- 
mensurate with the ability of the en- 
vironment to support growth. The pro- 
vision of these substrates relative to 
the ability of the protein forming sys- 
tem to utilize them regulates the syn- 
thesis of ribosomal and transfer RNA, 
which, after adjustment for various 
modulating influences, such as non- 
functioning ribosomes or ribosomal 
RNA turnover, brings the number of 
functioning ribosomes to a point in 
keeping with the provision of external 
nutrients. The synthesis of messenger 
(or total) RNA, ribosomal proteins, 
and DNA, and the process of cell 
division, for example, are subject to 
their own controls, but through the 
burden they each place on intermedi- 
ary metabolism, they provide a means 
for partitioning the cell's metabolic 
resources. It might be noted that this 
view may not be very far from the 
idea once held that the rate at which 
each of the transfer RNA's was 
changed by amino acids regulate the 
synthesis of bacterial RNA, but growth 
regulation is clearly more complicated 
than implied by that model (76). 
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The United States has become the 
most powerful and prosperous nation 
in the world. But we have learned, over 
the past decade, that both our power 
and our prosperity are subject to in- 

creasingly stringent constraints. We 
have discovered that there are rather 
severe limits to our ability to employ 
our military might to further our ends 
abroad. We have witnessed the steady 
erosion of our economic position in 

world markets. At home, where once 
we imagined we had uncovered the 
secrets to endless economic growth, we 
have found ourselves continuously beset 

by both inflationary and recessionary 
pressures at one and the same time. We 
have seen our first serious efforts at 
"social engineering" fall far short of 
their aims. Our standard of living has 
continued to rise at the same time that 
we have become increasingly less satis- 
fied with the quality and character of 
our lives. We find that, as we become 
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increasingly able to afford the "good 
life," it becomes increasingly impossi- 
ble to buy. 

Once we would have shrugged these 

things off as mere "growing pains." We 
are just beginning to understand the 

degree to which many of our pains 
really do stem from levels and kinds 
of growth that simply cannot be sus- 
tained. 

We are beginning to understand, as 

well, that we can no longer continue to 
act on the basis of some of our oldest 
and most ingrained assumptions. I 

think, in particular, of the assumption 
that we would never run out of room 
or of resources and that, as a result, 
we could forever be free and easy with 

both; and of the assumption that if, 
for a time, we found ourselves in a 

tight squeeze, then we could-in the 
nick of time and out of nowhere- 
count on the deus ex machina of our 
unrivaled scientific and technological 
capability, not to speak of our unex- 

ampled ingenuity, to extricate us from 
our difficulties and set us off once more 
on our predestined path to the prom- 
ised land of progress and prosperity. 
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The space effort was, I suspect, the 
last hurrah of what seems in retrospect 
our incredibly uncritical faith in the 
virtue and value of anything that bore 
the label of "science and technology"- 
a faith that we backed not only with 
billions of public dollars in the space 
program, but also with billions upon 
billions of private dollars in the stock 
market. 

I am aware, I must hasten to add, 
that the words "science" and "technol- 
ogy" cannot be so indissolubly lumped 
together that we somehow come to re- 
gard them simply as different versions 
or stages of the same thing. There are, 
for example, those who say that the 
genuinely scientific purposes of the 
space program were very early sacri- 
ficed and subordinated to what became, 
in fact, largely an engineering and 
acrobatic extravaganza. What I am say- 
ing, simply, is that the technological 
offspring of science must now survive 
far sterner tests before they can com- 
mand the acceptance and investment 
that once was theirs almost without 
asking. The supersonic transport is an 
excellent instance of a technological 
option that we might well have ardently 
and automatically embraced had it pre- 
sented itself to us a decade or so ago. 
In my judgment, while the SST was a 

potential economic and environmental 
albatross when considered 3 years ago, 
the new priority which we must accord 
to energy efficiency should finally put 
to rest any plans to squander further 

private or public funds upon the SST. 
Our growing environmental concerns 

and most recently the energy crisis 
have combined with gathering force to 
make us understand that we do not 
have unlimited room or resources. We 
are starting to see that our energy and 
environmental ills stem, essentially, 
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