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Of the many functions of the cell 
nucleus, one of the most important is 
the process of gene transcription where- 
by information encoded in the DNA 
genes is utilized in the synthesis of com- 
plementary molecules of RNA. It is 
through this synthesis of RNA that the 
genetic information stored in the nu- 
clear DNA is ultimately transmitted to 
the protein synthesizing machinery in 
the cytoplasm, where it is used to code 
for the synthesis of specific proteins. 

Specific regulation of the process of 
gene transcription is extremely impor- 
tant both during the development 
and normal functioning of cells of 
higher organisms. For example, differ- 
entiated cells that perform different 
tunctions utilize characteristic sets of 
genetic information, and so must use 
different regions of the genome for the 
synthesis of RNA. Since the DNA of 
each cell in a multicellular organism 
appears to be the same, this means that 
various cell types use the information 
contained in this DNA differently. Spe- 
cific regulatory mechanisms must, there- 
fore, be available for activating and in- 
activating particular regions of the 
genome for RNA synthesis, depending 
on the needs of the cell. The mecha- 
nism by which this selection and regu- 
lation of genetic potential is accom- 
plished in higher organisms is still large- 
ly unknown, and presents one of the 
most challenging problems in modern 
biology. 

Considerable progress has been made 
on this problem in recent years in mi- 
crobial systems. In the best understood 
situation, namely the Escherichia coli 
lac operon, it has been shown that a 
specific repressor protein can be isolated 
which regulates DNA transcription by 
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binding to a specific site in the bacterial 
DNA (1). The binding of this repres- 
sor to DNA can be regulated by small 
molecules (lactose and its analogs) 
which act as allosteric effectors, induc- 
ing changes in the conformation of the 
repressor protein which cause it to lose 
its affinity for DNA (2). 

Because of the complexity of the or- 
ganization of the genome in nucleated 
(eukaryotic) cells, however, analogous 
proteins and regulatory mechanisms 
have not been found. Unlike the bac- 
terial chromosome, which is composed 
primarily of DNA, the eukaryotic chro- 
mosome is a complex structure called 
chromatin which, in addition to DNA, 
contains large amounts of histone 
and nonhistone proteins and small 
amounts of RNA. Histone polypeptides 
contain large amounts of the basic 
amino acids, arginine, lysine, and histi- 
dine, in contrast to the nonhistone pro- 
teins that are acidic in character. Very 
little is known about the specific func- 
tional roles played by these various 
chromatin components, but recent evi- 
dence suggests that the molecules re- 
sponsible for specific gene regulation 
are to be found among the chromo- 
somal proteins. 

In 1943, Stedman and Stedman (3) 
deduced from the apparent amounts 
(4) of histones in actively growing and 
nongrowing tissues that these proteins 
function as biological repressors. How- 
ever, the first definitive biochemical 
studies on the effects of histones on 
DNA function were performed in the 
early 1960's by Huang and Bonner (5) 
and Allfrey et a!. (6). In these studies 
it was shown that histones inhibit the 
~bility of DNA to serve as a template 

for RNA synthesis. These findings. 

which have been confirmed in a variety 
of systems, led to the speculation that 
histones serve as specific repressors of 
gene transcription in a fashion analo- 
gous to that of the bacterial repressors. 

Unfortunately, the early excitement 
caused by these findings was soon tem- 
pered by increasing amounts of data 
that gave rise to serious doubts about 
the ability of histones to function as 
specific repressors. Crude preparations 
of histones could be fractionated into 
only five major classes, the proportions 
of which did not vary significantly in 
different tissues, different organisms, or 
under different physiological states (7, 
8). Indeed, there is a difference in only 
two amino acid residues in one histone 
that has been compared in pea seedlings 
and calf thymus (9). Thus, histones ex- 
hibit a uniformity and lack of specificity 
which makes it appear very unlikely 
that they are the molecules primarily 
iresponsible for the recognition of 
unique gene loci. 

Attention has recently turned to the 
nonhistone chromosomal proteins as 
potential regulators of specific gene 
transcription. However, it is interesting 
to note that Stedman and Stedman (10) 
proposed that the nonhistone chromo- 
somal proteins (chromosomin) were 
involved in the regulation of gene ex- 
pression in 1943. According to these 
authors, the chromosomin represented 
the chemical basis of inheritance, and 
although we now realize that DNA. 
and not protein, constitutes the genetic 
material, they may have been correct 
in predicting that a physical association 
of nonhistone chromosomal proteins 
and nucleic acids is required for the 
synthesis of specific proteins. These 
early investigations also revealed that 
many of the nonhistone chromosomal 
proteins are enriched in aspartic acid 
and glutamic acid residues (10), and 
the term "acidic nuclear proteins" has 
frequently been used to describe them. 
Subsequent studies have shown that 
these proteins are made in the cyto- 
plasm (1i), and are more actively syn- 
thesized and turned over than histones 
(12, 13). 

The studies that focused attention 
on the possibility of nonhistone chro- 
mosomal proteins being regulators of 
gene expression in eukaryotic cells were 
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those of Paul and Gilmour (14) who 
demonstrated that nonhistone chromo- 
somal proteins are responsible for 

tissue-specific gene readout. Utilizing 
the techniques of chromatin reconstitu- 
tion (as illustrated in Fig. 1) and DNA- 
RNA hybridization analysis of the tran- 
scription products, these workers estab- 
lished that nonhistone chromosomal 
proteins interact with DNA and modify 
transcription in a manner characteristic 
of the tissue of origin. In contrast to 
the histones, which are present in simi- 
lar amounts in active and inactive tis- 
sues and chromatin (7), nonhistone 
chromosomal proteins are found in in- 
creased amounts in active tissues and 
chromatin (7). Also, nonhistone pro- 
teins are highly heterogeneous and pos- 
sess tissue and species specificity (15- 
17); they can stimulate the synthesis 
of RNA in cell-free systems (16, 18- 
24); some of them bind specifically to 
DNA (16, 23); and the synthesis of 
particular classes of these proteins is 
associated with the induction of gene 
activity (25). 

In this article we summarize some 
of the evidence for nonhistone chromo- 
somal proteins being regulators of gene 
expression in eukaryotic cells. In par- 
ticular, we discuss several systems that 

we have explored and in which differ- 
ential regulation of gene transcription 
occurs. We also discuss some mecha- 
nisms by which the nonhistone proteins 
may interact with the genome and 
thereby initiate, modify, or augment 
the transcription of specific molecules 
of RNA. 

Nonhistone Proteins and Control 

of Cell Proliferation 

Two general types of model systems 
have been employed in attempts to 

study the regulation of gene expression 
during the cell cycle: (i) continuously 
dividing cells and (ii) resting cells that 
have been specifically induced to divide 

by the application of an appropriate 
stimulus. In both types of systems, a 

complex and interdependent series of 
biochemical changes precedes the actual 
processes of DNA synthesis and mitosis 
(26). Because the capacity of the 

genome for RNA synthesis fluctuates 
during the cell cycle, it has been sug- 
gested that prior to division there is a 

specific activation of the transcription 
of genes which code for the synthesis 
of macromolecules essential for DNA 

replication and mitosis. In its broader 

Chromatin from S phase cells Chromatin from mitotic cells 
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Gradient 
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Chromatin reconstituted with 
nonhistone chromosomal proteins 

from S phase cells 
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nonhistone chromosomal proteins 

from mitotic cells 

Fig. 1. Flow diagram for chromatin dissociation and reconstitution. Chromatin from 
S phase and mitotic HeLa S3 cells was dissociated into DNA and chromosomal pro- 
teins with 3M NaCl, 5M urea, 0.01M tris(hydroxymethyl)aminomethane, pH 8.3. 
The chromosomal proteins were fractionated into histones and nonhistone chromosomal 
proteins by QAE Sephadex chromatography and the S phase and mitotic DNA and 
histones were pooled. Chromatin was then reconstituted by gradient dialysis, using the 
pooled DNA and histones from S phase and mitotic chromatin and either S phase or 
mitotic nonhistone chromosomal proteins (21). 
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sense, this question of the mechanism 
by which defined regions of the genome 
are regulated during the cell cycle is 
relevant and potentially applicable to 
the general problem of the mechanism 
of gene regulation in eukaryotic cells 
(26). 

The cell cycle is divided into four dis- 
tinct phases: Gl, or the prereplica- 
tive phase, is the period between the 
completion of mitosis and the onset of 
DNA synthesis; S is the period when 
DNA replication occurs; G2 is the pe- 
riod between completion of DNA syn- 
thesis and the onset of the fourth phase, 
mitosis. 

If nonhistone chromosomal proteins 
are, in fact, responsible for the activa- 
tion of those regions of the genome 
which contain the information required 
for a cell to replicate its DNA and di- 
vide mitotically, one would expect vari- 
ations to occur in the rates of nonhis- 
tone chromosomal protein synthesis 
and turnover, as well as in the specific 
classes of nonhistone chromosomal pro- 
teins synthesized and associated with 
the DNA during defined periods of the 
cell cycle. In several models of stimu- 
lated DNA synthesis, such stage-spe- 
cific differences in the nonhistone chro- 
mosomal proteins have been observed. 
In mouse salivary glands stimulated to 
proliferate by the synthetic catechola- 
mine, isoproterenol (27), mouse kid- 
neys stimulated to proliferate by folic 
acid (28), nondividing monolayers of 
cells stimulated to proliferate by a 
change of medium (29, 30), lympho- 
cytes stimulated to proliferate by phyto- 
hemagglutinin (31), and in regenerat- 
ing liver following partial hepatectomy, 
increased rates of labeled amino acid 
incorporation into nonhistone chromo- 
somal proteins occurs early during the 
prereplicative phase of the cell cycle, 
with maximal rates of incorporation 
evident prior to the onset of DNA syn- 
thesis. 

Because, in many of these studies, 
fluctuations in the size and specific ac- 

tivity of the acid-soluble amino acid 
precursor pool was taken into consid- 
eration, the increased prereplicative in- 
corporation of amino acids into non- 
histone chromosomal proteins reflects 
actual increased rates of synthesis. That 

specific classes of nonhistone chromo- 
somal proteins are synthesized and asso- 
ciated with chromatin during restricted 
periods of the cell cycle in quiescent 
cells stimulated to proliferate is sug- 
gested by stage-specific differences in 
the polyacrylamide gel electrophoretic 
profiles of these proteins. Such varia- 
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tions occur early during GI (30, 32, 
33), as well as during S phase (32). 
In addition, cells exposed alternately to 
labeled and then nonlabeled amino 
acids (pulse-chase studies) in several 
models of stimulated DNA synthesis in- 
dicate that the nonhistone chromosomal 
proteins synthesized early during the 
prereplicative phase exhibit a faster rate 
of turnover than similar proteins in 
nonproliferating cells (28, 29). 

Nonhistone chromosomal proteins 
may also play a significant role in modi- 
fying genome activity during the cell 
cycle in continuously dividing cells. 
Short-term and continuous exposure of 
cells to MH- and 14C-labeled amino acids 
have demonstrated that nonhistone 
chromosomal proteins of specific classes 
are actively synthesized at different 
stages throughout the cell cycle (34). 
The highest rates of turnover of most 
molecular weight classes of nonhistone 
chromosomal protein occur during 
mitosis, and the lowest during S phase 
(35). Recent findings also indicate that 
the rates of phosphorylation of non- 
histone chromosomal proteins fluctuate 
during the cell cycle, and that the dif- 
ferent classes of these proteins are 
phosphorylated selectively during dif- 
ferent stages of the cell cycle (36). 

The synthesis of these nonhistone 
proteins may be regulated at least in 
part at the translational level. In qui- 
escent cells stimulated to proliferate, 
treatment with actinomycin D, a potent 
inhibitor of DNA-dependent RNA syn- 
thesis, at a concentration which com- 
pletely blocks the synthesis of messen- 
ger RNA (mRNA), is ineffective in 
reducing the increased rate of non- 
histone chromosomal protein synthesis 
that occurs early during G1 (27). How- 
ever, synthesis during later stages of the 
cell cycle is sensitive to the antimetabo- 
lite. The implication is that the initial 
synthesis of nonhistone chromosomal 
proteins which occurs following the 
stimulation of cellular proliferation 
takes place on preformed "stable tem- 
plates." Consistent with these findings 
is the recent observation that treatment 
of synchronized continuously dividing 
HeLa Sg cells with actinomycin D late 
in G2 is ineffective in suppressing the 
synthesis of several major classes of 
nonhistone chromosomal proteins in the 
subsequent G1 period (37). Inasmuch 
as there is a disaggregation of polyri- 
bosomes during mitosis as well as a 
cessation of mRNA synthesis, it is evi- 
dent that those classes of nonhistone 
chromosomal proteins that are unaf- 
fected by the actinomycin D during G1 
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are synthesized on a stable species of 
mRNA transcribed sometime prior to 
mitosis and "reactivated" during G1. 

In contrast to the situation found in 
bacterial or viral systems, chromosome 
replication in eukaryotic cells entails 
considerably more than synthesis of an 
identical copy of the DNA. The ge- 
nome of eukaryotic cells contains the 
information for its own replication, and 
the expression of this information is 
apparently regulated in a manner simi- 
lar to that in which other cellular dif- 
ferentiated functions are controlled. 
In continuously dividing cells, as well 
as in quiescent cells stimulated to pro- 
liferate, histone polypeptide synthesis 
is restricted to the S phase of the cell 
cycle and immediately ceases if DNA 
replication is inhibited (38); also, the 
mRNA for these basic chromosomal 
proteins is associated with polyribo- 
somes and is translated concomitantly 
with DNA synthesis (39). In contrast, 
nonhistone chromosomal protein syn- 
thesis continues throughout the cell 
cycle in continuously dividing cells 
(33-35, 37), as well as in quiescent 
cells stimulated to proliferate (27-32), 
and does not appear to be dependent 
on DNA replication. This lack of cou- 
pling of nonhistone chromosomal pro- 
tein synthesis and DNA replication is 
strongly suggested by the inability of 
cytosine arabinoside and hydroxyurea to 
reduce the incorporation of labeled 
amino acids into the nonhistone chro- 
mosomal proteins during S phase (32, 
34. 35). 

To investigate directly the influence 
of nonhistone chromosomal proteins on 
the transcriptional properties of the ge- 
nome during the cell cycle, advantage 
was taken of two experimental situa- 
tions where marked differences in gene 
expression are evident during the cell 
cycle. In one situation, continuously 
dividing HeLa S3 cells, the isolated 
chromatin has a restricted capacity for 
DNA-dependent RNA synthesis during 
mitosis, compared to its capacity dur- 
ing S phase (21). In the other situa- 
tion, in quiescent cells stimulated to 
proliferate, an increase in chromatin 
template activity occurs early during 
G1 (20, 40). The approach utilized in 
both situations was one of dissociating 
chromatin into its constituent DNA 
and protein components, fractionating 
the chromosomal proteins and subse- 
quently reconstituting chromatin in a 
selective fashion. Support for the fidel- 
ity of chromatin reconstitution is pro- 
vided hv several lines of evidence (14, 
41). 

That nonhistone chromosomal pro- 
teins are responsible for variations in 
transcription during the cell cycle of 
continuously dividing cells is suggested 
by the reduced template activity of 
chromatin reconstituted with mitotic 
nonhistone chromosomal proteins, in 
comparison to chromatin reconstituted 
with S phase nonhistone chromosomal 
proteins (21) (Fig. 1). These findings 
are consistent with the observation that 
chromatin reconstituted in an analo- 
gous fashion with nonhistone chromo- 
somal proteins from human diploid 
fibroblast cells of strain WI-38 1 hour 
after stimulation to proliferate has a 
higher template activity than chromatin 
reconstituted with nonhistone chromo- 
somal proteins from nondividing WI-38 
cells (20). In both systems, chromatin 
reconstituted with histones isolated from 
various stages of the cell cycle do not 
exhibit differences in template activity 
(20, 21). 

Although it is apparent that non- 
histone chromosomal proteins may play 
a key role in the control of gene ex- 
pression during the cell cycle, little has 
been said concerning the specific man- 
ner in which this may be achieved. Re- 
cently it has been observed that, in 
addition to a decreased capacity of 
mitotic compared to S phase chroma- 
tin for DNA-dependent RNA synthesis 
(21), histones are more tenaciously 
bound to DNA during mitosis than 
during S phase (42). This conclusion 
is based on studies where the binding of 
histones to DNA was assayed by using 
sodium deoxycholate at concentrations 
which selectively dissociate histones 
from chromatin without removing DNA 
and nonhistone chromosomal proteins 
(42, 43). A given concentration of the 
ionic detergent dissociated a greater 
amount of histone from S phase than 
from mitotic chromatin (42). Taken 
together with the decreased template 
activity of chromatin reconstituted with 
mitotic rather than with S phase non- 
histone proteins (21), one can speculate 
that nonhistone chromosomal proteins 
regulate transcription during the cell 
cycle by mediating the binding of his- 
tones to DNA. This is further sug- 
gested by (i) variations in the nonhis- 
tone chromosomal proteins synthesized 
and associated with chromatin during 
both stages of the cell cycle (44), (ii) 
differences in the phosphorylation of S 
phase and mitotic nonhistone chromo- 
somal proteins (36), and (iii) the lack 
of any apparent variations in S phase 
and mitotic histones. To test this hy- 
pothesis, chromatin was reconstituted 
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Fig. 2. Model of the intracellular fate of progesterone in the oviduct target cell. Pro- 
gesterone (P) enters the target cell and binds receptor protein (R) that is located 
somewhere in the cytoplasm. The P-R complex is transported to the nucleus, during 
which time the receptor protein undergoes some modification (R'). The P-R' complex 
then binds to the chromatin, and as a result of this binding the transcriptional process 
becomes altered. 

with either S phase or mitotic nonhis- 
tone chromosomal proteins see Fig. 1). 
It was found that, in agreement with 
the decreased ability of sodium deoxy- 
cholate to extract histones from DNA 
in native mitotic compared to native S 
phase chromatin, there was also a dif- 
ference in histone binding between 
chromatin reconstituted with mitotic 
nonhistone chromosomal proteins and 
chromatin reconstituted with S phase 
nonhistone proteins (42). These results 
are indeed consistent with the proposed 
involvement of nonhistone chromosomal 
proteins in determining the specific 
manner in which histones are associ- 
ated with DNA. 

Nonhistone Proteins and Steroid 

Ilormone Action 

There is much evidence that the ac- 
tion of steroid hormones is mediated 
at least in part at the level of gene 
transcription. The picture that has 
emerged is that steroid hormones asso- 
ciate with specific cytoplasmic receptors 
which then transport the steroid to the 
nucleus; this leads ultimately to an al- 
teration in DNA-dependent RNA syn- 
thesis (45) (see Fig. 2). This general 
model now seems to hold for a wide 
variety of steroid hormones including 
estrogen (46), progesterone (47), al- 
dosterone (48), hydrocortisone (49), 
and androgens (50). 

Attempts have been made recently 
to determine which of the components 
of chromatin participate in the binding 
of steroid hormones. Evidence that both 
histone (49, 51) and nonhistone chro- 
mosomal proteins (48, 52-55) repre- 
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sent the site of binding has been re- 
ported from studies in vivo. However, 
even the DNA has not been ruled out 
as the "acceptor site" that binds the hor- 
mone receptor translocated from the 
cytosol. A rewarding investigation by 
Tsai and Hnilica (54) confirmed the 
studies in vivo and in vitro showing 
that a small amount of the hormone 
cortisol is bound to the arginine-rich 
histones (one molecule of cortisol per 
66,000 histone molecules). H}owever, 
the cortisol was found to be associated 
with a trypsin-resistant fraction of this 
arginine-rich histone fraction. These 
workers suggest that since the arginine- 
rich histones contain significant 
amounts of nonhistone chromosomal 
proteins which are difficult to remove 
(56), and since the nonhistone chro- 
mosomal proteins are comparatively 
resistant to trypsin digestion, the cor- 
tisol is probably bound to a non- 
histone protein associated with the ar- 
ginine-rich histones. These results are 
supported by more direct evidence ob- 
tained by Barker (57) who found that 
labeled estradiol is associated in vivo 
in ovariectomized rat uteri with an 
acidic protein which contaminates the 
arginine-rich histone. 

The acceptor role of nonhistone 
chromosomal proteins has been well 
studied in the binding of the steroid 
progesterone in the chick oviduct. 
The addition of labeled progesterone 
to oviduct cytosol (the supernatant 
fraction of oviduct homogenates cen- 
trifuged at 100,000g) results in the 
formation of a hormone-receptor com- 
plex (47, 58, 59). When this complex 
is incubated with isolated oviduct nu- 
clei, a nuclear uptake of the labeled 

hormone is observed. The hormone, the 
cytosol receptor, and nuclei of oviduct 
are all required for this reaction to take 
place. Little uptake of the hormone oc- 
curs when the nuclei are incubated with 
hormone alone. Likewise, the substitu- 
tion of either the cytosol or nuclei of 
other organs of the chick for those of 
the oviduct results in lower uptake of 
the progesterone-receptor complex (59). 

Further studies of the nature of the 
specific sites in the nuclear binding 
were conducted in vitro with isolated 
progesterone-receptor (P-R) complex 
(the oviduct cytosol containing labeled 
progesterone) and with chromatin from 
oviduct nuclei. Several interesting re- 
sults were obtained: (i) progesterone 
complexed to its cytosol receptor bound 
more extensively to chromatin than did 
the free hormone, which explains why 
progesterone in the presence of liver or 
spleen cytosols (containing no receptor) 
displays little binding; (ii) the bound 
progesterone could be reextracted from 
oviduct chromatin still as a complex 
with its receptor; (iii) the association 
of the P-R complex was sensitive to 
conditions of pH, ionic strength, and 
temperature; and (iv) the P-R complex 
displayed more extensive binding to 
oviduct chromatin than to the chroma- 
tins of other (nontarget) tissues (60). 
The fourth result does not necessarily 
imply a specificity of the oviduct chro- 
matin to bind the P-R complex. It does, 
however, explain the specificity of hor- 
mone binding by oviduct nuclei (59) 
and gives evidence that the target tissue 
chromatin contains specific "acceptor 
sites" for the P-R complex. 

To examine directly the role of 
chromosomal proteins in the binding 
of steroid hormones by target tissue 
chromatin, the dissociation and recon- 
stitution of chromatin as described 
previously was utilized. When the 
histones together with one fraction 
of the nonhistone chromosomal pro- 
teins [fraction AP1 (61)] were ex- 
changed between the chromatins of dif- 
ferent tissues by the method of Spels- 
berg et al. (61), there was no altera- 
tion in the extensive binding of the 
P-R complex by the chromatin contain- 
ing the oviduct DNA and nonhistone 
chromosomal proteins (60). The bind- 
ing to the reconstituted oviduct chroma- 
tin from which the nonhistone chromo- 
somal proteins were removed was 
markedly reduced compared to the 
binding to reconstituted oviduct chro- 
matin containing the nonhistone chro- 
mosomal proteins (60). Hence, the 
nonhistone chromosomal proteins but 
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not the histones appear to be involved 
in the specific binding of the P-R com- 
plex. 

Three further pieces of evidence sup- 
port this view. First, binding of P-R 
complex to oviduct dehistonized chro- 
matin (containing most of the non- 
histone chromosomal proteins) was 
much greater than binding to pure 
DNA or intact chromatin (60). Second, 
when the nonhistone chromosomal pro- 
teins were exchanged between chick 
oviduct and hen erythrocyte chromatin, 

,.the capacity fqr extensive binding of 
the P-R complex was also exchanged- 
that is, the reconstituted erythrocyte 
chromatin containing the nonhistone 
chromosomal proteins from the oviduct 
chromatin displayed the extensive bind- 
ing formerly displayed by the oviduct 
chromatin and vice versa. The third line 
of evidence comes from experiments 
involving the dissociation of oviduct 
chromatin, the removal of certain sub- 
fractions of the nonhistone chromoso- 
mal proteins, followed by reconstitution 
(62). The binding of the P-R complex 
to these reconstituted chromatins defi- 
cient in one or more of the nonhistone 
chromosomal protein subfractions re- 
vealed that the "acceptor sites" for the 
hormone-receptor complex are pri- 
marily localized in fraction AP3 (62). 
When subjected to polyacrylamide gel 
electrophoresis in sodium dodecyl sul- 
fate (SDS), this AP3 fraction demon- 
strates a heterogeneous protein pattern 
(10 to 12 bands). Amino acid analy- 
sis indicates an acidic nature of this 
group of proteins. It is interesting that 
SDS-polyacrylamide gel electrophoresis 
(63) and the immunochemical tech- 
nique of microcomplement fixation 
(64) have demonstrated a tissue spec- 
ificity of the proteins of the AP3 frac- 
tion. Further purification of the "ac- 
ceptor molecules" in the AP3 fraction 
requires alternative fractionation tech- 
niques. Unfortunately, attempts to ac- 
tivate chromatin and nuclear polym- 
erases with this system have failed 
(65). Consequently, the "nativeness" 
of the interactions in vitro are subject 
to some skepticism. Other studies in 
which estradiol (66) as well as andro- 
gens are used ('67) provide evidence 
that these hormones interact with non- 
histone chromosomal proteins on their 
target cell chromatin. 

At present, what is generally known 
about the fate of steroid hormones in 
target cells is depicted in Fig. 2 for pro- 
gesterone in the chick oviduct. Proges- 
terone enters the target cell and binds 
receptor protein. The intracellular lo- 
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Fig. 3. Model summarizing the metabolic 
relationships of the nonhistone chromo- 
somal phosphoproteins. Serine (and 
threonine) residues in the protein are 
phosphorylated in a kinase reaction 
utilizing the terminal phosphate groups of 
various nucleoside and deoxynucleoside 
triphosphates. In a separate enzymatic 
reaction, phosphate groups are cleaved 
from the protein and released in the form 
of inorganic phosphate. The relative ac- 
tivities of the phosphate donors (top 
right) are: adenosine triphosphate (A) > 
guanosine triphosphate (G) > inosine 
triphosphate (I) > cytidine triphosphate 
(C) > uridine triphosphate (U). 

calization of this receptor is unknown. 
The steroid hormone complex is trans- 
ported into the nucleus by a tempera- 
ture-sensitive process. There is evidence 
with estrogens that this process involves 
some 'modification of the receptor pro- 
tein. The hormone-receptor complex 
then binds to the chromatin probably 
via a nonhistone protein, the "accep- 
tor," but some binding function by the 
DNA cannot be ruled out. The intranu- 
clear localization of this binding-that 
is, whether the complex binds to the 
proteins of eu- or heterochromatin or 
even to chromatin associated with the 
nuclear envelope, is not known. As a 
result of this binding, however, there is 
an alteration of the transcriptional pro- 
cess by an unknown 'mechanism. 
Whether the nonhistone protein "ac- 
ceptors" are involved only in recogniz- 
ing the cytoplasmic hormone receptor 
or are also involved in the changes of 
transcription remains to be determined. 

Phosphorylation of Nonhistone 
Proteins and Gene Expression 

One striking property of the nonhis- 
tone chromosomal proteins which may 
help to elucidate the chemical nature of 
the regulation of gene action in higher 
organisms is the extensive phosphoryla- 
tion that occurs in this protein fraction. 
The existence of phosphoprotein frac- 

tions which rapidly incorporate radio- 
active phosphate has been known in a 
variety of tissues for many years (68), 
and more recently phosphorylation and 
dephosphorylation of protein molecules 
have been shown to be important regu- 
latory mechanisms for a variety of pro- 
tein classes, including enzymes (69), 
membrane proteins (70), microtubular 
proteins (71), and riibosomal proteins 
(72). However, phosphorylated cellular 
proteins occur in highest concentrations 
in the cell nucleus, where both histone 
and nonhistone chromosomal proteins 
are phosphorylated (73-75). More than 
90 percent of the nuclear protein-bound 
phosphorus is associated with the. non- 
histone chromosomal proteins, from 
which can 'be extracted a class of pro- 
teins which contain about 1 percent of 
phosphorus by weight. This phospho- 
rus is present mainly as the phosphoryl- 
ated amino acid phosphoserine, which 
is present in high enough quantities to 
account for 5 out of every 100 amino 
acid residues present (73, 74). 

Metabolic studies on isolated nu- 
clei have shown that nuclei are ca- 
pable of rapidly phosphorylating non- 
histone chromosomal proteins in a re- 
action that requires adenosine triphos- 
phate as a source of energy, but oc- 
curs independently of protein synthe- 
sis (73). This latter observation dem- 
onstrates that phosphate groups are 
linked to preexisting proteins rather 
than being incorporated as part of pro- 
tein synthesis. Once such phosphate 
groups have been put onto the non- 
histone proteins they are not stable, 
but are instead subject to a rapid turn- 
over. Current evidence suggests that 
separate enzymes are involved in phos- 
phorylation and dephosphorylation of 
nonhistone chromosomal proteins, as 
is indicated in the model summarized 
in Fig. 3. 

That phosphorylation of nonhistone 
chromosomal proteins is involved in 
gene activation is suggested by (i) the 
correlations between the phosphoryla- 
tion of nonhistone chromosomal pro- 
teins and gene activity that have been 
observed in a number of different sys- 
tems, including lymphocytes stimulated 
by phytohemagglutinin (76); (ii) changes 
in gene activity that are associated 
with maturation of avian red blood 
cells (77); (iii) the stimulation of gene 
activity that is induced in the prostate 
by testosterone (78); (iv) the activation 
of mammary glands by prolactin (79) 
and of ovaries by chorionic gonado- 
tropin (80); (v) differences in gene 
activity in compact and diffuse chro- 
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matin (81); and (vi) the changes that 
occur during the cell cycle of syn- 
chronously dividing HeLa cells (36). 
In all of these situations, the activation 
of chromatin for RNA synthesis is as- 
sociated with an increased rate of 

phosphorylation of nonhistone chro- 
mosomal proteins. 

By means of acrylamide gel electro- 

phoresis, it has been shown that the 
nonhistone chromosomal phosphopro- 
tein fraction is highly heterogeneous, 
and although the overall patterns for 
different tissues share many features 
in common, each tissue has a unique, 
reproducible pattern which differs quan- 
titatively and qualitatively from the 
others (16, 17). Labeling with 32p has 
shown that most of the bands are 

phosphorylated proteins, and the phos- 
phorylation patterns have been shown 
to be tissue specific. This observed 

heterogeneity and tissue specificity is 
in sharp contrast to the histones, of 
which there are a limited number of 

types, none of which vary substantially 
from tissue to tissue. 

If the phosphorylation of nonhistone 
chromosomal proteins is directly in- 
volved in gene regulation, then one 

might expect to find an effect of these 

proteins on cell-free RNA synthesis. 
Several investigators have reported the 
stimulation of cell-free RNA synthesis 
by the addition of nonhistone chromo- 
somal phosphoproteins (16, 22, 74, 82, 
83). In one instance, the removal of 
some of the phosphate groups bound 
to nonhistone chromosomal proteins 
abolished this stimulatory effect on 
RNA synthesis, thus directly impli- 
cating the phosphorylation of nonhis- 
tone chromosomal proteins as playing 
a key role in modulating RNA synthe- 
sis (22). One of the most interesting 
aspects of the effects of nonhistone 
chromosomal phosphoproteins on cell- 
free RNA synthesis is the template 
specificity of the effect. If rat liver 
DNA and rat liver RNA polymerase 
are used to synthesize RNA, then the 
rate of the rcaction is enhanced by the 
addition of rat nonhistone chromosomal 

phosphoproteins. Such a stimulation is 
not observed, however, if a bacterial 
DNA is employed as a template for 
RNA synthesis in the same system (22). 

These results suggest the possibility 
of a specific recognition of DNA se- 

quences by nonhistone chromosomal 

phosphoproteins. Indeed, it is well 
known that specific regulators of gene 
expression in bacteria, such as the lac 

operon repressor, can recognize and 
bind to specific base sequences in DNA 
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(2), and it might be anticipated that 

specific gene regulators in eukaryotic 
cells exhibit a similar property. It has 
been shown both by DNA cellulose 

chromatography (23, 84) and sucrose 
gradient centrifugation (16) that a 
small fraction of the nonhistone chro- 
mosomal phosphoproteins will in fact 
bind to DNA. These phosphorylated 
proteins bind less efficiently to foreign 
DNA's than to host DNA, thereby 
demonstrating the specificity of the in- 
teraction. At physiological ionic 
strength, binding sites on the DNA are 
saturated at a value of approximately 
1 microgram of phosphorylated pro- 
tein per 100 j/g of DNA. The DNA- 

binding proteins are still heterogeneous, 
as demonstrated by acrylamide gel 
electrophoresis, and are primarily in 
the molecular weight range of 30,000 
to 70,000. Although there is no agree- 
ment on how much of the total non- 
histone chromosomal phosphoprotein 
fraction is capable of such specific 
recognition of DNA sequences, the 
existence of such recognition is cer- 
tainly consistent with the proposed role 
of these phosphorylated proteins in the 

specific regulation of gene activity. 
When chromatin is reconstituted 

from its individual components, it is 
the source of the nonhistone chromo- 
somal protein which determines the spe- 
cific pattern of RNA synthesis (13, 14, 
18-21). All the methods for preparing 
nonhistone chromosomal proteins for 
such experiments include some of the 

phosphorylated nonhistones in the final 

preparation. However, in such a mixture 
it is difficult to determine whether or 
not it is the phosphorylated compo- 
nents which are responsible for the 

specificity of reconstitution. In one in- 

stance, it has at least been shown that 
the addition to chromatin of a non- 
histone chromosomal protein fraction 
rich in protein-bound phosphorus can 
confer specificity of gene readout (24). 
Thus, the data from such experiments 
are consistent with the proposal that 

phosphorylation of nonhistone chromo- 
somal proteins is involved in specific 
gene control, although it is not yet 
possible to rule out alternative interpre- 
tations. 

If the phosphorylation of nonhistone 
chromosomal proteins is involved in 

gene regulation, then how is the phos- 
phorylation of these proteins in turn 

regulated? A large number of protein 
kinases that are associated with chro- 
matin and that specifically phosphoryl- 
ate different species of nonhistone 
chromosomal proteins have recently 

been discovered (85, 86). It is most 

interesting that these different protein 
kinase fractions exhibit varying re- 

sponses to adenosine 3',5'-monophos- 
phate (cyclic AMP), some being in- 
hibited while others are stimulated (85). 
Since cyclic AMP is known to act as 
a "second messenger" mediating the 
effects of many hormones and other 
agents on cell activity, the varying re- 

sponses of these different kinases to 
various concentrations of cyclic AMP 

suggests at least one possible way in 
which the phosphorylation of nonhis- 
tone chromosomal proteins can be 
modulated in response to external stim- 
uli and changing needs of the cell. 

The complexity of the phosphoryl- 
ated nonhistone chromosomal proteins, 
and of the enzymes involved in their 

phosphorylation and dephosphorylation, 
make it difficult to create a simple 
model of gene regulation based on these 

proteins. It was originally speculated 
that the negatively charged phosphate 
groups on the nonhistone chromosomal 

proteins might interact with the posi- 
tively charged histones, thereby dis- 

placing the inhibitory histones from the 
DNA-histone complex and thus allow- 

ing the DNA to become active as a 

template for RNA synthesis (73). More 
recent studies that have shown that 
histones stimulate the phosphorylation 
of nonhistone chromosomal proteins 
have led to a refinement of this hy- 
pothesis (87). 

According to this newer model, the 
increase in phosphorylation of nonhis- 
tone chromosomal proteins induced by 
the presence of histones would result in 
an increased negative charge on the 
nonhistone chromosomal proteins, and 
would thus serve to strengthen the ionic 

bonding between the nonhistone chro- 
mosomal phosphoproteins and the posi- 
tively charged histones. Thus, when 
nonhistone chromosomal phosphopro- 
teins and histones come together in 

vivo, one would expect this interaction 
to lead to phosphorylation of the non- 
histone chromosomal proteins, resulting 
in a rapid increase in the strength of 
attraction between phosphoprotein and 
histone. Such an increased attraction 

might be sufficient to displace the his- 
tone from the DNA double helix, there- 

by allowing gene transcription to take 

place. Some evidence which supports 
this hypothesis can be found in the 

previously mentioned studies on the cell 

cycle, where it has been shown that S 

phase nonhistone chromosomal pro- 
teins, which have a higher rate of phos- 
phorylation than the nonhistone pro- 
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teins from mitotic cells, cause histones 
to be more loosely bound to DNA than 
do mitotic nonhistone chromosomal 
proteins. 

Although this model has certain at- 
tractive features, it also has a number 
of serious limitations. For example, it 
is difficult to understand how the recog- 
nition of specific genes occurs. Al- 
though we have already cited data 
which show that some of the phos- 
phorylated nonhistone chromosomal 
proteins can bind to specific types of 
DNA sequences in purified systems, 
such binding has not yet been reported 
in systems employing DNA covered 
with histone. Another observation that 
is difficult to reconcile with this model 
is the previously mentioned stimulation 
of RNA synthesis by nonhistone chro- 
mosomal phosphoproteins in the ab- 
sence of any histone at all. It is thus 
possible that some of these phosphoryl- 
ated nonhistone chromosomal proteins 
interact with DNA or RNA polymerase 
directly. In terms of the latter possi- 
bility, the report that the sigma factors 
which regulate the specificity of bacterial 
RNA polymerases can also be phos- 
phorylated (88) leads to the suggestion 
that some of the phosphorylated non- 
histone chromosomal/ proteins may 
function in an analogous manner. Thus, 
in view of the great heterogeneity pres- 
ent among the phosphorylated nonhis- 
tone chromosomal proteins, it is most 
likely that no single model will explain 
all the experimental data in a satisfac- 
tory fashion, and that these phosphoryl- 
ated proteins are in fact exerting their 
regulatory effects at a number of dif- 
ferent levels and in a number of dif- 
ferent ways. 

Conclusions 

Evidence from several model systems 
suggests that nonhistone chromosomal 
proteins may regulate gene expression 
in eukaryotic cells. The data indicate 
that the synthesis of new species of 
nonhistone chromosomal proteins as 
well as modifications of preexisting non- 
histone chromosomal proteins are in- 
volved in the control of transcription. 
However, from the vast number of 
proteins included in this class, it is ap- 
parent that, in addition to regulating 
the transcription of defined genome 
loci, the nonhistone chromosomal pro- 
teins include enzymes that have a gen- 
eral function, proteins that are involved 
in determining the structure of chro- 
matin, as well as proteins that serve 
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as recognition sites for binding of regu- 
latory macromolecules. The presence of 
a nucleoplasmic pool of nonhistone 
chromosomal proteins which may ex- 
change with the chromatin has also 
been reported (89). While it is clear 
that the nonhistone chromosomal pro- 
teins play a key role in the regulation 
of gene expression, the exact manner 
in which they interact with the genome 
to initiate, modify, or augment the 
transcription of specific RNA molecules 
remains to be resolved. 
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Although technology for treating 
wastes resulting from food processing 
is available, and is moderately successful 
by today's standards, it does not meet 
national goals set forth in the Clean 
Water Restoration Act of 1972. This 
act, the culmination of the several 
clean water acts passed since 1962, 
provides that discharge of pollutants 
into navigable waters be eliminated by 
1985. Therefore, in recent years a new 
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look has been taken at food processing, 
with some notable successes and the 
promise of more. The question is, "Can 
we change existing processes so that 
less waste is produced, while maintain- 
ing or improving product quality?" The 
following is a discussion of major pro- 
cessing steps. 

Peeling 

The Western Regional Research Lab- 
oratory of the Agricultural Research 
Service, U.S. Department of Agricul- 
ture (USDA), decided to study first 
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the peeling of white potatoes; more 
potatoes, by weight, are produced in 
this country than any other vegetable 
(1). There were many plants process- 
ing a million pounds a day (1 pound = 
0.45 kilogram), with a 5-day biochemi- 
cal oxygen demand (BOD5), equivalent 
to that of a city of 300,000 people. 
About 75 percent of this BOD was di- 
rectly associated with the peeling pro- 
cess. 

Traditionally, potatoes were peeled 
by dipping them in a 16 to 20 percent 
lye solution at 95? to 120?C for 3 to 5 
minutes, followed by a 2- to 5-minute 
holding period at the boiling point. 
They were then peeled in a rotating 
reel with high-pressure water jets. 

After studying the variables involved 
in the process, the Western Laboratory 
developed a process which it put to use 
in a pilot plant. The new process con- 
sisted of a 1-mninute dip in 12 percent 
lye, a 3- to 5-minute holding period, a 
1-minute heating with infrared, and 
mechanical peeling with rotating rolls 
that have '2-inch rubber studs. It is 
called, not absolutely accurately, dry- 
caustic peeling. The peel is thrown off 
the rubber-tipped rolls and accumulates 
as a pumpable, 25 percent solid residue 
(Fig. 1). The peeled potatoes go 
through a finisher, which uses wire 
brushes with water spray to remove 
gelatinous (cooked) material from the 
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