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New information systems proliferate 
faster than we can keep track of them. 
The futurists are here; technology as- 
sessment is established 'by mandate of 
Congress; management by objectives 
is enshrined in the Office of Manage- 
ment and Budget; research on social 
indicators grows apace; variants on 
program budgeting are adopted the 
world over, almost as fast as old ones 
are abandoned; and management in- 
formation systems of all kinds breed 
faster than rabbits. Despite apparent 
differences, all these devices have cer- 
tain attributes in common: they are 
established without a single successful 
demonstration, they are tried every- 
where, and they do not work anywhere. 
They require theory that no one 'has 
and data no one can iget. AIll claim 
to enhance societal learning, but none 
contain operative mechanisms for bene- 
fiting from their own mistakes. 

What we need, some people are say- 
ing, is a method for assessing the im- 
pact of technology in the future. What 
can suc'h a statement mean? Presum- 
ably it does not mean learning from 
experience, because the idea is to avoid 
that costly method. The only other 
mode of learning known to mankind 
is called theory. When applied to the 
purpose of social control, theory as- 
sumes a causal aspect: under specified 
conditions and assumptions, which 
must be explicated and defended, cer- 
tain elements in various combinations 
and interconnections will, within a 
range of probability, produce the in- 
tended consequences. Put this way, 
the requirements for predicting either 
which technologies will become dom- 
inant or the multitudinous chain upon 
chain of consequences they may entail, 
all subject to varying degrees of im- 
probability, are evidently enormous. If 
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the predictive variables are too few, 
the theoretical models are too simple; 
and if there are too many, it is ex- 
tremely difficult to understand their 
interaction. Indeed, I doubt very much 
whether anyone today can "retrodict" a 
theory that would account for the 
victory of the piston engine over the 
steam engine or generate the innumer- 
able consequences of mass automobile 
traffic in such a way that the variables 
involved could have been subject to 
governmental intervention at the time. 
Social science is in its early Ptolemaic 
period, if it has got that far, and noth- 
ing is achieved by assuming that our 
need to know will generate knowledge 
or that the will to believe is a substi- 
tute for the hard work of constructing 
and testing social theory. 

Anyone in danger of being per- 
suaded that there is a marvelous new 
information system available to solve 
his problems should read Garry D. 
Brewer's brilliant book, Politicians, 
Bureaucrats, and the 'Consultant, a 
thoughtful, balanced, incisive analysis 
of one such informational device from 
its origins to its failures in execution. 
And the reader should keep in mind 
that the efforts at computer simulation 
of urban policy problems in San Fran- 
cisco and Pittsburgh, which the author 
describes with such flair and discern- 
ment, fare, however complex they may 
appear, many orders of magnitude 
simpler than technology assessment or 
futurism or arrays of social indicators. 

Brewer appears in this book as a 
social science detective. By interviewing 
the people involved in creating, main- 
taining, and attempting to use the com- 
puter models, and 'by examining these 
models themselves, insofar as their 
endemic lack of documentation per- 
mits, Brewer is able to show us both 
what went into these operations and 
what, if anything, came out of them. 
If he seems more like Victor Hugo's 
Javert than Georges Simenon's In- 
spector Maigret, it is not because he 
lacks compassion, a quality evident 

throughout his work, but because all 
he has to report is misery. 

A consultant made fun of a city 
councilman in Pittsburgh who, upon 
being told that a computer simulation 
was contemplated, asked if it was any- 
thing like artificial insemination. Ac- 
tually, there is more truth than poetry 
in that notion. The process is artificial. 
The idea is to recreate on a computer 
something like the actual process of 
decisions in a particular sphere of ac- 
tivity. A simulation is not unlike an 
interlocking series of animated flow 
charts with each actor represented by 
motives that lead him to use various 
decision rules for propelling the sub- 
ject matter to one place or another, 
where, in turn, it is picked up and 
acted upon again until some final reso- 
lution is achieved, at least in the 
model. That is where insemination 
comes in. The idea is that by varying 
the inputs of data or the decision rules 
used, the computer will simulate the 
consequences of making these changes. 
If (:and it is a big "if") the model of 
the policy universe corresponds rea- 
sonably well to the world to which it 
is supposed to refer, real actors will 
be forewarned about the probable con- 
sequences of alternative courses of 
action and will be able to choose better 
among them. The design is grand but, 
as Brewer shows, the execution is awful. 
At a minimum, computer simulation 
requires theories about the underlying 
relationships in the policy area, clients 
who know what they want, and social 
scientists who know how to give it to 
them. None of these elemental condi- 
tions was met in either the San Fran- 
cisco or the Pittsburgh venture. 

Computer programming proceeds by 
debugging. Even simple programs do 
not work the first few times, and com- 
plicated ones require endless iterations. 
A large model, involving numerous 
participants, large numbers of decision 
rules, and possibly tens or even 
hundreds of thousands of data bits, 
requires many runs to see if the out- 
puts are intelligible, if they are sensi- 
tive to small changes in critical vari- 
ables, and if they comport with com- 
mon sense. Original conceptions of 
theory and early collections of data 
may have to be compromised in order 
to get material in a form that will 
permit it to be run expeditiously on the 
computer. Hence it is essential that a 
careful log be kept of exactly what has 
been done, so that future modelers will 
be able to learn from past errors. Even 
Brewer, who might be excused if he 

1335 



thought he had heard it all, was evi- 
dently taken aback in the following 
exchange with the man who was in 
charge of San Francisco's computer 
simulation (pp. 149-50): 

A: There is no documentation for this 
program. In other words, if you want- 
ed a fresh programmer to come in 
here, it would take him at least two 
man-months of hard work just to 
learn it. 

Q: A good programmer? 
A: An excellent programmer. One who 

is able to lay that flow chart kind 
of thing out. One who is ieally astute. 

Q: You mean to say that there are no 
flow charts? 

A: No flow charts, no detailed charts for 
a compiter piogrammer. 

Q: You mean you have just a listing and 
nothing else? 

A: Yes. Furthermore, the whole thing is 
on cards. You know you have eight 
or ten boxes . . . 

Q: Just for the model? 
A: Just for the model. 
Q: My God, what is that, something on 

the o der of 20,000 instructions? 
A: We never were able to get a precise 

count, but we figure that it was be- 
tween 20 and 25,000 instructions. ... 
[Name of programmer] is the only guy 
who knows anything about the pro- 
gram-the only one. He is the only 
man who still knows anything about 
th2 programming. 

Q: What would happen if he got hit by 
a truck? 

A: [if he] did in fact get hit by a truck, 
and I hope to God that he doesn't . . . 
somebody, sometime, will have to go 
throJgh the agony and labor of re- 
constructing it. 

Can any program with thousands of 
instiu,iions, we may ask, be understood 

by anyone? 
The setting for the two urban simu- 

lations under consideration was created 
in 1959 when Congress authorized the 
Housing and Home Finance Agency 
(HHFA) to make grants to local 
governments for preparing plans under 
the Community Renewal Program. The 
idea was to get away from "projectitis" 
in urban renewal and move toward 

comprehensive and coordinated housing 
policies in each city as a whole. City 
officials evidently needed to know more 
about the kind of housing stock they 
had, the people housed, the nature and 
extent of blighted areas, and the ac- 

tivity of the housing market so that 

they could, before making their deci- 
sions, determine what needed remedial 
action, analyze the alternatives, and se- 
lect those measures that might have the 
good consequences they intended in- 
stead of the usual bad ones that are un- 
intended. 
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San Francisco's Conmunity Renewal 
Program (CRP) sprang to life in 
October 1962, when the HHFA ap- 
proved the city planning department's 
application. The federal government 
put in about two-thirds of the million 
and the city the other one-third. Four 
months later a contract was signed 
between the department of city plan- 
ning and the consulting firm of Arthur 
D. Little. Exactly how the adoption of 
computer simulation for the CRP came 
about is not quite clear, but the essence 
of the matter is conveyed in an inter- 
view Brewer had with the program 
n-anager on the city planning staff: 
"Then they [the Arthur D. Little firm] 
took over and under their house funds, 
or what not, they actually wrote us a 

prospectus which then became the . . 
[pause] and this is ironic, after we got 
this thing, pretty much reflecting what 
we had been persuaded was what we 
wanted to do, then we threw it open 
for proposals.... We had about five 
or six, but we finally did choose Little" 
(p. 105). Similarly, after putting to- 
g.ther a package of something over a 
million dollars with HHFA support, 
the depar :ent of ci.y planning in Pitts- 
burgh engaged the services of the Cen- 
ter for Regional Economic Studies at 
the University of Pittsburgh and 
through it a consulting firm called 
CONSAD. 

According to the consultants for San 
Francisco, "Arthur D. Little, Inc., has 
shown modern computer technology to 
be an effective tool for finding practical 
solutions to city problems. . . Simula- 
tion models provide a continuing meth- 
od for finding answers and predicting 
results as recommendations are followed 
and programs for revitalization con- 
tinue" (p. 114). According to the con- 
sultants for Pittsburgh's CRP, CONSAD 
would "help in developing for use a 

digital computer simulation model to 
test the economic, social and loca- 
tional consequences of various hypothe- 
ses of new investment and urban 

change. The model describes the entire 
urban area of the City of Pittsburgh 
and forecasts the impact of proposed 
land-use policies" (p. 169). Although 
much was said about relating city ac- 
tivity to its fiscal capacity, to federal 
resources, and to the needs of the neigh- 
borhood, the models were essentially 
concerned with housing and land use. 
The incredible complexity of the 
models, in terms of the units of data 
and the size of the output, is matched 

by the extraordinary simplicity of their 

causal mechanisms: for the most part 
the models are driven by such assump- 
tions as that population will grow the 
way it has grown and people will move 
where things are better and real estate 
operators will try to maximize their 
return on investments. 

No summary can do justice to the 
thoroughness and perspicacity of 
Brewer's multifaceted evaluation of 
these various models. But I shall try. 
What is the range of distortion between 
the models and the real-world systems 
to which they are supposed to refer? 
The models are inaccurate, unreliable, 
and unreal. The range of variation in 
results is so large, failure to predict 
critical variables like population so 
great, and the use of mechanistic pro- 
jections so faulty, that the models can- 
not (or ought not) be used for policy 
purposes. Are the inputs and the out- 
puts intelligible? When potential users 
asked for interpretation, they fre- 
quently got "mumLbo-jumbo" instead. 
Often the output was inches thick and 
took two to three weeks to produce; 
the papers were covered with figures 
that appeared to lack meaning, yet 
could not be ignored entirely. Do the 
results comport with common sense? 
No, they don't; a potential user must 
be in a quandary when the outputs 
suggest that local ipreferences are just 
the opposite of what they have recently 
been and that people are moving to new 
locations distant from their homes when 
they have usually proceeded to adjoin- 
ing neighborhoods. Have important 
variables been omitted in the interest 
of machine readability or ease of gen- 
eralization? Mostly it is not possible to 
tell because the modelers did not ask 
this kind of question. In the San Fran- 
cisco case, however, where deficiencies 
of data were made up by creating arti- 
ficial residential areas called "fracts," 
the fog of misinterpretation was enor- 
mous. Do the models have a static 
bias? Yes, they do, because the most 
difficult aspect of social theorizing is 
accounting for the conditions under 
which change will take place, and these 
were not built into the model. Could 
components of the models be altered 
without unusual costs? Sometimes they 
could and sometimes not. Were essen- 
tial elements of the analytical question 
omitted? Brewer says that this query is 
"not applicable," because there was, in 
fact, no sensitivity analysis. iCan the 
models predict either future time series 
or those in the past from which their 
original data were taken? It turns out 
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that the models were generally made 
by using single-time points; not only 
could they not predict the future in 
sufficient detail to assist policy makers, 
but they were usually unable to explain 
the past very well. The future might 
well lie ahead of these modelers but the 
past, so to speak, was hardly behind 
them. 

"Sadly," Brewer concludes to no one's 
surprise, ". .. .San Francisco does not 
have an operating computer simulation 
model that can be reliably or routinely 
used for renewal policy-making. All 
claims to the contrary, the model is 
still nowhere near completion and has 
been set aside by responsible civic offi- 
cials" (p. 114). The same is true for 
Pittsburgh, except that political cir- 
cumstances led to the demise of the 
model's sponsors, so that there was no 
client to demand an end product that 
would not be forthcoming. 'Something 
of the pathos in the situation emerges 
from an account 'by a politician in 
Pittsburgh: He would call up to ask, 
say, how many vacant lots that might 
be suitable for housing existed in the 
15th ward, and be told he would get 
the answer in an hour. A few days 
later he would call back, again without 
satisfactory results. "All they had," he 
told Brewer, "was a very elaborate 
reason why they couldn't get it. From 
the computer I got one of two things, 
either nothing and an excuse, or an 
answer that turned out later to .be 
wrong" (p. 203). 

Why did these efforts to improve 
municipal policy making through use 
of advanced techniques fail so abys- 
mally? Some possible explanations may 
be broadly classified as political. Not 
all city officials were wildly enthusiastic 
about these efforts; their refusal to pro- 
vide data, their unwillingness to supply 
support when needed, was certainly not 
helpful. The fact that the city financial 
contribution was largely illusory, repre- 
senting a form of soft payment in kind 
but no outlay of hard cash, also meant 
that the cities risked little in contracting 
for these ventures. The cash nexus is 
not merely vulgar; it signifies a mutu- 
ality of interest that was evidently ab- 
sent in these cases. Lacking a manifest 
stake in the activities, city officials were 
easily drawn into gaining rewards from 
their latent functions. They used what 
a consultant called the "Pinball Machine 
Syndrome"-whizzing colored lights- 
to advertise themselves as in the avant- 
garde of municipal reform. Computer 
simulation also serves the bureaucratic 
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function of keeping one's staff occu- 
pied and onlookers bedazzled, and can 
be invoked either as a rationalization 
for decisions already made or as an 
excuse for indecision and delay. 

Political factors shade over into pro- 
fessional ones. No one knows exactly 
what a good simulation looks like and, 
as Brewer's book shows, it takes a long 
time and a lot of hard work to find 
out. Neither professional associations 
nor professional standards exist to pro- 
vide guidance. The salesmen know what 
their product is supposed to do, but 
usually very little about how it will get 
done. Consultants know that they would 
like to try, but not whether they can 
do what is required. If the particular 
model in question has to be revised or 
extended, which is nearly always the 
case, the consulting firm can always 
promise to do the revising or extending 
for a fee, and city officials can always 
make another application to spend other 
people's money. When the final dead- 
line approaches, the city will be given 
a product, though what it should be 
called is another matter: "It is my con- 
sidered judgment," Brewer quotes an 
Arthur D. Little executive as saying, 
"that the entire future of ADL in urban 
planning depends upon delivering a 
workable CRP model to the City. How 
we define the expression 'workable' is 
something that must be thrashed out by 
you and the project team" (p. 150). 

The purpose of analysis is not merely 
to find an answer to a preexisting 
question but to find a question that 
can be associated with an answer. The 
clients, as a consultant put it, "had no 
clear idea of how they wanted to use 
this thing at all" (p. 115); and how 
could they have when, as another con- 
sultant put it, "Let us be honest, we 
really didn't even know what the hell 
we were going to do" (p. 116)? Ask- 
ing questions like "What are the city's 
goals?" produces an answer like "faith, 
hope, and charity" or its equivalent, 
"the best housing at the llowest cost 
for all of our citizens." No wonder, 
then, that each participant accuses the 
other of not giving the required in- 
structions or failing to follow them. 
Eventually one of the modelers realized 
that "everybody was doing the project 
because he thought that somebody else 
wanted it done that way. I don't know 
of anyone who was doing the project 
because he wanted to do it this way.... 
It's hard to find out who wanted what. 
I don't know, maybe that's the prob- 
lem" (p. 165). 

In the end it is important to recog- 
nize that no one understood how the 
housing market operated. Existing the- 
ory was woefully insufficient for the 
purpose. The essential purpose of the 
models was (or should have been) to 
create the needed theory, but the kind 
of people hired to do the modeling 
were not experts on housing, and with- 
out knowing what they had to find out 
in the end it was not possible for them 
to do a good job in the beginning. 
Working under a deadline, without ade- 
quate support or instruction, some low- 
level operations researcher or computer 
technician inevitably makes fundamen- 
tal choices on the basis of the only 
criterion he knows-running data in 
and out of machines. 

The lesson to be learned from these 
unfortunate experiences is not that com- 
puter simulation cannot work but thait 
it is not yet useful for policy purposes. 
Today no government official should 
expect to make practical use of com- 
puter simulation. It should be con- 
sidered an experiment conducted in the 
hope of creating knowledge for the 
future, and local governments should 
be reimbursed for its costs. In time, 
advances in theory, in data collection, 
or in human cognitive abilities may 
overcome present incapacities. Ulti- 
mately new information systems, magni- 
tudes more complex than the one we 
have been discussing, may prove ef- 
ficacious. Maybe. 

Still, the need is pressing, and nothing 
anyone says will stop people from try- 
ing an available product; so a few 
rough rules may be offered to guide 
government officials contemplating the 
installation of information systems. 
First, the rule of skepticism: no one 
knows how to do it. As Brewer's ac- 
count suggests, the people most de- 
ceived are not necessarily the clients 
but may well be the consultants. Their 
capacity for self-deception, for becom- 
ing convinced by listening to their own 
testimony, should never be underes- 
timated. Thus it may be less important 
to discover whether they are telling the 
truth than whether the truth they 
think they are telling is true. Unless the 
idea is to subsidize employment of so- 
cial scientists, the burden of proof 
should be on the proposer. Second, the 
rule of delay: if it works at all, it won't 
work soon. Be prepared to give it years. 
Third, the rule of complexity: nothing 
complicated works. When a new infor- 
mation system contains more variables 
than, shall we say, the average age of the 
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officials who are to use it, or more 
data bits than anyone can count in a 

year, the chances of failure are very 
high. Fourth, the rule of thumb: if the 
data are thicker than your thumb 
(skeptics-see rule 1-may say "pinky") 
they are not likely to be comprehensi- 
ble to anyone. The fifth rule is to be 
like a child. Ask many questions; be 
literal in appraising answers. Unless 

you understand precisely who will use 
each data bit, how often, at what cost, 
relevant to which decisions they are 

empowered to make, don't proceed. 
Sixth is the rule of length and width, 
or how to determine whether you will 
be all right in the end by visualizing 
the sequence of steps in the beginning 
and middle. Potential users of infor- 
mation should be able to envisage the 

length of the data flow over time, that 
is, who will pass what on to whom. If 
there are more than three or four links 
in the chain it is likely to become at- 
tenuated; data will be lost, diverted, or 

misinterpreted. The width of the chain 
is also important. If the data go to 
more than one level in the organiza- 
tion, the chances that they will be 

equally appropriate for all are ex- 

ceedingly slim. The longer the sequence 
of steps, the wider the band of clientele, 
the less likely the information is to be 
of use. Seventh, the rule of anticipated 
anguish (sometimes known as Mur- 

phy's Law): most of the things that 
can go wrong will. Prepare for the 
worst. If you do not have substantial 
reserves of money, men, and time to 

help repair breakdowns, do not start. 
Eighth, the rule of the known evil. Peo- 

ple are used to working with and get- 
ting around what they have, they can 
estimate the "fudge factor" in it, they 
know whom to trust and what to 

ignore. They will have to reestimate 
all these relationships under a new in- 
formation system, without reasonable 
assurance they will know more at 
the end than they did ,at the begin- 
ning. 

Ninth comes the most subtle rule 
of all, the rule of the mounting mirage. 
Everybody could use better informa- 
tion. No one is doing as well as he 
could do if only he knew better. The 

possible benefits of better information, 
therefore, are readily apparent in the 

present. The costs lie in the future. But 
because the costs arrive before the bene- 
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could do if only he knew better. The 

possible benefits of better information, 
therefore, are readily apparent in the 

present. The costs lie in the future. But 
because the costs arrive before the bene- 

fits, the mirage mounts, as it were, to 

encompass an even finer future that 
will compensate for the increasingly 
miserable present. Once this relation- 
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ship is understood, however, it becomes 
possible to discount the difficulties by 
stating the tenth and final rule: Hypo- 
thetical benefits should outweigh esti- 
mated costs by at least ten to one be- 
fore everyone concerned starts seeing 
things. 

AARON WILDAVSKY 

Graduate School of Public Policy, 
University of California, Berkeley 

Virology and Cancer 

The Molecular Biology of Tumor Viruses. 
JOHN TOOZE, Ed. Cold Spring Harbor 
Laboratory, Cold Spring Harbor, N.Y., 
1973. xxii, 744 pp., illus. $16. Cold Spring 
Harbor Monograph Series. 

Peyton Rous once told me that when 
in 1911 he discovered that a chicken 
sarcoma was caused by a virus (a 
discovery for which he received a 
Nobel Prize in 1966) an eminent 
pathologist stated that Rous sarcoma 
could not be a cancer since Rous had 
discovered its cause-and it was well 
known that the cause of cancers was 
unknown. That kind of reasoning did 
prevail a long time in cancer research. 
Slowly, however, thereemerged a large 
body of regularities which forced even 
the metaphysicians to admit that can- 
cers, like all physical phenomena, have 
causes and that some cancers are 
caused by viruses. More recently, the 
balance has swung, and a substantial 
body of oncologists are betting on 
viruses as the cause of all cancers- 
not, of course, by the rather trivial 
path of infection, as for measles, polio, 
or the common cold, but through more 
subtle relations between the cellular 
genes and viral genes obscurely hidden 
within the cells. 

The present book, therefore, comes 
at a most appropriate time. It provides, 
in a detailed if not always delectable 
form, the essential background both 
on cells as responders to tumor viruses 
and on the viruses that have been in- 
criminated as causes of cancer. It pre- 
sents the various current theories and 
their justifications in an impartial al- 
though not detached way. 

This book is clearly not meant for 
readers interested in an overview of 
the field. Its 13 chapters are decorated 
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form, the essential background both 
on cells as responders to tumor viruses 
and on the viruses that have been in- 
criminated as causes of cancer. It pre- 
sents the various current theories and 
their justifications in an impartial al- 
though not detached way. 

This book is clearly not meant for 
readers interested in an overview of 
the field. Its 13 chapters are decorated 
with sets of references ranging from 
100 to 400 a chapter. Written mostly 
in 1969 and 1970 on the basis of two 
tumor virus workshops held at the Cold 
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Spring Harbor biological laboratory, it 
has been brought up to date to late 
1972 and occasionally even later under 
the editorship of John Tooze. Twenty- 
two contributors are listed, interestingly, 
without attribution of specific sections, 
evidently because the rewriting was 
done by one or two people. This pro- 
cedure is validated, in the opinion of 
this reviewer, by a homogeneity and 
excellence of style such as could hardly 
have been expected from 22 scientists. 

Yet, the book, as stated above, is not 
a book for the biomedical public in 
general but for specialists, more specifi- 
cally, for the young scientists ready to 
enter the exciting field of tumor virol- 
ogy as well as for all cancer workers 
wanting to be up to date in this fore- 
front area of cancer research. 

In the tradition of previous Cold 
Spring . Harbor monographs-The 
Bacteriophage Lambda and The Lactose 
Operon-the present book is evidently 
meant to be useful. Much more than 
the two other monographs, it is effec- 
tively organized for use and study. It 

opens with a historical survey, already 
dense with current ideas, followed by 
two chapters on mammalian cells in 
culture and on cellular surfaces. Then 
it deals with the DNA-containing tu- 
mor viruses, adeno-, herpes, and 

"papova" viruses (this reviewer seems 
to be the last virologist left who refuses 
to use silly acronyms as names of viral 

groups), thoroughly exploring the 

phenomenon of cellular "transforma- 
tion" to a malignancy-like form. 

The last four chapters, on RNA 
tumor viruses, are of course the most 

intriguing, since it is viruses of this 

group (which includes Rous's original 
isolate) that are looked upon by some 

virologists as possible causes of human 
cancers as they are of cancers of fowl, 
mice, and other mammals. 

The reader should be aware of a 

major source of the excitement that 
lies underneath the dry surface. The 
tumor viruses have not much RNA or 
DNA-maybe 5, maybe 10 or 15 

genes. Any one of these genes may be 
"it": the gene that makes for cancer. 
The excitement of the tumor virus 
workers-the sense of zeroing in on 
one of the greatest and nastiest secrets 
of nature-projects itself only occa- 

sionally out of this book's factual pres- 
entation of the experimental landscape. 
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