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Psychological measurements of an 
individual's ability to make fine dis- 
criminations are often plagued by bias- 
ing factors that enter as he translates 
his covert discrimination into an overt 
report about it. 

Reliable, valid measures are desired 
of an individual's ability to make a 
great variety of sensory discrimina- 
tions, along dimensions such as bright- 
ness, hue, loudness, pitch, and the in- 
tensive and various qualitative attributes 
of taste and smell and touch. Sometimes 
the focus is on the organism's capacity 
for discrimination, as when the func- 

tioning of the sense organs is under 
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study. At other times, interest centers 
upon the discriminability of the alter- 
natives, as when the measures are used 
in the development of a product such 
as color film or tea. 

Also sought are accurate measures 
of more complex perceptual discrimi- 
nations. How well do individuals judge 
relative size, distance, direction, time, 
and motion? How noticeable is a given 
road sign, and how distinguishable are 
the signs that employ different combi- 
nations of shape, color, and notation 
to convey different meanings? 

Further, it is important to develop 
unbiased measures of cognitive dis- 
criminations, such as those related to 
memory and conceptual judgment. 
Psychologists ask people to distinguish 
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objects they have seen before from ob- 

jects they have not, perhaps nonsense 
syllables or advertisements; to tell from 
an article's title, descriptors, or abstract 
whether it is relevant or irrelevant to 
a particular need for scientific infor- 
mation; to say whether a given opinion 
is representative of source A or of 
source B; and so on. 

The translation of covert discrimina- 
tion into overt report is not direct and 

simple, according to psychological 
theory, either because the output of 
the discrimination process is not defi- 
nite or because judgmental considera- 
tions can override that output. In any 
case, an inherent ambiguity makes an 
individual's report prone to influence 
by such factors as his expectations and 
motivations or, more specifically, by 
such factors as probabilities and utili- 
ties. Thus: The immediate evidence 
may favor alternative A, but alterna- 
tive B is more probable on the whole, 
so I'll more likely be correct if I report 
B. Again: The evidence may favor A, 
but the penalty for incorrectly report- 
ing A is relatively large (or the reward 
for correctly reporting B is relatively 
large), so I'd be wise to report B. 

That probabilities and utilities in- 
fluence outcomes of the important dis- 
criminations people are called upon to 
make is perfectly clear-as when the 
clinician reads an x-ray, when the pilot 
emerges from a low ceiling, or when 
the Food and Drug administrator sus- 
pects that a product is harmful. Less 
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clear, perhaps, is that these and similar 
biasing factors can play a large role 
in any discrimination problem, even 
those problems posed in the rarified 
atmosphere of the laboratory. A labo- 
ratory subject may have unrealistic 
notions about the prior probabilities 
of the alternatives presented to him, 
or about the sequential probabilities in 
random sequences of alternatives. One 
subject may not mind failing to notice 
a very small difference and feel foolish 
asserting a difference when there is 
none, while another subject may strive 
to detect the smallest possible differ- 
ence and accept errors of commission 
as simply part of the game. 

One bothersome effect of the biasing 
factors, of course, is the variability 
they introduce. When biases vary out 
of control, then measurements vary for 
no apparent reason-from one subject 
to the next, from one day to the next, 
from one laboratory to the next. 
Worse, however, is the potential that 
biases contribute for misinterpretation. 
As I shall show, the effects of biasing 
factors on the report have often been 
viewed as properties of the discrimina- 
tion process, with the result that incor- 
rect conclusions have been drawn 
about the nature of perception and 
cognition and have been held for long 
periods. 

Psychologists have sought for more 
than a century to devise measurement 
procedures that minimize the extent 
of bias, and, indeed, one procedure 
more than a century old is largely suc- 
cessful in this respect. The procedure 
is to present two alternatives at a time, 
with the assurance that one is A and 
the other is B, and to ask which is 
which. Under this scheme, probabili- 
ties and utilities are essentially sym- 
metrical. However, it is often desirable, 
and sometimes necessary, to present 
just one alternative at a time. In these 
cases, one must let the biases play and 
then try to remove their effects by 
later analysis. 

An analytical technique developed 
in recent years does the trick fairly 
well. It distills and quantifies, collec- 
tively, the various factors that bias an 
individual's report and leaves a rela- 
tively pure measure of discrimination. 
It amounts, quite simply, to plotting 
the data in the form of what I call 
here the relative operating character- 
istic (ROC). The ROC is a curve 
whose overall location corresponds to 
a particular degree of discrimination, 
while the position of any point along 
7 DECEMBER 1973 

the curve represents a particular de- 
gree of bias in the report. This provi- 
sion for two independent measures 
contrasts the ROC with measurement 
techniques available earlier, in which 
discrimination and report bias are con- 
founded in a single free parameter. 

The ROC originated in the concept 
of the operating characteristic, as de- 
veloped in the statistics of testing 
hypotheses. This concept was refined- 
transformed into the relative operating 
characteristic-in the context of elec- 
tronic signal detection. I shall trace 
this development, but I shall first con- 
sider how psychology arrived at the 
point of being ready to accept the 
ROC. This entails mainly a considera- 
tion of psychophysics, a discipline 
whose beginnings laid the foundation 
of experimental and quantitative psy- 
chology. 

After placing the ROC in historical 
perspective, I describe how to work 
with it. In speaking to certain practical 
questions, such as estimation proce- 
dures, I also try to indicate ways in 
which the ROC analysis falls short of 
perfectly accomplishing the tasks set 
for it. Last, I review a broad range of 
applications in psychology, emphasiz- 
ing those outside of psychophysics, 
which were accomplished largely dur- 
ing the last 5 years. 

Psychophysics 

One of the first people to tackle the 
problem of obtaining precise measures 
of discrimination was Gustav Theodor 
Fechner (1801 to 1887). Though a 
physicist, physiologist, doctor of medi- 
cine, poet, aestheticist, and satirist 
through 70 years of intellectual pro- 
ductivity, he aspired most consistently 
to be a philosopher. His aim was to 
overthrow materialism, and he con- 
ceived psychophysics to help in this 
aim by showing empirically the rela- 
tionship between mind and body. He 
developed psychophysics as the mea- 
surement of attributes of sensation (in- 
tensity, quality, duration, extent) and 
the correlation of these measurements 
with physical measurements of the 
stimuli. His Elemente der Psycho- 
physik was published in 1860 and 
translated into English to celebrate its 
centennial (1). 

Fechner brought together and fur- 
ther developed what are still the basic 
psychophysical methods. He used them 
to measure both the just noticeable dif- 

ference between two stimuli (otherwise 
called the difference limen or differ- 
ence threshold) and the stimulus just 
noticeable (the absolute limen or 
threshold). Whereas he sought to ob- 
tain in this way the unit and the nat- 
ural origin of the psychological con- 
tinuum, I shall not be concerned here 
with scaling stimuli, but with absolute 
and difference measures as they are 
useful individually, depending on the 
problem. In current terminology, the 
absolute case is called "detection" and 
the difference case is called "recogni- 
tion"; detection is the special case of 
recognition where one of the two stim- 
uli to be discriminated is the null 
stimulus. 

As Fechner put it, the first problem 
psychophysical methods confront is 
"the great variability of sensitivity due 
to individual differences, time, and in- 
numerable internal and external condi- 
tions" (1, p. 44). As a matter of 
course, the methods do so by replica- 
tion. Each stimulus value may be pre- 
sented to each subject hundreds of 
times in order to obtain a relatively 
stable estimate of the proportion of 
positive responses. By a positive re- 
sponse, I mean either "yes, I recognize 
stimulus A [as opposed to B]," in the 
single-stimulus, or yes-no, forms of the 
various methods; or "stimulus A is 
greater than stimulus B," in what have 
come to be called the paired-compari- 
son, or forced-choice, forms. 

Fechner plotted the proportion of 
positive responses against a physical 
measure of stimulus strength or stim- 
ulus difference to get the psychometric 
function. This function ordinarily 
takes the form of an ogive, as shown 
in Fig. la. This form is consistent 
with a constant sensory effect of a 
given stimulus and a bell-shaped dis- 
tribution over time of an assumed 
physiological threshold, as well as with 
a fixed physiological threshold and a 
bell-shaped distribution of the sensory 
effect of repetitions of a given stimulus 
(Fig. lb). Fechner extracted one num- 
ber from the psychometric function- 
either a measure of central tendency 
(usually the median) or a measure 
of dispersion '(a transformation of 
the standard deviation)-to represent 
the keenness of discrimination, in 
particular, to designate the average 
magnitude of stimulus or stimulus dif- 
ference needed to exceed the physio- 
logical threshold. This number was 
expressed in units of the physical 
measure and was taken as a stimulus 
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threshold, which is a statistical con- 
struct, as contrasted with the hypoth- 
esized physiological threshold. The one 
number, unfortunately, particularly in 
the single-stimulus methods, is subject 
to wide variation with variation in the 
judgmental factors that intervene be- 
tween discrimination and response. 

Louis Leon Thurstone (1887 to 
1955) made the next great advance in 
the study of discrimination. Bringing 
the tradition of psychometrics together 
with psychophysics, he showed how 
Fechner's methods could be used to 
quantify psychological attributes of 
stimuli not readily susceptible to physi- 
cal measurement-how they could be 
used, for example, to assess the ex- 
cellence of handwriting. Thurstone 
stressed the variable psychological 
magnitude (sensory effect) of repeti- 
tions of a given stimulus and ignored 
the concept of a physiological thresh- 
old. He also emphasized the impor- 
tance of the paired-comparison pro- 
cedure in reducing distortions of 
response frequencies and concentrated 
on difference (recognition), as opposed 
to absolute (detection), measurements. 

Thurstone's approach to measuring 
discrimination was outlined in his basic 
work in 1927 (2). His model begins 
with the assumption of overlapping 
distributions of the psychological mag- 
nitudes of two similar stimuli, shown 
in Fig. 2, the starting point of every 
other model I consider here. The 
model proceeds with some very specific 
assumptions (also characteristic of 
most of the more recent models), in- 
cluding normality of the distributions, 
zero correlation between stimuli, and 
equal standard deviations. From the 
proportion of times stimulus B is 
judged greater than stimulus A, along 
with a table of areas under the normal 
curve, one determines the difference 
between the means of the two distribu- 
tions. This difference, denoted d in 
Fig. 2, is expressed in units of the 
standard deviation. 

Thurstone could get by with the 
single parameter because he supposed, 
with justification, that the paired-com- 
parison procedure comes close to elim- 
inating judgmental biases. He assumed 
that subjective probabilities and utili- 
ties were symmetrical, that the ob- 
server would select B as his response 
whenever the psychological magnitude 
of stimulus B exceeded that of stimulus 
A, and vice versa. 

This assumption of symmetry can 
be simply related to the essence of the 
ROC analysis, if one considers the 
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Fig. 1. (a) The psychometric function- 
the proportion of positive responses as a 
function of stimulus magnitude; (b) the 
mechanism assumed to underlie the psycho- 
metric function-a temporal variation 
either in a sensory threshold or in the 
sensory effect of a given stimulus (1). 

implications of the assumption for the 
single-stimulus procedure. First, define 
the judgmental or response bias in 
terms of the decision criterion: the 
decision criterion is a cutoff point (c) 
along the axis of sensory effects (x) 
such that values of x above c lead to 
response B, while values of x below c 
lead to response A. Then note that 
Thurstone's assumption of symmetry 
is equivalent to assuming a decision 
criterion (represented by the dashed 
line in Fig. 2) located at the point 
where the two distributions cross. The 
ROC analysis, on the other hand, al- 
lows the observer to locate his decision 
criterion anywhere throughout the en- 
tire range of x and extracts a measure 
of discrimination, essentially the one I 
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Fig. 2. Hypothetical distributions of the 
psychological magnitudes of two confus- 
able stimuli, A and B (2). The distance 
between their means, d, can be inferred 
from the observer's judgments and is a 
measure of discriminability. The dashed 
line, c, represents a symmetrical decision 
criterion, in anticipation of the ROC ana- 
lysis, which emphasizes a variable criter- 
ion. 

have denoted d in Thurstone's model, 
that is independent of the location of 
the criterion. The ROC technique thus 
salvages the single-stimulus procedure, 
in which a symmetrical or otherwise 
reliable criterion is highly unlikely. 
The ROC technique also yields a sec- 
ond measure, that of the location of 
the decision criterion. 

The next step in psychophysics was 
taken in the 1940's and is typified in 
the work of H. Richard Blackwell (3). 
Blackwell advocated a procedure akin 
to the paired-comparison procedure. 
which he called the forced-choice pro- 
cedure, but it is his application of 
some of Thurstone's thinking to the 
single-stimulus (yes-no) procedure that 
is of interest here. 

Blackwell focused on the detection 
problem, in which one of the two 
stimuli considered is the null stimulus. 
By the time he began his work, how- 
ever, developments in electronics and 
physiology had changed the conception 
of the null stimulus from being noth- 
ing, or a blank presentation, to being 
a stimulus in fact. In particular, the 
new view was that the variability in- 
herent in the environment and in the 
observer-what we have come to call 
"noise"-would produce sensorineural 
activity that could be confused with 
the sensory effect of the stimulus to 
be detected. So one of Thurstone's 
(normal, uncorrelated, constant-vari- 
ance) distributions, the one with the 
lower mean, could represent noise 
alone, while the other could represent 
noise plus "signal." Noise and signal 
effects can be plotted on the same axis 
because they are, by definition, quali- 
tatively the same. The minimal back- 
ground of noise is created by uncon- 
trollable events outside and inside the 
observer; the level of noise can be 
raised by introducing a masking stim- 
ulus background-for example, an il- 
luminated screen when the signal is a 
brief spot of light or a hissing sound 
when the signal is a brief tone. 

Although Blackwell realized that 
noise could interfere with detection of 
the signal, he made a further assump- 
tion that essentially eliminated the pos- 
sibility of noise being mistaken for a 
signal. He assumed the existence of a 
criterion for a positive response, at a 
level such that the observer would 
rarely be misled by the noise into 
reporting a signal (see dashed line in 
Fig. 3). With such a criterion, fixed 
over time, the number of false-positive 
responses ("yes" responses to noise 
alone) that could be attributed to the 
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noise, when it momentarily reached a 
high level, would be negligible. Such 
a criterion reminds one of the familiar 
rule in statistical testing for rejecting 
the null hypothesis at, say, the 1 per- 
cent level of confidence. 

Blackwell acknowledged that biasing 
factors might favor a positive response, 
that the observer might say "yes" on 
some trials even though the sensory 
effect during the trial period failed to 
exceed the criterion (although he ig- 
nored the possibility that the observer 
might say "no" when the sensory ef- 
fect did exceed the criterion). Black- 
well assumed, however, that values of 
sensory effect below the fixed criterion 
were indistinguishable-as if this cri- 
terion were a physiological threshold- 
so that the observer could only be 
guessing that a signal was present 
when one of these values occurred and 
would then be correct only by chance. 
He therefore applied a correction for 
chance success, according to which the 
proportion of false-positive responses 
is taken as an index of the amount by 
which the proportion of correct-posi- 
tive responses is inflated, so that by a 
subtractive procedure the proportion 
of "true" positive responses is ob- 
tained. A correction for chance suc- 
cess was used by others in sensory 
studies; indeed, it is familiar through- 
out psychology, having a long history 
in, for example, studies of recognition 
memory. In the form of the correction 
Blackwell adopted, the proportion of 
correct-positive responses minus the 
proportion of false-positive responses 
is divided by 1 minus the proportion 
of false-positive responses. 

Given the proportion of so-called 
true responses for each stimulus mag- 
nitude, it was a short step to plotting 
the psychometric function and taking 
the stimulus magnitude corresponding 
to a response proportion of 0.50 as 
the stimulus threshold, a one-parameter 
measure of discrimination. 

It can be shown that use of the 
chance, or guessing, correction as- 
sumes that all psychometric functions 
based on raw proportions, whatever 
the proportion of guesses or false- 
positive responses, will correct to a 
single true curve, as represented in 
Fig. 4. To state it another way, the 
chance correction assumes statistical 
independence of false-positive and 
true-positive responses. The next perti- 
nent development in psychophysics 
was the empirical finding that this as- 
sumption is not justified, a finding that 
served to discredit the notion of a 
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Fig. 3. A possible revision of Thurstone's 
recognition model to represent detection. 
Sensory effect is assumed to vary accord- 
ing to the left-hand distribution when the 
null stimulus, So, or noise alone, is present 
and according to the right-hand distribu- 
tion, S1, when a given signal is added to 
the noise. The criterion for a positive 
response, c, is assumed to be fixed at such 
a point that it is rarely exceeded by noise 
alone, with no discrimination possible be- 
low that point; therefore, positive re- 
sponses to the null stimulus can be con- 
sidered random guesses (3). 

fixed criterion for response (or a phys- 
iological threshold) located at the 
upper end of the noise distribution 
and to undermine the associated mea- 
sure of discrimination. 

Before turning to those empirical 
results, a few more words about the 
concept of the null stimulus. In the 
view of classical psychophysics, the 
observer should report his sensations; 
to base his reports on the stimulus- 
for example, to let stimulus probabili- 
ties and stimulus-response utilities af- 
fect the report-is to commit the 
"stimulus error." In that context, pre- 
sentation of the null stimulus is a 
"catch trial": If the observer is caught 
in a false-positive response, he is ad- 
monished to pay better attention to his 
task. The null stimulus is presented 
infrequently, and the false-positive re- 
sponses are not counted (4). 

An opposing view, the so-called 
objective view, was advanced about the 
turn of the century, adopted by 
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Fig. 4. The correction for chance success 
implies that psychometric functions ob- 
tained with different proportions of false- 
positive responses (dashed lines) will all 
correct to one "true" function (solid line). 
The correction simply normalizes any 
curve obtained, reducing to zero the pro- 
portion of positive responses made to zero 
stimulus magnitude. 

Thurstone and to a lesser extent by 
Blackwell, and embraced with a ven- 
geance in the context of the ROC anal- 
ysis. The observer is expected to com- 
mit the stimulus error. The probability 
of a false-positive response must then 
be carefully estimated, preferably on 
the basis of as many trials as the prob- 
ability of a correct-positive response. 
Rather than subjecting these propor- 
tions to the correction for chance, 
which assumes a decision criterion 
fixed at a particular value, the ROC 
analysis uses them to determine the 
location at that time of a variable cri- 
terion. 

Substantive support for the ROC 
approach was supplied by three em- 
pirical studies conducted independently 
in the early 1950's by Moncrieff Smith 
and Edna A. Wilson, William A. 
Munson and John E. Karlin, and 
Wilson P. Tanner, Jr., and me. In 
each study, data were obtained from 
observers using different decision cri- 
teria in yes-no detection tasks (5). 

Smith and Wilson, working at the 
Lincoln Laboratory of the Massachu- 
setts Institute of Technology, were 
studying the gains in detection per- 
formance that were expected to accrue 
from using teams of observers rather 
than individual observers. The basis 
for the study was the assumption that 
temporal variations in the sensitivity of 
individuals are less than perfectly cor- 
related, and therefore if one observer 
were momentarily insensitive another 
might detect the signal. In their anal- 
ysis, Smith and Wilson varied the num- 
ber of individual positive responses 
that they would take as representing 
a positive response by the team and 
noted corresponding differences in the 
numbers of false-positive responses is- 
sued by the team. Recognizing that 
the number of team false positives 
would depend also on individual tend- 
encies toward false positives, they in- 
structed some observers to be "con- 
servative" and others to be "liberal" 
in deciding to report a signal; still 
others were to respond according to a 
four-category scale of certainty that a 
signal existed. 

Munson and Karlin, at the Bell Tele- 
phone Laboratories, were examining 
some concepts derived from the com- 
munications theory developed by 
Claude Shannon of that same labora- 
tory. Measuring the rate of information 
transmitted by their observers' detec- 
tion judgments required a good esti- 
mate of the probability of a positive 
response to the null stimulus. Their 
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data showed individual differences 
among their observers that they de- 
scribed by the terms "safe," "objective," 
and "risky." 

Tanner and I, at the University of 
Michigan, had studied sensory psy- 
chology with Blackwell and were as- 
sociated with the laboratory in which 
fellow graduate students Wesley W. 
Peterson and Theodore G. Birdsall 
were applying statistical decision theory 
to radar detection problems and were 
developing the ROC analysis. We en- 
couraged our observers to vary the 
proportion of false positives from one 
group of trials to another by varying 
the a priori probability of signal 
presentation and the values and costs 
(in cents) associated with correct and 
incorrect "yes" and "no" responses. We 
also required observers to set several 
criteria simultaneously and report ac- 
cording to a rating scale. 

The three sets of experiments-two 
in audition, one in vision-showed 
that the correction for chance did not 
map all psychometric functions, with 
different proportions of false-positive 
responses, onto the same curve. Stim- 
ulus thresholds decreased as false 
positives increased. Corrected, "true" 
proportions of positive responses at 
each signal level were highly correlated 
with proportions of false-positive 
responses. Evidently, the observers did 
not produce more positive responses 
by guessing, by responding "yes" to a 
random selection among indistinguish- 
able sensory effects that fell beneath a 
fixed criterion or sensory threshold, but 
rather by setting a lower criterion. It 
was clearly courting trouble, then, to 
extract one of the traditional measures 
of discrimination without regard to the 
variable criterion. 

At the same time, it was clear that 
means existed for calibrating any 
criterion an observer might adopt. 
What has come to be the preferred 
measure, the likelihood ratio, was 
proving useful in a related problem 
in the field of mathematical statistics. 
A brief review will give the highlights 
of that development. 

Statistical Theory 

The problem faced in testing statis- 
tical hypotheses, or in making statisti- 
cal decisions, is usually represented 
pictorially in much the same way that 
Thurstone and Blackwell represented 
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Fig. 5. Population distributions in statis- 
tical theory: Ho, the null hypothesis, as- 
serts that the population mean, o, equals Do; 
H1, an alternative hypothesis, asserts that 
t = aj. The area under Ho to the right of 
the decision criterion c represents the 
probability of a type I error; the area 
under Hi to the left of c represents the 
probability of a type II error. 

the discrimination problem. Figure 5 
shows the familiar overlapping, bell- 
shaped distributions, here representing 
sampling distributions of test statistics. 
The left distribution represents the null 
hypothesis, Ho, and the right one rep- 
resents an alternative hypothesis, H1. 
H0 might assert, for example, that the 
mean of a population, ,t, is equal to 
some value, /x0, while H1 asserts that 

Iu is equal to some other value, tzl. On 
the basis of an observation x, one or 
the other of the hypotheses is accepted. 

The construction of a statistical test 
is equivalent to dividing the x axis into 
two regions; that is, setting a decision 
cutoff, or criterion (c), such that 

sample values of x less than c lead to 
acceptance of Ho and sample values of 
x greater than c lead to acceptance of 
H1. Where the criterion is set will 
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Fig. 6. (a) The power function of a statis- 
tical test. (b) The inverse of the power 
function, the operating characteristic. 

determine the relative probabilities of 
the two possible types of errors: type 
I errors, which consist in accepting HI 
when Ho is true, and type II errors, 
which consist in accepting Ho when Hx 
is true. In general, one wants to adjust 
these error probabilities in accordance 
with the relative costs of the two kinds 
of error, but he must choose among 
several different rules for doing so. 

General principles governing such 
rules were advanced by Jerzy Neyman 
and Egon Sharpe Pearson in 1933 (6). 
The particular rule associated with 
them, and the most familiar rule in 
statistics, is to fix the probability of a 
type I error arbitrarily (at a signifi- 
cance level, or confidence level, usually 
.05 or .01) and then to choose the 
criterion in such a way as to minimize 
the probability of a type II error. They 
showed that the best such test is defined 
in terms of the likelihood ratio, which is 
the ratio at any value of x of the ordi- 
nate of the H1 distribution to the 
ordinate of the Ho distribution. One 
accepts H1 whenever the likelihood 
ratio exceeds some number c, where 
c is chosen to produce the desired 
probability of a type I error. 

Ordinarily, instead of considering 
the probability of a type II error, the 
focus is on 1 minus that probability, 
or the probability of accepting HI 
when it is true, called the "power" of 
the test. Under the Neyman-Pearson 
rule, then, one fixes the probability of 
a type I error and chooses the likeli- 
hood ratio equal to c in order to maxi- 
mize the power of the test. When Ho 
is tested against several alternatives in- 
stead of just one, the power function 
of the test can be represented as in 
Fig. 6a. Note that this function is 
essentially the same as the psycho- 
metric function defined by Fechner 
and that the Neyman-Pearson deci- 
sion rule was assumed in Blackwell's 
model. 

The operating characteristic, as de- 
fined in statistics, is simply 1 minus the 
power function, as shown in Fig. 6b. 
The ROC is a graphic way of compar- 
ing two operating characteristics-the 
one just defined and another, rarely 
seen, if ever, that shows the variation 
in the probability of a type I error with 
a fixed probability of a type II error. 
The ROC gives the two types of errors 
equal status and shows how they 
covary as the criterion changes for any 
given difference between the means of 
the two hypotheses. 
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The advance in statistical decision 
theory that brings one to the present 
time, although probably understood by 
Neyman and Pearson, was made by 
Abraham Wald in the 1940's (7). 
Wald showed that several quite differ- 
ent decision rules-such as maximizing 
the proportion of correct decisions, 
maximizing the expected value of a 
decision, and maximizing the minimum 
payoff-are unified by means of the 
likelihood ratio. He made it clear that 
one construct would handle many of 
the decision rules an observer might 
adopt, as well as any of the many 
criteria that one of those rules might 
dictate. 

Detection Theory 

The detection of electromagnetic 
signals in the presence of noise was 
seen in the early 1940's to be a prob- 
lem of testing statistical hypotheses. 
Noise alone was identified with the 
null hypothesis, H0, while noise plus a 
signal was associated with the alterna- 
tive hypothesis, H1. The concern then 
for radar signals highlighted the im- 
portance of a variable decision crite- 
rion and the possibility of various de- 
cision rules. In the radar context, type 
I errors are "false alarms" and type II 
errors are "misses," and whereas both 
are pretty clearly bad in a defensive 
situation, their relative cost varies 
widely with different threats and avail- 
able reactions to a threat. 

The unification of several decision 
rules by the likelihood ratio was de- 
scribed in two presentations at the 
1954 Symposium on Information 
Theory (sponsored by the Institute of 
Radio Engineers at the Massachusetts 
Institute of Technology)-one by 
David Van Meter and David Middle- 
ton of Harvard University and another 
by Wesley W. Peterson, Theodore G. 
Birdsall, and William C. Fox of the 
University of Michigan. Discussion 
following the coincidence revealed that 
the Harvard theorists had read Wald, 
while the Michigan theorists had de- 
veloped the idea independently. It was 
this unification of several decision 
rules that established the generality of 
the ROC analysis. 

The ROC analysis first appeared in 
the literature in the transactions of 
that symposium (in papers by the two 
groups of authors just mentioned and 
in a paper by Tanner and me), al- 
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though Peterson and Birdsall ha 
sented it a year earlier in a tec 
report (8). So it is fair to say, 
the vantage point of psycholog) 
Peterson and Birdsall showed u 
to plot the data. 

The ROC is a plot of 1 min 
probability of a type II error ( 
equals "power" in statistics ar 
probability of a "hit" in the del 
context) against the probability 
type I error (or "false alarm"), 
decision criterion varies, with tt 
ference between the means of tt 
hypothetical distributions as tk 
rameter. This difference betwee 
distributions' means is essential 
d of Fig. 2 (representing Thur 
and the /L -~ju1 of Figs. 5 and 6 
resenting statistical tests). When 
son and Birdsall used normal di 
tions of equal variance, which 
derived for certain kinds of sign 
noise, they used the symbol d 
note the difference between the 
in units of the variance. When 1 
and I assumed distributions o 
form, we used the symbol d' to 
the difference between the me; 
units of the standard deviation 
Vd-). Other assumptions and 
sumption are possible, and require 
notations, but the measure d' is t] 
used most often in psychology. 

Figure 7 shows a family of 
curves based on normal, equal-va 
distributions (solid lines). Note 
vertical and horizontal cuts th 
the curves yield the two kinds 

Fig. 7. A family 
of theoretical ROC 10.o 
curves based on nor- 
mal, equal-variance 09 \ 
distributions, with 
the parameter d' 0.8 

x 

(solid lines). Also 0.8 

shown is a family 
of theoretical isobias E 0.7 
curves, with the u. 
parameter p (dashed 0 0.6 K 
lines). The quanti- > 
ties shown on the J o.5 
left and lower coor- m 
dinates are the two 0.4 
quantities ordinarily cr 
used in ROC anal- a 0.3_ 
ysis; the quantities 
shown on the right 2 - 
and upper coordi- 
nates are added here 
to point out that they 01l 
are complements of 
the other two, re- ?0 
spectively. 

erating characteristic mentioned ear- 
lier: the vertical cut gives the prob- 
ability of a type II error for fixed 
probability of a type I error, the gar- 
den variety operating characteristic; 
the horizontal cut gives the unfamiliar 
reverse of that operating characteristic. 
It is because the ROC is a comparison 
of two operating characteristics that I 
use the term "relative" operating char- 
acteristic, according to a suggestion by 
Birdsall. Originally, serving to confuse 
the ROC and the OC (operating char- 
acteristic) in the detection context, the 
R stood for "receiver." That terminol- 
ogy stemmed from the broader per- 
spective of communications, which 
views detection as part of the recep- 
tion process. Sometimes, according to 
a suggestion by R. Duncan Luce, the 
ROC's footing in statistics is ignored 
in psychological usage and the ROC is 
called an "isosensitivity curve" (9). 
This term might be preferable except 
for the fact that the ROC is also ap- 
plied to problem areas in psychology 
not usually thought of in terms of 
sensitivity (to memory, for example), 
and the proliferation of terms like 
"isomnemonic curve" obscures the 
identity of the single, underlying tech- 
nique. 

The ROC analysis thus gives a mea- 
sure of discrimination that is indepen- 
dent of the location of the decision 
criterion and is presumably uncon- 
taminated by the processes, such as 
expectation and motivation, that affect 
the response. At the same time, the 
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ROC analysis provides a measure of 
the net effect of processes that influ- 
ence response-specifically, the loca- 
tion of the decision criterion-at any 
given time. This measure, called , in the 
ROC context, is the value of the like- 
lihood ratio at which the criterion has 
to be set to yield a particular point on 
a given ROC curve. It can be shown 
that the measure / equals the slope at 
which the given ROC curve passes 
through that particular point. The 
dashed lines in Fig. 7 are curves of 
constant /, or isobias curves. 

We will proceed shortly to consider 
some computational details. Note sim- 
ply now that, if one assumes normal, 
equal-variance distributions, then cer- 
tain response proportions plotted as a 
single point in the ROC space yield 
independent measures of discrimina- 
tion (d') and extra-discrimination ef- 
fects (/3). Ordinarily, the decision cri- 
terion is manipulated from one group 
of trials to another, or a rating tech- 
nique is used to the same effect, in 
order to obtain better definition of 
the curve. 

In leaving this brief treatment of 
detection theory, I should observe that 
the theory has been developed to 
specify a variety of forms of ROC 
curves for various kinds of signals and 
noises and to specify ideal detection 
performance for various kinds of sig- 
nals and noises. Although I do not 
treat the topic here, mathematical 
models of ideal observers-which show 
in the limit how d' or a similar 
measure varies with a physical mea- 
sure of signal-to-noise ratio-have 
been used as normative models in 
sensory psychology, in an attempt to 
determine what sort of information the 
human observer extracts from the stim- 
ulus (10). 

Computational Procedures 

Data collected for a given location 
of the decision criterion yield a 2-by-2 
contingency table of stimuli and re- 
sponses. I refer to the stimuli as St 
and S2 in the recognition case, and as 
So and SI in the detection case (where 
So is the null stimulus); and, similarly, 
to the responses as R1 and R2 or Ro 
and R1. Although one of my major 
purposes is to relate the ROC analysis 
to a broad class of perceptual and cog- 
nitive discrimination problems, it will 
be simplest to use the terminology of 
the detection problem throughout the 
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Fig. 8. A contingency table of stimulus 
and response. The detection notation is 
used: So for the null stimulus and Si for 
the stimulus to be detected; Ro for the 
"no" response and R1 for the "yes" re- 
sponse. 

following discussion of computational 
procedures. 

An example of a contingency table 
for the detection case is shown in Fig. 
8. These frequency data give estimates 
of the conditional probability of a false 
alarm 

P(R,ISo) = 10/100 =.10 

and of the conditional probability of a 
hit 

P(R,S1) = 80/100 = .80 

(The other two conditional probabili- 
ties implied by the table, "misses" and 
"correct rejections," are their comple- 
ments.) 

The straightforward way to calcu- 
late d' and f3 from these two probabili- 
ties is by means of a table of normal 
curve functions. The false-alarm prob- 
ability of .10 indicates that the cri- 
terion is 1.28 standard deviations 
above the mean of the So distribution, 
and the hit probability of .80 indi- 
cates that the criterion is 0.84 standard 
deviations below the mean of the St 
distribution. The value of d' is the sum 

1.28 + 0.84 = 2.12 

The measure / is the ratio of the ordi- 
nate of the SI distribution to the ordi- 
nate of the So distribution at the cri- 
terion setting 

0.28/0.18 = 1.55 

Tables that give d' and P/ directly for 
any pair of false alarm and hit propor- 
tions are also available (11, 12). 

When data are available for several 
criterion locations, either because the 
observer varied his criterion from one 

group of trials to another or because 
he reported by means of a rating scale, 
one may use graphs to estimate d'. 
The theoretical curves of Fig. 7 are 

straight lines of unit slope when 

plotted on probability scales-that 

is, on coordinate scales that space 
linearly the normal deviates-as 
shown in Fig. 9. Thus, one can fit sev- 
eral points by a straight line of unit 
slope and get d', by subtracting the 
normal-deviate value corresponding to 
the hit proportion from the normal- 
deviate value corresponding to the false- 
alarm proportion, at any point along 
that line (13). 

Not all data are fitted well by a 
straight line of unit slope, of course, 
and this fact presents a complication. 
A departure from linearity violates the 
normality assumption, and nonunit 
slope violates the equal-variance as- 
sumption; in fact, for normal distribu- 
tions, the slope equals the ratio of the 
standard deviation of So to the stan- 
dard deviation of S1. As it happens, 
the linearity condition is usually met, 
and the question is what to do about 
nonunit slope. It is apparent that the 
measure d' is everywhere different 
along a line of nonunit slope, and so 
does not provide the necessary in- 
variance. 

There are three or four ways to 
contend with this problem. A direct 
reaction is to use two parameters to 
represent the ROC curve; for example, 
(i) the difference between the means 
of the two supposedly normal distribu- 
tions, with the standard deviation of 
the So distribution as the unit, and (ii) 
the slope of the ROC. An alternative 
is to use a one-parameter description 
that ignores slope information; for ex- 
ample, the value of d' at the negative 
diagonal or the perpendicular distance 
from the center of the ROC space to 
the ROC curve, each of which enlists 
a unit based on the standard deviations 
of both distributions. 

Another way to achieve a one-pa- 
rameter representation is to assume dis- 
tributions that predict nonunit slopes- 
specifically, distributions that predict 
how the slope will vary with the dif- 
ference between the means. One can 
assume, for example, normal distribu- 
tions with standard deviations that are 
constant fractions of the means (al- 
though then the decision axis cannot 
be monotonically related to likelihood 
ratio). One might otherwise assume 
Poisson, exponential, gamma, or Ray- 
leigh distributions, in each case distri- 
butions whose variances are direct 
functions of their means. This class of 
alternatives predicts slopes less than 

unity, slopes that decrease with in- 
creasing discrimination-a prediction 
reasonably in accord with data. In 
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some discrimination tasks a rationale 
exists for selecting one of these dis- 
tributions. 

At the other extreme, one might 
want to assume nothing at all about 
the distributions underlying the ROC. 
The proportion of the area of the en- 
tire ROC space that lies beneath the 
ROC curve is a distribution-free mea- 
sure of sensitivity. It is equal to the 
probability of a correct choice in a 
two-alternative, forced-choice task no 
matter what distributions exist. This 
and the other measures mentioned in 
the preceding paragraphs have been 
described in more detail elsewhere (10, 
11, 14). The main point for present 
purposes is that, although the simple 
measure d' will not do the whole job, 
other measures of discrimination that 
are independent of report bias can be 
extracted from the ROC. 

While on the subject of alternative 
measures of discrimination, let me note 
that measures of criterion location 
other than the likelihood ratio are also 
available. The distance in standard- 
deviation units from the mean of the 
So distribution to the criterion location 
is one such measure, with certain ad- 
vantages and disadvantages relative to 
the likelihood ratio (15). A nonpara- 
metric index of response bias is also 
available (16). 

The fact that detection theory pre- 
dicts ROC curves quite different in 
form from the ones that can be de- 
rived from the chance correction 
formula, with which the psychological 
detection theory was first compared, 
may be the reason that some investi- 
gators have tried to infer too much 
about underlying processes from the 
form of empirical ROC curves. The 
basic thought to keep in mind in this 
regard is that the ROC form reflects 
only the differences between the two 
underlying distributions; it does not 
imply anything about the form of the 
distributions individually. Indeed, most 
unimodal distributions will produce an 
ROC curve that is very nearly a 
straight line on probability scales; even 
a rectangular S0 distribution and a 
ramp S, distribution lead to a linear 
ROC on those scales (17). Moreover, 
assumptions about the decision process 
enter in a critical way. Thus, for ex- 
ample, if the variance of the decision 
criterion is large, the slope of the 
linear ROC will approach unity, even 
if the standard deviation of S1 is much 
larger than the standard deviation of 
S0 (18). Again, with certain param- 
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Fig. 9. The theoreti- 
cal ROC curves of 
Fig. 7 plotted on 
probability scales 
(left and bottom) 
and on linear nor- 
mal-deviate scales 
(top and right). 
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eters assumed for the decision process, 
a two-state discrimination process can 
produce as smooth an ROC curve as 
that produced by a discrimination pro- 
cess that yields a continuous output 
(19). It may also be noted in this 
connection that the technique used to 
calculate an ROC curve from rating 
data is cumulative and therefore forces 
a monotonic, increasing curve. 

When the ROC analysis was first 
devised, data points were fitted by eye, 
for lack of a known alternative, and 
this procedure is still probably ade- 
quate for many applications. However, 
several more objective estimation pro- 
cedures have been devised (20). Signif- 
icance tests for observed differences 
in d' have also been developed (21), 
and the sampling variability of the 
value of d' at the negative diagonal 
and of the area under the ROC curve 
have been examined (22). 

Applications 

The ROC confers the ability to mea- 
sure covert discriminations in single- 
stimulus tasks in a relatively pure form 
-to measure these discriminations, at 
least to first order, unconfounded by 
the biasing factors that tended to dis- 
tort the overt report in the measure- 
ment procedures previously available. 
How has psychology profited? 

Published studies in which the ROC 
has been used fall into a dozen or so 
substantive areas. In some of these 
areas the value has primarily been 

more reliable and valid measurements; 
I will treat those areas here only by 
reference. In other areas the ROC has 
led to substantially revised interpreta- 
tions; I will discuss briefly a few ex- 
amples: sensory functions, vigilance, 
perceptual selectivity, and memory. 

The basic applications of the ROC 
to sensory processes have been pre- 
sented in a collection of articles (11) 
and a systematic textbook (10). These 
volumes report studies of detection 
and recognition processes in several 
sensory modalities and support the 
following conclusions. 

1) Empirical ROC curves can be 
reliably obtained by manipulating sig- 
nal probability or the values and costs 
of the various stimulus-response out- 
comes; by verbal instructions to adopt, 
say, a "strict," "medium strict," "medi- 
um," "medium lax," or "lax" criterion; 
or by instructions to use those criteria 
simultaneously as the boundaries of 
rating categories. 

2) Measures of sensitivity that do not 
isolate effects of changes in the decision 
criterion ignore a substantial source of 
variation. 

3) The ROC analysis rescues an 
important test method, previously sus- 
pect because of its great susceptibility 
to biasing effects-the single-stimulus 
method. 

4) Of sensitivity measures extant, 
only those associated with the ROC 
model give reasonably consistent re- 
sults across yes-no, rating, and forced- 
choice procedures. 

5) When the stimulus is measured 
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in terms prescribed by detection 
theory, the functional relationship ob- 
tained between d' and stimulus magni- 
tude is practically the same from one 
laboratory to another. 

6) Some prominent conceptions of 
the sensory threshold are incorrect, 
and the theories and test methods that 
depend on them are invalid. 

Vigilance is the practical detection 
problem-the observation period is 
long and signals occur infrequently. 
The first studies, around 1950, showed 
that the probability of a correct detec- 
tion drops off noticeably in only a 
half hour or so of observation (23). 
What seemed at the time to be a rapid 
decrement in performance was sur- 
prising, for the subject was not asked 
to work very hard. Hundreds of studies 
conducted since, with a great variety 
of stimulus displays, have shown the 
same sort of decrement. They have 
examined a host of psychological, 
physiological, situational, and environ- 
mental variables thought to affect alert- 
ness, including work-rest cycle, inter- 
signal interval, irrelevant stimulation, 
incentives, knowledge of results, in- 
troversion-extroversion, temperature, 
drugs, age, and sex (24, 25). At least 
five theories have been proposed to 
account for the apparent decrement in 
sensitivity (26). 

About 10 years ago, several investi- 
gators, led by James P. Egan (27), 
began to question the assumption that 
a sensitivity decrement occurs in these 
vigilance tests. The ROC analysis 
makes it clear that the probability of 
a hit could decline without implying a 
decrease in sensitivity; if the propor- 
tion of false alarms also dropped, 
sensitivity might remain constant while 
the decision criterion changed. A pro- 
gressively more conservative decision 
criterion might come about as the re- 
sult of a decreasing expectation of 
signal occurrence (for example, when 
a naive subject experiences a high sig- 
nal probability in training sessions and 
then a low signal probability in test 
sessions), or it might result from a 
motivational change (for example, if 
the perceived value of a hit were to 
decrease over time relative to the per- 
ceived cost of a false alarm). 

The ROC analysis has now been 
employed in some 30 studies of vigi- 
lance (28). What they add up to is 
that with almost all stimulus displays, 
including those used in the earliest 
experiments, the sole change over time 
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is in the decision criterion. Sensitivity 
remains constant. Alertness, appar- 
ently, remains essentially constant. 
With a few stimulus displays-specifi- 
cally, visual displays with undefined 
trials or with trials occurring at a rate 
greater than about one per second- 
changes in both d' and / are observed: 
sensitivity decreases and the criterion 
becomes more stringent. In short, a 
sensitivity decrement in vigilance tests 
is uncommon, and when it occurs it is 
smaller than originally supposed. The 
practical problem is training the ob- 
server to hold a constant decision cri- 
terion. One study has shown that the 
observer will hold a constant decision 
criterion if the values of correct re- 
sponses and the costs of incorrect re- 
sponses are well defined (29). 

It was in the late 1940's that several 
theorists in the field of perception em- 
phasized the perceiver's contribution 
to what he perceives, a contribution 
that stems from inner states such as 
needs, emotions, and values. They were 
dubbed "new look" theorists, and the 
term "old look" was then applied to 
the theorists, primarily Gestaltists, who 
concentrated on stimulus determinants 
and denied effects of experience. 

Several experiments, most of them 
using words as stimuli, were purported 
to show perceptual selectivity. Differ- 
ences in measured thresholds of dif- 
ferent classes of words were attributed 
to mechanisms of perceptual vigilance, 
sensitization, and perceptual defense. 
However, most of these results were 
soon accounted for in terms of differ- 
ences in the commonality of the words 
employed, the "word-frequency effect." 
At first, word frequency was viewed as 
affecting perception per se, as effecting 
a selective intake of information. Then 
much converging evidence showed in- 
stead that stimulus frequency affects 
the response system. 

At the same time that differences in 
thresholds were examined, several ex- 
perimenters sought to demonstrate 
subthreshold, or "subliminal," percep- 
tion related to inner states of the ob- 
server. Several lines of criticism were 
applied to these experiments, includ- 
ing the criticism that many of the re- 
sults showed only that discrimination 
was possible when identification was 
not, or that forced-choice thresholds 
are typically lower than yes-no thresh- 
olds. 

The ROC analysis came into contact 
with developments in this area at many 

points. For one reason, many of the 
experiments used the correction for 
chance and the associated concept of 
threshold. For another reason, the no- 
tion of relative willingness to respond 
was put forth in connection with 
taboo-word experiments. The ROC 
analysis was used to explain that yes- 
no thresholds are higher than forced- 
choice thresholds because stringent 
yes-no criteria are encouraged and, of 
course, to suggest that the presumed 
threshold was actually a response cri- 
terion (30). 

Granting that stimulus probability 
affects the response system, which 
brings one back to the old look, the 
question now being addressed is 
whether the mechanism is a guessing 
process or a variable criterion. At the 
moment, contradictions are flying back 
and forth, and there is some doubt that 
the most familiar experimental para- 
digm can distinguish the two kinds of 
mechanism (31). After the most ex- 
tensive analysis to date, including the 
results of a new experimental para- 
digm, Donald E. Broadbent argues 
quite persuasively that the mechanism 
is a variable criterion (25). His ex- 
perimental results, incidentally, indi- 
cate that d' is lower for common 
words than for uncommon words. 

In a recognition memory task, the 
subject is asked to say whether each 
of a series of items was presented be- 
fore ("old") or not ("new"). Follow- 
ing Egan again (10, 32), one may 
refer to the picture of the two dis- 
tributions and a variable criterion and 
identify the new items with the left- 
hand (noise) distribution and the old 
items with the right-hand (signal) dis- 
tribution. The assumption is that all 
items fall along a continuum of mem- 
ory strength, at a location affected by 
acquisition and forgetting. This identi- 
fication should allow phenomena of 
memory to be separated from biases 
associated with the response. 

Several presumed memory effects 
have recently been shown by ROC 
analysis to be response effects only: 
that is, d' remains constant, while /3 
changes. One such effect is the better 
recall of more common words; in fact, 
here again there is evidence that d' is 
lower for common than for uncom- 
mon words (25, 33). A related finding 
is that familiar associations are no 
better recalled than unfamiliar ones 
when unbiased measures are used 
(34). The typical increasing rate of 
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false-positive responses in a continuous 
recognition task has been shown to be 
a reflection of criterion change rather 
than a buildup of proactive interference 
(35). Various amounts of learning 
interpolated between acquisition and 
recall have an effect on p/ but not on 
d'; this result is contrary to the extinc- 
tion hypothesis of retroactive inhibi- 
tion and indicates that generalized re- 
sponse competition is responsible for 
the criterion change (36). Although 
changes in semantic or association con- 
text from acquisition to recall have 
been reported to reduce recognition 
accuracy, with the reduction explained 
in terms of multiple representations in 
memory, a new study shows these 
changes to affect only the response 
process (37). Another study uses the 
ROC to assert an equality of females 
and males in recognition memory, 
even though they may differ with re- 
spect to response bias (38). 

Other memory studies show a 
change in both d' and /, thereby 
demonstrating that the ROC analysis 
is required. Meaningfulness in a 
paired-associate, short-term memory 
task was found to affect memory and 
response bias (39). In that study and 
in another (40), both d' and / were 
correlated with serial position. Finally, 
increasing the similarity of distracting 
items to target items raises the cri- 
terion while lowering d' (41). Two 
articles have reviewed many of these 
studies in more detail and have con- 
sidered some of the theoretical issues 
involved (15, 17). 

The ROC analysis has also been ap- 
plied in the areas of attention (25), 
imagery (42), learning (43), concep- 
tual judgment (44), personality (45), 
reaction time (46), manual control 
(47), and speech (10). Rats, pigeons, 
goldfish, and monkeys have produced 
exceptionally neat ROC curves, by 
rating and yes-no responses, with vari- 
ations in signal probability or with 
differential reinforcement (48). Lee 
B. Lusted has applied the ROC to 
medical decisions, particularly in radi- 
ology (49). A recent finding in physi- 
ological psychology is that the ampli- 
tude of a particular component of 
evoked cortical potentials increases 
monotonically with increasing strict- 
ness of the decision criterion, whether 
the criterion is manipulated by varying 
the signal probability or by varying 
the values and costs of the possible 
stimulus-response outcomes. This com- 
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ponent was always present when the 
observer correctly reported a signal to 
exist, but was never present when the 
response was a miss or a false alarm 
(50). The ROC has also been used 
to evaluate the effectiveness of infor- 
mation retrieval systems (51). 

Summary 

The clinician looking, listening, or 
feeling for signs of a disease may far 
prefer a false alarm to a miss, particu- 
larly if the disease is serious and con- 
tagious. On the other hand, he may 
believe that the available therapy is 
marginally effective, expensive, and 
debilitating. The pilot seeing the land- 
ing lights only when they are a few 
yards away may decide that his plane 
is adequately aligned with the runway 
if he is alone and familiar with that 
plight. He may be more inclined to 
circle the field before another try at 
landing if he has many passengers and 
recent memory of another plane crash- 
ing under those circumstances. The 
Food and Drug administrator suspect- 
ing botulism in a canned food may not 
want to accept even a remote threat 
to the public health. But he may be 
less clearly biased if a recent false 
alarm has cost a canning company 
millions of dollars and left some dam- 
aged reputations. The making of al- 
most any fine discrimination is beset 
with such considerations of probability 
and utility, which are extraneous and 
potentially confounding when one is 
attempting to measure the acuity of 
discrimination per se. 

The ROC is an analytical technique, 
with origins in statistical decision 
theory and electronic detection theory, 
that quite effectively isolates the effects 
of the observer's response bias, or de- 
cision criterion, in the study of dis- 
crimination behavior. This capability, 
pursued through a century of psycho- 
logical testing, provides a relatively 
pure measure of the discriminability 
of different stimuli and of the capacity 
of organisms to discriminate. The ROC 
also treats quantitatively the response, 
or decision, aspects of choice be- 
havior. The decision parameter can 
then be functionally related to the 
probabilities of the stimulus alterna- 
tives and to the utilities of the various 
stimulus-response pairs, or to the ob- 
server's expectations and motivations. 
In separating and quantifying discrimi- 

nation and decision processes, the 
ROC promises a more reliable and 
valid solution to some practical prob- 
lems and enhances our understanding 
of the perceptual and cognitive phe- 
nomena that depend directly on these 
fundamental processes. In several 
problem areas in psychology, effects 
that were supposed to reflect properties 
of the discrimination process have 
been shown by the ROC analysis to 
reflect instead properties of the deci- 
sion process. 
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NEWi AND COMMENT 

Sloan-Kettering: The Trials 
of an Apricot Pit-1973 

These are bad times for reason, all around. Suddenly, all of the major ills are 
being coped with by acupuncture. If not acupuncture, it is apricot pits . . 
-LEWIS THOMAS, president, Memorial 
address delivered 11 October 1973. 

At the Memorial Sloan-Kettering 
Cancer Center on the upper east side 
of Manhattan, some perfectly respect- 
able scientists are taking a new look 
at some thoroughly unrespectable can- 
cer remedies. Inevitably, they are 
generating a fair amount of contro- 
versy in the process. 

One of the unorthodox remedies 
Sloan-Kettering researchers are evalu- 
ating-and one that has caused them 
considerable embarrassment recently- 
is a drug called Laetrile. Laetrile, 
known chemically as amygdalin, is de- 
rived from apricot pits. According to 
its proponents, who are legion, Laetrile 
often cures cancer. And, they claim, 
in those cases in which it fails to actu- 
ally cure, it gives terminal cancer pa- 
tients a sense of well-being and sur- 
cease from pain that allows them to 
live out their days in relative peace. 
According to its detractors, who also 
are legion, Laetrile does nothing of the 
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Sloan-Kettering Cancer Center, in an 

sort. In the eyes of the National Can- 
cer Institute, the Food and Drug Ad- 
ministration, and the American Cancer 
Society, Laetrile therapists are quacks. 

And, Sloan-Kettering's new presi- 
dent, Lewis Thomas, shares the view 
that much of what has been claimed 
in the name of Laetrile goes beyond the 
bounds of reason. But the institute's 
searching look at Laetrile is another 
story altogether. 

Preliminary results of one Sloan- 
Kettering study suggest that Laetrile 
might actually have some anticancer 
activity in mice. Understandably, that 
study is provocative. The fact that it 
was meant to be kept confidential and 
that it came to light through a leak 
adds a touch of intrigue to the drama. 

The story apparently began about 2 
years ago, when investment banker 
Benno C. Schmidt, who is also on the 
board of Sloan-Kettering, became 
President Nixon's number one adviser 

Sloan-Kettering Cancer Center, in an 

sort. In the eyes of the National Can- 
cer Institute, the Food and Drug Ad- 
ministration, and the American Cancer 
Society, Laetrile therapists are quacks. 

And, Sloan-Kettering's new presi- 
dent, Lewis Thomas, shares the view 
that much of what has been claimed 
in the name of Laetrile goes beyond the 
bounds of reason. But the institute's 
searching look at Laetrile is another 
story altogether. 

Preliminary results of one Sloan- 
Kettering study suggest that Laetrile 
might actually have some anticancer 
activity in mice. Understandably, that 
study is provocative. The fact that it 
was meant to be kept confidential and 
that it came to light through a leak 
adds a touch of intrigue to the drama. 

The story apparently began about 2 
years ago, when investment banker 
Benno C. Schmidt, who is also on the 
board of Sloan-Kettering, became 
President Nixon's number one adviser 

in the national war against cancer. 
There are a lot of people in this coun- 
try who believe in Laetrile. Many of 
them buy it for themselves or their 
dying friends or relatives on the black 
market. Many go to Tijuana to get it 
at a clinic operated by a pathologist 
named Ernesto Contreras. These peo- 
ple began writing Schmidt letters. 

"Since I've been chairman of the 
President's cancer panel, I've had liter- 
ally hundreds of letters about Laetrile. 
Some people ask me whether it is any 
good. Others flatly state that it cures. 
A great many say that, in any case, it 
alleviates pain. When I answer these 
people and tell them that Laetrile has 
no effect, I would like to be able to do 
so with some conviction," Schmidt 
said in a conversation with Science. His 
curiosity piqued, he began asking ques- 
tions. 

He took it up with the National 
Cancer Institute. People there told him 
they had looked into the matter long 
since and found no basis for any claims 
that Laetrile is good for fighting can- 
cer. The American Cancer Society, 
which lists Laetrile in its book, Un- 
proven Methods of Cancer Treatment, 
concurs. Schmidt asked a couple of 
leading cancer scientists what they 
knew about Laetrile. They, too, told 
him it has no value. But when he 
asked for evidence, he recalls, "I 
couldn't get anybody to show me his 
work." 

The research that has been done on 
Laetrile by so-called reputable scientists 
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