
bonding exists between the metal atoms 

sharing the octahedral faces. Further- 
more, these values indicate that the 

compounds with the composition Li,- 
Ti1.1S2 (0.1 < x 0.3) should be re- 
garded as predominantly covalent com- 
pounds. In the corundum structure of 
Ti.O3, which can be regarded as an 
ionic compound, the Ti-Ti separation 
across the shared octahedral face is 
2.58 A (4). 

A different phase exists for Li_Til.1- 
S2 compounds with 0.5 < x < 1.5. The 

x-ray powder patterns of these com- 
pounds do not resemble that of any 
titanium sulfide or that of LijTi,.S2 
(0.1 < x 0.3). For the compound 
with 0.5 <x < 1.0 the x-ray pattern 
can be indexed on a tetragonal cell with 
a =4.97 A and c = 5.93 A. We did 
not find any superconductivity above 
1.12?K for any of these compounds. 
However, we did discover an incom- 
plete superconducting transition at ap- 
proximately 2?K for the compounds 
with 1.0 <x < 1.5. In this case the 

x-ray pattern is similar to that of the 
compound for which 0.5 <x < 1.0, 
but it contains extra lines indicative 
of yet another slightly different com- 
pound. 

It is difficult at the present time to 
explain the high transition temperature 
for the compounds LixTi1 1S (0.1 <x 

0.3). We can only state that, on the 
basis of the crystal chemistry of these 

compounds, they should not be re- 

garded as intercalation compounds. 
Furthermore, in view of their super- 
conductivity, these compounds do not 
seem to behave like intercalation com- 

pounds. The superconducting transition 

temperatures for this type of 'com- 

pounds range around 2?K. Recently 
Somoano and Rembaum (5) reported 
superconductivity in alkali-metal inter- 
calation compounds of MoS2. They 
found a superconducting transition tem- 

perature of approximately 1.3?K for 
Na.MoS2 and approximately 4.5?K for 

KxMoS2. After Rouxel et al. (6) re- 

ported the existence of K,ZrS2, we 
found superconductivity, ranging from 
traces to a full bulk effect, in many 
other intercalation compounds, such as 

M,ZrS, and M HfS2 with M = Na, K, 
Rb, or Cs. In these compounds the 
transition temperatures range between 
1? and 3 K and are somewhat lower 
than in the corresponding MoS2 phases. 
In almost all cases the transitions are 
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superconductivity above 1.12?K in the 

corresponding compounds with TiS2. 
The intercalation compounds were pre- 
pared by heating the constituents in a 
sealed silica tube to about 2500C and 
maintaining them at that temperature 
for several hours. It is thought that 
the compound Li,Til.lS2 with x> 1.0 
is of an intercalated nature, because of 
its low transition temperature. But, if 
it is indeed an intercalation compound, 
it should be one of a new type of tita- 
nium sulfide. 

In conclusion, we point out that these 
compounds constitute yet another ex- 
ample of high-temperature supercon- 
ductivity at the expense of crystallo- 
graphic stability (7). There is a large 
disparity in transition temperature be- 
tween intercalation superconductors and 
three-dimensional systems. It is likely 
that many new superconductors with 
high transition temperatures exist, but 
these are not found because they are 
masked by their more stable and non- 
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superconducting neighbors. This is the 
first time that such high transition tem- 

peratures have been observed in a 
hexagonal compound; all those that 
have been reported so far are cubic. 

H. E. BARZ, A. S. COOPER 
E. CORENZWIT, M. MAREZIO 

B. T. MATTHIAS*, P. H. SCHMIDT 
Bell Telephone Laboratories, Inc., 
Murray Hill, New Jersey 07974 

References and Notes 

1. F. Jellinek, Ark. Kemi 20, 447 (1963), and 
references therein. 

2. A. D. Wadsley, Acta Crystallogr. 10, 715 
(1957). 

3. F. Jellinek, Proc. Kon. Ned. Akad. Wetensch. 
Ser. B Phys. Sci. 58, 213 (1955). 

4. S. C. Abrahams, Phys. Rev. 130, 2230 (1963). 
5. R. B. Somoano and A. Rembaum, Phys. Rev. 

Lett. 27, 402 (1971). 
6. J. Rouxel, M. Danot, J. Bichon, Bull. Soc. 

Chim. France 1971, 3930 (1971). 
7. B. T. Matthias, E. Corenzwit, A. S. Cooper, 

L. D. Longinotti, Proc. Nat. Acad. Sci. U.S. 
68, 56 (1971). 

* Also at the University of California, San 
Diego, La Jolla, California. Research at La 
Jolla is sponsored by the U.S. Air Force 
Office of Scientific Research, Office of Aero- 
space Research, under contract AFOSR-F44620- 
72-C-0017. 

31 January 1972 I 

superconducting neighbors. This is the 
first time that such high transition tem- 

peratures have been observed in a 
hexagonal compound; all those that 
have been reported so far are cubic. 

H. E. BARZ, A. S. COOPER 
E. CORENZWIT, M. MAREZIO 

B. T. MATTHIAS*, P. H. SCHMIDT 
Bell Telephone Laboratories, Inc., 
Murray Hill, New Jersey 07974 

References and Notes 

1. F. Jellinek, Ark. Kemi 20, 447 (1963), and 
references therein. 

2. A. D. Wadsley, Acta Crystallogr. 10, 715 
(1957). 

3. F. Jellinek, Proc. Kon. Ned. Akad. Wetensch. 
Ser. B Phys. Sci. 58, 213 (1955). 

4. S. C. Abrahams, Phys. Rev. 130, 2230 (1963). 
5. R. B. Somoano and A. Rembaum, Phys. Rev. 

Lett. 27, 402 (1971). 
6. J. Rouxel, M. Danot, J. Bichon, Bull. Soc. 

Chim. France 1971, 3930 (1971). 
7. B. T. Matthias, E. Corenzwit, A. S. Cooper, 

L. D. Longinotti, Proc. Nat. Acad. Sci. U.S. 
68, 56 (1971). 

* Also at the University of California, San 
Diego, La Jolla, California. Research at La 
Jolla is sponsored by the U.S. Air Force 
Office of Scientific Research, Office of Aero- 
space Research, under contract AFOSR-F44620- 
72-C-0017. 

31 January 1972 I 

scale tectonic loading and much slower 
than the propagation of elastic waves 
(1). 

Theoretical and experimental inves- 
tigations indicate that a viscous ele- 
ment is absolutely necessary in order 
to explain this time dependence of af- 
tershock sequences. In model studies 
with friction and springs it has been 

impossible to produce aftershocks un- 
less viscous dashpots are introduced. 

Similarly, computer models also require 
viscous elements to produce the neces- 

sary time-delayed event (1, 2). In other 
words, after a major earthquake there 
must exist some mechanism that "tells" 
a potential aftershock to wait before it 
occurs. Static fatigue is one possibility. 
However, its relevance to scales larger 
than laboratory samples has not yet 
been demonstrated. On the other hand, 
the decrease in the shear resistance of 
rocks in the laboratory with increasing 
fluid pore pressure has been well estab- 
lished, and its connection with earth- 

quakes at Denver and Rangely, Colo- 
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Aftershocks Caused by Pore Fluid Flow? 

Abstract. Large shallow earthquakes can induce changes in the fluid pore pres- 
sure that are comparable to stress drops on faults. The subsequent redistribution 
of pore pressure as a result of fluid flow slowly decreases the strength of rock 
and may result in delayed fracture. The agreement between computed rates of 
decay and observed rates of aftershock activity suggests that this is an attractive 
mechanism for aftershocks. 
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rado (3), induced by pumping fluids 
into wells, seems reasonably certain. 
Similar shocks associated with nuclear 
test explosions are probably also related 
to transient pore pressures and flow. 
Pore pressures in these cases were the 
result of the action of man. We decided 
to investigate the possibility (1, 4) that 

significant changes in pore pressure can 
also be generated by large earthquakes 
without the intervention of man. The 

decay of these pressure anomalies as a 
result of the flow of the pore fluid can 

provide the necessary viscous element 
in the form of an apparent time-de- 

pendent strength which can cause after- 
shocks. 

When a fault breaks, it relieves part 
of tne regional tectonic shear stress. 
However, because of inhomogeneities 
and particularly because of the finite 

length of the break, the strain during 
an earthquake involves substantial 

compression and dilatation as well as 
shear. If the rock in which these volu- 
metric changes occur contains fluid 

(usually groundwater) in its pores, 
changes in pore pressure will also oc- 
cur. These pressures are initially equal 
to the hydrostatic stress component 
(5) but will diminish with time as a 
result of the flow of the pore fluid. 

The frictional strength of a rock is 
the shear stress above which sudden 

sliding or rupture takes place. Experi- 
ments show that, if a rock is subjected 
to a change in hydrostatic stress 

?= (-t1 + a2a + ,33)/3 

and pore pressure P, the change in 

strength S is (6) 

_AS f( - P) 

where pf is the coefficient of friction. 

Immediately after an earthquake i = P 
and the strength remains unchanged. 
As flow occurs, however, the stress- 
induced pore pressure approaches zero 
and aS consequently varies with time. 
The pore fluid flows from regions of 

compression to those of dilatation. This 
flow causes an increase of pore pres- 
sure and a consequent decrease in the 

strength in the original region of dilata- 
tion. Eventually, the strength at some 

point drops to the level of the local 
shear stress and an aftershock occurs. 
Since the main earthquake releases only 
a fraction of the regional tectonic load, 
the first motion or focal mechanism of 
the aftershock is likely to be similar to 
the main shock, in agreement with ob- 
servations. Furthermore, since the 
aftershock releases only a very small 
fraction of the remaining regional 
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shear stress, further increases in pore 
pressure should produce additional af- 
tershocks. 

We envision the aftershock sequence 
as analogous to the stick-slip process 
observed in laboratory experiments 
(7). If the confining and pore pres- 
sures of a sample (that is, the strength) 
are held fixed, and the applied increas- 

ing deformation causes the shear stress 
to equal the strength, a sudden slip 
occurs, associated with a sheer stress 

drop. Successive slip events occur as 
long as the deformation is continuously 
increased. The sheer stress rise, or 

drop, for each event is roughly con- 
stant. The same events may be pro- 
duced by directly substituting increas- 

ing pore pressure for increasing shear 
stress. If the confining pressure is held 
fixed and the pore pressure is continu- 

ously and steadily increased (that is, 
decreasing strength), the stress drop 
will occur when the strength equals 
the shear stress. The increases in pore 
pressure between stress drops would be 

roughly constant. The number of pos- 
sible shocks in a unit volume under 
shear stress would be approximately 
proportional to the total increase in 
the pore pressure in this volume, and 
the frequency (number of shocks per 
unit time) per unit volume would be 

proportional to the local time rate of 

change of the pore pressure. We thus 

expect the frequency of all aftershocks 
to be proportional to the integral of 
the time derivative of the pore pressure 
over the volume where the pore pres- 
sure is rising. 

A very simple example illustrates 
our ideas. We approximate the end of 
the fault break by an edge dislocation 
in an otherwise homogeneous infinite 
elastic space. This is a vastly over- 

simplified model of a real earthquake. 
However, any break with an end or 
other inhomogeneity, whether it is 

abrupt, as in the dislocation, or more 

gradual, must have compression on one 
side of the crack and expansion on the 
other side. 

In our model the hydrostatic stress 
induced by the sudden appearance of 
an edge dislocation (Fig. 1B) in a co- 
ordinate system r,O about the end of 
the crack is (8) 

:(r') - [,rr (r) + o-oo (r)]/2 = A sin O/r 

where 

A = ub/27(1 - ^) 

b is the offset across the break, and ju 
and v are, respectively, the shear modu- 
lus and Poisson's ratio for the material. 

Typical values for /u and v are about 
10- bars and 0.25, respectively. At a 
distance of 1 km from the end of a 
fault with a l-m offset, the change of 
shear and volumetric stress would be 
about 25 bars. The shear stress drop 
considered reasonable for large earth- 
quakes and the fluid pumping pressure 
at Denver and Rangely are also of the 
order of 10 to 100 bars. It would 
therefore be rather surprising if the 
decay of the pore pressure field did not 
have profound effects on local seis- 
micity. If, instead of an edge disloca- 
tion, we model the earthquake as a 
sudden stress drop on the surface of a 
crack, we find (9) that the magnitude 
of the compression or dilatation at the 
tips of the crack is also of the same 
magnitude as the stress drop. In fact, 
practically any local spatial variation of 
shear stress on the fault must be ac- 
companied by a variation of compres- 
sion and dilatation that is comparable 
in magnitude and size. 

As we pointed out earlier, during 
the earthquake the pore pressure will 
change by an amount equal to the 
volumetric stress change. Thus Fig. 1B 
also represents the initial condition on 
the pore pressure for the fluid flow 
problem, namely, 

P(r,0) = A sin i/r 

Later developments in the pore pres- 
sure field will be approximately gov- 
erned (10) by the diffusion equation 

P(r,t) =c V P(r,t) 
at (1) 

where c, the hydraulic diffusivity, is 

c = K/rqP 

K is the permeability of the rock, v 

is the viscosity of the pore fluid, and 
/f, the bulk compressibility of the sys- 
tem with porosity (k, is (11) 

P = B/.3at,r + (1 - 0))Prock 

Because of the symmetry of the ini- 
tial data, Eq. 1 is most easily solved 
by means of the Hankel transform. We 
find 

P(r,t) = A 1 -e- sin 0 (2) r 

The direction of flow is primarily 
from the positive peak on one side of 
the fault to its negative image on the 
other side. The pressure at the peak 
decays as t-1/2. However, because the 
peaks migrate slowly away from the 
fault, the pressure at a fixed point be- 
tween the peak and the fault falls fast- 
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er than t- /2. For large t, the pressure 
near the fault decreases as t-1. 

The time constant associated with 
the pore pressure decay is 

r = L2/4c 

where L is a typical length. We take 
L = 1 km- as a reasonable length. For 
unfractured solid rock, typical values 
for compressibility and permeability of 

= 5 X 10-6 bar-, K =10-3 darcy 
yield = 120 days. For fractured and 
jointed rock, = 5X 10-5 bar-1, 
K = 1 darcy, and r corresponds to 1 
day. Thus r will most likely be in the 
range from several hours to several 
months. This range of the time con- 
stant is similar to the periods observed 
in aftershock sequences, commonly 
lasting from a few days to several 
months. 

We postulated earlier that the fre- 
quency of aftershocks in some volume 
near the main shock is proportional to 
the time derivative of the local pore 
pressure. Thus the total number of 
aftershocks per unit time is 

dN = I -a dv (3) dt - aSat 

The proportionally constant a is equal 
to the increase in the pore pressure be- 
tween successive fractures multiplied by 
some appropriate volume v. The inte- 
gration is carried out over the volume 
where pore pressure is increasing, that 
is, the region where the main shock 
produces dilatation. For our two- 
dimensional dislocation model we need 
only integrate over the lower half-space 
in Fig. lB. Differentiating Eq. 2 and 
substituting in Eq. 3, we find that the 
frequency of aftershocks 

dN l (CTrV2 
dt a t 

decays as t-1/2 
The frequency of aftershocks for 

the 1966 Parkfield-Cholame, Califor- 
nia, earthquake is shown versus time 
in Fig. 2. This sequence, one of the 
best ever recorded, shows an initial 
decay of t-/2 to t-/4 gradually shifting 
to t-1 at later time (12). Less detailed 
studies commonly show a decay of t-1 
shifting to an exponential rate of decay 
after very long times (13). 

The initial decay rate of the Park- 
field-Cholame sequence is in remark- 
able agreement with our prediction. 
There are several good reasons, how- 
ever, for expecting that our simple 
model gives only an approximate lower 
bound to the actual decay rate. First, 
the linear relation between frequency 
25 FEBRUARY 1972 
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possible pressure rise in a given JOHN R. BOOKER 

ume is no longer large enough to Geophysics Program, University of 
:rcome the threshold for a shock, Washington, Seattle 98115 

the sequence in that volume ceases and 
it should be eliminated from the calcu- 
lation of the integral (Eq. 3). It is the 
inability of the pressure field to over- 
come this threshold anywhere which 
prevents aftershock sequences for small 
earthquakes. Since the excluded volume 
clearly increases with time, the decay 
rate will also increase with time, as 
observed. Second, we have chosen a 
model which permits only two-dimen- 
sional pressure gradients. Any three- 
dimensionality would cause both the 
pore pressure field and the aftershock 
frequency to decay more rapidly. 
Finally, there are myriad inhomogenei- 
ties and nonlinearities that we have not 
considered. These include spatial varia- 
tions of the various parameters, the 
pressured dependence of the permeabil- 
ity, and the coupling between the elas- 
tic and fluid flow problems referred to 
in (10). 

We thus conclude that the flow of 
groundwater can provide the viscous 
element necessary to produce after- 
shock sequences. Changes in fluid pore 
pressure induced by earthquake faults 
are comparable with stress drops on 
faults and could therefore have a first- 
order effect on rock strength. The range 
of possible values of the time constant 
for the pore pressure decay and the rate 
of decay of the aftershock frequency 
are in general agreement with observa- 
tions, although there is a clear need for 
more studies of the rate of decay during 
the first day after a major earthquake. 
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