
can proceed even though the winter 
chilling requirement (winter rest) of 
a tree has not been completed fully. 

Evidence from grafting experiments 
and chemical treatments to break win- 
ter rest, and studies of genetic varia- 
bility indicate that the processes and 
phenomena of dormancy are at least 
partially independent of each other. 
Different buds and branches and other 
parts of the same plant may initiate 
dormancy, break dormancy, and renew 
vegetative growth independently. 

Initiation and cessation of dormancy 
can be triggered by a number of en- 
vironmental variables: photoperiod, 
temperature, nutrition, water, an array 
of chemicals, and shock treatments. 
Dormancy regulation must either in- 
volve a variety of receptors or involve 
receptors that are responsive to a 
variety of stimuli. Unless dormancy is 
defined in a highly restricted sense. 
(that is, possession of chilling require- 
ment), it is hard to conceive of a 
single receptor or regulator that con- 
trols all of the phenomena of dor- 
mancy. A large number of genes are 
definitely involved and hence a large 
number of enzymes. The kinds of en- 
zymes, their numbers, and their con- 
centrations can be regulated by manip- 
ulating the environment. 
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The high reflectivity of smooth metal 
surfaces is among their most familiar 
physical properties. At room tempera- 
ture, electromagnetic radiation is ef- 
ficiently reflected at all frequencies be- 
low the ultraviolet region. Since this 
screening or skin-effect phenomenon 
results directly from the metal's large 
electrical conductivity, it is somewhat 
of a paradox that purification and cool- 
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ing to liquid helium temperatures both 
greatly increase the direct current (d-c) 
conductivity and yet create "windows" 
or regions of partial transparency in 
the audio, radio, and microwave fre- 
quency ranges. In fact the windows 
are magnetotransparencies which re- 
quire the presence of strong magnetic 
fields to curl the conduction-electron 
trajectories into cyclotron orbits. These 
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changes in trajectory seriously modify 
the screening characteristics of the con- 
duction electrons. 

The ability of ionized gases or fluids 
(plasmas) to support a variety of 
harmonic disturbances (waves) and to 
transmit them many wavelengths is 
well known (1). The study of such 
phenomena in semiconductors, semi- 
metals, and metals-solid-state plasma 
physics-has become an active branch, 
during the pabst decade, of the investi- 
gation of the electronic properties of 
solids (2). Research activity has been 
particularly fruitful in the case of the 
simplest metals-the light alkali metals 
sodium and potassium-in which the 
greatest variety of wave propagation 
phenomena has been observed; also the 
nearly total absence of band-structure 
complexities in these metals greatly 
facilitates comparison of theory and 
experiment. In this article the various 
plasma and spin-wave excitations thus 
far discovered in the alkali metals are 
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qualitatively reviewed with emphasis 
on the specific information which these 
rather novel experiments have pro- 
vided about the collective behavior of 
conduction electrons. 

Certain of these wave excitations are 
closely associated with magnetic reso- 
nances in both the orbital and spin 
degrees of freedom and are explicitly 
sensitive to many-body interactions 
(correlation and exchange). Such col- 
lective forces are usually accounted for 
in rather ad hoc fashion in normal 
metals where, in most circumstances, 
the conduction electrons behave as in- 
dependent particles subject to the Pauli 
exclusion principle. Certain plasma 
waves, however, probe the metal in a 
more revealing fashion than do most 
other phenomena. Their quantitative 
explanation requires a description in 
which the electronic interactions are 
more precisely taken into account via 
the Landau theory of Fermi liquids. 
In an effort to introduce such compli- 
cations gradually, the various waves 
are presented in order of increasing 
sophistication instead of the historical 
order of their discovery. 

Simple Metals 

The basic premise of the band theory 
of metals is that each delocalized 
valence electron, one per atom in the 
case of the alkali metals, may be 
thought of as an independent particle- 
wave entity with electric charge e, 
crystal momentum p, and spin angular 
momentum S. The periodic lattice po- 
tential felt by an individual conduction 
electron is due to the essentially static 
positive-ion cores, which are screened 
by all the other mobile electrons. The 
resultant set of allowed single-particle 
energy states constitutes the conduc- 
tion band. The states are filled accord- 
ing to Fermi-Dirac statistics to satisfy 
the exclusion principle requirement 
that each state be occupied by at most 
two electrons of antiparallel spin. Even 
at the absolute zero of temperature 
the states are filled up to an energy 
EF 3 electron volts, which defines 
the Fermi surface in crystal momentum 
space (see Fig. 1). Although in most 
metals the Fermi surface is quite com- 
plicated, in sodium and potassium the 
screened lattice potential is so smooth 
that their Fermi surfaces are almost 
exactly spherical and correspond to the 
isotropic parabolic energy band E = 
p2/ 2m of Fig. 1. The band mass, m, 
differs very little from the free-electron 
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p2/2m) filled to the Fermi energ 
map of PF in three dimensions i, 
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enhancement of the conductic 
effective mass. 

value mo because of the sr 
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However, electrons at tt 
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description. Correlations in t 
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their Coulomb interaction 
electron coupling) as well as 
like local deformation of 1 
lattice (electron-phonon 
cause these observable conduc 
trons to have an effective 
significantly greater than mo. 
ference is schematically indic 
band distortion at the Fern 
in Fig. 1.) In sodium and 
the ratio m*/mo is 1.24 and 
spectively. The velocity of tl 
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per second, is correspondingl3 
because the Fermi momentum 
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between electrons on the Ferm 

Similarly X, the tempera 
pendent paramagnetic suscepi 
the electrons at the Fermi c 
also appreciably larger than 
electron value Xo. The enh 
of the susceptibility is ever 
than the enhancement of the 
mass and is caused by spin-c 
exchange forces also not acco 
in the purely statistical treat 

To the extent that the inc 

m* and X over their free-electron 
values are considered to be weak cor- 
rections (renormalizations) of the 
band description these modified elec- 
trons (quasiparticles) may still be 
treated as statistically independent en- 
tities. The mass and susceptibility en- 
hancements will therefore be called im- 
plicit many-body effects, reserving the 
label explicit for higher-order interac- 
tion effects which go beyond the spirit 
of the nearly-free-electron description. 
The explicit many-body effects do not 
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pF of metals so the experimental demon- 
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A plane electromagnetic wave trav- 
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ways not 3 X 010 centimeters per second. The 
the band wave number is entirely real because 
their mo- there is no damping. When the wave is 

part of normally incident on the flat surface 
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ni energy 
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k = ko (e)1/2 (1) 
If the medium is a good insulator e 
and, therefore, k are real so the pene- 
trating wave component continues to 
travel without damping. 

If the medium is in the form of a 
plane-parallel slab the penetrating wave 
will be partially internally reflected at 
the second surface and partially trans- 
mitted. Standing-wave resonances of 
the internally reflected component will 
occur if the slab thickness L is equal 
to an integral number of half-wave- 
lengths (kL = n7r, where n is an inte- 
ger). By varying the frequency a set 
of transmission peaks (reflection dips) 
may be observed which reveal any 
frequency dependence (dispersion) of 
the dielectric constant. This basic experi- 
mental technique (Fabry-Perot reso- 
nance) carries over into the world of 
metals with many differences of detail. 

The total dielectric "constant" of 
a medium having a finite electrical con- 
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ductivity r is the sum of contributions 
from the immobile constituents re and 
from conduction currents 

4iw e-- EZ+ i (2) 

Ignoring, for the moment only, any 
dependence of r on the wave number, 
its frequency dependence is given by 

Ner 3 
m*(1 + iwr) 

where r is the mean time between scat- 
tering of the conduction electrons by 
imperfections or vibrations of the ion- 
core lattice ( - 10-14 second in 
metals at room temperature), and N 
is the conduction-electron density. The 
magnitude of the conductivity de- 
fines a characteristic plasma frequency 
op = (4xrNe2/m* ) I 1016 radians per 

second at electron densities in metals. 
For frequencies such that or > 1 the 
simple expression. 

dipl-l the -dci (4) 

displays the inductive shielding of con- 
duction currents (e negative, k imagi- 
nary) when o < o,p and the more usual 
dielectric behavior for o > op. Such a 
transition from a reflecting to a trans- 
mitting state of a plasma is familiar in 
the case of the ionosphere where broad- 
castband signals are reflected down to 
over-the-horizon receivers whereas 
higher frequency FM and television 
signals are limited to line-of-sight prop- 
agation. 

In metals electron scattering be- 
comes important at infrared and lower 
frequencies (or < 1) and leads to re- 
sistive dissipation as well as inductive 
shielding. However, the penetration or 
skin depth ~ l/ kl remains small 
(8 , 10-4 centimeter at microwave 

frequencies) and the reflectivity cor- 

respondingly high (99.9 percent or bet- 
ter). In order to observe relatively un- 

damped wave propagation in metals 
at frequencies below the plasma fre- 
quency it is necessary to greatly in- 
crease the scattering time r. This can 
be done by cooling highly purified and 
unstrained metals to liquid helium tem- 

peratures, at which scattering from lat- 
tice vibrations, defects, and impurities 
is minimized. In the case of sodium 
and potassium the increase in r 
amounts to a factor of ~ 104 in care- 
fully distilled samples (factors as large 
as 106 have been observed in certain 
other metals). 

It might appear that increasing r 
would simply extend to lower fre- 
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Fig. 2. A highly schematic view of a heli- 
con wave transmission experiment; neces- 
sary details such as Dewar vessels have 
been omitted for clarity. A fraction of the 
driving signal is used to provide a phase 
reference (indicated by the dashed con- 
nection) for the detector. The magnetic 
field H and wave vector k are applied 
normal to the plane of the sample. 

quencies the region of loss-free total 
reflection mentioned above. That this 
is not so results from the changed 
spatial character of the electron mo- 
tion. Although at room temperature 
the mean-free-path between scattering 
events A = VFr is - 100 angstroms, it 
becomes - 0.1 millimeter in the pure 
cold metal; and as soon as the mean- 
free-path becomes appreciably greater 
than the skin depth the nature of the 
reflection phenomenon changes subtly. 
Now electrons moving at large angles 
with respect to the metal surface par- 
ticipate in the shielding process over 
only a small fraction of their free pa'th. 
They are then said to be ineffective. 
Only the conduction electrons traveling 
at angles less than 8/A with respect to 
the surface are truly effective over their 
entire trajectories. Thus, the high fre- 
quency skin depth is "anomalous" be- 

Fig. 3. The upper graph shows the varia- 
tion of helicon wave number versus mag- 
netic field strength in potassium metal at 
200 kilohertz. The solid curve, including 
corrections for short wavelengths, deviates 
from the simple H-'2 behavior. Damping 
due to doppler-shifted cyclotron resonance 
sets in near 5 kilooersteds. The lower trace 
shows the corresponding variations in 
amplitude and phase (with reference to 
the driving signal) of the signal trans- 
mitted through a slab of thickness L = 1 
millimeter. 

cause it does not decrease very much 
below 100?K as does the d-c resistance 
of the metal (3). Furthermore, the 
structure of the damped penetrating 
wave is changed because the ineffective 
electrons do carry small amounts of 
energy deep into the metal. 

It is this ability of the long conduc- 
tion-electron trajectories to transport 
electromagnetic disturbances over ap- 
preciable distances and time intervals 
which leads to the existence of mag- 
netotransparencies. A magnetic field I 
exerts the Lorentz force ev X H/c per- 
pendicular to both H and to v,, the 
transverse component of an electron's 
velocity. The electron's trajectory is 
thus curled into a helical cyclotron 
orbit. The angular frequency of the 
transverse motion is oC = eH/m*c, the 
cyclotron frequency, and the radius of 
gyration is R - v/(o,. This motion is, 
of course, well defined only if o~r > 1 
or, correspondingly, A > R. Clearly, 
such cyclotron motion acts to reduce 
the metal's electrical conductivity trans- 
verse to the magnetic field. 

In fact the conductivity becomes a 
rather complicated (tensor) quantity re- 
lating current and electric field com- 
ponents which are perpendicular as well 
as parallel to each other. The conduc- 
tivity now depends not only on the 
driving frequency o in relation to op, 
and r but also on the direction and 
strength of the magnetic field, which 
determines wo. Furthermore, or now de- 
pends sensitively on the spatial varia- 
tion of any electrical disturbance in re- 
lation to the orbit radius R. With such 
a wealth of parameters to juggle it is 
not surprising that novel phenomena 
are observed! 

The Helicon 

The simplest, and most familiar of 
all solid-state plasma waves is a cir- 
cularly polarized electromagnetic exci- 
tation which propagates best along the 
magnetic flux lines at audio and radio 
frequencies. Because its electric (or 
magnetic) field vector traces a spiral 
path into the metal it is known as the 
helicon. The theoretical possibility of 
such a wave was predicted by Kon- 
stantinov and Perel (4) and by Aigrain 
(5) but the helicon was independently 
discovered experimentally in sodium 
netal by Bowers, Legendy, and Rose 
(6). It is closely related to radio-fre- 
quency "whistler" modes which travel 
hrough the ionosphere along the earth's 
ngagnetic flux lines. 
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A highly idealized experimental ar- 

rangement is shown in Fig. 2. An oscil- 
lator drives a transmitter coil placed 
near one face of a plane-parallel sam- 

ple and induces eddy currents on the 

sample's surface. A well-shielded re- 
ceiver coil at the other face picks up a 
fraction of any energy transmitted 

along 'the magnetic field which, in the 
helicon experiment, is perpendicular to 
the sample plane. By purposely mixing 
some of the driving signal with the 
transmitted component the detector is 
made sensitive to the phase of the trans- 
mitted wave. A variety of other experi- 
mental arrangements have been used 
but this transmitter-receiver scheme is 
as sensitive as any of them and is 

conceptually very clear. 
The effect of the magnetic field on 

the dielectric response of the metal in 
this field-normal geometry is quite sim- 

ple if one thinks in terms of propaga- 
tion at wavelengths long compared to 
the maximal cyclotron radius Re = v/F 
Wc. Because of their circulation around 
the flux lines the electrons sense a much 
different frequency o ?+ t, depending 
on the sign of the field. If H is taken 
in the sense which turns the electrons 
in the direction of rotation of the cir- 

cularly polarized driving currents, the 
effective dielectric constant becomes 

2 
Cp 

l - - (5) o [W - We + (i/r)] 

In the high field limit where ,ec/(o and 

(Oc are large and if we neglect el (al- 
ways valid well below the plasma fre- 

quency) e further simplifies to 

COp2 e =-- (6) 
WWc 

Since c is entirely real the metal has 
been made transparent. Essentially the 
electrons "see" a negative frequency 
and therefore behave as a capacitive 
rather than an inductive medium. 

The variation of k = ko(e)`2 with 

magnetic field is shown in Fig. 3 for 
the case of potassium driven at 200 
kilohertz. The rapidly varying ampli- 
tude and phase of the transmitted signal 
are also sketched. Damping due to 
finite (cr prevents sharpening of the 

pattern by standing-wave effects though 
such spatial resonances are observable 
in some metals. 

Beyond its esthetic appeal the exper- 
iment measures the ratio wp2/ro cc Ne, 
the charge density of the metal. In this 
sense the helicon is an alternating cur- 
rent version of the Hall effect, capable 
of high precision due to its spectro- 
scopic character. 
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Fig. 4. The Azbel'-Kaner cyclotron reso- 
nance geometry. I'he path of an effective 
electron is traced. Effective electrons re- 
turn repeatedly to the skin-effect region 
where they act to screen the metal when 
they are in phase with the surface cur- 
rents. 

The long wavelength assumption 
(kRe < 1) may obviously be fulfilled at 

sufficiently high magnetic field strengths 
and, equally obviously, must break 
down at sufficiently low field strengths. 
The mathematics then becomes more 

complicated, but the result is that k 
increases even more rapidly as the mag- 
netic field decreases (Fig. 3). 

Another effect of greater importance 
intrudes as kRe -> 1. An electron spiral- 
ing around the flux lines is also, in gen- 
eral, traveling very rapidly along them 
with some fraction vll of the Fermi 

velocity vF. It senses the helicon fre- 

quency to be doppler-shifted to (oDS= 

kvll - . If the -shifted frequency is 

equal to that of the electron's transverse 
cyclotron motion the electron is stead- 

ily accelerated 'by the helicon electric 
field and, in turn, this damps the wave. 
Since vil may range from +VF to -v, 
and ro is negligibly small compared to 
Co the helicon is cyclotron damped at 
all wave vectors larger than kvF = w, 
(or kR- = 1). The resulting cutoff of 
the transmission, shown in Fig. 3, pro- 
vides a measurement of the product 
m*v, that is, the Fermi momentum 

pp. This cyclotron damping effectively 
confines the study of helicons in metals 
to the region below 1000 megahertz in 

presently available magnetic fields. 

Cyclotron Waves 

Even though the helicon propagates 
freely in simple metals only at fre- 

quencies well above the cyclotron res- 
nance io = o, it is clearly the interplay 
of these two frequencies which dom- 
inates the phenomenon. By rotating the 

magnetic field into the plane of the 

sample it is possible to observe an 

entirely new class of plasma waves 
that are very closely related to the cy- 
clotron resonance and its harmonics, 

o0 = o 2o,? 3c, and so on. 

The importance of the field-parallel 
geometry was first pointed out theo- 

retically by Azbel' and Kaner (7). They 

showed that well-defined changes in 
the anomalous skin-effect dissipation 
would occur at o = nwo because cyclo- 
tron motion of the most effective elec- 
trons brings them repeatedly back into 
the surface region (see Fig. 4). At res- 
onance the electrons always return in 

phase with the driving electric field, and 
this results in improved shielding of 
the metal. Such experiments are per- 
formed at microwave frequencies, ow 
1011 radians per second, to satisfy the 

requirement that rt > 1. Azbel'-Kaner 
resonances were first observed by Faw- 
cett (8), and since then the experiment 
has been widely exploited as the most 
direct and precise means of determining 
the effective mass of conduction elec- 
trons in metals. In sodium and potas- 
sium, Grimes and Kip (9) measured 

m*/mo = 1.24 and 1.21, respectively, 
the mass enhancements resulted from 
electron-electron and electron-phonon 
interactions as mentioned earlier. 

Going beyond the single-particle 
aspects of this geometrical configura- 
tion Kaner and Skobov analyzed the 
total dielectric response, seeking wave 

propagation perpendicular to the mag- 
netic field (10). They found that weakly 
damped collective excitations should 
exist near each of the cyclotron res- 
onances with short wavelengths com- 

parable to the anomalous skin depth. 
However, the first experimentally ob- 
served wave propagation near the 
Azbel'-Kaner resonances was shown to 
occur with much longer wavelengths, 
(11). Recently it has become apparent 
that these cyclotron waves, sometimes 
known as high-frequency waves to dis- 

tinguish them from helicons, are at the 

long wavelength limit of the dispersion 
curves calculated by Kaner and Skobov 

(12, 13). Qualitatively similar wave 

propagation transverse to the magnetic 
field near the cyclotron resonance and 
its harmonics occurs in gaseous plasmas 
where the excitations are known as 
Bernstein modes (14). 

Because the full mathematical treat- 
ment is difficult to follow, it may be 
more useful to illustrate the nature of 

cyclotron waves with the simplest ex- 

ample. Under long mean-free-path con- 
ditions the current at a given point and 
time in the metal is proportional to the 
net velocity of the electrons passing 
through that point. Not only are the 
electrons accelerated by the electric 
field at the point itself but they bring 
with them the effect of electric fields at 
other points and earlier times, back to 
their most recent scattering events. If 
the sum of these local and nonlocal 

39 



so 

0O 

l0 
go 

40 

30 

20 

10 

o- 

0 0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0 

wc/o 

Fig. 5. Cyclotron wave dispersion curves 
originating at the Azbel'-Kaner cyclotron 
resonances w, = w/n. The wave number 
k is normalized to the maximal cyclotron 
orbit radius R for to = w. The large k 
regions (Kaner-Skobov regime) have not 
been observed directly but the behavior as 
k -> 0 has been verified. 

contributions can be made to very 
nearly cancel each other for some com- 
bination of k, o and to the correspond- 
ing conductivity becomes vanishingly 
small and energy propagates. Near the 
fundamental cyclotron resonance (tw, 

o) and in the limit of long wavelengths 
(kRc < 1) the effective dielectric con- 
stant for currents polarized parallel to 
the magnetic field is 

C[1 + <- (kR,) 
(7) 

* --Aw2 (7) 

The second term in the brackets is the 
nonlocal contribution which, because 
of its resonant denominator, is able to 

Fig. 6. This expanded view of Fig. 5 il- 
lustrates the effect of a finite correlation 
parameter A2 on the long wavelength dis- 
persion of the cyclotron wave originating 
at wt, = w in the current-parallel-to-field 
polarization. 

40 

cancel the first term, the local contribu- 
tion, for to) just slightly greater than o. 

When this approach is carried out for 
arbitrary wavelength and all values of 
the ratio toe/to the result is a series of 
dispersion curves k,(o)/to), each orig- 
inating at a cyclotron resonance, to0 = 
Wo/n, as shown in Fig. 5. In the term- 
inology of the gas plasma physicist 
these are the "ordinary" modes. If the 
driving currents are polarized perpen- 
dicular to the magnetic field, similar but 
more oscillatory dispersion curves are 
again found to the high-field side of 
each cyclotron resonance (13) and are 
called "extraordinary" modes. 

Experimentally, most of the long 
wavelength features of the cyclotron 
waves at oc near to and o/2 have been 
verified in thin plates of potassium (12, 
15) and, to a lesser extent, in sodium 
(16), where lower t0 values complicate 
the analysis and damp the waves. A 
minor discrepancy in the intercept of 
the dispersion curve corresponding to 
Eq. 7 has been reliably established, 
however, in both metals. In each case 
the k -> 0 limit of the curve falls a few 
percent higher in magnetic field than 
would be expected from the well-estab- 
lished effective mass values. Although 
modest in magnitude these deviations 
prove to be due to the residual (ex- 
plicit) quasiparticle interactions not 
properly taken into account in the near- 
ly-free-electron model. 

Recently, Henningsen (17) has dem- 
onstrated in metallic silver that the 
large wave number regime of the cyclo- 
tron waves (kR > 1) is also experi- 
mentally accessible in the extraordinary 
polarization. Preliminary data for potas- 
sium (18) confirm the expected oscil- 
latory character of the dispersion 
curves. 

Explicit Many-Body Interactions 

In the case of weakly excited states 
of the degenerate Fermi distribution 
that act as nearly decoupled quasipar- 
ticles of mass m* the residual inter- 
actions are most directly described by a 
theory originally devised by Landau 
(19) for liquid He3. The extension to 
charged entities was made by Silin 
(20). The microscopic justification of 
the Landau-Silin phenomenological the- 
ory (21) and the decomposition of its 
parameters into electron-electron and 
electron-phonon contributions (22) are 
formidable topics which we shall 
ignore. 

It may, however, be of help to draw 
an analogy between the concept of a 
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Fig. 7. The upper curve shows correlation- 
induced dispersion calculated by Cheng, 
Clarke, and Mermin (24) for A.2 = 
- 0.03; A = 0, I 3; as in potassium. 
Lower trace shows the absorption experi- 
mentally observed by Baraff, Grimes, and 
Platzman (25). 

quasiparticle in the interacting conduc- 
tion-electron system and the concept of 
a phonon in a crystal lattice. Rather 
than treat the complicated and highly 
correlated mechanical oscillations of the 
ions or atoms about their equilibrium 
positions on an individual basis it 
proves vastly more revealing to speak 
in terms of lattice waves or normal 
modes whose frequencies (energies) and 
wave numbers (momenta) are quan- 
tized. These particle-wave entities, the 
phonons, are completely decoupled 
from one another if the binding forces 
on the ions are harmonic. They may 
also scatter off of each other, while 
total energy and momentum are con- 
served, if the forces are somewhat an- 
harmonic. In the case of the coupled 
electron fluid or Fermi liquid the anal- 
ogous collective entities are the quasi- 
particles. They are never completely 
decoupled, however, and the object of 
the Landau-Silin theory is the descrip- 
tion of the residual interactions. 

From the experimental viewpoint it 
is sufficient that quasiparticles are 
weakly coupled via a two-body scatter- 
ing function f(p,S;p',S'). In the ab- 
sence of appreciable spin-orbit coupling 
f may be divided into a spin-inde- 
pendent correlation component fS(p,p'), 
which influences only electrical phe- 
nomena, and a spin-dependent part 
fa(p,pt)S S'. The latter exchange cou- 
pling affects magnetic properties. In an 
isotropic system the magnitudes of p 
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and p ' are essentially the Fermi mo­
mentum pw. The functions / s and / a may 
therefore be expanded in a Legendre 
polynomial series in p • p ' = cos $: 

f = y ^ i p i P e ( c o s 0 ) (8) 
1=^0 

too surprising because the coupling to 
modes entirely dependent on correla­
tion effects for their existence is ex­
pected to be extremely weak and there­
fore very difficult to discern against 
the background of nearly-free-electron 
modes and the single-particle AzbeF-
Kaner resonances. 

/*.= / BipiPt(cosd) (9) Correlation Dependent Modes 

where the p? = 7r 2 (2 /+l ) /m*/? F serve 
to make the coefficients A% and B% di-
mensionless. The sets of electric and 
magnetic coefficients are the Fermi-
liquid parameters which, together with 
m*? completely describe the excitations 
near the. Fermi energy of the electron 
fluid. 

It is possible to argue rather general­
ly that the electric coefficients, Ah 

should be expected to significantly in­
fluence transport properties only if, kvw, 
<o, and <dc are all roughly comparable. 
This is exactly the situation in the case 
of the cyclotron waves but is not prac­
tically attainable for helicons. As if to 
compensate for this the correlations ac­
tually introduce new modes in the field-
normal geometry near m = <oc, well be­
low the cyclotron damping frequency 
of the helicon. These will be briefly 
discussed later. 

The effects of nonvanishing A% on 
the cyclotron waves are most easily 
evaluated in the long wavelength limit. 
In principle each of the cyclotron res­
onances becomes a set of discrete sing­
ularities at to = <*>iw.= «ft>c(l + At). In 
present practice neither A0 nor At mea­
surably affect the plasma waves. A0 in­
fluences only charge separations, which 
are always negligible for co < <op. A1 

influences only finite current flow 
whereas, at long wavelengths, the cyclo­
tron waves correspond almost exactly 
to zeroes of the microwave conductiv­
ity. Finally at A2 and the higher order 
Ai observable effects are possible be­
cause these coefficients couple the more 
complicated electron velocity changes. 

The effect of A2 is to shift the long 
wavelength intercept of the mode of 
Eq. 7 from <o = coc to <a = toc(l + A2). 
The excellent fit to the experimental 
dispersion data for potassium (Fig. 6) 
was calculated for A2 = —0.03, A% = 0 
for all 1^3 (23). A similar analysis 
yields A2== — 0.05 in sodium. The 
higher order parameters appear to be 
quite small, | A3 | < 0.01, in both 
metals. No evidence for new modes 
originating at the predicted extra singu­
larities has been observed. This is not 

The possibility of detecting weakly 
coupled modes becomes significantly 
greater if one returns to the field-nor­
mal geometry. Cheng, Clarke, and Mer-
min (24) find that, in this case, correla­
tions do indeed introduce new long 
wavelength modes slightly shifted from 
m = o>c, a region where no other phe­

nomena are expected to occur. For the 
case ^i2 = - 0 . 0 3 (all higher At = 0) 
appropriate to potassium they predict a 
new transparency whose k — 0 inter­
cept lies at <ae = <*>/(! + A2) and which 
becomes severely cyclotron damped at 
o>c = <a[(l + 5A2)/(l + A2)J as shown 
in Fig. 7. Although no clear-cut inter­
ference pattern has been observed, 
Baraff, Grimes, and Platzman (25) have 
found a well-defined absorption peak 
in potassium in the appropriate field 
range. This appears to only be attrib­
utable to increased penetration of mi­
crowaves into the metal surface due to 
the correlation-dependent mode. No 
evidence has been found for other 
modes which should exist in this region 
if the higher order A% were of signifi­
cant magnitude. 

n = 1 n = 0(ESR) 
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n = 4 n = 3 n = 2 n = l n = 0(ESR) 
Fig. 8. Microwave transmission through sodium metal by diffusion of resonant conduc­
tion electrons and excitation of standing spin waves [after Schultz and Dunifer (2(5)]. 
The upper trace shows the intense narrow CESR line due to the uniform precession 
mode (n = 0) and the first sideband due to nonuniform precession of wavelength X = 
2L, /i = 1. The lower trace shows the first four sidebands and a comparison with theo­
retical points computed using the theory of Platzman and Wolff (27). 
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Paramagnetic Spin Waves 

By ignoring the historical order of 
events the most striking evidence of 
wave propagation entirely due to many- 
body interactions has been left until the 
end of the story. While examining the 
microwave transmission occurring at 
conduction electron spin resonance 
(CESR) Schultz and Dunifer (26) dis- 
covered a series of extra transmission 
peaks of alternating phase. These lay to 
the low-field side of the resonance in 
the field-parallel geometry and moved 
to ,the high-field side when the magnet 
was rotated normal to the plate. Platz- 
man and Wolff (27) attributed this phe- 
nomenon to standing spin waves that 
resulted from exchange coupling be- 
tween the quasiparticle spins described 
by the antisymmetric interaction func- 
tion fa(p,p')S ? S'. 

The presence of a magnetic field 
causes the small number of unpaired 
spin magnetic moments in the vicinity 
of the Fermi level to precess at the ang- 
ular frequency o,s = g/3H where fl = 

eH/2moc is the Bohr magneton. The 
g factor in the light alkali metals is 
quite close to the free-electron value 
2.0023 because their spin-orbit coup- 
lings are very weak. Such decoupling 
is essential in the separation of the in- 
teraction function f into independent 
correlation and exchange contributions. 
The weak spin-orbit coupling also leads 
to a spin precession lifetime T1 very 
much longer than the orbital collision 
time r. Thus even at room temperature 
the nonequilibrium magnetization cre- 
ated in the skin-effect region of a metal 
at o = o), (analogous to paramagnetic 
resonance of localized unpaired mag- 
netic moments in insulators) is carried 

deep within the metal. In this manner 
electromagnetic energy may be trans- 
ported in the spin system to be radiated 
at the far surface of an appropriate 
slab. The characteristic "spin depth" 
aS = v(2T1r/3)/2 is the result of a 
random walk or diffusion of T1/r steps 
during the decay time T1. 

At low temperatures this process be- 
comes anisotropic as r becomes larger, 
and the orbital motion in the magnetic 
field is curled into the helical cyclotron 
orbits. If, in addition, exchange forces 
tend to align adjacent spin magnetic 
moments the transport of magnetiza- 
tion loses its diffuse character and be- 
comes a wavelike process with a well- 
defined wave number determined by 
the interplay of spin precession and 
cyclotron transport. There is only a 
qualitative analogy between these very 
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weak spin waves and the more familiar 
ferromagnetic spin waves which are 
more readily observed in strongly fer- 
romagnetic metals such as nickel and 
iron where large exchange forces dom- 
inate the entire behavior of the un- 
paired electrons. 

Because the magnetization is so small 
in the alkali metals the complete bound- 
ary value problem can be solved ac- 
curately; this is evident in Fig. 8 where 
the experimental and theoretical trans- 
mission spectra for sodium are com- 
pared. The response of the spin system 
is given by the generalized magnetic 
susceptibility 

x(k,w,ws) = 

Xstatic s - - (i/;T) -ik2D (10) 

analogous to the generalized electrical 
conductivity discussed earlier. In the 
limit k -> 0, X is resonant at o = o) in 
the usual CESR fashion but also has 
a wave-number dependent spin-wave 
character given by s - o - ik2D = 0. 
The "diffusion constant" 

VF2r D = (1 + Bo) (1 + B) X 3 
Cos2 A sin2 A () 

x2 X +W CcI (T) 

where 

B0 - BN X = 1-i 1= B) i CST (12) +(Bo-B 
contains both the anisotropic influence 
of cyclotron motion via the angle A 
between k 'and H and the exchange 
coupling via the two lowest-order mag- 
netic Fermi-liquid parameters B0 and 
B1. Careful measurements of the ang- 
ular dependence of the spin-wave peaks 
and of the sample thickness yield values 
of Bo = -0.18 and B1 = 0.05 for sodi- 
um, Bo = -0.26 and B = -0.01 for 
potassium (28). 

Two other effects of the exchange 
interaction are also inherent in Eq. 10. 
Both the static Pauli susceptibility and 
the spin lifetime T1' are enhanced over 
their free-electron values by the lowest 
order parameter Bo: 

Xstatic =Xom /m(1 + Bo) 

and 

T' = T1/(l + Bo) 

In the case of Xstatic it is possible to 
deduce Bo from a careful magnetization 
experiment; but the spin waves are 
likely, because of their spectroscopic 
character, to prove a more accurate 
probe. 

Conclusion 

A wealth of new phenomena and of 
quantitative information, much of it 
unobtainable by other means, has been 
provided by studies of wave propaga- 
tion in the conduction-electron plasmas 
of sodium and potassium. It appears to 
be generally true that "where there are 
resonances there are waves." The direct 
experimental observation of explicit 
many-body effects has had particular 
interest for the study of the funda- 
mental properties of the interacting 
electron fluid. Similar investigations 
will prove rewarding in the heavier al- 
kalis and even in metals where band 
structure effects play a dominant role. 
However, analysis of these cases will be 
much more difficult in practice if not 
in principle. 
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