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sure, we have no simple way of observ- 

Just as the theory of atomic struc- 
ture grew from spectroscopic observa- 
tions of transitions in the atomic shell, 
so nuclear theory has developed from 
studies of the radiations emitted in nu- 
clear transitions. But while the light 
produced or absorbed in atomic transi- 
tions is easy for us to see and mea- 
sure, we have no simple way of observ- 

The authors are with the Lawrence Radiation 
Laboratory, Berkeley, California 94720. Fred 
Goulding is leader of the semiconductor detector 
group, and Yvonne Stone is a science writer 
with the information division. 

280 

The authors are with the Lawrence Radiation 
Laboratory, Berkeley, California 94720. Fred 
Goulding is leader of the semiconductor detector 
group, and Yvonne Stone is a science writer 
with the information division. 

280 

ing nuclear radiations, which may be 
charged particles (electrons, positrons, 
protons, and heavier nuclear constitu- 
ents), or electromagnetic radiations of 
very short wavelength (gamma rays). 
Necessarily then, the progress of nu- 
clear physics has closely followed the 
development of new means of detect- 
ing and measuring nuclear radiations. 

In the past decade, we have wit- 
nessed a major revolution in nuclear 
experiments as a new device, the semi- 
conductor radiation detector, has ap- 
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peared on the scene, providing rela- 
tively simple and accurate methods of 
measuring the energy of many of the 
radiations produced in nuclear pro- 
cesses. Knowledge of fission and of the 
structure of nuclei, detection of new 
transuranic elements and determination 
of their properties, and exploration of 
the nuclear surface all have advanced 
because of the development of these 
new detectors. 

Even outside the field of nuclear 
physics, the influence of these detectors 
is being strongly felt. In archeology, 
because of semiconductor radiation de- 
tectors, specimens can now be analyzed 
in fine detail by observing the gamma 
rays emitted from a sample after neu- 
tron bombardment in a reactor, or by 
observing the characteristic fluorescent 
x-rays produced when a sample is ex- 
posed to an x-ray or gamma-ray source. 
Biology, geology, mining, criminology, 
and many types of industrial processing 
have taken advantage of this new ana- 
lytical tool. 

The power of semiconductor detec- 
tors in analysis is graphically illustrated 
by comparing the gamma-ray spectra 
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shown in Fig. 1. The ordinate is a 
measure of the intensity of the gamma 
rays emitted from the sample; the ab- 
scissa shows their energy. The wealth 
of fine detail seen in the spectrum pro- 
duced by the semiconductor detector 
is totally absent in that produced by 
its predecessor, the scintillation detec- 
tor. 

Radiation Energy Determination 

by Ionization 

The methods of detecting and mea- 
suring the energy of nuclear radiation 
depend finally on the effects of charged 
particles, even if this radiation is elec- 
tromagnetic in nature (gamma rays) 
or consists of uncharged particles (neu- 
trons, neutrinos, neutral mesons). The 
conversion process by which charged 
particles are produced from the others 
might be a "knock-on" effect, such as 
the production of high-energy protons 
by neutrons passing through hydrogen- 
ous material; or a photoelectric or other 
interaction in which gamma rays re- 
lease electrons; or possibly a nuclear 
reaction in which a charged particle 
is one of the end products. In all cases, 
the conversion process must be taken 
into account in interpreting the results. 

Only two fundamental methods of 
determining the energy of charged par- 
ticles are available. If the particles are 
bent in a precisely known uniform 
magnetic field, as in a magnetic spec- 
trometer, their momentum can be mea- 
sured; then if their mass is known, their 
energy is determined. While this tech- 
nique can provide very precise deter- 
minations of energy (accuracies ~ 0.01 
percent), magnetic spectrometers are 
large and expensive and cover only a 
limited range of energies. The second 
basic method of finding the energy of 
charged particles utilizes the ionization 
produced by their passage through 
matter. Although individual exchanges 
of energy between a particle and the 
electrons in matter vary greatly in size, 
a well-defined average amount of 
energy is absorbed from the particle for 
each elementary charge it releases along 
the ionization track. Therefore, if the 
particle's energy is totally absorbed in 
a piece of material (that is, if the par- 
ticle stops in it), the ionization pro- 
duced in the material is a direct mea- 
sure of the particle's energy. 

Ionization occurs in all materials. In 
making detectors, our problem is to 
select materials in which the products 
of ionization-positive and negative 
16 OCTOBER 1970 

free charges-can be measured. Some- 
times, a secondary effect of the free 
charge can be utilized; the operation 
of scintillation detectors, for example, 
depends on light emission from certain 
crystals, plastics, or liquids after their 
excitation by the ionization process. In 
certain cases, direct collection of the 
charge to produce a measurable current 
in an external circuit can be achieved: 
only gaseous ionization detectors and 
semiconductor detectors have adequate 
charge collection properties to warrant 
their being considered for spectrom- 
eters. Semiconductor detectors have 
many advantages over gaseous ioniza- 
tion chambers and scintillation detec- 
tors; the fact that virtually all nuclear 
spectroscopy now uses semiconductor 
detectors is proof of their value. The 
basic reasons are the following. 

1) Solids are about 1000 times as 
dense as gases, and therefore much 
smaller thicknesses are needed to ab- 
sorb radiation. Because of this, gaseous 
ionization chambers can be used only 
for measurements of slow-moving 
highly charged particles which produce 
short dense ionization tracks, but semi- 
conductor detectors can be used for a 
much wider range of types of radia- 
tion. 

2) The energy required to produce 
a single pair of elementary charges is 
much smaller in solids than in gases; in 
fact, the solids normally used in detec- 
tors produce about ten times the 
amount of ionization, compared with 

gases, for the same amount of absorbed 
energy. Consequently, electrical signals 
are larger, statistical fluctuations less 
important, and the energy resolution 
significantly better. 

3) In principle, the above advan- 
tages also apply to scintillation detec- 
tors; indeed heavy materials of high 
atomic number used as scintillators give 
even better absorption efficiencies than 
those achieved with our two common 
semiconductors, germanium and silicon. 
Whereas the average energy required to 
produce a fundamental excitation or 
ionization in a scintillator is less than 
in a gas, inefficient processes are un- 
fortunately involved both in the con- 
version of free electrons into light 
quanta by the scintillator and in the 
conversion of light quanta into elec- 
trons by the electron multiplier tube. 
Statistical fluctuations are very large, 
and the energy resolution suffers ac- 
cordingly. Semiconductor detectors usu- 
ally exhibit improvement in energy 
resolution of one to two orders of mag- 
nitude compared with scintillators. 

Charge-Production Process 

Production of ionization in a detec- 
tor material is vital to detector opera- 
tion and determines the basic limita- 
tions on performance. As it passes 
through a detector, a heavy charged 
particle interacts with atomic electrons 
via Coulomb forces, producing a large 

140.7 228.3 364.5 487.2 667.7 772.6 
Fig. 1. A complex gamma-ray spectrum, due to gross fission products, observed by a 
germanium detector (upper curve) and a scintillation detector (lower curve). 
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Fig. 2 (above). Passage of a heavy charged particle through a solid. 
Most of the energy is absorbed in producing electron-hole showers; at 
the end of the track, the particle becomes neutral and loses its remaining 
energy in atomic collisions. Fig. 3 (right). Three interaction mecha- 
nisms between gamma rays and the electrons in a material. In the photo- 
electric process nearly all the gamma-ray energy is transferred to the 
electron, which then produces a hole-electron shower. In the Compton 
process (billiard-ball collision), only a portion of the gamma-ray energy 
is given to the electron. Pair-production requires the expenditure of 1.02 
Mev to produce an electron-positron pair, which can happen only with 
high-energy gamma rays. The 1.02-Mev reappears as a pair of 511-kev 
gamma rays when the positron annihilates. One or both of these 511-kev 
gamma rays may escape from the detecting volume. The ionization sig- 
nal will therefore depend on whether single or double escape occurs. 

number of small energy exchanges 
(~ 100 electron volts) all along its 
track. Each electron set free initiates a 
shower of holes and electrons (Fig. 2). 
As the heavy particle slows down, elec- 
trons attach to it and it becomes neu- 
tral. Beyond this point its remaining 
energy is dissipated primarily in atomic 
collisions that set lattice atoms into 
vibration or permanently displace them 
from their normal lattice sites. In nor- 
mal circumstances, however, the frac- 
tion of an incident particle's energy lost 
in this radiation damage mechanism is 
very small. 

When gamma rays enter a detector, 
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any of three primary interactions may 
take place between the gamma rays 
and electrons: a photoelectric interac- 
tion, a Compton collision, or pair-pro- 
duction (Fig. 3). Whereas a photoelec- 
tric event produces an amount of ion- 
ization corresponding directly to the 
gamma-ray energy, Compton events 
produce a variable amount of ioniza- 
tion. Only if the degraded (less ener- 
getic) secondary gamma ray is fully 
absorbed can we get useful information 
from Compton interactions about the 
distribution of gamma-ray energies. 
Therefore, unlike. the case of heavy 
charged particles, where the amount of 
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ionization is almost the same for each 
member of a monoenergetic group of 
particles, the ionization produced by 
monoenergetic gamma rays is not con- 
stant. Instead, a statistical distribution 
of pulses of ionization is produced, 
containing well-defined peaks that can 
be used to determine gamma-ray ener- 
gies. The rest of the ionization pulses 
constitute an undesirable background 
which can be reduced only when a 
larger detecting volume is used to pre- 
vent the escape of degraded gamma 
rays. The difference between the ion- 
ization-pulse distribution for gamma 
rays and that for heavy charged par- 

0 10I 200 300 400 500 600 0 100 200 300 400 500 600 
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Fig. 4 (left). The gamma-ray spectrum from O0Co observed by a 
germanium detector. Note the two full-energy peaks due to the 1.16- 
Mev and 1.33-Mev gamma rays, and the Compton distribution at 
energies less than that of the peaks. The sharp drops in the curve at 
channels No. 680 and No. 790 are the so-called "Compton edges" cor- 
responding to the maximum collision energy given to electrons by 
1.16-Mev and 1.33-Mev gamma rays. Fig. 5 (above). The 42-Mev 
proton spectrum in germanium. There is a virtual absence of back- 
ground at energies lower than the peak. 
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Fig. 6 (left). Gamma-ray efficiency as a function of energy for a germanium 
detector 5 cm2 and 0.8 cm thick. Peak efficiency is defined as the ratio of 
counts appearing in the peak to the total number of photons entering the 
detector. Fig. 7 (above). The range of protons, deuterons, tritons, 8He, 
and alpha particles in silicon. 

tides is seen by comparing Figs. 4 
and 5. 

Another striking difference between 
gamma rays and charged particles is 
that gamma rays may pass through a 
detecting medium without interacting 
at all. In fact, the efficiency for detect- 

ing gamma rays and the probability of 
the energy of a gamma ray being totally 
utilized to produce ionization may be 
quite small, as shown in Fig. 6. On the 
other hand, all heavy charged particles 
are detected, even by very thin detec- 
tors. For their total energy to be ab- 

sorbed, however, the thickness of the 
detector must exceed the range of the 
particle in the detector material. Range- 
energy curves for a range of energies 
and several particles in silicon are 
shown in Fig. 7. 

The primary effect of radiation is to 
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Fig. 8 (left). The variation in value of e as a function of bandgap 
of a semiconductor. Experimental values are shown and compared with 
the theory of Klein (1). Fig. 9 (above). The energy resolution 
as a function of energy for silicon and germanium detectors. These 
curves take into account the basic statistical limitations involved in 
the charge-production process and in atomic collisons. The Fano factor 

3 F is assumed to be 0.08 for germanium, and 0.1 for silicon-the best 
experimental values yet observed. No account is taken of the amplifier- 
noise contributions to resolution. 
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release electrons and holes which travel 
at high velocities initiating showers of 
free electrons and holes, the final mem- 
bers of which are traveling at thermal 
velocities in the lattice. The energy of 
the radiation is expended partly in ex- 
citing electrons from the valence band 
of the solid-this we may consider use- 
ful work from the point of view of 
detectors-and partly in wasteful ex- 
citation of lattice vibrations. The per- 
formance of a detector material de- 
pends on how energy is shared between 
useful and wasteful work, and on the 
statistical fluctuations in this process. 
We can characterize the performance 
with the following variables: 

1) E, the mean energy required to 
produce a hole-electron pair; and 

2) F, the Fano factor, a smoothing 
factor applied to Poisson statistics to 
obtain the value of the fluctuations in 
the ionization produced in a material. 
Physically, the factor F represents the 
statistics of sharing of energy between 
ionizing processes and excitation of 
lattice vibrations. If the average num- 
ber of carriers produced is N, the mean 
square deviation, (n2), is given by 

(n2 ) = FN 

Theoretical (1) and experimental 
(2) studies of these parameters permit 
prediction of the value of e for differ- 
ent materials (Fig. 8) land accurate 
estimates of the energy resolution at- 
tainable in semiconductor detectors 
(Fig. 9). Allowance is made, in the 
case of heavy particles, for the statis- 
tics associated with the atomic-collision 
processes at the end of the track as 
analyzed by Linhard (3). No allowance 
has been made for the effects of noise 
in the electronic amplifier used with the 
detector. 

Charge-Collection Process 

A detector can be thought of as a 
block of material with electrical con- 
tacts attached to opposite faces, a struc- 
ture analogous to the parallel-plate 
gaseous ionization chamber. Free 
charges produced in the detector are 
collected by applying a high voltage 
across the block. The impulse of cur- 
rent flowing in the external circuit while 
the free charges are in transit measures 
the energy of the photon or particle 
producing the signal. This simple pic- 
ture of the operation of a semiconduc- 
tor detector focuses attention on two 
important requirements. 

1) The free charges-electrons and 
holes-must not recombine or be lost 
by becoming trapped before being col- 
lected; otherwise the total charge flow- 
ing in the external circuit will not be 
a true measure of the original ioniza- 
tion. In other words, the average life- 
time of a carrier before recombining, 
or being trapped, must be long com- 
pared with its transit time across the 
sensitive region, which can range from 
10-9 second to almost 10-6 second, 
depending on the design of the detec- 
tor. The detector material must be such 
that the mobility of charge carriers is 
high, so that their velocity will be high 
in reasonable electric fields. 

2) Spurious currents in the detector 
must be very small because signals pro- 
duced in the external circuit may be 
minute. As an illustration of the mag- 
nitude of the quantities involved, we 
can now measure 1-kev x-rays, each re- 
leasing an average of only 300 electrons, 
with a resolution [full width at half 
maximum (FWHM)] of about 100 ev. 
This implies a root-mean-square error of 
only about 15 electrons in the whole 

signal-measuring process, including con- 
tributions from the signal amplifier and 
those arising from spurious charges 
flowing in the detector. The need to 
reduce spurious current flow determines 
the structures chosen for detectors and 
influences the types and quality of the 
materials used. 

The ideal semiconductor detector 
consists of a thick slice of very pure 
material having almost no free car- 
riers of either type, with a positive 
electrode containing no free positive 
holes and a negative electrode contain- 
ing no free electrons. A close approxi- 
mation to such a structure is shown in 
Fig. 10. Heavy doping of the n layer 
almost totally suppresses its hole popu- 
lation; doping the p layer suppresses 
its free electrons. 

When voltage is applied to this 
structure in the direction shown in Fig. 
10, an electric field is produced 
throughout the bulk of the material, 
with the field lines terminating on the 
heavily doped surface layers. The di- 
rection of the electric field is such as 
to oppose injection of majority carriers 
from either contact into the bulk, al- 
though aiding injection of the minority 
(almost nonexistent) carriers. Contacts 
of the above type reduce the currents 
injected at the contacts almost to zero. 
The main sources of leakage in a de- 
tector then become charge generation 
and injection at the side surfaces of 
the material where the lattice suddenly 
terminates, and generation of holes and 
electrons in the main bulk of the mate- 
rial by thermal lattice vibrations that 
excite carriers from the valence into 
the conduction band (usually through 
the intermediary of traps). Lowering 
the temperature of the device, com- 
monly to liquid-nitrogen temperature 
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Fig. 10 (left). An ideal, fully depleted detector with heavily doped surface layers of opposite types. Fig. 11 (right). The com- 
mon junction detector in which the material is not fully depleted. 
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(77?K), reduces the current due to 
thermal excitation, although surface 
effects may still be present. Well-made 
small silicon detectors, for example, 
cooled to 77?K and shielded from in- 
frared radiation from the warm walls 
of the enclosure, exhibit leakage cur- 
rents as low as 10-14 ampere, corre- 

sponding to less than ten electron-hole 
pairs flowing across the detector in the 
few microseconds needed for measur- 
ing the ionization induced by radiation. 

A less ideal structure is shown in 
Fig. 11. Here the bulk p-type material 
is used for one noninjecting contact 
and the electric field only partially 
penetrates the material. In so doing, it 
drives free electrons and holes away 
from a region called the "depletion 
layer," whose thickness is proportional 
to the square root of the applied volt- 
age. The depletion layer forms the 
sensitive region of the detector, from 
which the free carriers produced by 
ionization can be collected. 

Detector Materials 

Our choice of materials for semicon- 
ductor detectors is very limited, prin- 
cipally by charge-collection considera- 
tions. For charge-carrier losses to be 
small during their transit across the 
detector, crystals that are nearly perfect 
are required; lattice imperfections can 
trap charge in transit and cause exces- 
sive leakage currents by acting as in- 
termediaries in the thermal excitation 
of carriers into the conduction band. 
So far, only silicon and germanium 
have performed adequately, although 
cadmium telluride shows promise (4). 
Materials with constituents of high 
atomic number are desirable as they 
are efficient absorbers of gamma rays 
by the photoelectric process. However, 
other considerations enter into the 
choice of material: for example, ger- 
manium cannot be used if room-tem- 
perature operation is required, because 
thermal excitation of carriers into the 
conduction band produces excessive 
leakage. If operation at still higher tem- 
peratures (>100?C) is necessary, even 
silicon is unusable; then silicon carbide 
or cadmium telluride become possi- 
bilities. 

Another factor has played a big part 
in the development of semiconductor 
detectors: namely, that the highest pur- 
ity silicon and germanium produced by 
standard zone-leveling and crystal- 
growing techniques contain about 1012 
impurities (either acceptors or donors) 
16 OCTOBER 1970 
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Fig. 12 (left). Fluorescence spectrum of x-rays from a target containing Mg, Al, and 
Si as seen by a silicon detector. The exciting source was a small x-ray tube (14). 
Fig. 13 (right). Fluorescence spectrum of x-rays from a A1203 target bombarded with 
Al x-rays from the Al anode of a small x-ray tube. The target was contained in the 
same vacuum chamber as the detector so that no absorbing material was present be- 
tween the target and the detector (15). 

per cubic centimeter. Application of 
reasonable voltages to a detector of the 
type shown in Fig. 11, made from this 
material, produces a depletion layer 
only 0.5 to 2 mm thick. Such detectors 
can be used in many applications; but 
their gamma-ray efficiency is low, and 
they are not thick enough to stop many 
of the particles of interest in nuclear 
physics. 

The inherent limitations of this mate- 
rial have been circumvented by "lith- 
ium drifting," a process invented by 
Pell (5) for compensating acceptor 
impurities with an interstitial donor 
(lithium). By this method both ger- 
manium and silicon can be produced 
with thick regions that exhibit almost 
no net impurity concentration. To make 
lithium-drifted detectors, lithium is 
evaporated onto and diffused into the 
face of a slice of p-type material at 
about 400?C to produce an n-p junc- 
tion; then with the temperature held 
high enough for the lithium ions to be 
reasonably mobile (20? to 50?C for 
Ge and 120? to 150?C for Si), a posi- 
tive voltage (500 volts) is applied to 
the lithium-doped side of the junction. 
Lithium ions drift in the electric field 
in such a way as to almost exactly com- 
pensate the acceptor impurity level in 
the material; in a week or two, a com- 
pensated region about a centimeter 
thick is produced. 

Such detectors are now used in a 
variety of applications; lithium-drifted 
silicon detectors are particularly impor- 
tant in nuclear-reaction studies with 
particles produced by accelerators, and 
in low energy x-ray work, while lith- 
ium-drifted germanium detectors are 
used mostly for gamma-ray spectros- 
copy. Germanium detectors having very 
large volumes can be made by means 

of the coaxial-drift technique (6), 
whereby lithium is drifted from the 
outer surface of a cylindrical block of 
germanium toward the middle; sensi- 
tive volumes of 50 cm3 are common, 
resulting in reasonably high gamma-ray 
detection efficiencies. In all work at 
very high resolution, cooling the detec- 
tor and the first signal-amplifying stage 
is necessary; cryostats cooled with 
liquid nitrogen are usually employed 
for this purpose. In other cases thermo- 
electric coolers are sometimes adequate. 

In spite of the value of lithium for 
compensating impurities, interest is in- 
creasing in programs aimed toward 
producing materials pure enough to 
make lithium drifting unnecessary, for 
several difficulties have arisen that are 
due specifically to the presence of 
lithium. 

1) Radiation damage is exaggerated 
by the tendency of lithium ions to 
precipitate at damage sites and thereby 
to become electrically inactive. 

2) Charge trapping is now believed 
largely due to lithium-defect pairs (7). 

3) Since lithium ions are quite mo- 
bile in germanium even at room tem- 
perature, handling problems are seri- 
ous, and storage of lithium-drifted ger- 
manium detectors at room temperature 
is out of the question. 

Recent work has shown that ger- 
manium crystals can be produced with 
impurity concentrations substantially 
below 1011 impurity atoms per cubic 
centimeter (8). If 1010 atoms per cubic 
centimeter can be achieved, detectors 
with sensitive thicknesses of 1 cm can 
be made without lithium drifting. This 
advance will change many aspects of 
the use of germanium detectors, ena- 
bling them to be applied in areas where 
only silicon has been used so far. 
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Spectrometer Systems 

Fully utilizing the properties of semi- 
conductor detectors has demanded ad- 
vances in signal amplifiers and the asso- 
ciated electronics (9, 10). In particular, 
electrical noise in the amplifier, which 
results in broadening of peaks in pulse- 
height spectra, has been reduced over 
the past 4 years by a factor of 10 
This improvement has principally come 
from the use of field-effect transistors 
at low temperatures (11). Significant 
advances have also been necessary in 
the data-acquisition aspects of nuclear 
electronics. The fine detail produced by 
semiconductor detectors has resulted in 
a large increase in the number of chan- 
nels in pulse-height analyzers; the large 
data flow has made the use of on-line 
computers almost a necessity. 

Semiconductor detectors are now 

used extensively for spectrometer sys- 
tems in all areas of nuclear physics. In 
the following brief account of some of 
these applications, we have avoided the 
standard ones and have chosen, in- 
stead, a few cases where use of the 
detectors has resulted in totally new 
capabilities in physics or other sciences 
and other cases that illustrate the pres- 
ent and future potential of these detec- 
tors. 

X-ray Fluorescence Analysis 

Determining the chemical elements 
in a sample by means of their charac- 
teristic x-rays has been an analytical 
tool for many years, but the advent of 
high-resolution x-ray spectrometers in 
which semiconductor detectors are 
used, combined with the availability of 

low-energy x-ray sources such as 55Fe, 
have converted an expensive, cumber- 
some tool into a convenient one. The 
method relies on radiation to remove 
electrons from the inner atomic shells 
of atoms in the sample; when the re- 
sulting vacancies fill, x-rays character- 
istic of the elements in the sample are 
emitted. The characteristic x-ray spectra 
are much simpler and therefore are 
easier to interpret than optical spectra 
since only the few electrons in the 
inner shells are involved. For this type 
of analysis, crystal-diffraction spectrom- 
eters are being replaced by semiconduc- 
tor-detector x-ray spectrometers, which 
give much higher detection efficiency 
and permit simultaneous observation of 
a wide range of energies. The increase 
in detection efficiency makes possible 
the use of much smaller exciting sources 
than before-radioactive materials such 
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as 55Fe or 241Am, small x-ray tubes, 
electron-beam tubes, and small accel- 
erators of charged particles are all 

being used to advantage. Since 1965 
when semiconductor detectors were first 
suggested for this application (12), a 
substantial industry has grown up to 

exploit the potential of x-ray fluores- 
cence systems for a wide variety of 
analytical problems. 

When a scanning electron microscope 
or an electron microprobe is used for 
excitation, elemental distributions can 
be determined in regions as small as 1 
micrometer. Typical applications in- 
clude determination of the distribution 
of chemical elements in biological 
tissue and studies of grain boundaries 
and microscopic nonuniformities in 
materials. Using proton beams, or pref- 
erably heavy-ion beams, which are 
more efficient than x-rays or electrons 
in exciting fluorescence, one can detect 

subnanogram quantities of many ele- 
ments. A Swedish group has recently 
described the use of this technique for 
measuring the elemental composition 
of particulate matter precipitated from 
the atmosphere (13). For medical re- 
search or diagnosis, an "x-ray photo- 
graph" of the thyroid gland can be 
obtained by scanning the gland with a 
detector system while exciting the 
iodine it contains with a suitable gam- 
ma-ray source, such as 241Am. Deter- 
mining the composition of pottery 
sherds has helped archeologists to trace 
the trade routes of ancient peoples. 
X-ray fluorescence analysis has even 
been used to check the authenticity of 
"old" paintings, by nondestructive anal- 
ysis of pigments, and also to detect 
fake coins. 

The latest performance capabilities 
of detectors for x-ray analysis are illus- 
trated in Figs. 12 and 13. In the first 
of these spectra (14), separation of 
the x-rays of magnesium, aluminum, 
and silicon is shown, together with a 
peak produced by a constant-amplitude 
electronically generated pulse. The elec- 
tronic-pulse peak shows the contribu- 
tions of electronics to the resolution, 
while the difference between it and the 
x-ray peaks indicates the charge statis- 
tics and collection properties of the de- 
tector. The spectrum- in Fig. 13 illus- 
trates the abilities of a silicon x-ray 
detector at very low energies (15). 
Here the oxygen x-ray (525 ev) pro- 
duced by x-ray excitation of an A1203 
target is clearly separated from noise 
counts at the bottom end of the spec- 
trum, despite the difficulty of produc- 
16 OCTOBER 1970 

ing characteristic x-rays in elements of 
low atomic number. Detection of car- 
bon x-rays appears likely to be achieved 
in the very near future. For measure- 
ments of the characteristic K x-rays of 
the heavier elements, thin-window ger- 
manium detectors must be used, since 
the efficiency of silicon detectors falls 
rapidly for x-rays with energies greater 
than 30 kev. In this energy range, and 
with good low-noise amplifiers, charge- 
production statistics determine the 
energy resolution of the system, as 
shown in Fig. 9. 
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High-Energy Nuclear Spectroscopy 

Many of the experiments at cyclo- 
trons and Van de Graaff accelerators 
involve bombarding a target material 
with a beam of particles of fairly high 
energy (~ 50 Mev) and measuring the 
energy and angular distribution of the 
particles that emerge. Studies of this 
nature serve to elucidate the structure 
of nuclei and their energy levels. Fig- 
ure 14 shows the energy spectrum of 
emerging alpha particles, observed with 
a silicon detector at a fixed angle when 
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Fig. 16. The spectrum of isotopes produced in fragmentation of uranium nuclei by 
5-Gev protons as observed by a detector telescope and particle identifier. This spectrum 
represented the first observation of the short-lived isotopes "Li, "1B, and "B (19). 
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Fig. 17. K--mesonic x-ray spectrum for lead produced by kaon bombardment of a 
lead-oxide target (20). The highest energy x-ray seen represents a transition to the 
innermost kaon orbit outside the nuclear surface. The transitions involved in produc- 
ing the x-rays are indicated on the figure. 
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a 154Sm target was bombarded with 
50-Mev alpha particles. The peak of 
higher energy is due to alpha particles 
elastically scattered from 154Sm nuclei; 
the almost equally intense peak lying 
82 kev below the main peak is caused 
by alpha particles whose energy has 
been reduced by giving up 82 kev to 
excite the samarium nuclei. 

The energy resolution of the system 
used in this experiment was just ade- 
quate to separate the peak due to the 
82-kev excited state from that due to 
the elastic group. Much better energy 
resolutions (20 kev FWHM at 50 Mev, 
that is, 0.04 percent) have been obtained 
in very carefully controlled experiments 
where the beam quality, target thick- 
ness, and slit scattering were all ideal; 
where the detector was selected and 
operated at constant low temperature; 
and where the associated electronics 
was used under optimum conditions. 

It is difficult to make silicon detec- 
tors thick enough to detect particles 
having a longer range, such as 50-Mev 
protons. Entry of particles into the 
side of a detector has been used, but 
the variable energy-absorbing layer at 
the surface worsens the energy resolu- 
tion. Experiments with germanium de- 
tectors for long-range particles have 
been fairly successful-resolutions of 
18 kev have been obtained for 42-Mev 
protons. But radiation damage and the 
problems associated with handling and 
cooling germanium detectors have in- 
hibited their use. However, the develop- 
ment-probably quite soon-of very 
pure germanium requiring no lithium 
drifting may well change the situation 
drastically. The use of germanium de- 
tectors for even higher energies has 
been demonstrated (16) and promises 
exciting applications in the future. 

Measurement of Very Short 

Decay Lifetimes 

Although nuclear reactions produce 
excited states with lifetimes ranging 
from 10-20 second to many years, 
standard electronic timing methods per- 
mit determination only of those longer 
than 10-9 second. A novel method foi 
determining some lifetimes in the range 
10-13 to 10-9 second utilizes the high- 
resolution capabilities of a germanium i 
gamma-ray detector system to measure t 
the Doppler shift in the energy of 
gamma rays emitted by nuclei that are t 
in high-velocity flight. The method, I 
proposed by Litherland and described s 
by Alexander and Allen (9, 17), has r 
been used, for example, to study the t 
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lifetime of the 871-kev state of 170 
produced by bombarding a deuterium 
target with 20-Mev 160. In the d(160, 
py)170 reaction, the emerging 170 nu- 
clei travel predominantly in a narrow 
forward cone. A plunger stops them 
at ,an adjustable distance (ranging 
from 20 t/m to about 2 cm) from 
the target. A germanium gamma-ray 
detector, situated in a backward direc- 
tion with reference to the beam, ob- 
serves the gamma rays emitted when 
the excited 170 nuclei decay to their 
ground state. If decay occurs after the 
nucleus is stopped, the detected gamma- 
ray energy is 871 kev; the energy is 
less if decay occurs while the nucleus 
is in flight (Fig. 15). By measuring the 
ratio of the intensities of the two 
gamma rays, and knowing the frag- 
ment velocity and the distance from 
target to plunger, one can determine 
the lifetime of the excited level in 170. 

This technique has been extended by 
the same experimenters to even shorter 
lifetimes by accurately observing the 
shape of the gamma-ray peak that re- 
sults when a nuclear species stops in- 
side a target. Correlation of the ob- 
served and the calculated peak-shapes 
gives information on the lifetime. The 
method has also been used in studies 
of the types of fragments produced in 
nuclear fission. 

Particle Identification 

High-energy nuclear reactions gen- 
erally produce many types of particles 
(Fig. 16), making it necessary to select 
the specific reaction products desired 
for study. Passing each product particle 
through a very thin silicon transmission 
detector (often less than 20 /xm thick) 
generates a signal proportional to the 
rate at which the particle loses energy 
in silicon; absorbing the remainder of 
its energy in a second detector, and 
suitably processing the two signals, per- 
mits unique identification of each par- 
ticle up to a mass number of about 
10 (18). 

For mass numbers above 10, this 
identification is not unique: signals due 
to the heaviest isotopes of one element 
overlap those due to the lightest iso- 
topes of the next. To eliminate this 
uncertainty, the first transmission de- 
tector in a telescope is moved some 
distance in front of the remaining de- 
tectors, and the time of flight of the 
particles between detectors is mea- i 
sured. The additional information per- 
mits unique identification of mass num- 
bers through 20 (19). I 

Mesonic X-rays 

When a target material is placed in 
a flux of negatively charged mesons, 
hybrid atoms are formed in which a 
meson replaces an electron and goes 
into orbit very close to the nucleus, far 
inside the inner shell of atomic elec- 
trons. Because mesons are so much 
heavier than electrons, some of these 
orbits are so small that they overlap 
the nucleus itself, acting as a sensitive 
probe of the fields close to the nucleus 
and of the nuclear surface. Germanium 
and silicon detectors give adequate 
energy resolution to observe the x-ray 
spectrum generated as these mesons 
cascade inward, from orbit to orbit, 
toward the nucleus. 

Recent work has studied 7r--mesonic 
and K--mesonic atoms, and Y--hy- 
peronic atoms, in isotopes covering a 
wide range of atomic number. X-rays 
from K--mesonic atoms have yielded 
interesting data on the distribution of 
nuclear matter near the surface of nu- 
clei and have shown that a "halo" of 
nuclear matter extends well beyond the 
conventional nuclear radius (20). As 
the K- mesons fall inward, the x-rays 
produced are seen as a series of lines 
of increasing energy in the spectrum 
recorded by the semiconductor-detec- 
tor system (Fig. 17). Finally, as the 
meson reaches the nucleus, it is ab- 
sorbed by a surface particle, and the 
x-rays suddenly stop. Hence the x-ray 
line having the highest energy indicates 
the energy of the innermost transition; 
a relatively simple calculation yields 
the radius of the orbit closest to the 
nucleus. When this measurement is 
carried out for a range of nuclei of 
slowly increasing atomic number, the 
nuclei for which a given x-ray line is 
just "snuffed out" can be determined, 
which gives the precise radius of these 
nuclei. 

Activation Analysis 

For many years nuclear reactors 
have been used to "activate" materials. 
After capturing slow neutrons from the 
reactors, materials can be analyzed for 
trace elements by observing the gamma 
rays emitted upon decay of excited nu- 
clear states. Other methods of activa- 
tion are also possible, and have specific 
advantages for the detection of certain 
elements; for example, 3He activation 
is a powerful tool for detecting traces 
of oxygen in materials. 

Until the advent of germanium gam- 
ma-ray detectors, decay energies could 
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be observed with reasonable efficiency 
only by using scintillation detectors. 
However, as can be seen by comparing 
the gamma-ray spectra of Fig. 1, ger- 
manium detectors increase by a large 
factor our ability to analyze complex 
samples and therefore have made a 
significant difference to all types of ac- 
tivation analysis. Recently, these meth- 
ods have been applied to the analysis 
of pottery and other artifacts of inter- 
est to archeologists (21). 

Conclusion 

The past decade has seen the rapid 
development and exploitation of one 
of the most significant tools of nuclear 
physics, the semiconductor radiation 
detector. Applications of the device to 
the analysis of materials promises to be 
one of the major contributions of nu- 
clear research to technology, and may 
even assist in some aspects of our en- 
vironmental problems. In parallel with 
the development of these applications, 
further developments in detectors for 
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nuclear research are taking place: the 
use of very thin detectors for heavy- 
ion identification, position-sensitive de- 
tectors for nuclear-reaction studies, and 
very pure germanium for making more 
satisfactory detectors for many applica- 
tions suggest major future contributions 
to physics. 
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The activities of man, the intellectual 
species, must be in harmony with the 
natural environment. Such harmony, 
however, will be achieved only when 
precepts for managing the renewable 
resources are as firmly entrenched in 
our individual lore of survival as the 
tutored reflex to "look both ways before 
crossing the street." Until that day ar- 
rives, organized society will have to 
compensate collectively for indifferent, 
careless, or deliberately negligent indi- 
viduals. Policing the potability of drink- 
ing water is representative of such 
community action on behalf of the in- 
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dividual. Likewise, management of our 
air resources is increasingly being rec- 
ognized as a new community responsi- 
bility. 

Surveillance of air pollution is an 
integral and very important part of the 
total effort to control air pollution. The 
data derived from atmospheric moni- 
toring and emission measurements are 
required throughout the various stages 
of the abatement effort. Atmospheric 
surveillance efforts serve to identify the 
pollutants emitted to the air, to estab- 
lish their concentrations, and to record 
their trends and patterns. Subsequently, 
after air quality and emission standards 
have been legislated, surveillance sys- 
tems may be used to evaluate the prog- 
ress being made in meeting standards, 
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and to facilitate direct enforcement ac- 
tivities including the activation of emer- 
gency control procedures during epi- 
sodes of high air pollution. 

In the following discussion of surveil- 
lance we shall briefly summarize the 
types of pollutants and their sources, 
describe the current instrumentation 
and anticipated developments of more 
specific and sensitive sensors, and dis- 
cuss the contrast between the air qual- 
ity in our nation's urban environment 
and that of the rural environment or 
so-called background air quality. 

Nature and Origins of Pollutants 

Air pollutants can occur in the form 
of gases, solid particles, or liquid 
aerosols. These forms can exist either 
separately or in combinations; for ex- 
ample, gases may be sorbed on particu- 
lates or in liquid droplets (1). Gaseous 
pollutants constitute about 90 percent 
of the total mass emitted to the atmo- 
sphere, and particulates and liquid 
aerosols make up the other 10 percent. 

Gaseous pollutants are evolved pri- 
marily from combustion of fuels and 
refuse. In the case of sulfur oxides, the 
burning of high-sulfur fuels in station- 
ary sources is the primary source. 
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