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Bacterial Spore Outgrowl 
Its Regulati 

During outgrowth, transcription is ordei 

J. N. Hansen, G. Spiegelman, H. O. Halvoi 

Although an ordered series of 
changes is observed during develop- 
ment or differentiation in a number of 
biological systems, there is little under- 
standing of the control mechanisms in- 
volved. One promising system for ex- 
ploring such changes is the conversion 
of a dormant spore into a vegetative 
cell (Fig. 1). 

Under appropriate conditions, a pop- 
ulation of activated spores will change 
from a dormant to a metabolically ac- 
tive state within a few minutes. This 
process is called "germination." "Out- 
growth," the development of a vegeta- 
tive cell from a germinated spore, oc- 
curs when germination takes place in 
a medium capable of supporting vege- 
tative growth. Although outgrowth of 
a spore may last for several hours, it 
occurs synchronously within a popula- 
tion of spores. Periodic enzyme syn- 
thesis is observed during outgrowth, 
and several cycles of synchronous veg- 
etative growth may follow it. The avail- 
ability of a synchronous system makes 
it possible to carry out biochemical 
studies of metabolic events which are 
occurring in a timed sequence. 

Initiation of Outgrowth 

The details of techniques for activat- 
ing spores and initiating germination 
have been extensively reviewed (1, 2); 
some important points are pertinent 
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is only 235 seconds (6). However, not 
all spores begin to germinate at the 
same time, and the germination kinetics 
of single spores may be complex (7, 
8). Thus, while germination is a rapid 
event for an individual spore, the ger- 
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Fig. 1. Life cycle in Bacillus. 

Biochemically, one can follow the 
various stages of outgrowth by examin- 
ing the synthesis of RNA, protein, and 
DNA. Although the experimental data 
are complicated by variations in ger- 
minating and outgrowing populations, 
a general pattern in the order of macro- 
molecular synthesis can be observed 
(Fig. 3). The synthesis of RNA is the 
first to begin after germination. This 
is closely followed by the onset of pro- 
tein synthesis and by DNA synthesis 
at some later time (11, 15, 17-20). 
In Bacillus cereus T., RNA synthesis 
begins 2.5 minutes, and protein syn- 
thesis 4 minutes, after the addition of 
germination stimulants (4). Detectable 
net DNA synthesis does not begin un- 
til 120 minutes after the addition of 
stimulants, although incorporation of 
small amounts of radioactive thymidine 
is found as early as 5 minutes after the 
stimulants have been added (21). This 
incorporation represents synthesis of 
less than 10 percent of the total chro- 
mosome and has been identified in B. 
cereus T. and B. subtilis with DNA 

replication (21, 22). 
In Bacillus subtilis the details of the 

kinetics of macromolecular synthesis 
are more complex, due to the differences 
in germination properties in various 
experiments. Armstrong and Sueoka 
(19), using spores which germinate 
within 5 minutes, found that RNA syn- 
thesis was biphasic. It began at 2 min- 
utes after the addition of stimulants, 
increased linearly for 10 minutes, then 
leveled off for the next 8 to 10 min- 
utes, when it again increased linearly. 
A linear rate of protein synthesis be- 
gan at 15 minutes; this rate increased 
after 55 minutes. DNA synthesis was 
detected after about 45 minutes. Using 
spores which germinated more slowly 
(germination was complete at 100 min- 
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utes), Sakakibara et al. (18) found 
that RNA synthesis did not occur until 
40 minutes after the addition of ger- 
minating stimulants. Protein synthesis 
began at 60 minutes, and DNA syn- 
thesis at 90 minutes. Thus, the basic 
pattern of the sequence of synthesis 
of RNA, protein, and DNA is con- 
served irrespective of the germination 
time (23). 

300 

t 200 

. 100 

100 Percent germinated 

50 Absorbancy 

2 4 6 8 10 
Minutes after the initiation time of germination 

Fig. 2. Germination kinetics for a popu- 
lation of spores of Bacillus cereus T. The 
lower graph shows the increase in the per- 
centage of the population germinated after 
germination stimulants had been added to 
a culture of activated spores, and the ac- 
companying 40-percent decrease in the ab- 
sorbancy of the culture. The upper graph 
gives a distribution of the number of indi- 
viduals undergoing germination at any 
time. [Data from (6)] 

Relation between RNA Synthesis 
and Protein Synthesis 

The critical question in cryptobiotic 
systems is whether they contain pack- 
aged messenger RNA which can sup- 
port protein synthesis upon reinitiation 
of growth. Protein synthesis during out- 
growth is dependent on prior RNA 
synthesis. Actinomycin D, which has 
been shown to block DNA-dependent 
RNA synthesis in Bacillus (24), does 
not inhibit germination when added at 
zero time (that is, at the time the stim- 
ulants are added) but completely stops 
both RNA and protein synthesis which 
are normally observed (18, 20, 25). 
These and other findings (20, 26) led 
us to conclude that dormant spores, as 
well as newly germinated spores, con- 
tain little or no functional messenger 
RNA. Some doubt has recently been 
cast on this conclusion by the isolation 
of polysomes and an active protein- 
synthesizing system from spores of B. 
megaterium which had been lysed by 
treatment with urea, mercaptoethanol, 
ethylenediaminetetraacetic acid, and 
lysozyme (27). However, it has been 
subsequently demonstrated that, under 
these conditions, germination (28) and 
active RNA synthesis occur prior to 
lysis (29). 

The lack of stored messenger RNA 
requires that suitable systems for the 
initiation of RNA synthesis exist in the 
spore. Indeed, the very early appear- 
ance of newly synthesized RNA (7) 
and the ability of RNA synthesis to 
proceed in the presence of chloram- 
phenicol (CM) (18) demonstrate that 
RNA-synthesizing systems are intact in 
dormant spores, and that the synthesis 
of RNA is not dependent on protein 
synthesis (Fig. 4). Addition of actino- 
mycin D during outgrowth immediately 
stops RNA synthesis; cessation of pro- 
tein synthesis follows after 3 to 5 min- 
utes (20, 30). RNA which has been 
synthesized before the addition of 
actinomycin D contains a labile frac- 
tion which is degraded in 3 to 5 min- 
utes (20, 31). This effect of actinomy- 
cin D on RNA and protein synthesis 
during outgrowth demonstrates not only 
that protein synthesis is dependent on 
prior RNA synthesis but also that there 
is no evidence of stable messenger 
RNA produced during outgrowth. 

Armstrong and Sueoka examined 
the pattern of messenger RNA syn- 
thesis in Bacillus subtilis, using sucrose 

gradient analysis of RNA labeled with 
[3Hjuracil. These authors described a 
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Table 1. Influence of medium on outgrowth. Heat-activated spores were germinated in the 
medium indicated. The synthetic medium contains seven amino acids plus salts of inorganic 
ions. The time for first division was taken as the time at which the first septum was observed. 
[Data from (7)] 

Time for first 
^^~ ~~~~TMedium division Type of growth at Medium division 15 to 20 hours 15 to 20 hours 

(min) 

Complex 75 Vegetative 
Synthetic minimal + glucose 220-240 Vegetative 
Synthetic minimal + histidine >25% microcycle 
Synthetic minimal + glutamate 350 Vegetative 
Synthetic minimal + glucose + 

eight additional amino acids 110-120 Vegetative 

biphasic pattern in which messenger 
RNA was not synthesized until 16 min- 
utes after the initiation of germination, 
whereas ribosomal and transfer RNA 
were synthesized immediately after 
germination (19). Conversely, in B. 
cereus T. a significant fraction of the 
initially synthesized RNA is neither 
ribosomal nor transfer RNA (7, 32). 

In Bacillus subtilis, maturation of 
ribosomes is slow. Several workers have 
demonstrated that ribosomal RNA is 
made during the first phase of germi- 
nation but is incorporated into mature 
ribosomes only after 2 hours in germi- 
nation medium (19, 23, 33, 34). Trans- 
fer RNA is also synthesized immedi- 
ately after germination (11, 15, 19, 
31), but there is some question as to 
the relative amounts of ribosomal and 
transfer RNA that are made. By col- 
umn chromatography on methylated 
albumin kieselguhr, Donnellan et al. 
(11) found that the ratio of transfer 

RNA to ribosomal RNA was relatively 
constant during outgrowth of B. sub- 
tilis and then changed when the system 
was in the vegetative state. Balassa and 
Contesse (31), however, found the 
ratio to be fairly constant during out- 
growth and similar to that in the vege- 
tative state. 

To establish a more definitive rela- 
tionship between the rate of protein 
synthesis and the amounts of various 
types of RNA during the early stages 
of outgrowth of B. cereus T. (7), the 
rate of phenylalanine incorporation into 
protein was compared to the amounts 
of uracil incorporation into labile and 
stable RNA, as well as to increases in 
total ribosomal RNA. As shown in 
Table 2, only the ratio of the rate of 
protein synthesis to the amount of 
labile RNA present is constant during 
outgrowth. Further, the capacity for 

protein synthesis as measured by amino 
acid incorporation after inhibition with 

actinomycin D closely parallels the 
kinetics of the synthesis of labile RNA 
(presumably messenger RNA) (20, 
30). Germination thus leads to an in- 
teresting situation: a metabolically ac- 
tive state, containing functional ribo- 
somes and a protein synthesizing 
system (26, 27, 35) but devoid of 
functional messenger RNA. At least 
during the initial phases of outgrowth, 
protein synthesis is transcriptionally 
controlled. Further evidence for this 
conclusion is presented in the next 
section. 

Proteins and Enzymes Synthesized at 

Different Times during Outgrowth 

Although the rate of protein syn- 
thesis immediately after germination 
appears to be dependent on the rate of 
messenger RNA synthesis, it remains 
to be shown what factors are important 
for determining in what sequence pro- 
teins are synthesized. That a definite 
sequence exists was initially observed 
by Kobayashi et al. (20), who found 
that, following germination, relatively 
few proteins were synthesized (Fig. 5). 
Torriani et al. (12) observed that later 
in outgrowth the pattern was more. 
complex. The view that expression of 
the genome during outgrowth is non- 
random is supported by comparison of 
the pattern of incorporation of amino 
acids at two intervals of outgrowth. 
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Minutes after initiation of germination 

Fig. 3 (above). Synthesis of macromolecules following germination 
of spores. [Data from (7) and (21)] 

Fig. 4 (right). Inhibition. of RNA and protein synthesis during early 
outgrowth. Incorporation of C 4-labeled guanine or uracil into RNA 
(upper graph) or of C14-labeled amino acids into protein (lower graph) 
after the addition of chloramphenicol (CM) and actinomycin D 
(AMD) at 0 and 15 minutes (arrows) is shown as a function of time 
after the initiation of germination. [Data from (18), (20), and (31)] 
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Autoradiograms: C '-labeled 
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Fig. 5 (left). Labeling of classes of proteins during outgrowth. 
Total protein was isolated from spores which had been labeled 
with ["C]phenylalanine for 2 minutes at the times indicated (in 
minutes) after the initiation of outgrowth. Autoradiograms of 
electropherograms are shown at right. Total protein, stained with 
amido black, is shown at left. [Data from (20)] Fig. 6 
(above). Timing of specific events during germination. The 
shaded bars represent the duration of germination or specific 
synthesis during outgrowth of spores of Bacillus cereus T. [Data 
recalculated from (7), (37), and (39)] 

When extracts of cells labeled at 30 
minutes of outgrowth with [14C]phenyl- 
alanine and at 120 minutes with [3H]- 
phenylalanine were fractionated [by 
means of Sephadex and DEAE (di- 
ethylaminoethylcellulose) chromatog- 
raphy], significant differences between 
the distribution of C14-labeled and H:3- 
labeled proteins were observed (36). 
In another experiment involving auto- 
radiographic analysis of electrophero- 
grams in columns of polyacrylamide 
gels, isolation of selected proteins from 
the gels showed that each follows a 
separate time course of synthesis. 

Not only have these broad classes of 

proteins been studied, but Steinberg et 
al. (30, 37) have examined the kinetics 
of synthesis of induced a-glucosidase, 
L-alanine dehydrogenase, alkaline phos- 
phatase, and induced histidase during 
outgrowth. Figure 6 shows the duration 
of synthesis for these enzymes during 
outgrowth. Of importance is the fact 
that there is a specific period for each 

activity during outgrowth in which the 

rate of synthesis rises to a maximum, 
but (more significantly) this rate then 
drops to zero. 

Periodicity in the appearance of en- 

zyme activity could be due to (i) tem- 
poral control of translation (or activa- 
tion), (ii) selective modulation by 
small molecules of transcription (38), 
or (iii) temporal transcription of the 

genome. The results of two experiments 
make the first two possibilities seem 
unlikely. (i) Chloramphenicol added at 

any time blocks further formation of 

enzyme, indicating that it is being syn- 
thesized de novo and not being released 
from some inactive form. (ii) Actino- 

mycin D stops enzyme synthesis within 
a few minutes. The capacity to support 
enzyme synthesis after actinomycin D 
has been added precedes and parallels 
the increase in the appearance of en- 

zyme by a time equivalent to the life- 

span of messenger RNA in Bacillus 

(Fig. 7). These findings suggest that 

messenger RNA's for these enzymes 
are produced periodically during out- 

Table 2. Dependence of the rate of protein synthesis on RNA during outgrowth. [Data from 
(7)1 

Phenylalanine (ng) incorporated 
per minute per microgram of RNA* Minutes of 

outgrowth- - -- . - 
Total RNA A stable RNA Labile RNA 

10 0.12 5.86 9.20 
20 .75 4.18 10.0 
30 1.0 3.35 10.0 
40 1.2 2.51 10.0 
50 1.1 2.09 10.0 
70 0.9 1.67 9.20 
90 .8 0.84 9.20 

* The increase in stable RNA (A stable RNA) and amounts of labile RNA during outgrowth were 
calculated from a plot of incorporation of [4aC]uracil into RNA, either stable or labile, in the 
presence of actinomycin D. Total RNA was measured colorimetrically. 
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growth. To determine whether these 
are due to selective enrichment of mes- 
senger RNA species by ordered control 
of transcription (by induction, repres- 
sion, and so on), the induction capac- 
ities of a-glucosidase and histidase 
were examined during outgrowth (37). 
It was observed that the period of in- 
duction was restricted to the time inter- 
vals indicated in Fig. 6. 

Messenger RNA Synthesized at 

Different Times during Outgrowth 

Although these results demonstrate 
that specific protein synthesis is a reg- 
ulated phenomenon dependent upon 
the presence of specific messenger 
RNA, they do not definitely establish 
a transcriptional control. To directly 
demonstrate such control, it is neces- 
sary to compare the messenger RNA 

populations transcribed at different in- 
tervals during outgrowth. If few dif- 
ferences are found, this would suggest 
that most of the genome is continuously 
available for transcription. If, on the 
other hand, major differences are found 
between messenger RNA's synthesized 
at different intervals, then this would 
constitute evidence for control at the 
level of transcription. 

Under appropriate restrictions, 
graphs of data obtained from RNA- 
DNA hybridization experiments involv- 

ing competition of labeled and unla- 
beled species of RNA provide a method 
for comparing the predominant species 
of messenger RNA present at two in- 
tervals during outgrowth. Although 
hybridization of pure species of RNA 
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Fig. 7 (above). Timing of synthesis of a-glu- (9a) '9b) 
cosidase induced by messenger RNA. The con- 
trol represents the relative rate of synthesis of A 
a-glucosidase during outgrowth. At intervals, A 

m iA ' actinomycin D (10 micrograms per milliliter) 8 / A 
was added, and enzyme concentration was as- A 
sayed 37 minutes later. The dashed line repre- , \ 
sents the capacity to support enzyme synthesis 
after the addition of actinomycin D. [Data 3.0 
from (37)] Fig. 8 (above right). Theoreti- E cal saturation curve for a single homogeneous o 2.0 
species. A is the number of RNA counts bound 
in the hybrid per microgram of DNA; C' is the 1.0 
concentration of radioactive RNA. (a) Theo- 
retical saturation curve for hybridization of aoncentration of unlabeled RNA (C) Labeled RNA C' 
single homogeneous species of radioactive RNA Unlabeled RNA C 
to DNA. A* equals A when C' equals infinity. 
(b) A double-reciprocal plot of the curve shown in the graph at left, conforming to the equation 1/A = (K/A*C) + (I/A*). 
Fig. 9 (right). Theoretical competition curves of homogeneous labeled RNA and heterogeneous competing RNA. A is the number 
of counts of RNA bound per microgram of DNA in the absence of competing unlabeled RNA. A' is the number of counts of RNA 
bound in the presence of varying amounts of unlabeled RNA. C is the concentration of unlabeled RNA; C', of labeled RNA. (a) 
Theoretical competition in which a single homogeneous species of unlabeled RNA competes with an identical labeled RNA for ho- 
mologous sites on the DNA. (b) A double-reciprocal plot of the curve shown in the graph at left; it conforms to the equation 
1/(1 -F) = (C'/C) (A*IA) + 1, where F is equal to A'/A. 

with DNA immobilized on nitrocellu- 
lose membranes (39) conforms to sim- 
ple isothermal kinetics, saturation 
curves involving mixtures of several 
RNA species are exceedingly complex. 
Competition curves of complex RNA 
mixtures are more easily interpreted. 
For purposes of illustration, it is use- 
ful to examine a theoretical saturation 
curve (isotherm) for a single homoge- 
neous species of radioactively labeled 
RNA. 

The graph of Fig. 8a is described by 
the equation 

A C' 
A* K + C' 

As the concentration (C') of labeled 
RNA increases, A, the number of RNA 
counts bound per microgram of DNA, 
increases to a maximum (A*). K is a 
constant. This equation may be rear- 
ranged into a double-reciprocal form, 
shown in Fig. 8b. 

1 _ 1 K 1 
A C' A* A* 

Since this labeled RNA is composed 
of a single species, addition of unla- 
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beled RNA of the same species will re- 
sult in a simple isotopic dilution curve, 
shown in Fig. 9a. An equation may 
be written which accounts for isotopic 
dilution as well as for the change in 
the level of saturation caused by a dif- 
ferent concentration of RNA. 

1J K 
A' (C + C')A* ( C' 

_____ 1 + C'C 
A* C' \ 

c,+ cJ 

If F is defined as A'/A, then FA may 
be substituted for A' in this equation. 
The significance of A'/A is indicated 
by Fig. 9a. Rearrangement then gives 

1 C' A* 
1-F C A 

Figure 9b is a replot of the theoretical 
data from Fig. 9a with 1/( 1 - F) as the 
ordinate and C'/C as the abscissa. The 
curve is a straight line with a slope 
equal to the reciprocal of the fraction 
for saturation of the DNA by labeled 
RNA in the absence of competing RNA. 
A slope of 2 means that, in the compe- 

tition study, radioactively labeled RNA 
was used in a concentration sufficient to 
half-saturate the corresponding sites of 
the DNA. The intercept of 1/(1 - F) 
- 1 means that, as the concentration of 
unlabeled RNA approaches infinity, F 
approaches zero, the point at which 
competition is complete. 

If a heterogeneous RNA instead of 
a pure species is to be used in the com- 
petition experiment, the concentration 
of unlabeled RNA which is competing 
is 

CT * I CT 

where C,, is the total unlabeled RNA 
and C/CT is the fraction of species 
which can compete. The above equa- 
tion may be rewritten as 

1 C' Cr A* 
1-F CT C A 

A plot of C'/CT, or the ratio of labeled 
RNA to total unlabeled RNA, gives a 
straight line with a slope of 

CT .A* 
C A 
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Fig. 10 (left). Theoretical competition curves for heterogeneous RNA. (A) A double-reciprocal plot of two competition curves. In 
both cases the labeled RNA is a single homogeneous species. RNA I (unlabeled) and the labeled RNA are homologous. RNA II (un- 
labeled) is heterogeneous and contains RNA I. (B) A double-reciprocal plot of two competition curves. In both cases the labeled RNA 
is heterogeneous, containing more than one species of labeled RNA. RNA III is unlabeled and identical to the labeled RNA prep- 
aration. RNA IV (unlabeled) contains some species of RNA not present in RNA III, and RNA III contains some species of RNA 
not present in RNA IV. Fig. 11 (right). Competition of 8-minute pulse-labeled RNA with 17- and 80-minute RNA. See (48) for 
details. 

The presence of a noncompeting RNA 
thus increases the slope. Since this equa- 
tion holds true for any species of RNA, 
it may be summed from species 1 to 
species i, where i is the number of 
competing species. 

1 t 

1 - F - r C A 
1 1 

Division of both sides by i gives 

1 C' - -F - ((average slope) + 1 
l--FI CT 

This is also a straight line with an inter- 
cept of 1. The slope is a measure of 
the heterogeneity of the competing spe- 
cies. This heterogeneity of labeled RNA 
changes the slope of the line but does 
not change the nature of the curve. 
Generally speaking, if two unlabeled 
RNA preparations are used as species 
competing against the same labeled 
RNA, the curve with the greater slope 
will be given by the unlabeled RNA, 
which is more heterogeneous than the 

Table 3. Results from double-reciprocal plots 
various time intervals during outgrowth. 

labeled RNA. Theoretical examples of 
these types of curves are given in Fig. 
10A. RNA I (see the legend to Fig. 
10) has fewer noncompeting species 
than RNA II has; that is, closer homol- 
ogy is found between the labeled RNA 
and RNA I (unlabeled) than between 
the labeled RNA and RNA II (un- 
labeled). 

It is easy to imagine that predomi- 
nating species in the labeled RNA 
could occur as minor or nonexistent 
components of the competing RNA. 
For these components, even the high- 
est experimentally attainable concentra- 
tions of competing RNA will give in- 
sufficient competition to allow accurate 
extrapolations. What will be obtained 
upon extrapolation is an apparent 
1/1 - F intercept greater than 1, which 
will reflect the number of predomi- 
nating species in the labeled RNA that 
are minor or nonexistent components 
of the unlabeled competing RNA. A 
theoretical example of this is shown in 
Fig. 10B. Curve IV does not intercept 
at 1/1 -F = 1. This implies that there 

of competition curves for RNA obtained at 

Time of isolation 
(minutes after germination) 

Slope* Intercept* Fmi,t Hybridizedt 
Unlabeled Labeled 

RNA RNA 

17 8 6.0 1.0 0 Yes 
40 8 Very Very "1 Yes 

large large 
80 8 14 1.4 0.29 Yes 
8 40 16 1.3 .23 No 

80 40 5.5 1.2 .17 No 
40 80 Very Very .1 Yes 

large large 

*The slopes and intercepts were obtained from a plot of 1/(1--F) relative to C'IC. t Fmin is the 
fraction of labeled RNA which is unaffected by the addition of competing unlabeled RNA. It is 
calculated from the intercept where C'/C -- 0. tHybridizations were carried out as described in (48). 
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are radioactive species which are ab- 
sent from RNA IV (or present only in 
low amounts) but present in RNA III. 

Let us now consider the similarities 
between RNA populations synthesized 
at different intervals of spore out- 
growth. Figure 11 shows competition 
curves for pulse-labeled RNA isolated 
8 minutes after germination of Bacillus 
cereus T. spores. Competing unlabeled 
RNA was isolated after 17 and 80 min- 
utes, respectively. The slope and inter- 
cept of the curve for 17-minute com- 
peting RNA indicate that there is 
considerable similarity between RNA 
synthesized at 8 minutes and RNA 
synthesized at 17 minutes. Conversely, 
80-minute RNA has both a greater 
slope than 8-minute RNA and a 1/1 - F 
intercept greater than 1. When we solve 
for F, it seems that about 23 percent 
of the predominant radioactive species 
present in 8-minute RNA are absent 
from 80-minute RNA. Further, the 
slope indicates that those species pres- 
ent in 80-minute RNA which are also 
present in newly synthesized 8-minute 
RNA are in low concentration in 80- 
minute RNA. This study effectively 
demonstrated that the species of RNA 
being synthesized during these time 
intervals are not the same. The data of 
Table 3 further support this conclusion. 
Table 3 shows the results of competi- 
tion experiments with labeled and un- 
labeled RNA species isolated at addi- 
tional time intervals during outgrowth. 
The DNA papers used in these experi- 
ments were hybridized in a prelimi- 
nary procedure ("prehybridized") with 
transfer and ribosomal RNA to elimi- 
nate ambiguities due to binding of 
stable species. Of all the combinations 
of RNA used, very close homology is 
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found only between 8-minute and 17- 
minute RNA. This finding is not un- 
expected, for the time points are rather 
close together. On the other hand, 40- 
minute unlabeled RNA competes very 
poorly with either 8-minute or 80-min- 
ute RNA. Therefore, it appears that 
predominant species being synthesized 
at 8 and 80 minutes are minor compo- 
nents of 40-minute RNA. Since pre- 
liminary hybridization has eliminated 
binding of stable species, the results 
represent comparisons only of unstable 
RNA species. 

It is interesting to compare these re- 
sults with those of experiments with 
labeled 40-minute RNA, with 8- and 
80-minute RNA as competing species. 
In this case, about 80 percent of the 
RNA being synthesized at 40 minutes 
is present as prominent species in 8- 
and 80-minute RNA. This suggests 
that 8- and 80-minute RNA are similar. 
Indeed, Table 3 shows that about 70 
percent of the newly synthesized 8- 
minute RNA is present as prominent 
species in 80-minute RNA. That some 
RNA synthesis during outgrowth is 
under temporal control is evidenced by 
the finding that one (or more) class 
of unstable RNA is transcribed promi- 
nently at 8 minutes and at 80 minutes 
but not at 40 minutes. 

Concluding Remarks 

Germination of a bacterial spore in 
a suitable medium leads to a develop- 
mental process (outgrowth) which, at 
least in its early stages, is characterized 
by specific patterns of protein and en- 
zyme synthesis. As discussed here and 
elsewhere (33, 40), these patterns are 
dependent upon prior RNA synthesis. 
During the early stages of outgrowth, 
ribosomes do not limit the rate of pro- 
tein synthesis. The correlation between 
(i) synthesis of individual enzymes 
during early outgrowth, with their lim- 
ited period of inducibility (37) and 
(ii) the capacity of the outgrowing 
spore to synthesize enzymes in the ab- 
sence of further RNA synthesis (Fig. 
7) argues for regulation at the level of 
transcription. One prediction of this 
conclusion is that the populations of 
prominent messenger RNA species 
should fluctuate during early out- 
growth. In this article we describe a 
methodology for comparing the promi- 
nent species of rapidly labeled RNA 
present at two different developmental 
stages. Within the limitations listed be- 
low, it is possible, for the first time, 
to conclude that the distribution of un- 
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stable, rapidly labeled RNA species 
(assumed to be messenger RNA) fluc- 
tuates during early outgrowth; that is, 
transcription is regulated. 

While it is generally recognized that 
DNA-RNA hybridization has proved 
valuable for examining questions in- 
volving stable (39) or other homoge- 
neous RNA's (41, 42), such hybridiza- 
tion has been less useful for studying 
complex mixtures of messenger RNA. 
Consideration of competition curves 
involving a mixture of predominant 
and minor species leads to the con- 
clusion that these curves reflect only 
the presence of quantitatively predomi- 
nant RNA species and cannot reflect 
the presence of minor species (41). 

Minor species of RNA will not 
hybridize significantly unless exceed- 
ingly high RNA concentrations (fre- 
quently approaching the maximum sol- 
ubility of RNA) are used. Competition 
experiments with even larger amounts 
of unlabeled RNA are impossible. 
Therefore, in competition experiments 
one must use concentrations of labeled 
RNA at which its minor component 
species are hybridized poorly. There is a 
similar limitation when the competing 
RNA has minor components which do 
not compete effectively at experimen- 
tally attainable concentrations. 

At the relatively low concentrations 
of radioactively labeled RNA (about 
5 percent of RNA solubility) used in 
these competition experiments, only 
predominating radioactive species are 
present in sufficient concentration to 
approach saturation when competing 
RNA is added. It is important to rea- 
lize, therefore, that only predominant 
species are reflected in a hybridization- 
competition curve. One cannot distin- 
guish between the presence of a minor 
species and its absence. The inability 
to detect minor species of RNA in 
competition experiments in which rap- 
idly labeled RNA (messenger RNA) 
is used limits very importantly the con- 
clusions one can draw about homoge- 
neity between two RNA populations. 
If competition between two RNA prep- 
arations is incomplete, only quantita- 
tive differences have been demon- 
strated. In spite of these limitations, 
competition is a very useful tool in 
detecting differences between RNA 
populations. The graphical method 
presented here for plotting competition 
data gives rise to a straight line, whose 
slope and intercept are meaningful in 
terms of heterogeneity. Specifically, the 
slope of the line is directly proportional 
to the degree of heterogeneity. Also, 
the intercept is a measure of the frac- 

tion of labeled RNA containing pre- 
dominant species which are either 
minor components of the competing 
RNA or are altogether absent. 

Outgrowth of the bacterial spore, 
like other developmental systems, is un- 
doubtedly under a wide variety of con- 
trols. Some of these may be unique to 
the spore state itself (12). Numerous 
models have been proposed to explain 
the periodicity frequently characteristic 
of developmental systems (for a review, 
see 43). The possibility that this type 
of control is responsible for the pe- 
riodicity in enzyme synthesis during 
outgrowth of spores of Bacillus cereus 
T. (21) as well as in the case of autog- 
enous enzyme synthesis in vegetative 
cells of B. subtilis (44) can be ruled 
out. In both cases, periodic enzyme 
synthesis continues in the absence of 
DNA replication. 

One observation that must be con- 
sidered in designing models for out- 
growth is that transcriptional controls 
are not uniform throughout the ge- 
nome. As calculated by Steinberg et al. 
(45) and demonstrated experimentally 
(11, 12, 23, 32, 33, 46), the ribosomal 
cistrons are transcribed continuously 
during outgrowth although they consti- 
tute a minor fraction of the genome 
(32). The evidence presented in this 
article shows that individual species of 
rapidly labeled RNA are synthesized 
periodically. The evidence of periodic- 
ity is consistent both with the possibil- 
ity that there are repeated rounds of 
transcription of all messenger RNA 
genes (47) and with the possibility that 
there is a transition, during outgrowth, 
from genes transcribed early to others 
transcribed only at later times (12). 
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In organic chemical reactions, reac- 
tive intermediates like carbonium ions, 
carbanions, free radicals, radical ions, 
carbenes, nitrenes, and arynes were for 
a long time considered only as transient, 
metastable species with very short lives. 
Rapid advances in experimental and 
spectroscopic techniques have made an 
increasing number of reactive inter- 
mediates available for direct observa- 
tion and study (1). One of the most im- 
portant classes of reactive organic inter- 
mediates is that of carbonium ions. 
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Early Studies 

Less than a year after the discovery 
of the first stable radical, the triphenyl- 
methyl radical, by Gomberg in 1900, 
Norris (2) in the United States and 
Kehrmann and Wentzel (3) in Germany 
observed that colorless derivatives of 
triphenylmethane, such as triphenyl- 
methyl alcohol or chloride, give deeply 
colored solutions when dissolved in sul- 
furic acid. Similarly, triphenylmethyl 
chloride forms colored complexes with 
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aluminum and tin chlorides. In 1902 
von Baeyer (4) recognized the salt char- 
acter of these compounds and named 
them carbonium salts. 

As mentioned, the observation of the 
first stable carbonium ions was achieved 
with triphenylmethyl systems some 70 
years ago. It is somewhat surprising 
that, despite the substantial amount of 
data gathered in this specific field (as 
a result of widespread interest in con- 
nection with dye chemistry), carbonium 
ion chemistry was long considered by 
organic chemists as a topic limited to 
triarylmethyl dyes. No attempt was 
made to extend the scope to other areas 
until nearly 20 years later. The analogy 
between the development of carbonium 
ion chemistry and of free radical chem- 
istry is evident. It is also apparent that 
the availability of newer physical meth- 
ods, like electron spin resonance spec- 
troscopy in the free radical field and 
nuclear magnetic resonance spectros- 
copy in the carbonium ion field, helped 
substantially to extend our knowledge. 
In a brief review only selected areas 
of the large field can be discussed. The 
selection reflects my own interest as an 
organic chemist and in addition covers 
some aspects of biological interest, 
which may be of future importance. 
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between the development of carbonium 
ion chemistry and of free radical chem- 
istry is evident. It is also apparent that 
the availability of newer physical meth- 
ods, like electron spin resonance spec- 
troscopy in the free radical field and 
nuclear magnetic resonance spectros- 
copy in the carbonium ion field, helped 
substantially to extend our knowledge. 
In a brief review only selected areas 
of the large field can be discussed. The 
selection reflects my own interest as an 
organic chemist and in addition covers 
some aspects of biological interest, 
which may be of future importance. 
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