
abstracts by J. H. Healy and R. M. Hamil- 
ton; A. Ryall, G. Boucher, W. V. Savage, 
and A. E. Jones; F. A. McKeown, D. D. 
Dickey, and G. E. Brethauer; S. W. Smith; 
J. Evernden; and E. R. Engdahl, W. V. 
Mickey, S. R. Brockman, and K. W. King. 

12a. R. M. Hamilton, F. A. McKeown, J. H. 
Healy, Science 166, 604 (1969). 

13. F. Press and W. F. Brace, Science 152, 1575 
(1966). 

14. B. Isacks, J. Oliver, L. R. Sykes, J. Geophys. 
Res. 73, 5855 (1968). 

15. H. H. Hess, in Petrological Studies: A Volume 
in Honor of A. F. Buddington, A. E. J. 
Engels, H. L. James, B. F. Leonard, Eds., 
(Geological Society of America, New York, 
1962), p. 599; J. T. Wilson, Science 150, 482 
(1965); F. J. Vine and J. T. Wilson, ibid., 
p. 485; X. Le Pichon, J. Geophys. Res. 73, 
3661 (1968); see also R. S. Dietz, Nature 
190, 854 (1961). 

16. C. R. Allen, in "Proceedings, Conference on 
the Geologic Problems of the San Andreas 
Fault System," Stanford Univ. Pub. Univ. 
Ser. Geol. Sci. No. 11 (1968), p. 70. 

17. J. P. Eaton, in "The Parkfield-Cholame, 
California, Earthquakes of June-August 1966: 
Surface Geologic Effects, Water-Resources 
Aspects, and Preliminary Seismic Data," 
U.S. Geol. Surv. Prof. Pap. No. 579 (1967), 
p. 57. 

18. "Geodimeter Fault Movement Investigations 

abstracts by J. H. Healy and R. M. Hamil- 
ton; A. Ryall, G. Boucher, W. V. Savage, 
and A. E. Jones; F. A. McKeown, D. D. 
Dickey, and G. E. Brethauer; S. W. Smith; 
J. Evernden; and E. R. Engdahl, W. V. 
Mickey, S. R. Brockman, and K. W. King. 

12a. R. M. Hamilton, F. A. McKeown, J. H. 
Healy, Science 166, 604 (1969). 

13. F. Press and W. F. Brace, Science 152, 1575 
(1966). 

14. B. Isacks, J. Oliver, L. R. Sykes, J. Geophys. 
Res. 73, 5855 (1968). 

15. H. H. Hess, in Petrological Studies: A Volume 
in Honor of A. F. Buddington, A. E. J. 
Engels, H. L. James, B. F. Leonard, Eds., 
(Geological Society of America, New York, 
1962), p. 599; J. T. Wilson, Science 150, 482 
(1965); F. J. Vine and J. T. Wilson, ibid., 
p. 485; X. Le Pichon, J. Geophys. Res. 73, 
3661 (1968); see also R. S. Dietz, Nature 
190, 854 (1961). 

16. C. R. Allen, in "Proceedings, Conference on 
the Geologic Problems of the San Andreas 
Fault System," Stanford Univ. Pub. Univ. 
Ser. Geol. Sci. No. 11 (1968), p. 70. 

17. J. P. Eaton, in "The Parkfield-Cholame, 
California, Earthquakes of June-August 1966: 
Surface Geologic Effects, Water-Resources 
Aspects, and Preliminary Seismic Data," 
U.S. Geol. Surv. Prof. Pap. No. 579 (1967), 
p. 57. 

18. "Geodimeter Fault Movement Investigations 

in California," Calif. Dep. Water Resour. 
Bull. No. 116-6 (1968). 

19. S. Breiner and R. L. Kovach, in "Proceed- 
ings, Conference on the Geologic Problems 
of the San Andrean Fault System, Stanford 
Univ. Pub. Univ. Ser. Geol. Sci. No. 11 
(1968), p. 70. 

20. W. F. Brace, Tectonophys. 6, 75 (1968). 
21. C. B. Raleigh and M. S. Paterson, J. Geophys. 

Res. 67, 4956 (1964). 
22. J. D. Byerlee and W. F. Brace, ibid. 73, 

6031 (1968). 
23. W. F. Brace and A. S. Orange, Science 153, 

1525 (1966). 
24. M. K. Hubbert and W. W. Rubey, Bull. 

Geol. Soc. Amer. 70, 115 (1959). 
25. J. H. Healy, C. B. Raleigh, J. M. Coakley, 

paper presented before the 64th Annual 
Meeting of the Cordilleran Section of the 
Geological Society of America, the Seismolog- 
ical Society of America, and the Paleontolog- 
ical Society of America, Tucson, Ariz., April 
1968. 

26. J. Indian Geophys. Union 5 (1968). 
27. W. H. K. Lee and C. B. Raleigh, Nature 

223, 172 (1969). 
28. D. I. Gough and W. I. Gough, Trans. 

Amer. Geophys. Union 50, 236 (1969). 
29. A. Ryall, G. Boncher, W. V. Savage, A. E. 

Jones, ibid., p. 236. 
30. A fairly comprehensive review of the status 

of research on earthquake prediction is 

in California," Calif. Dep. Water Resour. 
Bull. No. 116-6 (1968). 

19. S. Breiner and R. L. Kovach, in "Proceed- 
ings, Conference on the Geologic Problems 
of the San Andrean Fault System, Stanford 
Univ. Pub. Univ. Ser. Geol. Sci. No. 11 
(1968), p. 70. 

20. W. F. Brace, Tectonophys. 6, 75 (1968). 
21. C. B. Raleigh and M. S. Paterson, J. Geophys. 

Res. 67, 4956 (1964). 
22. J. D. Byerlee and W. F. Brace, ibid. 73, 

6031 (1968). 
23. W. F. Brace and A. S. Orange, Science 153, 

1525 (1966). 
24. M. K. Hubbert and W. W. Rubey, Bull. 

Geol. Soc. Amer. 70, 115 (1959). 
25. J. H. Healy, C. B. Raleigh, J. M. Coakley, 

paper presented before the 64th Annual 
Meeting of the Cordilleran Section of the 
Geological Society of America, the Seismolog- 
ical Society of America, and the Paleontolog- 
ical Society of America, Tucson, Ariz., April 
1968. 

26. J. Indian Geophys. Union 5 (1968). 
27. W. H. K. Lee and C. B. Raleigh, Nature 

223, 172 (1969). 
28. D. I. Gough and W. I. Gough, Trans. 

Amer. Geophys. Union 50, 236 (1969). 
29. A. Ryall, G. Boncher, W. V. Savage, A. E. 

Jones, ibid., p. 236. 
30. A fairly comprehensive review of the status 

of research on earthquake prediction is 

contained in a special issue of Tectonophysics 
[6, No. 1 (1968)]. 

31. C. Y. King [J. Geophys. Res. 74, 1702 (1969)] 
has suggested that the fraction of stress 
energy released at the source of an earth- 
quake radiated as seismic-wave energy 
decreases with decreasing magnitude, and is 
zero for fault creep. Therefore the number of 
small earthquakes needed to release danger- 
ous crustal stresses should be much smaller 
than the number estimated on the basis of 
magnitude alone. 

32. Publication of this article is authorized by 
the director of the U.S. Geological Survey. 
We thank the Chevron Oil Company for its 
cooperation in carrying out the investigation 
at the Rangely Oil Field, in Colorado, and 
for permission to publish the pressure 
contours of Fig. 10; the Division of Nuclear 
Reactor Development and Technology of the 
U.S. Atomic Energy Commission for par- 
tial support of the investigations of micro- 
earthquakes in California; the Earthquake 
Mechanism Laboratory of the Environmental 
Science Services Administration for some of 
the data used to locate the epicenters shown 
in Fig. 2; and the Nevada Operations Office 
of the U.S. Atomic Energy Commission for 
its cooperation in carrying out the investi- 
gation of the aftershocks of the Benham 
underground nuclear explosion illustrated in 
Fig. 11. 

contained in a special issue of Tectonophysics 
[6, No. 1 (1968)]. 

31. C. Y. King [J. Geophys. Res. 74, 1702 (1969)] 
has suggested that the fraction of stress 
energy released at the source of an earth- 
quake radiated as seismic-wave energy 
decreases with decreasing magnitude, and is 
zero for fault creep. Therefore the number of 
small earthquakes needed to release danger- 
ous crustal stresses should be much smaller 
than the number estimated on the basis of 
magnitude alone. 

32. Publication of this article is authorized by 
the director of the U.S. Geological Survey. 
We thank the Chevron Oil Company for its 
cooperation in carrying out the investigation 
at the Rangely Oil Field, in Colorado, and 
for permission to publish the pressure 
contours of Fig. 10; the Division of Nuclear 
Reactor Development and Technology of the 
U.S. Atomic Energy Commission for par- 
tial support of the investigations of micro- 
earthquakes in California; the Earthquake 
Mechanism Laboratory of the Environmental 
Science Services Administration for some of 
the data used to locate the epicenters shown 
in Fig. 2; and the Nevada Operations Office 
of the U.S. Atomic Energy Commission for 
its cooperation in carrying out the investi- 
gation of the aftershocks of the Benham 
underground nuclear explosion illustrated in 
Fig. 11. 

Control of Specific Gene Expression 
in Higher Organisms 

Expression of mammalian genes may be controlled by 
repressors acting on the translation of messenger RNA. 

Gordon M. Tomkins, Thomas D. Gelehrter, Daryl Granner 
David Martin, Jr., Herbert H. Samuels, E. Brad Thompson 

Control of Specific Gene Expression 
in Higher Organisms 

Expression of mammalian genes may be controlled by 
repressors acting on the translation of messenger RNA. 

Gordon M. Tomkins, Thomas D. Gelehrter, Daryl Granner 
David Martin, Jr., Herbert H. Samuels, E. Brad Thompson 

It is generally acknowledged that the 
genetic information in most complete 
cells of a complex metazoan organism 
is identical with that of every other 
cell. Within a given organism the tre- 
mendous diversity of cell phenotypes 
must therefore derive from the fact 
that each cell expresses only a limited 
amount of its full genetic potential and 
that different cell types express different 
portions of their genome. A complete 
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theory of metazoan cell biology must 
account not only for this differentiation 
of cell function, but also for the devel- 
opment of an adult organism from a 
single cell, a process which requires an 
orderly progression (and repression) 
of gene activities until the highly struc- 
tured end state is reached. 

Faced with complexity on this scale, 
biologists have turned to simpler non- 
nuclear systems-bacteria and their vi- 
ruses-in which the control of individ- 
ual genetic elements can be understood 
more easily. With these organisms, it 
has been established that DNA is the 
primary genetic material and that ge- 
netic information is expressed through 
an intermediate, messenger RNA, which 
acts as the direct template for protein 
synthesis. 
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A bacterial gene is "active" only when 
its corresponding messenger is pro- 
duced. Therefore, regulation of gene 
function depends on controlling the 
synthesis of specific messenger RNA's. 
In bacteriophage X and the group of 
genes controlling lactose metabolism in 
Escherichia coli, the formation of the 
messenger is inhibited by the attachment 
of specific protein repressors to specific 
regulatory sites on the chromosome. 
The genes controlling lactose metab- 
olism are activated by a specific "in- 
ducer" that combines with the repres- 
sor, causing the latter to detach from 
the DNA and permitting the messenger 
RNA to be synthesized (1, 2). 

The elegance of these ideas and the 
clarity with which they have subse- 
quently been verified in microorganisms 
have led to their widespread acceptance 
as an explanation for gene regulation 
of higher organisms as well. This ac- 
ceptance has been bolstered by the 
demonstration that the fundamental 
mechanisms of information flow in 
higher organisms are virtually identical 
with those in bacteria. Thus, in both 
cases, DNA is the primary genetic 
material; in both cases genetic informa- 
tion is expressed by transcription into 
RNA; and in both cases the codes as- 
signing specific RNA triplets to spe- 
cific amino acids are essentially iden- 
tical (3). 

However, certain features of the 
structure and function of the genetic 
apparatus of eukaryotic cells are very 
different from their bacterial counter- 
parts; these differences raise the possi- 

SCIENCE, VOL. 166 

A bacterial gene is "active" only when 
its corresponding messenger is pro- 
duced. Therefore, regulation of gene 
function depends on controlling the 
synthesis of specific messenger RNA's. 
In bacteriophage X and the group of 
genes controlling lactose metabolism in 
Escherichia coli, the formation of the 
messenger is inhibited by the attachment 
of specific protein repressors to specific 
regulatory sites on the chromosome. 
The genes controlling lactose metab- 
olism are activated by a specific "in- 
ducer" that combines with the repres- 
sor, causing the latter to detach from 
the DNA and permitting the messenger 
RNA to be synthesized (1, 2). 

The elegance of these ideas and the 
clarity with which they have subse- 
quently been verified in microorganisms 
have led to their widespread acceptance 
as an explanation for gene regulation 
of higher organisms as well. This ac- 
ceptance has been bolstered by the 
demonstration that the fundamental 
mechanisms of information flow in 
higher organisms are virtually identical 
with those in bacteria. Thus, in both 
cases, DNA is the primary genetic 
material; in both cases genetic informa- 
tion is expressed by transcription into 
RNA; and in both cases the codes as- 
signing specific RNA triplets to spe- 
cific amino acids are essentially iden- 
tical (3). 

However, certain features of the 
structure and function of the genetic 
apparatus of eukaryotic cells are very 
different from their bacterial counter- 
parts; these differences raise the possi- 

SCIENCE, VOL. 166 



bility that the mechanisms which regu- 
late gene expression in the two cases 
may also be significantly different. For 
example, the chromosomes of cells with 
a nucleus contain not only DNA but 
also numerous varieties of protein mole- 
cules, and perhaps RNA as well. Bac- 
terial chromosomes, however, consist of 
naked, double-stranded DNA mole- 
cules. Despite the fact, significant in 
itself, that individual cells of a complex, 
differentiated organism synthesize only 
a limited number of types of protein 
molecules compared with their genetic 
potential, they display a striking lack 
of economy with respect to RNA syn- 
thesis. Thus, numerous studies (4) have 
suggested that large portions of the 
genome of animal cells are continuously 
transcribed into RNA in the nucleus, 
but only a small fraction of these 
ever reaches the cytoplasm. Therefore, 
a great variety of RNA molecules are 
synthesized and destroyed, never func- 
tioning as messenger RNA's even 
though they might have the potential 
to do so. Other differences in genetic 
organization between prokaryotes and 
eukaryotes have also been discussed (5). 

The cells of higher organisms also 
appear, at times, to use more complex 
mechanisms for processing nascent poly- 
peptides than bacteria do. For example, 
the initial product of translation of the 
poliovirus RNA seems to be a single, 
long polypeptide chain that is cleaved 
into the smaller viral components (6, 
7). Furthermore, degradation or stabili- 
zation of active protein molecules can 
play a role in determining their intra- 
cellular concentration in animal cells 
[see (8) and below]. 

The reactions by which genetic in- 
formation is converted into biologically 
active polypeptides are shown in Fig. 
1, together with those processes, unique 
to eukaryotic cells, that might have a 
quantitative influence on the concen- 
tration of the products of specific 
genes. To investigate the mechanisms 
of gene regulation in mammalian cells 
we have been studying the hormonal 
induction of a specific protein. 

Enzyme Induction in Mammalian 

Cells in Continuous Culture 

When adrenal steroids are admin- 
istered to intact animals, the liver en- 
zyme tyrosine aminotransferase (E.C. 
2.6.1.5), which catalyzes the rate-limit- 
ing reaction in tyrosine degradation, is 
induced (9). To investigate this hor- 
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:tive pro- 

laeri rate of specific enzyme synthesis. To 

oteolysis. do this, tyrosine aminotransferase was 
purified from rat liver (12-14) and an 
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tivity in We found that the aminotransferase of 
a line of rat liver and that of HTC cells are im- 
lls, that munologically identical (12), and that 
and in the steroid-induced increase in the ac- 

inotrans- tivity of the enzyme in HTC cells is 
steroids accompanied by a corresponding in- 

e induc- crease in the concentration of the en- 
culture zyme, as determined by immunological 

TC cells precipitation (12). We next studied the 
rate of incorporation of radioactive 
amino acids into general cell proteins 

--- and into tyrosine aminotransferase, 
specifically precipitated immunological- 
ly. The steroids stimulate the rate of 

', amino acid incorporation into the en- 
zyme about 15-fold without noticeably 
affecting incorporation into general cell 
protein (11, 12). 

? Role of Enzyme Turnover 
20 

We have also investigated the extent 
inotrans- to which the steroid-mediated induc- 
ethasone tion of the aminotransferase might re- 
s, grown sult from changes in the rate of degra- 
/ml, was dation of the enzyme. Since the enzyme 
irst por- turns over rapidly, both in intact ani- 

a syn- mals (15) and in HTC cells (10, 11, 
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plicated because inhibitors of protein 
synthesis somehow inhibit enzyme deg- 
radation (17, 18). In addition, Reel 
and Kenney (19) have reported that 
actinomycin D can inhibit degradation 
of the enzyme in HTC and Reuber 
hepatoma cells in culture. 

However, as a result of studies in 
random (20) and synchronized (21) 
populations of HTC cells, we find that, 
under normal growth conditions, the 
aminotransferase in HTC cells turns 
over with a half-time of from 3 to 7 
hours and that its degradation is not 
affected when protein or RNA syn- 
thesis is inhibited. However, under 
"step-down" cultural conditions (where 
the nutritional value of the medium is 
suddenly decreased), the rate of tyrosine 
aminotransferase degradation is stimu- 
lated, and this "enhanced" rate is 
slowed toward the normal rate of deg- 
radation by inhibition of RNA or pro- 
tein synthesis (20). We do not yet 
understand the mechanism of "en- 
hanced" degradation of the enzyme, 
but since step-down conditions are not 
used in our usual experiments, neither 
RNA nor protein synthesis is required 
for "normal" enzyme degradation. Thus, 

the kinetics of the induction (Fig. 2) 
can be fully explained by an increase 
in the rate of enzyme sythesis. The 
constant induced activity achieved 6 
to 12 hours after addition of steroid 
to HTC cells is a steady state in which 
the rate of enzyme synthesis equals 
its rate of degradation. 

Experiments with Synchronized 

HTC Cells 

The availability of bacterial mutants 
that differ from the wild type only with 
respect to specific regulatory functions 
has greatly facilitated the study of 
control mechanisms in these organisms. 
However, regulatory mutants have not 
yet been found in mammalian cells. 
Therefore, to study the effects of altera- 
tions in genetic activity on enzyme in- 
duction, we have examined the proper- 
ties of the HTC cell generation cycle 
and the synthesis and inducibility of 
tyrosine aminotransferase in its differ- 
ent phases (22) (Fig. 3). Although the 
enzyme can be synthesized in all phases 
of the cycle, it can only be induced 
by the steroids during the periods in- 

HTC Cell cycle 

O. 

I0 CD} 

Fig. 3. The HTC cell cycle. The durations of these periods in the figure were determined 
as described in (22) as was the period during which tyrosine aminotransferase can be 
induced by adrenal steroids. 
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dicated in Fig. 3-that is, in the latter 
two-thirds of the interval between mi- 
tosis and the onset of DNA synthesis 
and during DNA synthesis. During the 
period between DNA synthesis and mi- 
tosis, mitosis, and the first several hours 
of the interval between mitosis and 
DNA synthesis, synthesis of tyrosine 
aminotransferase is not influenced by 
the presence of the hormones. Addi- 
tional experiments with synchronized 
cultures (21) have shown that early in 
the interval between mitosis and DNA 
synthesis, when the enzyme becomes 
inducible, a repressor of enzyme syn- 
thesis, which acts after transcription, is 
formed. The relation of this repressor 
to the mechanism of enzyme induction 
is discussed below. 

Theory of Enzyme Induction 

Although the generally accepted ex- 
planation for hormonal enzyme induc- 
tion is based directly on the Jacob- 
Monod model (1), various experiments 
in intact animals (23) and in HTC cells 
(11) had suggested that enzyme syn- 
thesis in mammalian cells cannot be 
controlled exclusively at gene tran- 
scription. To account for these results, 
we have proposed a model in which 
both transcriptional processes and proc- 
esses after transcription might be regu- 
lated by the steroid inducer (24). In the 
light of our more recent findings, using 
populations of both random and syn- 
chronized cells, we present a more 
specific version of this model in which 
the steroids have only a single action, 
that is, to antagonize a posttranscrip- 
tional repressor which both inhibits 
messenger translation and promotes 
messenger degradation. In addition, we 
propose that during the noninducible 
phases of the cell-generation cycle, 
transcription of the tyrosine amino- 
transferase gene is repressed by a proc- 
ess insensitive to the steroid, and that 
this repression is lifted during the ii- 
ducible periods of the cycle. 

The model, presented in Fig. 4, en- 
tails two genes: the structural gene 
(Gs) for the induced enzyme and a 
regulatory gene (GE). During the in- 
ducible phases of the cell cycle, the 
structural gene is transcribed continu- 
ously into messenger RNA, which, in 
turn, is translated into the final gene 
product, the enzyme. 

During the inducible periods, the 
regulatory gene is also assumed to pro- 
duce its product, the repressor, at a 
constant rate. We assume that the re- 
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pressor is a protein, and that both the 
repressor and its messenger RNA (not 
shown) are very labile relative to the 
other molecules depicted. The repressor 
is assumed to reversibly inhibit the 
translation of the messenger into the 
aminotransferase. Although this is sym- 
bolized in Fig. 4 as the combination of 
the messenger with repressor, we do not 
necessarily wish to imply this particular 
type of interaction, but merely the 
reversible effect of the repressor on 
messenger function. 

As shown in Fig. 4, the messenger 
can only be degraded when its transla- 
tion is inhibited by the repressor. Thus, 
the repressor both inhibits messenger 
translation and promotes its degrada- 
tion. Finally, we postulate that the ac- 
tion of the repressor is directly or in- 
directly antagonized by the steroid in- 
ducers. Therefore, in the presence of 
an inducer, the repressor is inactivated, 
messenger translation occurs, and, at 
the same time, degradation of the mes- 
senger is prevented. Thus, the concen- 
tration of the messenger increases, be- 
cause the transcription of the messenger 
gene is continuous. 

During the noninducible phases of 
the cell cycle (the postsynthetic period, 
mitosis, and early in the presynthetic 
period), the transcription of both the 
structural and regulatory genes is as- 
sumed to be repressed by a process in- 
sensitive to the induces (Fig. 4). Under 
these conditions, translation of the pre- 
existing messenger continues, and be- 
cause of the absence of the repressor, 
the messenger is more stable than 
during the inducible phases of the 
cycle. Obviously, in this state the 
steroids would have no effect on the 
system. 

Tests of the Hypothesis with 

Unsynthronized Cell Populations 

If the configuration of the genes is 
that which occurs during the inducible 
phases of the cell cycle, the model in 
Fig. 4 satisfactorily explains all the 
follovving observations made with ran- 
dom populations of HTC cells. 

1) The steroid inducers stimulate the 
rate of enzyme synthesis (11, 12). The 
inducer somehow inactivates the repres- 
sor, preventing the conversion of the 
messenger to the repressed form. Thus, 
the inducer inhibits both the inactiva- 
tion of the messenger and its degrada- 
tion, allowing the concentration of the 
messenger to increase, thereby aug- 
menting the rate of enzyme synthesis. 
19 DECEMBER 1969 

Inducible phases Non-inducible phases 
of cell cycle of cell cycle 

GS G IS GS 
x>0ooc 0oo0C X>C ' Xoo0 

inducer 

M . -MR ---- M M 
degradation 

Enzyme Enzyme 

Fig. 4. Theory of enzyme induction in 
mammalian cells. The configuration shown 
on the left is assumed to exist during the 
inducible phases of the cell cycle (Fig. 3), 
while that on the right, during the non- 
inducible phases (Fig. 3). The G8 refers 
to the structural gene for the inducible en- 
zyme, while GR refers to the regulatory 
gene. During the inducible periods, Gs is 
transcribed and the resulting messenger, 
M, can be translated to form the enzyme. 
The GR is likewise transcribed and its mes- 
senger translated to produce the protein 
R. The R combines reversibly with M to 
produce the inactive complex MR which 
leads to M degradation. The R itself is 
labile, as shown by the thin arrow leading 
away from R. The inducer is indicated to 
inactivate R by an unknown mechanism. 
During the noninducible phases of the 
cycle, neither Gs nor GR is transcribed, 
but M can be translated. Although for the 
case of tyrosine aminotransferase the deg- 
radation of the enzyme might also be 
depicted, we have not done so because its 
concentration is not regulated by changing 
the rate of its inactivation under constant 
cultural conditions (20, 21). 

2) Enzyme-specific messenger RNA 
accumulates in the presence of the in- 
ducer, even when protein synthesis is 
inhibited (11, 16, 25). As shown in 
Fig. 4, the antagonism of the repressor 
by the inducer, be it direct or indirect, 
does not require protein synthesis. Once 
the repressor is neutralized, even though 
the messenger is not translated, the 
messenger accumulates because it is 
continually transcribed. 

3) The constant presence of an in- 
ducing steroid is required to maintain 
the induced rate of enzyme synthesis 
(10, 11, 20). When the inducer is re- 
moved from the medium after induc- 
tion or when a steroid that inhibits in- 
duction is added (26), the synthesis of 
the aminotransferase slows to the un- 
induced rate. According to Fig. 4, when 
the inducer is removed, the repressor 
rapidly becomes free to inhibit the 
translation of the messenger. Thus, the 
rate of enzyme synthesis is slowed to 
the basal value, and the repressed mes- 
senger is degraded. 

4) Synthesis of RNA is required for 
enzyme induction (16, 27). Since the 
rate of enzyme synthesis is increased on 
induction because of the increase in 
messenger RNA concentration (caused 
by inhibition of its degradation), inhibi- 

tion of the continuous transcription of 
the messenger RNA of tyrosine amino- 
transferase prevents the induction. 

5) Continued RNA synthesis is not 
required to maintain enzyme synthesis 
at the basal or induced rates (10, 11, 
16, 20). When the transcription of both 
the structural and repressor genes is 
inhibited, the repressor is inactivated 
and the messenger is stabilized at what- 
ever concentration it had attained be- 
fore RNA synthesis was interrupted. 
Therefore, enzyme synthesis continues 
at a fixed rate determined by the con- 
centration of the stabilized template, the 
messenger. 

6) If RNA synthesis is blocked after 
full induction, enzyme formation be- 
comes constitutive-that is, the inducer 
may be removed but enzyme synthesis 
continues at the induced rate (10, 11, 
20). When gene transcription is blocked, 
the repressor and its labile messenger 
are inactivated, freeing the aminotrans- 
ferase messenger from rapid inactiva- 
tion (and from subsequent degradation); 
this allows the translation of the mes- 
senger to continue in the absence of 
the inducer. 

7) Actinomycin D "superinduces" 
the synthesis of the aminotransferase 
and increases its intracellular concentra- 
tion (10, 11, 16, 20). Some time ago 
it was observed that rather high doses 
of actinomycin D apparently stimulated 
the synthesis of steroid-induced trypto- 
phan oxygenase in the livers of intact 
rats (23). At that time, we proposed 
that this "paradoxical" effect of actino- 
mycin D was due to a labile repressor 
of messenger RNA translation which 
was degraded in the presence of the 
inhibitor. More recently, we have ob- 
served a similar "superinduction" of 
tyrosine aminotransferase activity, when 
1 to 5 jg of actinomycin D per milli- 
liter are given to HTC cells either in 
the basal (16) or induced states (11). 

Although it has been argued that 
superinduction could result from an 
inhibition of the aminotransferase deg- 
radation by actinomycin (19), we find 
(see above) that, under the usual con- 
ditions of our experiments, turnover of 
the enzyme in HTC cells is not inhib- 
ited by actinomycin D (16, 20, 21). 
Superinduction must therefore result 
from an increase in the rate of enzyme 
synthesis promoted by inhibiting RNA 
synthesis. 

In addition to the two examples re- 
ported, many other cases of stimulation 
of either enzyme activities or synthesis 
by actinomycin D have subsequently 
been reported; this suggests that super- 
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induction is a fairly general phenom- 
enon, at least in higher organisms (28). 
It occurs, according to our model, be- 
cause, when gene transcription is in- 
hibited, the repressor is inactivated and 
the repressed messenger carn dissociate 
to liberate free, active messenger. 

8) Induced enzyme synthesis, slowed 
by removing the inducer, may be re- 
activated by blocking RNA synthesis 
(29). This is illustrated in Fig. 5, which 
shows an experiment in which a culture 
of HTC cells had been exposed to 
10-7M cortisol for 17 hours. At time 
zero, the cell suspension was diluted 
tenfold into a warmed medium free of 
inducer; at intervals thereafter, por- 
tions of the culture were removed for 
assay of tyrosine aminotransferase ac- 
tivity. As early as 15 minutes after di- 
lution of the inducer, the enzyme ac- 
tivity had fallen below the control 
value, and samples taken later show 
that the decline in activity continued 
with a half-time of about 5 hours. This 
immediate, rapid decline of enzyme 
activity indicates that, when the inducer 
is removed, the rate of enzyme syn- 
thesis abruptly decreases. When actino- 
mycin D was added to the medium at 
the same time as the dilution into me- 
dium free of inducer, instead of falling, 
the enzyme activity was "superinduced," 
that is, rose above the control activity 
(Fig. 5). When the antibiotic was 
added 15 minutes after the inducer was 
removed, the activity again rose above 
the control value. Actinomycin D, given 
at 45 minutes, also caused an increase 
in enzyme activity (Fig. 5), although 
the maximum activity attained in this 
case was not as high as that produced 
when the inhibitor was given simultane- 
ously with removal of the inducer. 
Whenever actinomycin D was given 
there was a reactivation of enzyme syn- 
thesis, indicated by the rise in activity. 
However, the longer the interval be- 
tween administration of actinomycin D 
and removal of the inducer, the lower 
was the final maximum activity. Thus, 
when the inducer is removed, transla- 
tion of the messenger is interrupted. 
However, when RNA synthesis is in- 
hibited, translation can begin again, 
even in the absence of the steroid. 

These findings are also explained by 
the model in Fig. 4, according to which 
removal of the inducer allows the rapid 
conversion of active messenger to in- 
active repressed messenger, prevent- 
ing enzyme synthesis. When actinomy- 
cin D is given, repressor gene transcrip- 
tion is prevented and synthesis of the 
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repressor stops. The concentration of 
the repressor then falls since it is rapid- 
ly degraded. The repressed messenger 
can then be converted to active messen- 
ger, and formation of the aminotrans- 
ferase begins again. The fact that less 
enzyme-forming capacity can be "res- 
cued" when actinomycin is given sev- 
eral hours after, rather than immediate- 
ly after, removal of the inducer gives 
an indication of the rate at which the 
repressed messenger is degraded (rough- 
ly with a half-life of 3 hours). Thus, 
the rate of inactivation of the mes- 
senger, by combination with the repres- 
sor, occurs much more rapidly than 
the actual rate of messenger degrada- 
tion. Therefore, a sizable pool of in- 
active, but "easily rescued," repressed 
messenger exists for some time after 
removal of the inducer. Since the re- 
pressed messenger seems to disappear 

70- 

0 

10 - 

Actinomycin D . 
(Sul/ml) Dilute out-cortisol 

2 4, 6 8 10 
Time (hours) 

Fig. 5. "Messenger rescue" experiment. 
The HTC cell suspensions (800,000 cell/ 
ml) were incubated in induction medium 
with 1 X 10-7M cortisol for 17 hours. At 
that time an 8-ml sample of cell suspen- 
sion was added to fresh warmed induc- 
tion medium free of steroid (37?C) and 
to warmed induction medium containing 
cortisol (1 X 10-7M). Both suspensions 
were further incubated at 37?C, and sam- 
ples were removed from the culture free 
of steroid at the beginning of the incuba- 
tion and at 15, 45, 90, and 180 minutes. 
Each sample was further incubated in the 
presence of actinomycin D (5 Atg/ml), 
and, at the times indicated, samples were 
removed for enzyme assay. Portions were 
also removed for assay of tyrosine amino- 
transferase from the cell suspension con- 
taining no added steroid and from that 
containing cortisol. The activity is ex- 
pressed as milliunits of enzyme per milli- 
gram of cell protein. 

more rapidly than the free messenger, 
we infer that the repressor somehow 
promotes the inactivation of the mes- 
senger, as suggested by the model. 

Whereas findings 1 through 4 can 
be explained by both the classical 
Jacob-Monod mechanism (1) and the 
posttranscriptional model proposed in 
Fig. 4, results 5 through 8 cannot 
be interpreted as an antagonism be- 
tween the inducer and a stable repres- 
sor of gene transcription. However, 
the results of these experiments (and 
similar results in other systems) can be 
easily rationalized if we assume, as in 
Fig. 4, the existence of a labile repres- 
sor of messenger function operating at 
a site beyond that of gene transcription. 

Test of the Hypothesis in 

Synchronized Cell Populations 

In addition, the model in Fig. 4 ac- 
counts for the following results ob- 
tained with population of synchronized 
cells. 

1) Tyrosine aminotransferase can be 
synthesized, but is not inducible, during 
the interval between DNA synthesis 
and mitosis, mitosis, and early in the 
interval between mitosis and DNA syn- 
thesis (22). In these noninducible 
phases of the cycle, the configuration 
of the genes is assumed to be that 
shown in the second part of Fig. 4, 
where both the structural and regula- 
tory genes are repressed. The preexist- 
ing enzyme messenger continues to be 
translated and-is stabilized since the 
repressor is not present. The steroids 
are inactive during these periods be- 
cause of the absence of the repressor, 
and because the repression of tran- 
scription of the structural gene itself 
cannot be overcome by the inducer. 

2) Preinduced cells, collected in 
mitosis, continue to synthesize the en- 
zyme at the fully induced rate early 
in the interval between mitosis and 
DNA synthesis even in the absence of 
the inducer (21). 

According to our model, the mRNA 
of the aminotransferase, accumulated 
on induction in random cells, is both 
stable and derepressed early in the pre- 
synthetic period because, during that 
period, the repressor gene is inactive so 
that formation of a new repressor is in- 
hibited; and the preexisting repressor 
is degraded because of its lability (Fig. 
4). 

3) As preinduced synchronized cells 
enter hour 3 of the period between 
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mitosis and DNA synthesis, synthesis 
of tyrosine aminotransferase becomes 

repressed unless the inducer is added 
(21). According to the model, at hour 3 
of the presynthetic period both the 
structural and repressor genes become 
activated, the repressor is synthesized, 
and, unless antagonized by the inducer, 
the translation of the enzyme messen- 

ger RNA is inhibited. 
4) Inhibition of RNA synthesis be- 

fore hour 3 of the presynthetic period 
preserves the "constitutive" state of 

tyrosine aminotransferase synthesis (21). 
This occurs because the expression of 
the repressor (and the structural) gene, 
which normally begins at tlis .time, 
requires RNA synthesis. Thus, the re- 

pressor cannot be formed in the pres- 
ence of actinomycin D, and whatever 

messenger RNA is present before hour 
3 of the presynthetic period can be 
translated constitutively in the absence 
of the inducer. 

Mechanism of 

Posttranscriptional Control 

The posttranscriptional repressor 
could act at any site after the tran- 

scription of the messenger RNA. 
Many chemical and physical reac- 

tions are required to transform the in- 
formation encoded in nascent nuclear 
messenger RNA into the final polypep- 
tide gene product, and there are, there- 
fore, in principle as many potential 
loci of posttranscriptional regulation. 
In general, among the processes which 
might be regulated are: (i) specific 
protection or degradation of nascent 
nuclear messengers; (ii) transport of 
messengers from nucleus to cytoplasm; 
(iii) association of functional messen- 
gers bound to polyribosomes with spe- 
cific regulatory proteins; (iv) activation 
or in activation of ribosomes; (v) altera- 
tions in the folding of nascent polypep- 
tide chains either by association with 
other proteins or with small molecules; 
and (vi) alterations in the function of 
specific factors involved in the initiation 
or termination of protein synthesis. 

Certain types of posttranscriptional 
control, such as those operating in un- 
fertilized eggs (30) or in mitotic cells 
(31) appear to be quite general be- 
cause they inhibit virtually all cellular 
protein synthesis. 

The proposed posttranscriptional reg- 
ulator of tyrosine aminotransferase in- 
duction must be relatively specific be- 
cause under normal conditions neither 
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general protein synthesis nor growth 
of HTC cells is affected by the cortico- 
steroids (10, 11). The rapidity with 
which induction can be terminated by 
removing the inducer suggests that the 
repressor may interfere in some way 
with polyribosome function. We obvi- 

ously do not yet have enough informa- 
tion to propose with assurance any 
specific molecular model for repressor 
action. However, one reasonable possi- 
bility, among many others, might be 
that the repressor recognizes a specific 
base sequence at the 5' end of the mes- 

senger, attaches to it, and, by prevent- 
ing polyribosome formation, somehow 
allows more rapid messenger RNA de- 
gradation (32). Induction would result 
from detachment of the repressor from 
the messenger RNA, subsequent poly- 
some formation, and stabilization of 
the messenger leading to its accumula- 
tion. 

An apparently different, and less spe- 
cific type of posttranscriptional regula- 
tion has also been recently discovered 
in HTC cells; a macromolecular frac- 
tion in serum stimulates the translation 
of the messenger RNA of the amino- 
transferase and, to a lesser extent, of 
other cellular messengers (33). The re- 
lationship of this type of regulation to 
the "posttranscriptional repressor" 
mechanism of Fig. 4 is not clear at 

present. 

Mechanisms of Transcription Control 

In principle, the posttranscriptional 
mechanism we propose could govern 
the expression of all the genes of 
differentiated cells, eliminating the ne- 

cessity for any regulation over gene 
transcription. 

However, considerable evidence has 
been presented for specific control of 
gene transcription in metazoans, par- 
ticularly during development. For ex- 
ample, in insects only certain chromo- 
somal loci synthesize RNA at a given 
time during development (34); and in 
amphibian embryos the synthesis of ri- 
bosomal RNA does not occur until a 
certain developmental stage has been 
reached, even though other classes of 
RNA are formed continuously (35). 

Our results suggest that during cer- 
tain phases of the HTC cell cycle both 
the structural and regulatory genes 
themselves become repressed and de- 
repressed. This cyclic inhibition of gene 
transcription does not appear to be 
under control of the inducer, because 

the presence of the steroids during non- 
inducible phases of the cell cycle does 
not stimulate synthesis of the amino- 
transferase. 

The molecular basis of transcriptional 
regulation in eukaryotes is not well un- 
derstood at present. Biochemical studies 
have shown that histones, the basic 
proteins associated with the DNA of 
eukaryotic chromosomes, inhibit the 
enzyme-catalyzed transcription in vitro 
of DNA and that chromatin is a much 
less effective template for RNA synthe- 
sis than purified DNA is (36). It has 
been suggested (37) that acidic chromo- 
somal proteins, alone or together with 
the histones, may be responsible for the 
organ-specific restriction of DNA tran- 
scription in mammalian cells. Recent 
work has also shown that the specificity 
of RNA polymerase itself may be modi- 
fied by the attachment of specific sub- 
units (38). Finally, a theory of tran- 
scription control based on the redun- 
dant sequences of DNA in eukaryotic 
cells has been presented (39). In any 
event, it seems most likely that control 
of gene transcription is based on the 
specific interaction of macromolecules 
directly with the DNA. 

Our prejudice at the present time is 
that transcriptional control is most im- 
portant in the sequential gene activa- 
tion which occurs during development, 
and in maintaining the differentiated 
state of metazoan cells. Posttranscrip- 
tional regulation and messenger stabili- 
zation might therefore be involved in 
finer regulation such as enzyme induc- 
tion. One might well question the gen- 
erality of the posttranscriptional mech- 
anism proposed in Fig. 4. Unfortu- 
nately, relatively few other cases have 
been analyzed in sufficient detail to 
provide evidence for or against it. 
However, the frequency with which 
actinomycin D appears to stimulate 
the formation of specific proteins or 
makes their synthesis constitutive (28) 
suggests that specific labile repressors 
of messenger expression such as "the 
posttranscriptional repressor" may play 
a general role in biological control. 

Site of Action of Steroid Hormones 

In the model in Fig. 4, although 
the inducers are assumed to act by neu- 
tralizing the repressor, the precise 
mechanism is left open. Studies relating 
steroid structure with inducer action 
have led us to believe that the steroid 
receptors which mediate induction are 
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allosteric molecules, the conformation 
of which is regulated by the hormones 
(26). Direct binding studies (40) sug- 
gest that some of these receptors are 
located in the nucleus. Since the repres- 
sor appears to function in the cyto- 
plasm to inhibit synthesis of the amino- 
transferase, it seems unlikely at first 
glance that the nuclear receptors them- 
selves are the labile repressor. 

Therefore, the mechanism by which 
the steroid-receptor complex influences 
repressor activity might well be indi- 
rect, for example either inhibiting re- 
pressor synthesis or transport, or else 
promoting its degradation. 

Alternatively, the inducers might in- 
teract directly with the cytoplasmic re- 
pressor causing its translocation to the 
nucleus, where it could no longer in- 
hibit aminotransferase synthesis. If this 
were true, the nuclear receptors would 
represent only an inactive form of the 
repressor. This possibility might be 
consistent with the presence, in the 
uterus, of cytoplasmic receptors which 
migrate to the nucleus after complex- 
ing with estradiol (41). 

Relatively few results are available 
at this time which actually exclude con- 
ceivable mechanisms of hormone ac- 
tion. One set of such experiments (26, 
40) shows that steroid metabolism is 
not required for binding to the specific 
corticosteroid receptors in HTC cells; 
and another study (42) has shown 
that neither cyclic adenosine mono- 
phosphate nor adenyl cyclase are pres- 
ent in these cells. 

allosteric molecules, the conformation 
of which is regulated by the hormones 
(26). Direct binding studies (40) sug- 
gest that some of these receptors are 
located in the nucleus. Since the repres- 
sor appears to function in the cyto- 
plasm to inhibit synthesis of the amino- 
transferase, it seems unlikely at first 
glance that the nuclear receptors them- 
selves are the labile repressor. 

Therefore, the mechanism by which 
the steroid-receptor complex influences 
repressor activity might well be indi- 
rect, for example either inhibiting re- 
pressor synthesis or transport, or else 
promoting its degradation. 

Alternatively, the inducers might in- 
teract directly with the cytoplasmic re- 
pressor causing its translocation to the 
nucleus, where it could no longer in- 
hibit aminotransferase synthesis. If this 
were true, the nuclear receptors would 
represent only an inactive form of the 
repressor. This possibility might be 
consistent with the presence, in the 
uterus, of cytoplasmic receptors which 
migrate to the nucleus after complex- 
ing with estradiol (41). 

Relatively few results are available 
at this time which actually exclude con- 
ceivable mechanisms of hormone ac- 
tion. One set of such experiments (26, 
40) shows that steroid metabolism is 
not required for binding to the specific 
corticosteroid receptors in HTC cells; 
and another study (42) has shown 
that neither cyclic adenosine mono- 
phosphate nor adenyl cyclase are pres- 
ent in these cells. 
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nationally about 50 nations are partici- 
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bution to the International Biological 
Program, five studies form the Human 
Adaptability group while eight consti- 
tute the environmental management 
group (1). The former consist of (i) 
the "International Study of Circum- 
polar Peoples Including Eskimos" in- 
volving adaptations to cold; (ii) the 
"Population Genetics of the American 
Indian" emphasizing adaptations to life 
under primitive conditions on the tribu- 
taries of the Amazon and Orinoco 
rivers; (iii) the "Biology of Human 
Populations at High Altitudes" in the 
Andes of Peru and in the Rockies 
but coordinated with studies in the 
Ethiopian highlands, and in the Hima- 
layan and Tien Shan mountains; (iv) 
"Nutritional Adaptation to the Environ- 
ment"; and (v) the "Ecology of Migrant 
Peoples." A sixth program in chrono- 
biology is being prepared. 
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