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and other indications of contemporary 
tectonic change are discussed elsewhere 
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Summary 

Earthquake origins are distributed in 
three dimensions, but ordinary mapping 
displays only two. Lines of epicenters 
often trend transversely with respect to 
the larger surface structures. This is 
true not only of deep-focus earthquakes 
but also of ordinary shallow shocks. 

Such transverse alignments are often 
associated with transversely trending 
boundaries of active areas, defined by 
all known events during an interval, or 
by the aftershocks of a given large 
earthquake. 

Both types of transverse trends are 
presumably due to fractures cutting 
across the principal structures. In many 
areas they parallel alternative trends 
evident elsewhere in the general region, 
which is then characterized by two 
principal trends crossing at a high angle. 
Such conjugate trends are often taken 
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as expressing alternative directions of 
shearing under approximately uniform 
regional stresses. As such, they need 
not conform closely to present strains 
and tectonic dislocations; rather, they 
represent established zones of weak- 
ness of considerable geologic antiquity. 
Such zones of weakness may have 
originated under conditions differing 
widely from the present ones, but they 
will still determine the lines along 
which current dislocations are taking 
place. 
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Introduction 

This article is concerned with the gen- 
eral theory of chemical synthesis and 
with the application of machine compu- 
tation to the generation of chemical 
pathways for the synthesis of compli- 
cated organic molecules. The basis for 
the approach which has been developed 
comes in large measure from the 
methods used by chemists in the solu- 
tion of certain types of synthetic prob- 
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lems. It is appropriate, therefore, to 
begin with a brief description of the 
general processes by which chemical 
syntheses of organic molecules are 
devised. 

The number of discrete organic chem- 
ical compounds which are capable of 
existence as stable entities can be des- 
cribed conservatively as astronomical. 
The simple formula C40HS2, which is 
"saturated" by univalent hydrogen so 
that only chains of atoms are possible, 
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has been calculated to permit the join- 
ing of carbon atoms in 63,491,178,805,- 
831 different ways with regard to 

topology in two dimensions (1). The 
number of possible and distinctly dif- 
ferent molecules of formula C40Hs2 is 

actually far greater because of the three- 
dimensional (stereochemical) charac- 
teristics of organic structures. For in- 

stance, the fact that four single bonds 
to a carbon are normally tetrahedrally 
directed in space allows any four unlike 

groups to be attached to that atom 
in two different ways. The profusion 
of organic structures becomes still more 

impressive when consideration is given 
to three additional molecular charac- 
teristics: first, that organic molecules 
can contain many thousands of atoms; 
second, that a large number of the 
known elements can bond to carbon 
and to each other in a molecule; and 

third, that cyclic connections within 
molecules can lead to a prodigious 
variety of rings or networks of atoms. 

A large majority of the millions of 
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organic structures that are recorded in 
the scientific literature have been 
created by chemical synthesis. In many 
instances a given organic compound 
may have been synthesized in several 
different ways. This is even true of 
"small" molecules such as acetone, 
CH3COCH3, or phenylacetic acid, 
Ce(H5CHCOOH, although the number 
of different syntheses leading to a given 
structure can be expected to increase 
with molecular size. To effect such 
syntheses, chemists have at their dis- 
posal a variety of basic chemicals 
derived from fundamental source mate- 
rials such as petroleum, air, water, salt, 
and sulfur and, additionally, many 
thousands of well-known "secondary" 
compounds obtainable either commerci- 
ally or by well-described laboratory 
procedures which can serve as "readily- 
available" starting materials. They also 
possess a very large arsenal of chemical 
reactions, numbering certainly in the 
thousands, for changing one type of 
structure into another. For each type 
of reactive unit in an organic molecule, 
usually termed a functional group, a 
wide variety of reactions are known 
which are useful in chemical synthesis. 
Such reactions can induce a diverse 
array of structural modifications in- 
cluding: (i) interconversion, removal, 
or introduction of functional groups, 
(ii) extension of the atomic chains or 
appendages, (iii) generation of atomic 
rings, (iv) rearrangement of chain or 
ring members, and (v) cleavages of 
chains or rings. Finally, synthetic chem- 
ists make use of extensive new knowl- 
edge regarding the electronic and quan- 
tum-mechanical aspects of molecular 
change. 

Unlike macro-construction, the syn- 
thesis of a molecule from constituent 
units does not and cannot depend on 
the mechanical placement of these units 
in an appropriate arrangement. The 
atomic groups to be joined must find 
each other and bind together in the 
proper way automatically, without ex- 
ternal intervention or delivery. Thus it 
is not sufficient that the constituent syn- 
thetic units required for a synthesis be 
available; they must also possess chemi- 
cal properties or affinities which are 
predictable and which are so specific as 
to allow selective combination in only 
one of the many possible modes. It 
should be noted that the effective appli- 
cation of any synthetic plan may require 
the use of certain control techniques, for 
example, involving activating, deactivat- 
ing, or directing groups, to maximize 
the specificity of chemical combina- 
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tion. The synthesis of a molecule of any 
complexity usually requires the utiliza- 
tion of a sequence of carefully chosen 
chemical reactions in a fairly rigid or- 
der. In general, the more complex the 
molecule, the larger is the number of 
chemical steps required for synthesis. 
Clearly, if any one of these stages of 
synthesis cannot be induced-or modi- 
fied-to yield the required result in 
practice, the entire synthetic plan will 
founder. 

How does a chemist choose a path- 
way for the synthesis of a large organic 
molecule, given either the great diver- 
sity of organic structures and reactions 
or, in contrast, the critical importance 
of each step to ultimate success? Sur- 
prisingly, this question has not been 
dealt with in a general and systematic 
way in chemical textbooks, and only 
recently has a relevant analysis ap- 
peared in the chemical literature (2). 
Not surprisingly, chemists employ a 
variety of problem-solving techniques of 
varying sophistication, depending both 
on the chemist and the problem. It is 
sufficient for our purposes to distinguish 
between two extreme approaches and 
one which is intermediate. The extreme 
methodologies which differ with respect 
to analytical and logical sophistication 
and generality can be termed "direct as- 
sociative" and "logic-centered" molec- 
ular synthesis. The direct associative 
approach can be used to generate a 
possible synthetic scheme when the 
chemist directly recognizes within a 
structure a number of readily available, 
undisguised subunits which can be 
brought together in the proper way 
using standard reactions with which he 
is very familiar. For example, the mole- 
cule represented by formula I can be 
assembled by joining the components II 
to VI in the indicated order. Most syn- 
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thetic chemists would arrive at this 
scheme with a minimum of logical 
analysis or planning simply because of 
the fact that the subunits II to VI are 
so obvious and so familiar, like the 
reactions required to join them, that 
the simple processes of mnemonic as- 
sociation lead directly to a possible solu- 
tion. The applicability of the associative 

approach is limited to relatively simple 
synthetic problems even if it is broad- 
ened to include extensive search and 
association processes involving the vast 
chemical literature as well as control 
techniques. 

The intermediate approach to syn- 
thetic analysis has been the basis for 
the great majority of the previously ac- 
complished syntheses of known organic 
compounds. In essence, the approach 
involves the recognition of a relation 
between a critical, and perhaps major, 
unit in the structure to be synthesized 
and a structure which corresponds to a 
known or potentially available chemical 
substance. This substance then becomes 
a starting point for the synthesis, and 
the problem is reduced to finding a set 
of reactions which will convert each of 
the starting structures to the desired 
target structure. The derivation of a 
sequence for this interconversion may 
require fairly complex analysis of the 
logic-centered type (as discussed be- 
low); however, it will always be domi- 
nated by a set of goals which are de- 
termined by the nature of the particular 
starting and end points of the synthesis. 
The choice of a particular starting point 
channels and simplifies the analysis. At 
the same time, the imposition of a start- 
ing point for a synthesis limits the scope 
and rigor with which a problem can be 
analyzed, with the result that one or 
more superior solutions may remain 
undiscovered. The first synthesis of 
cortisone (VIII) is illustrative of a syn- 
thetic plan which was derived with the 
use of the "intermediate" approach. The 
synthesis was accomplished with a readi- 
ly available natural product as starting 
material, deoxycholic acid VII, a com- 
pound having the same carbon network 
both with regard to gross structure and 
stereochemistry (3). However, even 
starting with deoxycholic acid, itself the 
product of a complicated biosynthesis, 
over 30 steps were required to effect 
the synthesis. Despite the general simi- 
larities between structures VII and VIII, 

H 

0-0 'A 

i i i 
this particular synthesis is both less ef- 
ficient and less elegant than other syn- 
theses starting with simple basic chemi- 
cals available in unlimited quantity. 

On the other hand, most syntheses 
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of polypeptides start with the identifica- 
tion of the repeating a-amino acid units 
and are planned around these as starting 
materials. This also happens to be the 
most efficient approach to synthesis be- 
cause of the availability of the a-amino 
acid units in the proper stereochemical 
form, because of the structural redun- 
dancy of a polypeptide molecule, and 
because of the relative operational ease 
of forming the CO-N bonds which join 
the a-amino acid units. It might be 

argued that although polypeptides cer- 

tainly are complex structures, in terms 
of synthetic analysis they are sufficient- 
ly uncomplicated so that the intermedi- 
ate form of synthetic analysis is suffi- 
cient. 

In the subject of logic-centered com- 

plex molecular synthesis, at the other 
end of the spectrum, we encounter a 

methodology limited only by the fron- 
tiers of chemistry and the power of 
human intelligence and creativity. Cen- 
tral to this methodology is the require- 
ment of a penetrating and rational anal- 

ysis of the molecular structure which is 
the synthetic target. This analysis leads 
to a logically restricted set of structures 
which may be converted in a single 
synthetic operation, that is, chemical 

step, to the synthetic target. Each of 
these structures is in turn carefully anal- 

yzed in detail as was the original target 
structure, and from each a set of syn- 
thetically more accessible structures is 
derived, again one synthetic operation 
removed. This process is carried out re- 

peatedly for each synthetic intermediate 
until a "tree" of such intermediate struc- 
tures results, which leads down from the 

synthetic target to structures correspond- 
ing to readily available starting mate- 
rials. Thus a set of possible synthetic 
pathways corresponding to sequences of 
intermediate structures is generated. The 
derivation of these synthetic pathways is 

strictly carried out in an order which is 

opposite to the direction in which a 

synthesis is conducted in the laboratory, 
and in that sense the analysis is per- 
formed backward relative to the execu- 
tion. Figure 1 shows a small portion of 
a synthetic tree originating with the 

synthetic target T. In contrast to the 
"direct associative" approach and the 
"intermediate" approach, the analysis is 
in no way encumbered or diverted by 
assumptions as to starting materials, 
which serve only to signal the end of 
a particular analytical sequence. The 
various synthetic pathways resulting 
from the generation of a tree of inter- 
mediates require further analysis in or- 
der to evaluate relative merit. This pro- 
cess demands analysis of each synthetic 
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Fig. 1. Synthetic analysis of target T generates a "tree" of intermediate precursor 
structures. 

step of each sequence, which must make 
maximum use of available chemical in- 
formation, and, ultimately, experimental 
substantiation by reduction to practice. 

Not uncommonly, a synthetic route 
so derived and demonstrated by experi- 
ment will be sufficiently subtle that the 

pathway of synthesis will be far from 
obvious, given the starting materials 
actually used. For example, the natural- 
ly occurring substance longifolene (IX) 
has been synthesized after a detailed 
analysis starting from resorcinol (X), 
methyl iodide (XI), ethyl bromide 

(XII), and methyl vinyl ketone (XIII), 
the origin of each carbon atom of syn- 
thetic IX being as indicated (4). 

3 2 

4 :j 4 ~"~ 
;t 4 
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OHil 

1, from [ XI (IX) OIL 

2. from CIII, (XI) 

3, from CII3CII,,Br (XII) 

4, from CII,,COCII-CII (XIII) 

Relatively few of the syntheses of 

organic molecules recorded in the litera- 
ture have been based on the logical gen- 
eration of fairly complete synthetic 
trees, partly because of the fact that this 

approach has not previously been clear- 

ly and generally defined. Although rig- 
orous analysis of a complex synthetic 
problem is extremely demanding in 
terms of time and effort as well 
as chemical sophistication, it has be- 
come increasingly clear that such analy- 
sis produces superlative returns. Perhaps 
the greatest advance in chemical syn- 
thesis in coming years will be the re- 

peated and ever more convincing dem- 
onstration of this point. 

Reference has been made above to 
the construction of a "synthetic tree" 

by the stepwise generation of synthetic 
intermediates, starting from the target 
structure. It is now appropriate to focus 
on the details which are central to 
this process. The analysis starts with 

the perception of those structural fea- 
tures within the target molecule which 
are of synthetic significance, including 
especially the following: (i) individual 
molecular chains, rings, and appendages, 
(ii) individual functional groups, (iii) 
asymmetric centers and groups attached 
thereto, and (iv) chemical reactivity, 
sensitivity, or instability at each point 
within the molecule. The next stage re- 
ceives direction and selectivity from the 

all-important goal of reducing molecular 

complexity, which in a general sense 
can be considered to involve combina- 
tions of the following: (i) simplifica- 
tion of internal connectivity by scission 
of rings, (ii) reduction of molecular 
size by disconnection of chains or ap- 
pendages, (iii) removal of functionali- 

ty, (iv) modification or removal of 
sites of unusually high chemical reac- 

tivity or instability, (v) simplification 
of stereochemistry, for example, by 
removal of asymmetric centers. There 
are also important subgoals which 
can direct the analysis toward the 
above-listed goals without themselves 

corresponding to molecular simplifica- 
tion. These include (i) interchange of 

types of functional groups, (ii) intro- 
duction of functional groups, (iii) 
modification of functionality to allow 
control of levels of chemical reactivity, 
(iv) introduction of groups which per- 
mit stereochemical or positional con- 

trol, and (v) internal rearrangement, 
for example, to modify rings, chains, 
or functional groups. 

The most powerful technique for 

establishing a link between molecular 
features as perceived and operations 
which simplify molecular structure 
makes use of the description of organic 
reactions in terms of basic electronic 
reaction mechanisms. Such reaction 
mechanisms are now known in consider- 
able detail for most of the important 
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synthetic reactions. This knowledge 
permits a very compact and systematic 
classification of the hundreds of syn- 
thetic reactions and allows, among other 
things, (i) the correlation of the varia- 
tion of reactivity with changes in chemi- 
cal structure, (ii) the consideration of 
unstable reaction intermediates which 
intervene between reactants and prod- 
ucts, and (iii) the prediction of stereo- 
chemical relations between reactants 
and products. It can be applied to the 
prediction of what kind of reaction, if 
any, will occur with a given set of react- 
ants and reaction conditions, or it can 
be used as a guide to the selection of 
suitable reagents and reaction conditions 
to effect a given structural change. Be- 
cause the electronic properties of the 
various functional groups are known, 
these groups can be dealt with systemati- 
cally and efficiently with regard to their 
effect on chemical reactions. The fact 
that the mechanistic pathway for a 
chemical reaction is the same for for- 
ward and reverse directions (principle 
of microscopic reversibility) ensures that 
there are no obstacles to the use of 
mechanisms corresponding to the re- 
verse of synthetic reactions to generate 
the intermediates of the synthetic tree 
(5). 

Thus the perception of the relations 
between key structural features leads 
to the selection of an operable mecha- 
nism, the logical application of which 
produces a new structure or set of 
structures. If the application of this 
mechanism in the synthetic direction 
starting from the structure or structures 
so derived unambiguously re-forms the 
target structure, then a legitimate com- 
ponent of the synthetic tree has been 
found. The test of a reaction mech- 
anism in the synthetic direction must 
be carried out, since the operation of 
a mechanism on an organic structure 
can and ,often does lead to several pos- 
sible structures. 

There are general and powerful prin- 
ciples of stereochemistry which provide 
goals and processes for synthetic analy- 
sis. Therefore, the subject of stereo- 
chemistry is linked both to structural 
features and structural operations based 
on reaction mechanisms. Further, goals 
and operations can be derived from 
topological considerations, especially in 
molecular structures of high connec- 
tivity or those possessing elements of 
symmetry or redundancy. 

The processes of perception, as used 
by a chemist to derive a synthetic tree 
or sequence, can be differentiated with 
regard to subtlety and sophistication. 
The most complex and subtle levels 
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Fig. 2. Processing scheme for machine- 
assisted logic-centered synthetic analysis. 

are, of course, the least well understood 
and the most interesting for detailed 
study. They are also of key importance 
in the simplification of synthetic prob- 
lems in the sense they can generate 
higher level strategies of great effective- 
ness. In some cases, these strategies 
derive from the recognition of the cri- 
tical obstacles to the synthesis of a 
structure. 

As a synthetic tree is developed, find- 
ings may emerge which suggest new 
relationships or simplifications that can 
lead to even more effective analysis of 
the original target structure. In this 
sense, it can be said that embedded in 
each problem is a learning opportunity, 
which if seized can lead to extraordi- 
narily simple or elegant solutions. Learn- 
ing opportunities are equally great in 
the subsequent stages of synthetic work 
which involve (i) the selection of spe- 
cific chemical reactions for transform- 
ing one synthetic intermediate to the 
next in the sequence, (ii) the selection of 
specific reagents, (iii) the design of ex- 
periments, and (iv) experimental execu- 
tion and analysis. During these stages 
observations, discoveries, inventions, or 
theories of great importance may result. 
No one is more keenly aware than the 
synthetic chemist that much of chem- 
istry remains to be discovered or ap- 
plied. 

Requirements for Machine- 

Assisted Synthetic Analysis 

Since the process of synthetic analy- 
sis can now be defined with much 
greater clarity, precision, and general- 
ity than heretofore possible, the ques- 
tion arises as to whether one can apply 
modern computers to the solution of 
problems of molecular syntheses. That 
there is a need for such an application 
is made apparent by the fact that a 
complete, logic-centered synthetic anal- 
ysis of a complex organic structure 
often requires so much time, even of 
the most skilled chemist, as to endan- 
ger or remove the feasibility of this 
approach. It would Ibe a great advantage 
if at least a part of the necessary analy- 
sis could be performed rapidly and ac- 
curately by computer. This was one 
consideration which led to the studies 
described in this article. Another was 
the conviction that it is important to 
test our understanding of synthetic 
analysis by writing and evaluating ma- 
chine programs. Such programs, if ef- 
fective, would constitute a starting 
point and guide for further elaboration 
of synthetic analysis and lead, ulti- 
mately, to a useful new computer-as- 
sisted methodology. 

The following general requirements 
for the computer system were envisaged 
at the outset: (i) that it be an "inter- 
active" system (6) allowing facile graph- 
ical communication of both input and 
output in a form most convenient 
and natural for the chemist, (ii) that 
it 'be capable of rapid processing of 
molecular structures to generate a legiti- 
mate tree, (iii) that the tree be limited 
in size so as not to include useless or 
chemically naive structures (that is, 
"forbidden" regions of the search 
space), but that it necessarily include 
as many useful pathways as possible, 
(iv) that the processing be performed 
automatically, but with provision of in- 
terruption by the chemist at any time 
to modify or redirect the analysis at 
any stage, (v) that the depth of search 
or analysis be decided by the chemist, 
and (vi) that the evaluation of the vari- 
ous pathways in the synthetic tree 'be 
done by the chemist, but that the ma- 
chine order the output structures in a 
way tantamount to preliminary evalua- 
tion. These requirements limit the task 
to be performed by computer to the 
"logic-centered" part of synthesis and 
leave to the chemist the complex, ill- 
defined, and "information-centered" 
part, which is at present beyond the 
scope of computation. Also left to the 
chemist is the possibility of entering 
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any learned information or higher strat- 
egy resulting from the analysis and, of 
course, the opportunity to contribute 
creatively to the solution of the prob- 
lem. On the other hand, the system 
should allow considerable opportunity 
for "internal learning" by the machine. 

Process for Synthetic Analysis by 

Computer 

The system used in this study con- 
sisted of a Digital Equipment Corpora- 
tion (DEC) PDP-1 computer and pe- 
ripheral equipment for graphical com- 
munication, including a Rand tablet (7) 
and pen for input, and three DEC 
cathode-ray tubes (CRT) and a Cal- 
comp plotter for !output display. Be- 
cause of the low cost of PDP-1 time, 
it is feasible to use this computing fa- 
cility "interactively" for periods of time 
(typically 1 hour) which are both ade- 
quate and convenient. The program for 

generating synthetic schemes used with 
this system, designated as OCSS, in- 
volves a sequence of analysis which 
runs parallel to that used by the chem- 
ist in the logic-centered approach. The 
flow of processing in the program 
OCSS is shown in Fig. 2. 

First the chemist must transmit to 
the program the target molecule. He 
then may specify various parts of the 
molecule or types of disconnections to 
be !considered by the computer or let 
the program determine the analysis 
automatically. The program then takes 
control to begin generating precursors 
of the target molecule. But first it must 
perceive all synthetically significant fea- 
tures of the target molecule, for ex- 

ample, rings, ring junctures, functional 

groups, relations between functional 

groups, and symmetry. Based on these 
perceptions, a strategy is developed 
which includes the setting up of pos- 
sible simplifications or boundary condi- 
tions and the generation of goals (8). 
A priority is assigned to the various 
goals, and the program then calls for 
the application of those available "in- 
verse synthetic" operations which are 

likely to satisfy one or more of the 

goals. The application of each chosen 
operation becomes a subgoal which has 
a priority related to the priorities of the 

goals for which it was chosen and 
its relative chance of satisfying the 

goals. 
The highest priority operation is now 

applied to generate one or more pre- 
cursors which are checked for valence 
violations and other structurally un- 
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likely situations. Those structures found 
to be invalid are deleted from further 
consideration. The remaining structures 
are then assessed with respect to how 
well they satisfy the goal for which 
they were chosen and the relative sim- 
plicity of the structure. The structures 
are then transmitted to the chemist as 
part of the updated synthetic tree. 

The chemical transformations are ap- 
plied in the order of their priority until 
there are no more left, until the pro- 
gram's resources (time allocated by the 
chemist and available memory) are ex- 
pended, or until the chemist interrupts 
the program. Control is then given to 
the chemist to evaluate the newly gen- 
erated precursors. He may delete or 
modify a precursor and may specify 
which structure in the tree should be 
examined next. If the chemist is satis- 
fied that one or more intermediates in 
the tree are "readily available," then 
he terminates work on this problem and 
takes away a permanent record of the 
structures and synthesis tree. If not, 
then the whole sequence begins again 
with a selected precursor as the new 
target molecule, which of course need 
not be entered again. The program thus 
stops when the chemist is satisfied and 
not necessarily when the first solution 
is found. 

Program Modules 

A. Graphics. The program is orga- 
nized into five functional modules 
which are shown in Fig. 3 in their rela- 
tion to each other. The first of these 
modules, graphical communication, 
provides the interface between chemist 
and program. A major concern in de- 

signing the system was that it be con- 
venient for use by a chemist without 
his having to learn a code. Couper, in 
1858 (9), introduced the structural dia- 

gram, a convenient two-dimensional 
graphical language for representing 
molecules and reactions. (For examples 
of this language in its present form, see 
formulas I to VIII.) As this language 
is used internationally and is familiar 
to all chemists, it is the ideal language 
for communication between chemist 
and computer. Consequently, OCSS 
was developed to communicate in this 

language with the use of currently 
available hardware and software tech- 

niques. All input to the program comes 
from a Rand tablet (7) and pen, a de- 
vice by which the computer can sense 
pen position on the tablet and sense 
whether the pen is being pressed down 

or not. The tablet is used for drawing 
in target molecules, for making modi- 
fications to structures, and for select- 
ing options by pointing to a particular 
option from a "menu." 

A CRT display is used in conjunc- 
tion with the tablet, for, unlike pencil 
on paper, the Rand pen leaves no trace 
on the tablet. Instead, the program cre- 
ates the trace on the CRT display. Thus 
the chemist draws fon the tablet but ob- 
serves his drawing on the scope. A 
small cross on the scope tells him where 
the pen is on the tablet. He can then 
point to objects on the scope by moving 
the pen until the cross is on the object 
and then press the pen down. These 
objects may correspond to parts of a 
drawing, or control words which initi- 
ate action by the program. From the 
standpoint of both the chemist and the 
computer programmer, the Rand tablet 
is easier and more natural to use than 
the conventional light pen. 

For output, the program uses three 
DEC type-340 display units and a Cal- 
comp plotter. The three scopes are 
used for display of a structure during 
input and modification, the synthesis 
tree, and any structure selected from 
the tree. Figure 4 (left) shows the three 
scopes during the processing phase. 
Each of the scopes displays control 
words and other buttons to allow the 
chemist to control graphically the op- 
erations of OCSS. On scope 1 buttons 
pertaining to structural input appear. 
Scope 2 displays the synthesis tree. 
Each node of the tree is a button which 
causes the structure for that node to 
appear on scope 3. Also on scope 2 are 
the buttons for requesting hard-copy 
output of either a structure or the syn- 
thesis tree (the structure index). Scope 
3 has the buttons for specifying param- 
eters and chemical transformations to 
the program. The Calcomp plotter is 
used to generate a permanent copy of 
both the structures and the synthesis 
tree (Fig. 4, right). To make efficient 
use ,of the plotter, which is a relatively 
slow output device, the program inter- 
leaves computation with plotting. In 
this way the plotter may run continu- 
ously, while the computer is generating 
more precursors and the chemist is 
evaluating them. Normally, the plotter 
is able to keep up with precursor gen- 
eration, and by the time the session 
ends, all structures are in hard-copy 
form. 

At this point it is appropriate to 
describe the structural diagram notation 

system as it is used by OCSS. The 

vocabulary consists of atoms, C, H, N, 
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O, S, P, and X (halogen); charges, + 
and -; radical, T; and bonds, single, 
double, triple, and dotted (stereochemi- 
cal configuration). In this notation sys- 
tem, the molecule is represented as a 
graph, with the nodes being atoms and 
the branches being bonds. Unlabeled 
nodes are assumed to 'be carbon atoms, 
and atoms other than carbon must al- 
ways be labeled with the symbol of that 
atom type. Hydrogen atoms are not 
represented except when necessary for 
denoting stereochemistry or when at- 
tached to a hetero atom such as oxygen 
(O), nitrogen (N), or sulfur (S). Multi- 
ple bonds are represented by the ap- 
propriate number of parallel lines con- 
necting the two atoms. Atoms having a 
formal charge are shown with a + or 
- sign to the right of that atom. Simi- 
larly, the presence of an unpaired elec- 
tron, a radical, is shown by lan up 
arrow (T) to the right of that atom. 

Stereochemistry is shown by designat- 
ing one bond as "down" and having 
that bond appear dotted. The other 
bonds attached to the asymmetric atom 
are drawn as they would actually ap- 
pear if the asymmetric atom were 

oriented with the "down" bond perpen- 
dicular to and below the plane of the 
writing surface. The geometrical ar- 
rangement of substituents about a dou- 
ble bond (cis-trans isomerism) is indi- 
cated iby drawing the bond with the 
substituent properly oriented. 

On scope 1 are displayed control 
words applicable to the drawing process 
including DRAW, MOVE, DELETE, and 
ERASE. To begin drawing a structural 
diagram, one points to the control word 
DRAW (Fig. 5). The word DRAW becomes 

brighter, indicating that the program is 
in the drawing state. The pen is then 
placed inside the box at the point at 
which a bond is to begin, pressed down, 
and, while in the down position, moved 
to the point at which the bond is to 
end. A straight line appears connecting 
the initial point to the current pen posi- 
tion, giving the effect of a "rubber band 
bond." When the pen is lifted, the line 
becomes a permanent bond between 
two atoms. If the start or end points 
do not correspond to existing atoms, 
then new carbon atoms are created. 
Multiple bonds are made by drawing 
more bonds on top of a single bond. 

Addition of another bond to a triple 
bond results in a single bond. Bonds 
may cross without introducing a spuri- 
ous atom at the intersection. OCSS 
analyzes the diagram for well-formed- 
ness as it is drawn; if the valence of 
an atom is exceeded, the message VAL- 
ENCE EXCEEDED appears, and the of- 

fending bond is erased. 
To specify charges or atom types 

other than carbon, one points to the 
correct atom type and then to the atom 
in the drawing. Bonds may be desig- 
nated as "down" by pointing to the 
word DOWN and then to the bond. The 
bond then appears dotted. An atom or 
bond may be erased by pointing to the 
word DELETE and then pointing to the 
bond or atom. If an atom is designated, 
the atom and all bonds connected to it 
are deleted. If a bond is designated, 
only the bond is deleted, unless it leaves 
an isolated atom, in which case that 
atom is deleted. A drawing may be 
straightened up or the orientation of 
the two-dimensional drawing changed 
by moving the atoms one at a time by 
use of the MOVE control. The order 
ERASE erases the entire molecule. When 

Fig. 3 (left). Functional subdivisions of the OCSS program. 

Fig. 4 (below). (Left) The OCSS system during the processing 
phase. The left scope is used for input with the Rand tablet shown 
beneath it. The middle scope shows the synthesis tree, and the 
scope on the right displays mechanisms and structures. (Right) 
Hard-copy output of structures and the synthesis tree is obtained 
from a Calcomp plotter. 
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Fig. 5 (left). Scope 1 displays control words for input and the structural diagram as it is drawn. Fig. 6 (right). State diagram 
for OCSS graphic input. The conditions for changing states are PD, pen down; PU, pen up; B, pen down on appropriate control 
word; PDOB, pen down outside drawing box. 

the operator points to PROCESS, the 
molecule represented by the drawing 
becomes the target molecule, and the 
processing state is entered. 

The operation of the graphical input 
processor may be summarized with the 
state diagram shown in Fig. 6. In this 
diagram, circles represent states of the 
program, codes on the arrows indicate 
conditions for changing states, and at- 
tached rectangles represent actions per- 
formed while in a state or in the act of 

changing states. 
During the structural input phase 

described above, the graphics module 
translates the molecular drawing (the 
external representation) into a form of 
connection table, the representation 
used internally by the computer. A con- 
nection table was first suggested solely 
for computer use by Mooers (10), and 
a variant of that table format is now 
used by Chemical Abstracts Service 
(11, 12) and others (13). The basic 
form of a connection table has, for 
each atom in the molecule except hy- 
drogen, an entry containing the atom 
type, the attached atoms, and the con- 
necting bond types. The connection 
table used in OCSS differs in that bonds 
are represented explicitly as entities 

having names instead of being repre- 
sented implicitly as the thing between 
two atoms. Explicit bond representa- 
tion facilitates all operations important 
to OCSS-structural analysis, structural 

manipulation, and structural display. 
Alternate representations (14) have 
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various shortcomings. The connection 
matrix (15), for example, cannot rep- 
resent absolute stereochemistry or 
stereoisomerism about a double bond 
and in some implementations (16) leads 
to ambiguities regarding double bond 

placement. The linear chemical nota- 
tions, for example, Wiswesser (17), 
Dyson (IUPAC) (18), Hayward (19), 
and MCC (20), although economical 
with respect to storage space, and use- 
ful with respect to certain types of 
information storage-retrieval systems, 
prove very unsuitable for synthetic 
analysis because of the complexity of 
the codes and the implicit representa- 
tion of structural features in the codes. 

The connection table provides a rich 
base of fundamental information free 
from orientational prejudice, artificially 
imposed structural hierarchies, or enu- 

merating systems, and is in a form con- 
venient for computer manipulation. At 

present OCSS allows for as many as 
36 explicit atoms. Each atom requires 
an atom table entry of four words al- 
located as shown in Fig. 7. The super- 
script refers to the number of bits as- 

signed to each data item. The symbols 
are defined as: 

u, this table entry in use 
D, this atom to be displayed 
s, this atom carries a charge or is not 

carbon 
INFO, miscellaneous information 
CHG, charge (neutral, cation, radical, 

anion) 
NBDS, the number of valences explicitly 

used 

NATCH, the number of attached explicit 
atoms 

ATYPE, atom type (C, H, N, O, P, S, 
or X) 

BOND 1-5, names of bonds to this atom 

Each bond requires a bond table entry 
consisting of two words allocated as 
shown in Fig. 8, where the symbols 
are defined as: 

u, this table entry used 
D, this bond to be displayed 
BINFO, miscellaneous 
BSTEREO, bond "up" or "down" 
BTYPE, bond type (single, double, triple) 
ATOM I names of the atoms between 
ATOM 21 which this is a bond 

These two lists together with the sep- 
arately stored atom position coordi- 
nates have the same informational con- 
tent as the original structural diagram, 
and hence are sufficient to recreate the 

diagram. 
The use made of graphics in this 

program is very important. It allows 
the chemist to use the structural dia- 

gram, a representation convenient for 

him, while the computer uses the con- 
nection table, a representation conveni- 
ent for it. Absent are the burdens in- 
herent in making the computer use a 

representation preferred by chemists or 
in forcing the chemist to use a repre- 
sentation designed for the computer. 
In actual practice chemists with only a 
3-minute introduction to the system 
have entered complicated organic mole- 
cules successfully. Furthermore, since 
in the OCSS system drawing is natural 

SCIENCE, VOL. 166 



Fig. 7 (left). The structure of an atom table entry. 

Fig. 8 (above). The structure of a bond table entry. 

and requires only one hand, one can 
enter complex molecules, such as corti- 
sone (VIII), as rapidly as one can 
draw, in less than 30 seconds. Finally, 
the output from the program is in a 
form readily intelligible to a chemist. 
In fact, the structural formulas in this 
paper were drawn by OCSS. This 
graphical approach has effectively re- 
moved the long-standing communica- 
tion barrier between organic chemist 
and computer. 

B. Perception. The perception mod- 
ule, the eye of the program, starts with 
the !basic connection table after input 
and derives higher level concepts about 
the structure, which are required for 
the functioning of the strategy and con- 
trol module and the manipulation mod- 
ule. The perception module recognizes 
functional groups, chains, rings, ap- 
pendages on rings or chains, atoms 
common to two or more rings, and re- 
dundancy or symmetry in the molecular 
skeleton or network. The perception of 
asymmetric centers and salient stereo- 
chemical interactions is planned as an 
addition in the next stage of program 
development. 

In addition to the perception of func- 
tional groups, there is also a categoriza- 
tion of groups according to electronic 
properties, as a result of which one or 
more general group electronic descrip- 
tors are associated with each group. 
These are, for example, W for n- or 
7r-electron withdrawing, D for n-elec- 
tron supplying, and X for u-heterolytic 
to form X-. The relation between 
functional groups is perceived for all 
possible pairs of functional groups in 
terms of the number of bonds and 
atoms separating each pair. Similarly, 
pairwise relationships need to be per- 
ceived for (i) each appendage and each 
functional group, (ii) each ring and 
each functional group, (iii) each pair 
of common atoms, (iv) each pair of 
rings, and others. All possible rings and 
the size of each are perceived, as well 
as the relationship of one ring to an- 
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other, 'for example, isolated (no com- 
mon atoms), spiro (one common atom), 
fused (two common atoms directly 
bonded), and bridged (three or more 
common atoms). All this structural in- 
formation is transmitted to the control 
and strategy module. 

Important features of the key per- 
ception algorithms used in OCSS will 
now be described. The ring perception 
algorithm finds all cycles in the chemi- 
cal graph. The algorithm begins by 
arbitrarily choosing an atom as origin. 
A path is then grown out from this 
origin along the molecular network 
until the path doubles back on itself, 
that is, the last atom A,, appears earlier 
in the path, say as Ai. The ring then 
consists of the 

path A., A2,.. .,A,..., AA ,, A 

sequence Ai, Ai + ., . . ., A,_. The 
ring is stored in the ring list if it does 
not duplicate a ring already in the list. 
The path is then shortened to the last 
atom having a still untraveled branch, 
and the growth is continued. If, when 
all paths from the origin have been 
traversed, all atoms in the structure 
have not been covered, then the struc- 
ture consists of more than one frag- 
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Fig. 9. Rings are perceived and classed as 

ment. In that case a new origin in the 
next fragment is chosen, and the proc- 
ess is continued. 

Each ring is represented canonically 
as an ordered set by a binary string in 
which a 1 in the ith position indicates 
that the ith atom is a member of this 
ring. This representation permits the 
use of standard set operations and con- 
cepts, for example, union, intersection, 
and set inclusion, for handling rings 
and finding ring intersections. 

The number of rings in the chemical 
sense (21) is given by nrealrings = 
nb-na+nnf, where nb is the number 
of bonds without reference to ibond 
multiplicity, na is the number of atoms, 
and nf is the number of fragments in 
the structure. These real rings are intui- 
tively recognized by a chemist. The re- 
maining rings, which a chemist does 
not normally recognize, are termed 
pseudo rings. A pseudo ring or enve- 
lope is a ring which is formed by the 
combination of one or more real rings. 
In Fig 9, ring 8 is pseudo sbecause it 
includes real rings 4 and 10. 

Let S,. be the set of all the rings in 
a structure, let a ring R be the set of 
all bonds in that ring, let IB be the set 
of all bonds which are in rings, and let 
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:X be the number of members in set 
X (22). The intuitive notion of a real 
ring may now be formalized: a real 
ring is a ring which is a member of a 
maximum proper covering set of rings 
Slpc, where an Sm,,, is a set of rings S 
such that 

1) S is a subset of S,; S covers all 
bonds in fB (covering set); and removal 
of any ring from S leaves a set which 
does not cover all bonds in CB. 

2) The intersection iof any two rings 
in S involves not more than one-half 
the bonds of either of the two rings 
(proper set). 

3) The number of rings in S is 
greater than or equal to the number of 
rings in any other set that also satisfies 
conditions 1 and 2 above (maximal set). 

In certain structures there is no 
unique S,,lp but instead of a collection 

Cmpc of S,,I c's, for example, in cubane 
there are six S&,l,'s, each containing five 
four-membered rings. More precisely, 
then, if C, is the collection of covering 
sets, 

C Cdef S C SRU R'= 

B and(V ReS)( URes R' B) 
R' =R R' =/= R 

Ccdf {SCc(V R, R' eS,R'R)X 

E[(R n R') < *R'/2] and 

(VS'eCc) ( S' < S)} 

Pick an S,,pc e Cmp,c then R is real 
lef 

R c Snmpce 
The OCSS perception module finds 

one S,,pc from the collection Cnmp as 
follows: 

1) Let sets S,,p and S equal the null 
set, where S is the set of bonds cov- 
ered. 

2) Begin scanning the rings. 
3) Proceeding from smallest to larg- 

est rings, if Ri U S = S and Ri satis- 
fies the intersection requirement, then 

replace set S by Ri U S and replace 
set S,,p by {R,} U Slp. 

4) If S= -B, then go to 7. 
5) If there are unscanned rings, go 

to 3. 
6) Reinstate ring dropped in S,,pc 

and Sr and go to 8. 
7) If S,1P is maximal, that is, equals 

nrealrings, then done. 
8) Temporarily drop a different ring 

from S,pc and S,. Let S = U R and 
R e Sll,p 

go to 2. 
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Figure 9 shows sample results from 
this algorithm. The previously reported 
concept of fundamental ring (23) re- 
quires a more complex algorithm and 
seems less useful in synthetic analysis 
than the concept of real ring reported 
here. For all six four-membered rings 
in cubane to be classed as real, then 
the definition of a real ring must be 

Risreal = Re U S 
S e C lipe 

which defines a unique set of real rings. 
For this definition it is necessary to 
find two S p,'s, for the union of any 
two S,mpc's in Cmpc equals the union of 
all Sm,pc's in Crnpe- 

Perception of functional groups is 
performed efficiently by a flexible table- 
driven recognizer (24). This recognizer 
makes use of a previously unreported 
node-by-node matching method which 
involves no backtracking and is more 
efficient for this application than nor- 
mal node-by-node graph matching (25) 
or set-reduction methods (26). By nor- 
mal graph matching techniques a graph 
of each functional group would be 
matched node-by-node against the sub- 
strate structure. By the method used in 
OCSS, a node in the substrate structure 
is matched against a hierarchal table of 
node-bond types (see Fig. 10). 

The table entries consist of a pattern 
part and an instruction part. The in- 
struction part of a matched entry tells 
the recognizer which atoms in the sub- 
strate to examine next and against 
which subtable to match. When a com- 
plete functional group has been found, 
the instruction part indicates that fact 
and also indicates the name of the func- 
tional group. The entries in the table 
are ordered with singly bonded carbon 
coming last in the table. When we ex- 
amine the attachments to a given atom, 
the attachments are examined in the 
same order. Thus, if the first examined 
attachment is singly bonded carbon, 
then it is known that the other attach- 
ments are also singly bonded carbon. 
This hierarchal system speeds analysis 
and simplifies the table required. 

Initially all atoms are eligible for 
starting the recognizer, but as a func- 
tional group is recognized, the atoms 
in that group are removed from eligi- 
bility. The recognizer is first initiated 
at eligible primary multiply bonded 
hetero atoms, then primary singly 
bonded hetero atoms, and finally, non- 
primary hetero atoms. 

In recognizing an ester group, for 
example, the initiating atom is the 
doubly bonded oxygen atom 0(3). The 

recognizer finds a match for I? O. The 
code nu in the matched entry directs 
the recognizer to examine next the at- 
tachments to the atom just matched, 
0(3), 

0 

-C CC--C 
/1 2 4 I\ 

and the remainder of the instruction 
directs the recognizer to the next sub- 
table. The recognizer finds a match for 
the attachment, = C(2), and is directed 
to examine the attachments to C(2), 
excluding 0(3) which has already been 
traversed. The match on -0(4) directs 
examination to 0(4) attachments. Fi- 
nally, the -C(5) match indicates that 
an ester has been recognized. The 
names of the atoms and bonds in the 
ester group are recorded, and the group 
is assigned a unique name for later ref- 
erence. 

Part of the perception process is the 
reduction of the OCSS connection table 
to unique representation so that OCSS 
may recognize the structure if encoun- 
tered again. By the method of Morgan 
(11), a unique connection table is gen- 
erated by renumbering the atoms of 
the structure in such a way as to obtain 
the lowest valued connection table. The 
unique table is then compacted into a 
simple binary string that becomes the 
canonical name of the structure. 

Graphical symmetry is recognized 
during the search for the canonical con- 
nection table. The program recognizes 
ties between alternative numbering 
schemes for the structure. A tie indi- 
cates the presence of an element of 
graphical symmetry. The program 
stores this symmetry element as a list 
of pairs of equivalent atoms and a list 
of atoms unchanged by the symmetry 
element. Graphical symmetry is a nec- 
essary but not sufficient condition for 
real molecular symmetry because 
graphical symmetry is based only on 
connectivity, node types, and bond 
types and not on three-dimensional 
properties of the structure. Neverthe- 
less, graphical symmetry can be useful 
for synthetic planning. 

C. Strategy and control. On the basis 
of all perceptions, the strategy and con- 
trol module attempts to use a set of 
fundamental heuristics (27) of organic 
synthesis which are supplied to the pro- 
gram. These heuristics have been de- 
rived by careful analysis of the field of 
organic synthesis to determine the most 
powerful and general principles which 
lead from a chemical structure to a 
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Fig. 10. Sample table for functional group recognition. 

valid set of precursors in the synthesis 
tree. In many respects these heuristics 
are similar to the principles which have 
led ichemists to effective and often un- 
usually simple solutions of highly com- 
plex and subtle synthetic problems. The 
heuristics are specified in a form which 
is generally and systematically appli- 
cable to the great variety of organic 
structures. They lead to the develop- 
ment of goals by the strategy module 
and, directly or indirectly, the connec- 
tion of these goals to specific com- 
mands in the manipulation module. 
The collection of heuristics in OCSS at 
present is far from complete, both be- 
cause a number of powerful strategies 
which have been recognized have not 
yet ibeen introduced into the program 
and because many new strategies re- 
main to be devised or evaluated. The 
heuristics in the program can be cate- 
gorized, depending on whether they re- 
late primarily to functional groups, 
molecular skeleton ior network, append- 
age groups, molecular geometry (stereo- 
chemistry), or combinations of these. 

With regard to functional groups, for 
example, it is important to remove 
or modify highly reactive functional 
groups first, since it is true of a large 
majority of synthetic problems that un- 
stable groups should be formed at the 
latest possible point in a synthesis. An- 
other heuristic leads to the examination 
of all pairs of functional groups and 
the intervening atoms and bonds to 
ascertain whether mechanistic discon- 
nections are possible. Certain pairs of 
functional groups in certain relations 
to each 'other allow mechanistic discon- 
nections corresponding to highly effec- 
tive synthetic operations. This heuristic 
functions in terms both of the general 
electronic group descriptors and the 
specific structure of each functional 
group. Another heuristic leads to the 
generation of subgoals involving the re- 
placement of one functional group or 
general electronic descriptor by another 
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when these subgoals lead to a skeletal 
or network disconnection. In all these 
strategies the fundamental approach de- 
pends upon the recognition of pairwise 
relations between functional groups. To 
our knowledge this approach has not 
previously been recognized by synthetic 
chemists, although it constitutes a most 
powerful and systematic procedure ,for 
human as well as computerized anal- 
ysis. 

Other heuristics in the functional 
group category deal with the strategies 
based on the properties of ,r-conjugated 
groupings, relationships which effec- 
tively reduce the number of functional 
groups, and strategies for connecting 
functionalized atoms to form common 
ring systems. In the category 'of net- 
work-based strategies are heuristics 
such as (i) the conversion of seven- to 
ten-membered rings to the more com- 
mon five- or six-membered rings by re- 
arrangement or internal elimination 
processes, (ii) the maximum reduction 
of rings by mechanistically allowed 
cycloelimination, (iii) the conversion of 
bridged rings to fused rings by re- 
arrangement, and (iv) the cleavage of 
bonds to nucleophilic hetero atoms 
(such as N, 0, and S) in the network. 
The underlying justification for these 
heuristics, although not immediately 
obvious, rests firmly on established syn- 
thetic chemistry [see, for example, (2)]. 
The useful heuristics involving append- 
ages and molecular geometry follow 
closely common synthetic practice. For 
example, in the case of appendages, 
those attached to atoms bearing certain 
functional groups (such as OH or 
C-O) should be disconnected by the 
appropriate operation. Thus, sets of 
independent goals are derived by the 
strategy module which are based (sep- 
arately) on functional groups, molec- 
ular skeleton or network, appendage 
groups, and molecular geometry. A 
transformation which serves more than 
one goal simultaneously will have a 

correspondingly higher priority which 
is effectively the summed inherited 
priorities of the goals served. 

The operation of this scheme for 
setting worthwhile strategies can be il- 
lustrated by a specific example, for in- 
stance, the synthesis of the interesting 
antibiotic trichothecolone (X), a sub- 
stance that has not yet been synthe- 
sized. The appendage functional group 
heuristics lead to generation of inter- 
mediate XI which is disconnected in a 
high-priority operation based on pair- 
wise consideration of functional groups 
to intermediate XII. The priority of 
this last disconnection is further en- 
hanced because it also satisfies the net- 
work-oriented heuristics. Most chemists 
would agree that this route of synthesis 
of X possesses considerable merit. 

H 

x 
0+1 

H 

31 0-H 

h 

The effectiveness of the heuristics 
referred to above is one of the critical 
factors in the performance and quality 
of a computer program for synthetic 
analysis. It is not surprising, therefore, 
that present studies on the refinement 
of OCSS are of great usefulness both 
to the evaluation of the applicability 
of a given heuristic to a wide range of 
problems and to 'the development of 
new heuristics. 

D. Manipulation. The manipulation 
module performs the symbolic chemical 
transformations to create precursor 
structures. In the module are subrou- 
tines which operate on the connection 
table to perform the symbolic inverse 
of synthetic interconversions. The func- 
tioning of these subroutines results in 
the making and breaking of bonds, the 
addition or loss of atoms, and the addi- 
tion or loss of charge. These routines 
also check the structural factors which 
are required for a given manipulation 
to be valid. Two kinds of symbolic 
chemical transformations are used, 
symbolic mechanism and symbolic 
functional group modification. 

A symbolic mechanism may or may 
not correspond to one 'complete chemi- 
cal reaction, and the detailed electronic 
mechanism of a chemical reaction need 
not be known to be symbolized. Sche- 
matically, a symbolic mechanism takes 
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as input P1, a modifying parameter, 
P2, a location parameter, and an 
operand structure. It produces as out- 
put a list of structural precursors of 
the operand and a list of subgoals 
(either may be a null list). 

Modifier (P1)----> _ 
Locant (P2)---- MECHANISM -- 
Operand MECHANISM---- 

Taking these parameters in turn, P1 
may specify a variation lof the mecha- 
nism, for example, whether, for a 1,3- 
diene addition reaction, the entering 
groups are placed 1,2 or 1,4. The P2 
parameter specifies the location on the 
operand molecule on which the mecha- 
nism is to work. It may specify an 
atom, a bond, a functional group, or a 
ring. If P1 and P2 are not specified, 
then the mechanism omits P1 and 
assumes all reasonable P2's. Obviously, 
an operand must always be specified. 
Since one mechanism may create sev- 
eral intermediates, its output is in the 
form of a list. The mechanism also 
creates a list of subgoals to be tried in 
case none of the intermediates created 
are acceptable. These subgoals are lists 
of individual mechanisms or sequences 
of mechanisms and are often proposed 
to circumvent a block or difficulty in 
application of the original mechanism. 
They may, however, be simply other 
reasonable things to try next. 

The cyclic elimination reaction is an 
important process for molecular discon- 
nection which can serve to illustrate 
the nature of a symbolic mechanism. 
The cyclic elimination process is the 
reverse of synthetic reactions such as 

the Diels-Alder re- 
action (reaction 1), List of structures 

List of subgoals photoaddition (re- 
action 2), valence 
tautomerism (reac- 

tion 3), oligomerization (reaction 4), 
and photocyclization (reaction 5). The 
manipulation corresponding to the cy- 
cloelimination mechanism entails the 
finding of a double bond in an even- 
membered ring and the alternate break- 
ing and making of bonds around the 
ring, that is, the equivalent of shifting 
bonds as shown below. 

> > f\ 
A four-membered ring needs no dou- 

ble bond, but other even-membered 
rings do. If there is no double bond, 
then before the cyclic elimination can 
operate, a double bond must be in- 
troduced; this is accomplished by crea- 
tion of the subgoal for the replacement 
of a single bond by a double bond. 

Figure 11 illustrates in flow chart 
form the operation of the symbolic 
cycloelimination mechanism. 

Another very important symbolic 

mechanism is that of "OH-type" cleav- 
age which encompasses the wide range 
of carbonyl addition and analogous re- 
actions, some of which are illustrated 
by reactions 6 to 11. The mechanism 
operates as shown in reaction 12. A 
flow chart is given in Fig. 12. 

An equally important symbolic mech- 
anism is "W cleavage" which encom- 
passes nucleophilic displacements and 
nucleophilic conjugate additions in 
which the nucleophile is an anion stabi- 
lized by an adjacent electron-withdraw- 
ing group (W). Examples are provided 
by reactions 13 to 15, and the flow 
chart is given in Fig. 13. 

Certain of the symbolic mechanisms 
follow closely actual chemical mech- 
anisms and involve the generation of 
structures corresponding to reactive in- 
termediates. For example, carbon-car- 
bon cleavage or rearrangement process- 
es via carbonium ions involve manipula- 
tion and output of the intermediate 
cationic structures as well as the neu- 
tral species derived by elimination or 
association. 

The second type of manipulation, 
symbolic functional group modification, 
results in the exchange, introduction, or 
removal of functional groups but does 
not in itself affect the skeletal connec- 
tions in the molecule. Such manipula- 
tion is usually called for by functional 
group-oriented heuristics when it leads 
to the realization of a goal, for example, 

Fig. 11 (left). Flow chart of the cyclic elimination 
mechanism. 

Fig. 12 (above). Flow chart of the "OH-type" 
cleavage mechanism. 

Fig. 13 (right). Flow chart of the "W cleavage" 
mechanism. 
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when it makes possible network dis- 
connection by a symbolic mechanism. 
There is a close parallel in human syn- 
thetic analysis. Symbolic functional 

group modification accomplishes trans- 
formations which may correspond to 
several chemical reactions or steps. It is 
not concerned with intermediates or 
mechanistic details of such reactions, 
the justification simply being that there 
are a sufficient number of synthetic 
techniques to allow with high probabil- 
ity the interconversion of any two types 
of functional group. 

E. Evaluation. The evaluation module 
is the least well-formulated part of the 
OCSS system. From the outset it was 
intended that the bulk of evaluation be 
done by the chemist for reasons which 
have been outlined above. However, 
there are several aspects of the evalua- 
tion process which can be adequately 
delineated and have in part been im- 
plemented in OCSS. 

There are two levels of evaluation 
performed by the evaluation module. 
The first pertains only to properties of 
the structure itself, while the second 
pertains to (i) changes in these prop- 
erties in going from one structure 
to its precursor, (ii) goal satisfaction, 
and (iii) properties of the synthesis tree 
itself. In evaluating the structure itself, 
the evaluation module checks for ele- 
mentary conditions such as valence 
violations (these could occur under 
circumstances not anticipated by the 
generating operation), unlikely charge 
distribution (dication or dianion), and 
implausible topology (such as implied 
planarity of the bonds to an atom when 
such planarity is energetically unfavor- 
able). A structure which fails this 
simple evaluation is removed from 
further consideration and, consequent- 
ly, never reaches the chemist. 

The module next evaluates the struc- 
ture for uniqueness. The canonical 
name of the structure is simply matched 
against the names of all other struc- 
tures in the synthesis tree. A match 
indicates that the structure has been 
generated previously and is represented 
by another node in the tree. The action 
taken depends upon the relations be- 
tween the two duplicate structures. If 
both structures have the same parent 
(the node above this node as in a 
family tree), then the structure created 
last is deleted. This situation arises from 
mechanistic equivalence or structural 
symmetry. If the two structures have 
different parents, then the overall 
characteristics of the two paths in the 
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synthesis tree must be evaluated at a 
later stage to determine if one path 
is better than the other. 

Structures surviving the previous tests 
are then evaluated by the program with 
respect to their relative simplicity. The 
structures are awarded points on an 
arbitrary scale in various categories, for 
example, network simplicity, appendage 
simplicity, and functional group sim- 
plicity. Ring system simplicity VTOP02 
is assessed by 

VTOPO2 55 - 
(nfused + 2 X nbridged + 3 X nspiro) - 

n realrting 

( 1 -size --6 + 2) 
i= 1 

where nfused, nbridged, and nspiro cor- 
respond, respectively, to the number of 
fused, bridged, and spiro ring junctures, 
rsize corresponds to the ring size, and 
the summation occurs over all real rings. 
Appendage simplicity VTOPO3 is as- 
sessed by 

VTOPo3 = (ncarbon fragments X 8) + 
8 - nprimary atoms 

The assessed value for each category 
ther. is placed into the evaluation vec- 
tor. Comparison of evaluation vectors 
starts with the leftmost (most signifi- 
cant) elements of the two vectors and 
proceeds to the right only if the 
elements are equal. The relative impor- 
tance of the categories of evaluation 
changes at the direction of a goal in 
order to reward attainment of that goal. 
An example of the need for this is in 
the synthesis of genipin XIII (28). In 
generating XV, the precursor of XIV, 
the ring simplicity is decreased, but, in 
the overall transformation from XIII, 
the ring simplicity is increased as well as 
that of the appendages. Thus, in eval- 

H H 0 H H 

T OXXlV H 
H 

H 0 

uating the step from XIV to XV, since 
the goal was reconnection, the increased 
complexity of ring structure is less im- 
portant than the increased simplicity of 

appendages. Crude as this method of 

evaluating structural simplicity is, it 
does provide a basis for directing 
further search in the synthesis tree. This 

evaluation is used only to rate struc- 
tures and not to eliminate structures. 

The structures are also ranked as 
to how well the goal or goals responsible 
for their creation were satisfied. Some 
goals can be attained in one step as 
the reconnection goal from XIV. Other 

goals such as ring expansion in XIII > 
XV can only be attained after several 
steps. The present version of OCSS 
only considers one-step attainment of 
goals, and the goal structure is still 
fairly simple. 

The last stage of evaluation is that 
of considering the overall situation in 
the synthesis tree. As mentioned previ- 
ously, this is necessitated when dupli- 
cate structures are encountered which 
have different parents. The four pos- 
sible cases, illustrated by XVI to XIX, 
differ in the relation between the paths 
to the lowest common ancestor 
(PLCA). In case XVI the paths differ 
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only in the ordering of transformations. 
This presents the problem of choosing 
that path with the better ordering. In 
many cases the choice of ordering is 
based on subtle operational factors 
related only to the laboratory execution 
of the synthesis. In case XVII one path 
is a subset of the other, indicating step d 
was unnecessary. Clearly, the longer 
sequence should be deleted. In both re- 

maining cases, XVIII and XIX, there 
exists a nontrivial alternate route for 

transforming 4 to 1. Such a plan is 

good, as it allows flexibility in experi- 
mental execution-failure of one route 
still leaves one route open which utilizes 
the same starting materials. Thus, the 
value of both paths is raised, and the 
lowest common precursor is regarded 
as more valuable. In case XIX the 
shorter of the paths may be preferable, 
but that is not necessarily true. 

Thus the evaluation module performs 
three tasks: (i) elimination of obviously 
poor structures, (ii) measurement of 

goal satisfaction, and (iii) provision of 

guidance to the control module for 
further exploration of the synthesis 
tree. The strategy of tree exploration is 
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to concentrate on the paths that provide 
rapid simplification. It is uncertain at 
this time what the optimum strategy 
should be. 

Illustration 

In order to complete the outline of 
our approach to computer-assisted syn- 
thetic analysis, an illustrative example 
is included in this section. Formula 1 
in Fig. 14 represents the structure of 
patchouli alcohol, a naturally occurring 
substance which finds wide use in per- 
fumes. This example was chosen as 
typical of many problems involving 
molecules of moderate complexity, the 
synthesis of which is fairly subtle. In 
this case functionality, carbon network, 
and appendage groups all play a role 
in the derivation of possible synthetic 
routes. Also the patchouli alcohol struc- 
ture is small enough so that a relatively 
small number of chemical transforma- 
tions produce simple precursors. Even 
so, it was necessary to delete a con- 
siderable number of the precursors gen- 
erated by the computer in order to limit 
the space required for the illustration. It 
should be noted that patchouli alcohol 
has already been synthesized in the 
laboratory by Biichi (29) and by Dani- 
shefsky and Dumas (30) by quite dif- 
ferent routes. 

One of the synthetic pathways shown 
in Fig. 14 consists of sequence 35 -> 16 
-- 11-> 1. This corresponds to an ex- 
tremely direct and plausible route 
which, while related to the Danishefsky 
synthesis, is considerably simpler and 
in certain respects more elegant. The 
sequence 34--> 16 I 11-- 1 is interest- 
ing but more unconventional and more 
speculative. The synthesis of 11 via 17 
(read NO2 for OH) is simple, novel, 
and plausible. Another interesting route 
of considerable merit is represented by 
the sequence 62 -> 43 -> 33 -> 1. Fur- 
ther analysis of precursors 37, 40, and 
42, which are related to 33 by a 1, 2 shift 
of carbon, not shown because of space 
limitations, leads to other, less direct 

synthetic routes. In this connection it 
should be mentioned that the Biichi 

synthesis proceeded via such an in- 
direct path through intermediates 55, 
39, and 51 (a-patchoulene). Finally, the 
cyclization of 49 to 33 represents an- 
other plausible route to 1 which is also 
related to the Danishefsky synthesis. 

The evaluation of computer-assisted 
synthesis from the point of view of the 
chemist requires the scrutiny of many 
different synthetic problems involving 
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the wide range of structures. However, 
the illustration shown in Fig. 14 gives 
a fairly good idea of the performance 
which has already resulted from the 
first phase of the present study. One of 
the most interesting and important 
characteristics of the computerized anal- 
yses is the high frequency with which 
intermediates of a very novel and pro- 
vocative nature are generated. 

Conclusion 

The application of digital computers 
to the generation of paths for the chem- 
ical synthesis of complex molecules has 
in the past seemed improbable or at 
best inconsequential to many chemists. 
Perhaps the clearest result of the in- 
vestigation here reported is that such a 
development can now be seen as a 
distinct and promising probability. A 

number of the obstacles barring the way 
have been removed, including the prob- 
lems of facile graphical communica- 
tion between chemist and computer, the 
development of techniques and soft- 
ware for perception and manipulation 
of chemical structure by machine, and 
the formulation of heuristics which al- 
low the setting of strategies and goals 
needed to direct the analysis. The task 
is complex, however, and much re- 
mains to be done. Useful improvements 
in hardware can be expected. The use 
of large computers on a time-sharing 
basis together with a real time graphics 
terminal would allow the operation of 
still larger and more powerful programs 
and permit more extensive synthetic 
analysis. Further gains would accrue 
from impending developments in pe- 
ripheral equipment, for example, to 
speed hard-copy graphical output. 

Given the requisite computing and 
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Fig. 14. Computer-assisted synthetic analysis of patchouli alcohol. The structures and 
structure index were generated and drawn by OCSS. 
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graphic communications hardware, it is 
possible to envisage the development at 
some future time of a program or set 
of programs of such power as to raise 
the technique of computerized synthetic 
analysis to the status of an indispensable 
aid to the chemist. The start which has 
been made is especially meaningful be- 
cause it points up sharply the areas 
where further software and heuristics 
are needed. Three-dimensional struc- 
tural information will have to be in- 
cluded in the analysis. This information, 
which is required for the use of stereo- 
chemical heuristics and manipulations, 
will have to be generated by computa- 
tions of three-dimensional molecular 
geometry from the atom and bond con- 
nection tables. Although methods for 
calculations of a similar nature have 
already been devised (31), the introduc- 
tion of three-dimensional information 
and stereochemical heuristics constitutes 
a major undertaking (32). The develop- 
ment of heuristics involving electroni- 
cally delocalized systems (and including 
quantum mechanical considerations and 
complex, many-center functional groups) 
represents another area where future 
effort is needed. Further progress also 
demands the expansion and improve- 
ment of the types of heuristics already 
in use. Eventually, the hierarchal order- 
ing of all heuristics and the allowance 
of variation of this ordering with regard 
to key structural parameters can be 
made in a way which enhances effective- 
ness still more. It is also clear that the 
expansion of the available data base 
in the direction of a fairly complete set 
of structural manipulations correspond- 
ing to synthetic reactions would be in 
order. 

These requirements add up to a sub- 
stantial long-range effort. Indeed, the 
nature of the endeavor is such that any 
problem-solving methods developed are 
subject to further improvement either as 
a result of knowledge gained through 
their application or from new discovery 
in chemistry. Thus a lively and pro- 
longed evolutionary development of this 
new discipline can be anticipated, one 
result of which is certain to be a much 
deeper understanding of the founda- 
tions and principles of chemical syn- 
thesis. 
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It seems rather simplistic to talk, 
as some have, about recent campus 
disruptions solely in terms of irrespon- 
sible youth or college administrators 
who have too much bone in their heads 
or too little in their backs. The uni- 

versity is under siege today as much 
from without as from within. The de- 
mands of our dynamic society have 
transformed it too quickly and under 
too much pressure from an important, 
but not central, institution into a full- 

fledged member of the American estab- 
lishment. I propose to examine some of 
these demands and pressures, focusing 
my comments mainly on those aspects 
of the universities that are related to 
science and with which I am familiar. 

First, however, let me explain what 
I mean when I use the word "estab- 
lishment." I am not talking about a 

power center. The university does not 
make any decisions for American so- 

ciety, as do politicians, labor unions, or 

industry. The university as an institu- 
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tion has power only within its own con- 
fines. And groups of students have 
demonstrated recently that even that 
limited power is open to challenge. 

But the university is a key institution. 

Nearly half our young men and women 

spend important years of their lives on 
its campus. It is the indispensable edu- 
cator of skilled people without whom 
we could not run our complex indus- 
trialized nation. Its faculty shares its 

knowledge, judgment, and ideas not 

only with the students but with prac- 
tically every facet of the culture-from 

experimental kindergartens to the 
White House. The university is the 
cradle of most of the basic research 
and much of the new technology that 
are powering our economic growth, 
shielding our republic, and transform- 

ing the quality of our lives. It is the 
forerunner of change, the critic of the 
status quo, and the guardian of objec- 
tive rationality, without which both our 
civilization and mankind may be 
doomed. 

Is the university doing all of these 

things well? Of course not. No single 
institution could take on so many as- 
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signments at once and stay on the 
Dean's list. I would pass out a few A's 
and B's but they would be well bal- 
anced, I'm afraid, by C's and even a 
few D's. Some of the tasks are mutually 
conflicting. No professor, for instance, 
can simultaneously counsel his govern- 
ment, conduct important research, and 

satisfy his students. Time is not a rub- 
ber band.. 

But the basic trouble that afflicts the 
university, it seems to me, derives from 
the pressures of the outside society. 
Take, for instance, the enormous ex- 

pansion in enrollments. This puts a 

painful strain on the whole institution- 
students, faculty, and administration. It 
is the result of irresistible demands for 

increasing quantities of trained gradu- 
ates by government, industry, educa- 

tion, the sciences, and other professions. 
College becomes the only gateway to 

rewarding jobs in the adult world. Some 
adults criticize student rebels on the 

grounds that these young people do not 
understand that a college education is 
a privilege. They are mistaken. They 
are thinking of the world in which they 
were brought up, not today's world. A 

college education is no longer a privi- 
lege. It is a necessity. 

This is why the student population in 
our colleges and universities has more 
than doubled during the period of 

1955-65, from 2.7 million to 5.7 mil- 
lion (1). Today almost 50 percent of 
our college-age population is enrolled 
in these institutions of learning, in con- 
trast to Great Britain, France, Italy, 
and Germany where the percentages 
are below 20. 
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