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Most of the early work on the in- 
vestigation of the structure of DNA was 
based on the calculation of the trans- 
forms of assumed molecular models 
and comparison of these with the ob- 
served x-ray data, together with adjust- 
ments of the models in order to im- 
prove the agreement (1, 2). More re- 
cently, however, the emphasis appears 
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to have shifted to the Fourier method 
to obtain proof of the structure (3-9). 
In this method, the electron density 
distribution is calculated by use of the 
following formula: 
p (xyz) = 

j? I FFh1l cos {27r (hx + ky + lz)-a,^,} 
hkl 
- 00 
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Although this formula may be used to 
calculate the electron density at any 
desired point (xyz) in the unit cell, its 
application is not straightforward. Al- 
though the structure amplitudes IFhkdl 
are observable, their phase angles ahkl 
are uniobservable; the structure ampli- 
tudes are proportional to the square 
root of the observed intensities, but the 
phase angles must be calculated from 
the atomic coordinates of an assumed 
model. If the structure contains a cen- 
ter of symmetry on the origin, the 
values which the phase angles may as- 
sume are limited to either zero or ,r 
(10), and the problem is thus reduced 
to finding the correct signs to be at- 
tached to the structure amplitudes. In 
the case of structures without centers 
of symmetry, the phases may assume 
any values from zero to 27r. All of the 
examples discussed below fall into this 
latter category. 
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Evidence for the Structure of DNA 

Based on Fourier Syntheses 

Before examining the nature of the 
electron density maps which have been 
offered as proof of the existence of 
Watson-Crick pairing in DNA, it is 
first necessary to examine the nature 
of the data used to calculate these maps. 
There have been various statements re- 
garding the extent of the experimental 
data which have been used in the 
Fourier analysis of the structure of 
DNA. Wilkins (3) stated that diffrac- 
tion at angles corresponding to spacings 
as small as 1.1 A had been recorded 
but not yet analyzed, but he also re- 
marked "The x-ray data cannot resolve 
spacings less than 3 A." He presented 
three electron density functions. Arnott 
(6) presented numerous Fourier dia- 
grams; the reference for them (4) is an 
abstract of a paper presented at an 
international congress, which states 
that data out to 1.7 A had been ob- 
tained. Arnott (6) also referred to 
earlier work (8) of Marvin, Wilkins, 
and Hamilton (actually published later, 
in 1966) as extending to 2.5 A. Mean- 
while, Arnott, Wilkins, Hamilton, and 
Langridge (7) published eight different 
electron density maps, all but one of 
which had been included in the earlier 
paper of Arnott (6). The paper of Mar- 
vin, Wilkins, and Hamilton (8) contains 
four Fourier plots, two of which are 
identical to those published 5 years 
earlier by Wilkins (3); they stated that 

their data included all spacings larger 
than 2.5 A. The review of Hamilton 
(9) included two electron density maps 
previously published by Arnott (6), al- 
though this paper was not cited by 
Hamilton. He stated that the Fourier 
studies of Arnott et al. (7) were made 
with sharp reflections extending to spac- 
ings as small as 1.7 A. 

The question of the extent of the 
data used is an important one because 
of the resolution to be expected in the 
electron density maps. It should be 
pointed out that there has been con- 
fusion between resolving power and 
minimum observed spacing dmin. For 
example, Wilkins (3) and Marvin et al. 
(8), appear to use the two terms inter- 
changeably. Actually, the Fourier 
method is, in theory, capable of resolv- 
ing two peaks if they are more than 
0.6 dmin apart (11). Thus, data extend- 
ing to 1.7 A should resolve atoms 
slightly greater than 1 A apart. In prac- 
tice the resolution may be somewhat 
worse than this because of errors in 
the observed data, or, as in the case 
of DNA, because of disorder. Further- 
more, since the majority of the spacings 
of the reflections used in the Fourier 
syntheses (6, 7, 9) are greater than 
3 A, the theoretical resolution is not 
likely to be much better than 2 A (12). 

A typical electron density map which 
was prepared with the observed inten- 
sity data from DNA is shown in Fig. 
1. The resolution is seen to be quite 
poor, as expected. On the basis of this 

Fig. 1. Fourier synthesis calculated with the observed data from DNA, showing the 
distribution of electron density in the plane of a base pair. Some of the atoms of 
the assumed model which were used to calculate the phases are shown as open 
circles; the others do not lie near the plane of this section. (From reference 5; closely 
similar maps may be found in refernces 3, 6-9.) 
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and other similar maps various con- 
clusions have been drawn, such as: 
"There is no indication in the syntheses 
. . . that the average base pair should 
be made larger . . . therefore it is un- 
likely that the Donohue scheme exists 
in DNA" (3); "examination of the 
Fourier syntheses also shows that the 
Hoogsteen scheme almost certainly 
cannot exist in DNA" (3); "the diffrac- 
tion from DNA is not compatible with 
a Hoogsteen type of base pairing but 
only with one of the Watson-Crick 
kind" (6); "Fourier syntheses where the 
phases were provided by Hoogsteen 
DNA models seemed compelling proof 
that a model of the Watson-Crick type 
was the unique solution to the problem 
of the DNA structure" (6); "a base- 
pairing which is not of the Watson- 
Crick kind does not participate to any 
great extent in the structure of double 
helical DNA's" (7); "only a model of 
the Watson-Crick kind was compatible 
with the diffraction data" (7); "the 
[Fourier] syntheses confirm the correct- 
ness of the model" (8); and "they 
[Fourier syntheses] have excluded any 
significant participation of base pairs 
other than those of the Watson-Crick 
type from the DNA structure" (9). 

Calculations with Synthetic Structures 

To assess the validity of conclusions 
such as these it is necessary to test the 
importance of the phases, which are 
obtained from assumed models, to the 
appearance of electron density func- 
tions. To this end, three different syn- 
thetic structures, termed W, D, and H, 
were constructed. Each consists of a 
triclinic unit cell (13) containing a 
9-methyladenine molecule hydrogen- 
bonded to a 1-methylthymine molecule. 
The structures differ in the manner of 
hydrogen bonding. The phases and am- 
plitudes were calculated (14) for all 
(hkl) reflections having spacings greater 
than 2.0 A. In order to simulate the 
nature of the observed DNA data and 
to avoid nonconvergence effects, the 
amplitudes were multiplied by an arti- 
ficial temperature factor of exp (- 30 
sin2O0/ 2) before calculation of the 
Fourier syntheses. These amplitudes 
were then treated as "observed" data 
in the calculation of a number of elec- 
tron density functions; these data, un- 
like actual experimental data, are free 
of both random and systematic errors. 

The amplitudes and phases of pairing 
W were used to prepare a map of the 
electron density projected down the c- 
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Fig. 2 (left). Electron density function of synthetic adenine-thymine pair W, calculated with the amplitudes and phases of that 
pair. Fig. 3 (right). Electron density function of synthetic adenine-thymine pair D, calculated with the amplitudes and phases 
of that pair. The positions of the adenine and thymine have been reversed with respect to Fig. 2. 

axis. The result is shown in Fig. 2. This 
map is very similar in appearance to 
Fig. 1, except that the resolution is 
slightly better, probably because no dis- 
order has been introduced; the simula- 
tion o.f DNA data by this synthetic 
structure is, however, verified. 

The same procedure was then car- 
ried out with the amplitudes and phases 
of pairing D. The result is shown in 
Fig. 3, which bears a superficial re- 
semblance to Fig. 2, except that the 
positions of the purine and pyrimidine 
have been reversed. Both Figs. 2 and 
3, however, give good qualitative rep- 
resentations, at low resolution, of the 
structures which were used in the re- 
spective calculations. It is worth noting 
that the electron density falls to minima 
near the centers of the six-membered 
rings. 

The importance of the phases was 
next tested by the preparation of an 
electron density map in which the 

amplitudes of pairing W and the phases 
of pairing D were used. The result is 
shown in Fig. 4. This is tantamount to 
a situation in which a structure with 
pairing W furnishes the observed in- 
tensities but the structure is thought to 
be pairing D, with the phases calcu- 
lated with that model. The resulting 
electron density gives very little, if any, 
indication that the model being tested 
is incorrect-the Fourier series has re- 
produced quite faithfully the electron 
density of the assumed model. Figure 
4 bears a close resemblance to Fig. 3, 
even to the appearance of the minima 
near the centers of the six-membered 
rings of the model used to obtain the 
phases, rather than the structure which 
gave the observed intensities. 

Further tests were then made by 
making parallel calculations with the 
very different pairing H. Figure 5 is the 
electron density as calculated with both 
the amplitudes and phases of pairing 

H, and, as expected, a good qualitative 
representation of that structure is ob- 
tained. However, when the amplitudes 
of pairing W are combined with the 
phases of pairing H, an almost equally 
good representation of pairing H is ob- 
tained, as shown in Fig. 6. Again, there 
are no clear indications that the model 
being tested (H) is unsatisfactory, nor 
that the true structure, that is, the one 
corresponding to the observed intensi- 
ties (W), is to be preferred. 

It might be thought that this failure 
of the Fourier method in the above 
tests to reject an incorrect hypothesis 
resulted from the use of low-resolution 
data. This conjecture, in fact, is untrue, 
and of a number of examples included 
in a recent discussion (15) of incor- 
rect structures for which Fourier evi- 
dence had been published, the example 
of tyrosine (16) is particularly interest- 
ing. In that work Ramachandran and 
Srinivasan also studied the importance 

Fig. 4 (left). Electron density function calculated with the amplitudes of pairing W (dotted circles) and the phases of pairing D 
(full circles). Fig. 5 (right). Electron density function of synthetic adenine-thymine pair H, calculated with the amplitudes 
and phases of that pair. 
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of the phases in calculations of electron 
density. When the amplitudes and 
phases of a tyrosine structure were used 
to calculate an electron density projec- 
tion a faithful representation of the 
structure was, of course, obtained, as 
shown in Fig. 7a. They then con- 
structed a hypothetical isoelectronic six- 
atom random structure and calculated 
the amplitudes for it. When these am- 
plitudes were combined with the phases 
of the tyrosine structure, the resulting 
Fourier map, Fig. 7b, shows the tyro- 
sine structure rather nicely and gives 
scarcely any indication of the six-atom 
structure which gave the "observed" 
amplitudes. Again, the overwhelming 
importance of the phases of an assumed 
model is strikingly demonstrated. 

Further evidence for this importance 
is found in Fig. 8, which is an electron 
density function calculated with con- 
stant amplitudes and the phases of pair- 
ing D. It may be seen that the use of 

such amplitudes together with the 
phases of an assumed structure gives a 
quite recognizable image of that as- 
sumed structure. This result is quite 
similar to one obtained earlier by 
Dunitz (17), who calculated one of the 
projections of oxalic acid dihydrate 
using the phase angles of the correct 
structure and amplitudes equal to the 
average atom form factor at the scat- 
tering angle of each respective F. This 
procedure gave a rather good picture 
of the molecule in its correct position 
in the unit cell. 

There are some precautionary fea- 
tures of Figs. 7b and 8 which suggest 
that all is not well, but these features 
do not occur in the low-resolution 
maps, Figs. 4 and 6. These include: 
(i) irregularly shaped resolved atoms, 
(ii) unequal peak heights for resolved 
equal atoms, and (iii) false detail (which 
cannot be explained away by solvent 
molecules). 

Comments 

It should come as no surprise that 
the Fourier maps calculated with the 
observed amplitudes from DNA and 
the phases of a structure with Watson- 
Crick pairing should recognizably re- 
produce that pairing, as seen in Fig. 1. 
On the other hand, it is clear that the 
conclusions cited above (3, 6-9) are un- 
justified. While it is well known that 
the gross features of the Watson-Crick 
model are compatible with the x-ray 
data, the Fourier method of structure 
refinement has, in fact, contributed 
nothing toward either the proof of that 
structure, nor toward the elucidation 
of its details, because of the "pulling- 
yourself-up-by-your-bootstraps" aspect 
of that method. This property has been 
amply demonstrated above and has 
been recognized, in some quarters at 
least, before; for example, "Fourier 
synthesis, however, is not a good test 

Fig. 6 (top left). Electron density function calculated with 
the amplitudes of pairing W (dotted circles) and the phases 
of pairing D (full circles). 

Fig. 7 (top right). Electron density of tyrosine projected 
down the c-axis (from reference 16, with permission of 
the editor of Nature). Phases of the correct structure, indi- 
cated by the dots, used to calculate both projections. 
(a) Amplitudes of the correct structure used, and (b) 
amplitudes of the six-atom random structure, indicated by 
the crosses, used. 

Fig. 8 (right). Electron density map calculated with equal 
amplitudes and the phases of pairing D. 
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of a proposed structure; it always tends 
to support the hypothesis upon which 
it is based" (18), or "however, the 
beauty of these maps [that is, those 
in (3)] should not overshadow the 
intrinsic pitfalls of noncentric struc- 
tures" (19), or "we have observed that 
peaks quite comparable in height with 
true atomic peaks can be introduced by 
phasing into the electron density dis- 
tribution at points where no true atoms 
exist" (20). 

Conclusions 

It is obvious that the published x-ray 
diffraction data from DNA are incapa- 
ble of being analyzed by the Fourier 
method for the purpose of obtaining 
evidence as to what the structure of 
that substance is, not to mention re- 
fining a proposed model. It is, accord- 
ingly, not inappropriate to ask just what 
the nature of such data should be in 
order that calculations of electron den- 
sity could yield conclusive results. In my 
opinion, there are a number of prob- 
lems which will have to be surmounted 
before this end can be achieved. 

1) Concerning the resolution prob- 
lem, it seems probable that the data 
used up to now in the calculation of 
electron density functions for DNA ex- 
tend to spacings of only about 3 A. 
Clearly, this is not far enough. The 
data should be capable of resolving 
peaks corresponding to pairs of bonded 
atoms. This means that data must be 
collected almost to the limit of CuKa 
radiation in all directions, not just to 
the higher orders of the very strong 
3.4 A reflection which presumably 
arises from the stacking of the bases. 
Thus, specimens of DNA which exhibit 
a higher degree of crystallinity than 
have been examined will have to be 
prepared. 

2) The disorder problem. The dis- 
order and resolution problems are seri- 
ously interconnected. It will not ever 
be possible to obtain data from DNA 
which are capable of resolving peaks 
corresponding to certain of the atoms 
in a disordered model (Fig. 1). Conse- 
quently, even if highly crystalline prep- 
arations do become available, there re- 
mains the intrinsic disorder of the 
molecule itself which arises from the 
lack of short-range p.eriodicity of the 
bases along the polynucleotide chain. 
Electron density functions of these 
portions of the molecule will always 
12 SEPTEMBER 1969 

be ill-defined smears, and the particu- 
lar structure of these will have to be 
arrived at from secondary considera- 
tions, such as unequivocal positioning 
of the atoms in the sugar-phosphate 
backbone plus the nitrogen atoms in 
the glycosidic bonds. 

3) The phase problem. Clearly, cal- 
culation of electron density functions 
with phases derived from an assumed 
structure cannot furnish proof of that 
structure. Evaluation of the phases 
must therefore be sought by other 
means. Because of the complexity of 
the DNA structure, it appears that the 
so-called direct methods (21) for the de- 
termination of phase angles will prob- 
ably be ineffective (22). Moreover, even 
if the complex nature of the DNA 
structure is substantially simplified by 
the presence of noncrystallographic 
symmetry elements, the intensity statis- 
tics on which the direct methods depend 
are not valid for low-resolution data 
(23). 

Phase angles for acentric structures 
can be deduced by careful analysis of 
diffraction data from a parent com- 
pound and at least two strictly iso- 
morphous heavy atom derivatives (24). 
This method has had notable success, 
for example, in the case of the pro- 
teins hemoglobin and myoglobin (25). 
Whether or not similarly useful deriva- 
tives of DNA can be prepared is an- 
other question. 

4) The agreement problem. The final 
test for the correctness of any structure 
lies in the agreement between the ob- 
served and calculated structure ampli- 
tudes. It is conventional for crystallog- 
raphers to quote R values (26) for 
their refined structures. Unfortunately, 
apparently acceptable R values of 
around 20 percent have been obtained 
for grossly incorrect structures (27), 
and values as low as 7 percent have 
been reported for structures with in- 
correct details, that is, "partially cor- 
rect" structures (28). Thus, achieve- 
ment of an acceptable overall R factor 
is insufficient: the individual observed 
and calculated amplitudes must be ex- 
amined, with particular attention being 
paid to any serious and possibly sys- 
tematic discrepancies. The overall R 
value reported for the A form of 
sodium DNA is 39 percent (2); com- 
parison of the individual values of the 
amplitudes is not possible because the 
customary table of the observed and 
calculated values for these has not been 
published. 

Summary 

Examination of the Fourier method 
of crystal structure analysis, in which 
the distribution of electron density is 
calculated with the observed structure 
amplitudes combined with phase angles 
obtained from an assumed model, leads 
to the not unexpected conclusion that 
proof of structure cannot be obtained 
in this way, particularly when only low- 
resolution data are available. 
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An important shift in the thinking 
governing the support of acaderpic re- 
search in the Federal Republic of Ger- 
many was revealed in a report issued 
in July 1967 by the Wissenschaftsrat 
(Science Council), a major governmental 
advisory group (1). The report, deal- 
ing with the planned expansion of the 
universities until 1970, recommended 
establishment of a Sonderforschungsbe- 
reiche (special research areas) program 
to support the formation of cooperative, 
multidisciplinary research efforts. Such 
efforts, although located within universi- 
ties, would also provide for the involve- 
ment of individuals and groups outside 
the academic community. Three criteria 
would determine the selection of any 
special research area: intellectual or 
scientific merit, university considera- 
tions, and the national interest. The 
group or groups identified with each 
criterion would participate in the deci- 
sions. 

In July 1967 the Deutsche Forschungs- 
gemeinschaft (German Research As- 
sociation), the principal national or- 
ganization responsible for the support 
of academic research, agreed to advise 
the Science Council on the selection of 
special research areas proposals and 
manage the operations of the program. 
Details on proposal submission and 
selection procedures, implementation 
and financial arrangements, and the first 
list of approved research areas were 
revealed in a document issued by the 
Science Council in July 1968 (2). The 
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list contains 141 areas divided among 
seven categories as follows: disciplines 
of the philosophical faculties, 8; re- 
gional area studies, 11; law, economics, 
and social sciences, 10; general and 
dental medicine, 35; mathematics and 
natural sciences, 37; veterinary medi- 
cine, 4; and engineering and architec- 
ture, 36. Among the 18 areas already 
funded at a total cost of slightly more 
than $1 million are the following: 
Southeast Asia research (Heidelberg), 
synoptic meteorology (Berlin), molecu- 
lar basis of development (Freiburg), 
and medical statistics and documenta- 
tion (Mainz) (3). 

Proposal Submission and 

Selection Procedures 

Under the research areas program a 
group of university researchers may 
submit a collective research proposal 
to the principal university decision- 
making body. In most cases this will 
probably be the senate or one of its 
authorized committees. Those proposals 
which are approved are then forwarded 
for comment to the appropriate state 
ministry of education (Kultusminis- 
terium), the agency which bears primary 
responsibility for the welfare of the 
university. In the Federal Republic 
there is no federal ministry of educa- 
tion, the education function having 
been assigned to the eleven Lainder or 
states in the postwar settlement (4). The 

list contains 141 areas divided among 
seven categories as follows: disciplines 
of the philosophical faculties, 8; re- 
gional area studies, 11; law, economics, 
and social sciences, 10; general and 
dental medicine, 35; mathematics and 
natural sciences, 37; veterinary medi- 
cine, 4; and engineering and architec- 
ture, 36. Among the 18 areas already 
funded at a total cost of slightly more 
than $1 million are the following: 
Southeast Asia research (Heidelberg), 
synoptic meteorology (Berlin), molecu- 
lar basis of development (Freiburg), 
and medical statistics and documenta- 
tion (Mainz) (3). 

Proposal Submission and 

Selection Procedures 

Under the research areas program a 
group of university researchers may 
submit a collective research proposal 
to the principal university decision- 
making body. In most cases this will 
probably be the senate or one of its 
authorized committees. Those proposals 
which are approved are then forwarded 
for comment to the appropriate state 
ministry of education (Kultusminis- 
terium), the agency which bears primary 
responsibility for the welfare of the 
university. In the Federal Republic 
there is no federal ministry of educa- 
tion, the education function having 
been assigned to the eleven Lainder or 
states in the postwar settlement (4). The 

proposals are then submitted to the 
Science Council which routes them to 
the Deutsche Forschungsgemeinschaft, 
the German equivalent of the U.S. 
National Science Foundation, for re- 
view and evaluation according to guide- 
lines established by the former. This 
evaluation, prepared with the help of 
the most competent scholars, carries 
great weight in the final decisions made 
by the Science Council. The Council 
may reject a favorable recommendation 
by the German Research Association, 
but may not, on its own, list any pro- 
posal for a special research area not 
previously approved by the Research 
Association or the appropriate state 
ministry of education. 

Although the principal initiative for 
proposing a special area lies with the 
universities, the federal government, 
individual states, the Max Planck So- 
ciety, and the Research Association may 
also recommend candidate proposals. 
Each must be submitted to the Science 
Council accompanied by a statement 
identifying goals and, if possible, speci- 
fying the university and the particular 
groups considered most appropriate to 
undertake the research. Following dis- 
cussion by the Science Council, the 
proposal will be examined by the ap- 
propriate Association committee, and, 
if approved, the suggested university 
and respective state ministry of educa- 
tion are invited to present their views. 
If all parties agree that the proposal is 
in their interest, a formal application 
may be submitted and processed in 
accordance with the above procedure. 

Only those special research areas ap- 
pearing on the Science Council list 
may be considered for support from 
special federal and state funds. On the 
basis of research area priorities estab- 
lished by the Science Council with the 
aid of the Research Association, the 
universities are invited to submit re- 
quests for funds. Funding decisions are 
then made by a Research Association 
committee specifically constituted for 
this purpose. 
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