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A step toward the quantitative anal- 
ysis of input to output conversion by 
the nervous system is the ability to 
predict the exact pattern of output 
impulses of a single neuron given the 
input pattern of presynaptic impulses 
converging on it. The conversion pro- 
ceeds through the intermediate stage 
of a pattern of synaptic potentials, 
which is produced by the patterned 
presynaptic input and which in turn 
produces the patterned output firing. 
Using computer modeling techniques, 
we have attempted to reproduce quan- 
titatively the first step: the conversion 
of a known pattern of presynaptic im- 
pulses into a pattern of postsynaptic 
membrane potential changes. 

We used the isolated cardiac gan- 
glion of the lobster Homarus ameri- 
caiits. This consists of nine neurons, 
four driver cells and five motor neu- 
rons. The drivers provide synaptic 
input to the motor neurons, which in 
turn innervate the muscle of the lob- 
ster's heart. Periodic synchronized 
bursts of impulses in the driver cells 
excite the motor cells, and the resulting 
bursts of motor impulses cause the 
heart to contract rhythmically (1-3). 
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The motor neurons can be penetrated 
with a glass microelectrode, and the 
membrane potential changes associated 
with the burst activity can be recorded 
by conventional means. The impulses 
of individual presynaptic driver cells 
can be identified in simultaneous rec- 
ords from several pairs of extracellular 
electrodes (4). Figure 1 shows a typi- 
cal intracellular record with simultane- 
ous extracellular records on which the 
presynaptic impulses have been identi- 
fied. Our goal was to use the times of 
occurrence of the identified presynaptic 
impulses to reproduce the observed 
time course of the intracellular record 
from the motor neuron. 

The complex synaptic response of a 
given postsynaptic cell can be thought 
of as the sum of individual synaptic 
potentials, one for each firing of a 
driver cell. Each synaptic potential is 
characterized by (i) a delay by which 
its beginning follows the extracellu- 
larly observed driver cell impulse (as- 
sumed to be constant for a given driver 
cell); (ii) a particular shape (assumed, 
when scaled to fixed amplitude, to be 
the same for all synaptic potentials); 
and (iii) an amplitude, which not only 
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is dependent on the efficacy of the 
synapse, but also is found to vary from 
impulse to impulse. The variation of 
amplitude is such that the closer in time 
the previous impulse in a given driver 
cell, the smaller the observed synaptic 
potential for the next impulse. As the 
interval between impulses increases, 
the amplitude of the synaptic potential 
recovers toward an asymptotic value 
along an approximately exponential 
time course with a time consitant 
around 100 msec. This phenomenon, 
termed "defacilitation" or more prop- 
erly "antifacilitation," also occurs in 
Panulirus cardiac ganglion (1). 

The above-mentioned factors con- 
stitute a sufficient description of the 
system for the computer to generate 
a predicted postsynaptic response given 
the firing times of the presynaptic 
units. The critical basic parameters- 
delay, shape, and synaptic efficacy- 
were measured from intracellular rec- 
ords from the particular motor neuron 
being simulated. The uncritical anti- 
facilitation parameters were taken to 
be the same for all postsynaptic units 
(5). 

The firing times of the driver cells 
in a particular burst were then speci- 
fied, and the computer calculated the 
individual synaptic potentials and 
added them together to produce the 
predicted membrane response for that 
burst (6). Results of this process are 
illustrated in Fig. 2A, which shows the 
predicted membrane potentials for the 
latter parts of three successive bursts. 
The corresponding actual bursts are 
shown in Fig. 2B. The predicted po- 
tential matches in detail the observed 
potential (impulses spread decrement- 
ally from axon to soma seen in bursts 
2 and 3 were not simulated-see cap- 
tion). The waviness of burst 1 and the 
smoothness of burst 2 in Fig. 2B are 
reproduced in the corresponding pre- 
dicted bursts; in fact, almost every 
notch and minor peak present in the 
actual records is reflected in the pre- 
dicted ones. 

Figure 3A shows a property of cer- 
tain bursts that can be explained in 
terms of the pattern of presynaptic im- 
pulses. The initial and final portions 
of the record have a wavy appearance, 
while the middle portion is smooth. 
Figure 3B shows that the phenomenon 
is reproduced by the computer model, 
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the underlying pattern of presynaptic 
impulses responsible for it. The wavy 
regions correspond to the firing of all 

SCIENCE, VOL. 164 

while Fig. 3C shows diagrammatically 
the underlying pattern of presynaptic 
impulses responsible for it. The wavy 
regions correspond to the firing of all 

SCIENCE, VOL. 164 



101 
mVL 

100 ec 
5 

7 
8 

9 9 9 9 9 9 9 
9 

Fig. 1. Simultaneous intra- and extracellular records of a burst from the lobster cardiac ganglion. The intracellular trace is from 
the motor neuron designated "cell 1" (see diagram at right). The five extracellular traces come from electrode pairs spaced along 
the median trunk of the ganglion (see diagram). Impulses from the four driver cells, "cells 6 to 9," are recorded by several Qf the pairs 
in a time-locked sequence, as indicated by lines drawn between traces. Impulse identifications, as labeled on the record, are based on 
which electrode pairs an impulse occurs in, impulse amplitude and shape in each pair, and the expectation of a more or less uni- 
form discharge pattern for a given cell. Extracellular impulses from cells I and 2 and one from cell 5 (all motor neurons) 
are also labeled. Diagram: anterior up; ventral view; total length represented about 1.5 cm. 

four driver cells more or less in phase, 
while the smooth regions correspond 
to the driver cells firing out of phase. 
All four cells are firing regular trains 
of impulses; but since cell 7 has a 
slightly higher frequency than the 
others, it drifts in and. out of phase 
with them, producing synaptic poten- 
tial "beats." Such phase changes among 
the input trains may, through their 
effects on the membrane potential time 
course, have considerable significance 
for the output pattern of the neuron, 
since postsynaptic cells fire preferen- 
tially at the higher peaks of depolari- 
zation (1, 2, 7). 

Not all simulations were as success- 
ful as that shown in Fig. 2. In some 
records, impulses generated in the post- 
synaptic cell obscured the waveform 
of synaptic depolarization. In others, 
unexplained deviations were found. 
The initial part of the burst has proved 
difficult to simulate. Some cases where 
the simulation fails may lead to better 
insight into the properties of this gan- 
glion. For instance, in some ganglia 
the average actual potential level un- 
derwent a drop where none was pre- 
dicted by the model. This could be 
explained by the turning off of an 
intrinsic active response in the motor 

cell. The drop may be further evidence 
for an active response whose presence 
in the burst has been suggested (see 1, 
8). 

We have made a few studies on the 
effect of altering various parameters in 
the model. The parameters related to 
rise time and peak shape of the syn- 
aptic potential and to relative synaptic 
efficacy seem fairly critical for a good 
simulation. Relative delays can only be 

changed by a few milliseconds, without 
producing a noticeably worse fit. Ten- 
tatively, the fit seems relatively insensi- 
tive to changing the antifacilitation 
factors. 
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Fig. 2 (left). Comparison of predicted and actual postsynaptic responses. (A) Predicted responses for the latter parts of three suc- 
cessive bursts generated as described in the text from the known firing times of the presynaptic driver cells. Parameter values (6) 
were Ao's = 1.6, 1.6, 1.0, and 0.77, respectively for cells 6 to 9 (arbitrary units); d's 4, 4, 4, and 3 msec. (B) Actual responses 
for the same three bursts as (A). The large fast potentials near the left side in bursts 2 and 3 (not simulated by the model) are im- 
pulses fired by the motor neuron which were blocked and spread electrotonically on encountering a segment of inactive axon at a dis- 
tance from the soma. Intracellular records from cell 1. Burst 1 is the same burst represented in Fig. 1. Fig. 3 (right). Synap- 
tic potential beats. (A and B) The actual and predicted potentials, respectively, for a part of a burst in cell 2. The fast potential at 
the very beginning of A is an electrotonically spread impulse from the cell 2 axon. The large fluctuation near the right edge of A 
is not simulated well by the model for unknown reasons. Model parameters: A's = 0.8, 2.0, 1.1, and 0.3; d's = 7, 7, 8, and 8 
msec. (C) The firing times (diagrams) of the four driver cells, cells 6 to 9, for the same portion of the burst as shown in parts (A) 
and (B). Wavy portions of the intracellular record correspond to driver cells firing in phase. Scale: (A) 88 msec; (B and C) 100 
msec. 
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In summary, it is possible to model 
with quantitative accuracy at least some 
postsynaptic responses using only the 
times of firing of presynaptic cells and 
a few straightforward assumptions 
about their effects. It remains to go 
from this point to a prediction of the 
resulting output impulse pattern of the 
postsynaptic cell. 

DANIEL K. HARTLINE 
Department of Biological Sciences, 
Stanford University, 
Stanford, California 94305 

IAN M. COOKE 
Biological Laboratories, 
Harvard University, 
Cambridge, Massachusetts 02138 
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Antiserum to Lymphocytes and 
Procarbazine Compared 
as Immunosuppressants in Mice 

Abstract. As an immunosuppressant 
procarbazine was as potent as an anti- 
serum to lymphocytes in mice. Both 
agents significantly prolonged survivals 
of skin allografts by 4 to 6 weeks. At 
the maximum tolerated dosage, pro- 
carbazine suppressed both circulating 
hemagglutinins to sheep erythrocytes 
and plaque-forming cells in the spleen. 
The antiserum to lymphocytes reduced 
the numbers of circulating hemagglu- 
tinins and plaque-forming cells by 94 
percent. Procarbazine was adminis- 
tered to mice for 3 weeks before their 
exposure to antigen. Exposure for only 
9 days, commencing 48 hours before 
injection of sheep erythrocytes, was less 
efjective in suppressing the titers of 
hemagglutinins. 

Antiserum to lymphocytes (ALS) is 
a potent immunosuppressant agent (1). 
Chemical immunosuppressants do not 
approach the effectiveness of ALS 
and are more toxic. However, Floer- 
sheim (2) reported that procarbazine 
a methylhydrazine derivative, can pro- 
long the survival of skin allografts 

Table 1. Effect of ALS and procarbazine on 
skin-graft survival. The donors were C3H/HeJ 
males; the recipients were AKR/J males. The 
ALS (10 ml/kg, intraperitoneally) was given 
on days -2, -1, days 0, 3, 6, 9, and 12. The 
procarbazine was administered intraperitoneal- 
ly as follows: 300 mg/kg from day -21 to 
day -19; 150 mg/kg from day -17 to day 
--12; 100 mg/kg from day -11 to day 0; and 
50 mg/kg from days 1 to 7. 

Mean 
Treat- Num- graft P = .05 
ment ber survival (days) 

(days) 

None 32 12.5 12.1-12.9 
ALS 18 44.7 40.6 - 48.8 
Procarbazine 10 56.6 51.5 - 61.7 
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The antiserum to lymphocytes reduced 
the numbers of circulating hemagglu- 
tinins and plaque-forming cells by 94 
percent. Procarbazine was adminis- 
tered to mice for 3 weeks before their 
exposure to antigen. Exposure for only 
9 days, commencing 48 hours before 
injection of sheep erythrocytes, was less 
efjective in suppressing the titers of 
hemagglutinins. 

Antiserum to lymphocytes (ALS) is 
a potent immunosuppressant agent (1). 
Chemical immunosuppressants do not 
approach the effectiveness of ALS 
and are more toxic. However, Floer- 
sheim (2) reported that procarbazine 
a methylhydrazine derivative, can pro- 
long the survival of skin allografts 

Table 1. Effect of ALS and procarbazine on 
skin-graft survival. The donors were C3H/HeJ 
males; the recipients were AKR/J males. The 
ALS (10 ml/kg, intraperitoneally) was given 
on days -2, -1, days 0, 3, 6, 9, and 12. The 
procarbazine was administered intraperitoneal- 
ly as follows: 300 mg/kg from day -21 to 
day -19; 150 mg/kg from day -17 to day 
--12; 100 mg/kg from day -11 to day 0; and 
50 mg/kg from days 1 to 7. 

Mean 
Treat- Num- graft P = .05 
ment ber survival (days) 

(days) 

None 32 12.5 12.1-12.9 
ALS 18 44.7 40.6 - 48.8 
Procarbazine 10 56.6 51.5 - 61.7 

across strong histocompatibility barriers 
and even induce tolerance in adult 
mice if allogeneic lymphoid cells were 
injected as well. The advantages of a 
"chemical" ALS are obvious, and we 
now report results of a comparative 
study in which procarbazine compared 
favorably with ALS as an immuno- 
suppressant. 

The procarbazine [N-isopropyl-a- 
(2-methylhydrazino)-p-toluamide] was 
synthesized as the hydrobromide. It 
was dissolved in apyrogenic sterile 
water and administered within an hour 
by intraperitoneal injection. The con- 
centration was adjusted so that the 
daily dose could be given in a volume 
between 0.2 and 0.3 ml, depending on 
the weight of the mouse. It was given 
in maximally tolerated doses, usually 
beginning 21 days before immunization 
or grafting. The reason for this long 
treatment is not known (2). The anti- 
serum to lymphocytes against mice was 
produced in white New Zealand rabbits 
as described (3). Both the ALS and 
the normal rabbit serum (NRS), also 
obtained from white New Zealand rab- 
bits, were sterilized by filtration under 
positive pressure through a series of 
Millipore filters. Two inbred strains of 
mice (Jackson Laboratories, Bar Har- 
bor, Maine) were used for the skin- 
grafting experiments. The recipients 
were mature AKR/J male mice; the 
donors were C3H/HeJ male mice. 
The method of skin grafting was that 
described by Bliss (4). 

All untreated grafted control mice 
rejected their allografts with a mean 
survival time of 12.5 days. Survival of 
grafts in a group treated with ALS 
(Table 1) was prolonged to 44.7 days. 
The group given maximum tolerated 
doses of procarbazine beginning on day 
-21 before grafting and continued to 
day 7 after grafting (the average total 
dose was 74 mg per mouse) had a 
mean survival time of the skin allo- 
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Table 2. Effect of ALS and procarbazine of the primary hemagglutinin (on day 13) response 
of mice immunized with 0.1 ml of a 30 percent suspension of sheep red blood cells (SRBC). 
The NRS (10 ml/kg) was administered intraperitoneally on days -2, -1, and on days 0, 
3, 6, 9, and 12. The ALS (10 ml/kg) was given intraperitoneally on days -2, -1, 0, 3, 6, 9, 
and 12. The procarbazine (150 mg/kg) was given intraperitoneally from day -21 to day -2; 
reduced dosage (50 mg/kg) was given from day -1 to day +7 (five of the eight had to 
cease treatment on day +1). 

Immuni- Treat- Number of mice with reciprocal hemagglutination titer: 
zation 

(day 0) ment 0 2 4 16 32 64 128 256 512 2048 

SRBC NRS 1 1 1 1 1 2 1 
SRBC ALS 4 1 2 1 1 1 
None None 2 
SRBC None 1 3 2 1 1 
SRBC Procarbazine 8 
None None 2 
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