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Large-Scale Integration ai 
the Revolution in Electroni 

The rapid evolution of solid state electror 
is having a major impact on the compu 

S. Triebwa 

The two decades since the invention 
of the transistor, in 1948, have seen a 
rapidity of evolution in electronics that 
can be termed revolutionary. The most 
dramatic impact of this evolution has 
been on the computer industry, which 
could not have grown so rapidly had 
not the new solid state technology been 
available. This growth, in turn, made 
possible the broad advances in space 
exploration and air travel, by providing 
both the tools for the computer analyses 
that were required during the design and 
construction phases and the ground and 
on-board electronics required in flight. 
The ubiquitous transistorized radio is 
clear evidence that the revolution is 
not solely in advanced technological 
areas; there has been a revolution in the 
commercial market as well, typified by 
an almost one-for-one replacement of 
the vacuum tube circuit by the tran- 
sistor circuit with equivalent function. 

Large-scale integration (LSI), the 
emerging form of solid state digital 
electronics, has particular application to 
computer-function requirements. Large- 
scale integration is a term used to de- 
scribe the technology which consists of 
arrays of logic or memory, cells formed 
in a batch process to realize a complete 
function. The number of circuits in- 
volved in such an array may be 50 to 
100 or more. At present it is only in 
computers or in systems performing 

computer-like function 
ample, in large-scale 
works) that developme 
kind of electronics is j 
large-scale integration 
tion in electronics are d 
the context of compu 
The new technology pi 
broader application of e 
everyday lives, but, a, 
pected, it has generatec 
Here I review these pro 
lems. 

Advances in the col 
have been paced by < 
the new electronics tha 
since the invention of 
World War II provided 
to the widespread app: 
tronics in many areas 
effort went into the 1 
electronics equipment 
plications. Miniaturizati 
cally simplified by the 
solid state component 
possible revolutionary i 
the reliability, size, and 
tion of electronic equip 
dramatic change has b 
in cost well below w] 
been possible with va< 
nology. These changes i 
impact on the comput 
industry which, on the 
stimulated the rapid 
transistors, integrated 
finally, large-scale inte 
turn, has been made p 

SCIENCE: 

developments. The television industry, 
on the other hand, is still, for the most 
part, using vacuum-tube technology, 
since vacuum-tube sets remain competi- nd tive, in cost and reliability, with equiva- 
lent transistorized sets. 

CS A new generation of computer equip- 
ment has appeared approximately every 
5 years (1). With each succeeding gen- 

lics eration there has been a reduction by 
a factor of 10 in the cost per arithmetic 

ter. operation (2) and, at the same time, a 
reduction, by a factor of about 10, in 
the rate of failure of components, as 

sser measured by the usual standards. The 
reduction in the cost per operation has 
rapidly widened the range of problems 
that can be handled economically by 

s (as, for ex- electronic data-processing equipment, 
switching net- hence has rapidly widened the market, 

nt cost for this while the increase in reliability has 
justified. Hence, made it possible to build larger systems 
and the revolu- without the pain of constant component 
liscussed here in failure. The extremely rapid buildup of 
iter technology. demand for computational power and 
romises a much the fact that computers can be built 
lectronics to our from relatively few and conceptually 
s might be ex- simple digital logic circuits used in 
I new problems. enormous repetition has made the tech- 
mises and prob- nological development rapid as well. 

The impact of the development of solid 
mputer industry state components is clearly evident from 
developments in the fact that the second generation of 
Lt have occurred computer equipment, which appeared 
F the transistor. at the end of the 1950's, was already 
a great stimulus completely transistorized. Advances in 

lication of elec- space and aircraft electronics have 
.An enormous paced the rate of development of the 

miniaturizing of space and aircraft industries, where the 
for military ap- smaller size, lower power requirement, 
ion was dramati- and increased reliability of solid state 

availability of components are of obvious importance. 
ts, which made Let me briefly review these genera- 
improvements in tions of computers. In about 1954, first- 
power consump- generation commercial computers, 
'ment. A further based on vacuum-tube technology, were 
)een a reduction being delivered to customers. A typical 
hat would have system had 2000 logic circuits in its 
cuum-tube tech- central processing unit, with a mean 
have had a major time to failure, per circuit, of 1 percent 
ter industry-an per 1000 hours. The equipment was 

one hand, has bulky, used much power, and failed 
development of much too often. The second-generation 

circuits, and, computers appeared at the end of that 
,gration and, in decade; these were transistorized, but 
)ossible by these individual transistors and resistors were 
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'pe substrate 

integration is elaborated below. The 

~~~N ~primary point is that in either case 
i .._.. .is _ -"(hybrid or monolithic) the building 

N--l P+ P IN P+ block was still the single logic circuit. 
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- I Computers were being designed much 
as they were in the vacuum-tube days 

N+N+ N+ because the individual logic circuit was 
| I|- . I J1 ,.-M still the basic building block available 

ipi upNO I P + to the designer. As an example of hy- 
-N X ---N brid integrated circuit technology, in 

---P -- the currently employed IBM Solid 
Logic Technology (3), a logic circuit 

Transistor is mounted on an alundum (4) substrate 
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.C l about 1/2 inch (1.25 centimeters) on a 
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N P+ the latter being hardly visible as com- 
p ----- pared with the ceramic carrier. By 1965 

ATION and 1966, while the single circuit was 

egrated circuit proc- still the basic element in equipment 
being delivered for commercial use, in 
various laboratories the extension of 
monolithic integrated circuits to large- 

e same manner as scale integration in the form of 100 or 
)ower consumption so interconnected circuits on a piece of 
duced, and rates of silicon 0.1 inch on a side was being 
by a factor of 10, accomplished, as compared with one 
to use many more circuit on a carrier /2 inch square in 
libitive "downtime." the hybrid technology. The technology 
by perhaps a factor that is making this dramatic change 
ance was improved possible will be discussed in the next 
better, depending on section. 

C 

Fig. 2. Stages in making an LSI chip, from the 
photographic mask to the finished and packaged chip. 
(a) Original mask (about 10/2 times final size); (b) 
final mask reduced and duplicated, repetitively; (c) 
silicon wafer before cutting into individual chips (125 
chips per 1?/4-inch-diameter wafer); and (d) one chip 
(55 circuits) mounted on an experimental test package. 
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Silicon Planar Technology 

The current revolution in electronics 
is being made possible by the wedding 
of processes, such as diffusion and 
chemical etching, introduced early in 
transistor technology and photolith- 
ography, which had been developed for 
entirely different purposes. This mar- 
riage has led to the silicon planar tech- 
nology (5). Some basic description of 
this technology is necessary for an 
understanding of what has been, and 
will be, happening. First, in order to 
produce the transistors and diodes that 
are required to make electronic cir- 
cuitry, it is necessary to produce closely 
spaced regions in semiconductor ma- 
terial, with electrons as current car- 
riers in one region and holes (absence 
of electrons) as carriers in the adjoin- 
ing regions. It would be inappropriate, 
here, to elaborate much beyond this 
point; suffice it to say that this geo- 
metric arrangement of closely spaced 
regions is required. The electron-or-hole 
conductance behavior is produced by 
the introduction of impurities (nega- 
tive, or N-type, and positive, or P-type) 
into the host semiconductor. Typically 
these N-type and P-type impurities 
could be phosphorus and boron, re- 
spectively, and the host semiconductor 
in current technology is silicon. The 
required impurity concentrations for 
various regions range from less than 1 
part per million to 1 part per hundred. 
These impurities are introduced by 
means of diffusion, at high temperature, 
from the gas phase or by a technique 
known as epitaxial depositions of the 
"doped" material. Processes are applied 
to a piece of silicon in the form of 
a wafer of the order of 0.01 inch thick 
and from 1 to 3 inches in diameter. 

So far, I have been talking about the 
kinds of processes that were in use be- 
fore the photolithographic techniques 
were introduced. By "photolithographic 
material" is meant material which can 
be polymerized or depolymerized by 
radiation. In its polymerized state the 
material is much more resistant to 
chemical etching than it is when non- 
polymerized. The result is that it is pos- 
sible, by ordinary photographic expo- 
sure of complex patterns, to produce 
regions which are essentially impervious 
to chemical attack and others which 
can be etched easily. The final require- 
ment is an insulating material which 
adheres well to the semiconductor and 
to which both photolithographic ma- 
terials and metal films adhere. 
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The technology is shown diagramati- 
cally in Fig. 1. Figure 1A shows a P- 
type wafer on which N-type impurity 
material from the vapor phase has been 
deposited epitaxially. The term epitaxial 
refers to the fact that both regions are 
single-crystal and that the deposited 
region continues the lattice determined 
by the original wafer. The next step 
required to form the remainder of the 
structure of Fig. 1A is heating of the 
wafer in an oxidizing atmosphere; this 
causes SiO2, a glassy impervious insu- 
lator, to grow. A layer of photoresist 
material is then deposited on the struc- 
ture of Fig. 1A and exposed to ultra- 
violet light in the regions shown dotted 
in Fig. lB. A two-step etching process 
follows. The first etch removes the non- 
exposed areas of photoresist; the second, 
and more powerful, etch removes the 
SiO2 but not the polymerized photo- 
resist, and thus cuts holes in the SiO, 
overlayer, as shown in Fig. 1B. Now the 
polymerized photoresist is removed, in 
preparation for the high-temperature 
step, in which the wafer is placed in a 
furnace at a temperature of about 
1000?C in the presence of a boron-bear- 
ing atmosphere. After some time, 
enough boron atoms diffuse into the 
surface of the exposed silicon and down 
into the silicon to give, eventually, the 
structure shown in Fig. 1B. The SiO2 
is relatively impervious to the diffusant 
and protects the silicon surface, so that 
none of the boron diffuses into the 
region where the SiO, has remained. 
The doped regions extend some distance 
under the SiO, overlayers because the 
diffusion process proceeds both down 
into the material and sidewise. This 
sidewise diffusion must be taken into 
account in the design of the processes 
required to make the final structure. 
The reader can imagine the repeated 
photolithographic steps and diffusions 
that are required in order to make the 
structure shown in Fig. 1, C and D. 
The notation P+ and N+ designates 
regions of heavy doping. 

The final photolithographic step is 
performed on a metallic layer which 
has been evaporated over the entire 
wafer. This step is preceded by a photo- 
lithographic step in which the SiO2 is 
removed in regions where metallic con- 
tact is to be made to (Fig. 1E) the 
emitter (E), base (B), and collector 
(C) of a transistor and to the ends of 
a resistor. In the final step, the wafer 
is placed in a vacuum evaporator and 
entirely covered with a thin film of 
aluminum. Again, photoresist is ap- 
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can be carried out with 100-percent 
yield. The second is more subtle and is 
related to the economics of the applica- 
tion of large-scale integration to the 
electronics market in competition with 
other forms of hardware. 

Technological Limits 

% .95 Figure 2 shows the basic steps re- 
quired to make an LSI "chip." The 
question we examine in this section is, 
"How much can one chip contain?" As 

.98 indicated above, this is determined pri- 
marily by technological considerations. 
These have to do with the quality of our 
materials and the skill with which we 
use them. The chip shown in Fig. 2 has 
a final size of less than 0.1 inch on a 
side. The dimensional control toward 

. . . .......which we must work is measurable in 
9 25 49 100 microns. Photoresist layers and insulat- 

IiNTEGRr ATIION LEVE L,n ing layers and metalized layers which INTEGRATION LEVE L, n pile on one another are also of the order 
Relative cost per circuit, plotted as of 1 micron thick. Chemical etching 

Htion of level of integration. procedures, then, must be very carefully 
controlled to cut down through these 

and photographic exposure is fol- layers without substantial loss of definl- 

by etching to remove the metal tion. In addition, we are reaching the 

.as where contact or conductivity theoretical limit of optical exposure 
desired. We can see that this step equipment, because of the fact that the 

es two requirements. It provides dimensional control required is of the 
cts to the resistors, diodes, and same order as the wavelength of light. 
stors, and, in addition, this metal These considerations lead to the results 
can be used to make interconnec- shown in Fig. 3. 
between the elements. The inter- If we regard the single circuit as 

.cting lines run over the circuit the basic building block (a circuit 
rnts on the surface of the insulating consisting of between five and ten 
of SiO2 that overlies most of the components, occupying on the order 
n wafer. The availability of all of 20 square mils on the surface of the 
cts on the top surface of the wafer silicon wafer), then Fig. 3 shows the 
a which the designation planar de- manufacturing cost per circuit as a 
i represents a significant break- function of the number (n) of circuits 
gh. Herein lies the basis of the per chip, with the circuit yield as a 
development of integrated circuits parameter. The cost per circuit goes 
the past 5 years. We have pro- down initially as the level of integration 
ed from (i) using the final photo- increases, because so much of the ex- 
graphic step to form contacts to pense previously required to inter- 
idual regions of the transistor, connect discrete components and cir- 
igh (ii) using this step to form cuits is now absorbed in a single evap- 
:onnections among devices, to (iii) oration step (compare this with having 
it to provide the interconnections a box full of transistors and resistors 

ig circuits as well, to make large- and people with soldering irons con- 
integrated arrays. Where do we necting them to make a 20,000-circuit 
Obviously, we could put down a central processing unit). The cost goes 

)lex pattern that would intercon- through a minimum and turns back up 
all circuit elements of the silicon because of the defects of our photo- 
r, which may number as many as a graphic and semiconductor processing 
on. technology, which lead to failures or 
ie extent to which we integrate is rejected circuits. On the basis of a 
ed by two kinds of constraints. The simplified model (6), we can say that, 
is technological and is based on the if the single circuit yield is Y, then the 
that none of the processes we use probability that the chip containing n 
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circuits is "good" is Yn, if fault cluster- 

ing is ignored. If we imagine Y to be /2, 
then it is clear that an attempt at mak- 
ing n of the order of 10 would produce 
very few chips that pass inspection. 
Historically (over the past several 
years), the minimum point on the curve 
shown in Fig. 3 has been moving down 
and to the right at a much more rapid 
rate than most of us were anticipating 
at the beginning of this decade. Projec- 
tions at that time indicated that Y would 

by now be of the order of 1/2, but in 
fact, on the basis of more sophisticated 
models (and including fault clustering), 
it appears to be running above 0.95 for 
most of the kinds of circuits we are 

making today. 
In fact, several companies have made, 

or are now making, experiments direct- 
ed at circumventing the "Y to the nth" 

problem. Through preliminary testing 
of the single circuit and the use of com- 

puter programs to determine the assign- 
ment of the good circuits to particular 
places in a logic list and then to calcu- 
late wire-routing paths among those 
good circuits we could bypass the cir- 
cuits which fail inspection (7). In a 

period when yields were more limited, 
this approach looked like good strategy 
for making large-scale integration sys- 
tems, but now that single-circuit yields 
are very high, the additional inspection 
and special problems involved in this 

discretionary or programmed wiring 
approach make it less advantageous. It 
should be pointed out that a finished 

chip must be all good, otherwise it must 
be discarded, because there have been 
no economically practical means pro- 
posed for repairing defects, even if the 
defects could be easily identified. 

Figure 4 illustrates the kinds of anal- 
yses that are being made in semicon- 
ductor laboratories. The two curves 
refer, respectively, to the bipolar tran- 
sistor, which is the one in common use, 
and the insulated gate field effect tran- 
sistor (IGFET), which is a conceptually 
and physically simpler device requiring 
about half the number of photolitho- 
graphic steps required by the bipolar 
transistor. This greater simplicity is 
reflected in the fact that, with a given 
density of defects in photoprocessing, 
it is possible to integrate at a higher 
level with the IGFET than with the 
bipolar device. Laboratories and manu- 
facturers of high-quality devices are 
operating at the 200-defects-per-square- 
inch level, but anticipate rapidly attain- 

ing the 100-defect level. The value of 
20 percent for the percentage of chips 
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Fig. 4. Integration level achievable for a 
20-percent chip yield (that is, for a yield 
in which 20 percent of the chips are good) 
at various defect densities (in numbers of 
defects per square inch). 

that will be good was chosen because 

analysis of the trade-off of the chip cost, 
handling cost, and packaging cost indi- 
cates that this is an advantageous inte- 

gration level at which to operate (8). 
Figure 5 shows the level of integra- 

tion as a function of time for the period 
1960-70. The flat portion of the curve 

represents the era of single components 
(or the era of less than one circuit per 
chip); there is a rapid buildup after 
1964. The levels of integration for the 
curve labeled "high performance" re- 
flect the fact that specifications in the 

high-performance area are such that, at 

any point in time, Y is lower than it is 
for less stringently specified circuitry, 
and that the lower Y is, in turn, re- 
flected in the level of integration attain- 
able. 
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Fig. 5. Level of integration plotted as a 
function of time for the period 1960-70. 
[From W. A. Notz, E. Schischa, J. L. 
Smith, M. G. Smith, Electronics 40, 130 
(1967), with permission] 

Systems Considerations 

We will achieve lower-cost hardware, 
improved performance, and increased 
reliability only if we learn to take ad- 

vantage of large-scale integration in 

implementing systems. Here we have to 
address the problem of what we should 

put on a chip. Figure 6 shows two 
masks of a set of four required to make 
a chip in field-effect transistor technol- 

ogy, comprising 122 logic circuits inter- 
connected to perform part of the con- 
trol function of the small computing 
system. In final size, these are less than 
0.1 inch on a side. The problems asso- 
ciated with the design, verification, and 

testing of such a complex array of logic 
circuits are formidable. Herein lies the 
problem of implementation in large- 
scale integration. In a system in which 
the building block is the single circuit, 
designed and tested to meet rigid specifi- 
cations, the further testing of an array 
of circuits cannot be characterized as 
simple, but it does constitute a tractable 
problem. In the case of large-scale 
integration, the individual circuits can 
no longer be tested. A set of tests must 
be devised to test whether the chip per- 
forms the function for which it is de- 
signed, and devising these tests is com- 
plicated by the inaccessibility of the 
terminals of the circuits from which the 
chip is constructed. If such an array 
of logic circuitry contains 40 input 
lines, then the number of possible 
patterns which can be applied for test- 
ing such a function is 240. Obviously, 
we cannot blindly present all possible 
input patterns and test for output pat- 
terns, because testing time would be 
more expensive than all other compo- 
nents of the production costs. 

With the foregoing discussion as 
background, let us now consider a small 
central processing unit (CPU) of a 

computer with 10,000 logic circuits; 
the unit is to be constructed with 100 

chips of 100 circuits each. Consider the 
two extremes: 100 identical chips, or 
100 chips that are all different. In the 
case of the identical chips, one design 
of layout and test analysis would suffice 
for the entire unit, whereas in the case 
of the 100 different chips, 100 designs 
would be needed. An error on one chip 
or failure to achieve the design ade- 
quately would normally propagate to 
several chips, so the actual design and 
verification stage of this central process- 
ing unit could be disastrously costly. 

The problem of dividing these 10,000 
circuits into 100 pieces of 100 circuits 
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each is called the partitioning problem. 
The number of different possible parti- 
tions of these 10,000 circuits is astro- 
nomically large (- 1020,000). Of this 
number, one particular partition must 
be chosen for the actual hardware im- 
plementation. The considerations on 
which these choices are based, such as 
testability, signal delay paths, possible 
redundancy of circuits, and design rules 
which must be included, constitute an 
area in which a great deal of research 
is going on in industrial laboratories all 
over the world. Undoubtedly some of 
these considerations will force the sys- 
tems designer to introduce more regu- 
larization into the logical structures (9). 
Our investigations have shown that 
systems as now designed do not lend 
themselves very readily to the incor- 
poration of repetitive structures, so the 
10,000-circuit central processing unit 
discussed above probably would require 
at least 60 or more different parts no 
matter how ingenious the partitioning. 
Figure 7 shows the results of analyses 
of the numbers of unique parts required 
for achieving different levels of integra- 
tion. We see from these curves that sys- 
tems as now designed place the designer 
in a very disadvantageous position for 
achieving maximum large-scale integra- 
tion. It is anticipated that, in the future, 
consideration will be given to the advan- 
tages of using repetitive structures so 
that more favorable curves will be at- 
tainable 10 years hence. 

Of course, a great deal of work is 
being directed toward reducing the 
costs of designing a part. Figure 8 shows 
a system, now in use, for automatically 
drawing complex masks, such as those 
shown in Fig. 6, under computer con- 
trol. Mask-designing programs exist that 
require only the feeding of relatively 
little information to the computer; all 
the succeeding effort is accomplished 
automatically. Automatic partitioning, 
simulation, and test-generation pro- 
grams are also being developed. 

Projections 

Where will this revolution in elec- 
tronics take us? Perhaps the science- 
fiction writer could deal with this ques- 
tion more comfortably than I can. 
Certainly, his "wild" projection that 
computers would design computers and 
other electronic systems has become a 
reality, at least in part. We are going to 
find this application of computers 
broadening substantially during the 
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into manageable parts and then control 
an automated mask-generating system 

ore direcadIt oresist exe posure system 
feed rather general requirements for a 

scale integration. We see other tech- 

come possible to form the structures 

new electronic system into a computer 
that will be able to divide the system 
into manageable parts and then control 
an automated mask-generating system 
or direct a photoresist exposure system 
to implement that system in terms of 
hardware. Perhaps the instructions will 
be given to an electron beam apparatus, 
which can also be used to form the 

complex patterns required for large- 
scale integration. We see other tech- 
niques being developed, such as beams 
of dopant atoms with which it may be- 
come possible to form the structures 
needed to perform electronic functions. 
Research is being directed toward 

achieving the deposition of high-quality 
single-crystal silicon on insulating sub- 
strates as a means of simplifying the 

packaging problem. These are really 
only details. The methods for accom- 

plishing large-scale integration have 
been developed, so what is required is 
no longer invention but, rather, the 
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for a 122-circuit logic chip in IGFET 

perfecting of existing techniques to the 
point where high yield of integrated 
systems can be achieved. How soon 
these techniques are introduced will be 
determined by a combination of eco- 
nomic factors which depend on how 
difficult it will be to implement the tech- 
niques and how rapidly their application 
to electronic systems can be developed. 

We will find that the productivity of 
the individual worker in an electronics 
factory will climb dramatically-a pre- 
diction which implies that electronics, 
as we know it today, will become very 
cheap. The net effect will be that elec- 
tronic techniques will be applied in 
many areas which as yet have not felt 
the impact of this new force. Most of 
us live in homes that have television sets 
and telephones. The cost of very much 
more complex electronic systems will be- 
come considerably lower than the cost 
of the family television set. Many of us 
have wondered what possible use we 
would have for a computer in our 
homes. Whenever we are about ready to 
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Fig. 7 (left). Number of unique semiconductor chips in a typical machine, plotted as 
a function of the number of circuits per chip (K= 1000). [From W. A. Notz, E. 
Schischa, J. L. Smith, M. G. Smith, Electronics 40, 130 (1967), with permission] 
Fig 8. (right). Automatic artwork-generating apparatus for drawing masks such as 
those shown in Fig. 6. 
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conclude that we do not need one, we 
remember judgments made by very 
competent analysts in the late 1940's 
and early 1950's to the effect that, if 
there existed ten computers that could 
execute instructions at a rate of 1000 

per second, then these ten, together, 
could solve all the problems anyone 
could possibly imagine. The crux of the 
matter seems to be that, when an appar- 
ently useful device becomes available, 
the fact of its availability sets a great 
many more people thinking about the 

applications than addressed that ques- 
tion during its development. P. E. 

Haggerty of the Texas Instruments 

Company remarked, in an address 
several years ago (10), that electronics 
will become "pervasive." Automated 

production of large-scale integrated 
electronics systems is a force making 
this pervasiveness possible. 

Let me list some of the areas in which 
this "pervasiveness" is now either a fact 
or an expectation. There is the ubiq- 
uitous computer terminal at airline 
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reservation desks. Undergoing rapid de- 

velopment are the terminal in contact 
with a high-powered computer system 
for the scientific user; the medical 
monitoring terminal coupled to the 

hospital's central computer; manage- 
ment information systems that enable 
executives to call for digested business 
data on the basis of which they can 
make rapid decisions; and, of course, 
various computer-assisted education 

programs. We can look forward to the 

development of computer terminals that 
will assist doctors in making diagnoses 
and recording data; to the development 
of on-line recorders of business transac- 
tions, for more effective retail opera- 
tions; and, eventually, to virtual elimina- 
tion of the need for money in the form 
of cash. The reader can extend this list 
almost indefinitely; the question I con- 

template with interest is this: What 

impact will really inexpensive electron- 
ics have on the ingenious toy designers 
and the generation of young program- 
mers that will follow? 
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There is a strong traditional belief in 
the inferiority of the autonomic nervous 

system and the visceral responses that it 
controls. The recent experiments dis- 

proving this belief have deep implica- 
tions for theories of learning, for 
individual differences in autonomic re- 

sponses, for the cause and the cure of 
abnormal psychosomatic symptoms, and 
possibly also for the understanding of 
normal homeostasis. Their success en- 

courages investigators to try other 
unconventional types of training. Before 

describing these experiments, let me 

briefly sketch some elements in the his- 
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tory of the deeply entrenched, false 
belief in the gross inferiority of one 

major part of the nervous system. 

Historical Roots and 

Modern Ramifications 

Since ancient times, reason and the 
voluntary responses of the skeletal 
muscles have been considered to be 

superior, while emotions and the pre- 
sumably involuntary glandular and 
visceral responses have been considered 
to be inferior. This invidious dichotomy 
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appears in the philosophy of Plato (1), 
with his superior rational soul in the 
head above and inferior souls in the 
body below. Much later, the great 
French neuroanatomist Bichat (2) dis- 
tinguished between the cerebrospinal 
nervous system of the great brain and 
spinal cord, controlling skeletal re- 
sponses, and the dual chain of ganglia 
(which he called "little brains") running 
down on either side of the spinal cord 
in the body below and controlling emo- 
tional and visceral responses. He indi- 
cated his low opinion of the ganglionic 
system by calling it "vegetative"; he 
also believed it to be largely independent 
of the cerebrospinal system, an opinion 
which is still reflected in our modern 
name for it, the autonomic nervous 
system. Considerably later, Cannon (3) 
studied the sympathetic part of the 
autonomic nervous system and con- 
cluded that the different nerves in it all 
fire simultaneously and are incapable of 
the finely differentiated individual re- 
sponses possible for the cerebrospinal 
system, a conclusion which is enshrined 
in modern textbooks. 

Many, though not all, psychiatrists 
have made an invidious distinction be- 
tween the hysterical and other symptoms 
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