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Fig. 1. Concentrations of cloud condensa- 
tion nuclei at 1 percent supersaturation 
measured during the fire. 

(6) at the site of the fire prior to igni- 
tion. The counter was then moved to a 
ridge about 2.5 km downwind of the 
fire where measurements were taken 
just before ignition and during the fire 
(Fig. 1). 

The concentration of CCN at the site 
of the fire an hour before ignition was 
50 cm-: at 1 percent supersaturation, 
and the concentration of CCN at the 
ridge a few minutes before ignition was 
about 100 cm-3 at 1 percent supersatu- 
ration. These relatively low concentra- 
tions for land measurements are proba- 
bly attributable to the proximity of the 
Pacific Ocean (130 km) and the trans- 
port of only slightly modified maritime 
air to the site of the fire by the prevail- 
ing wind (WSW). The variations in 
CCN count at 1 percent supersaturation 
measured at the ridge closely followed 
the intensity of the fire (Fig. 1). 

Measurements of the concentrations 
of CCN at several different supersatu- 
rations taken at the ridge before the fire 
was lit and during the fire (Fig. 2) show 
that the fire was a significant source of 
only relatively inefficient CCN. Extra- 
polation of the supersaturation spec- 
trum taken during the fire shows that 
the number of CCN active at 0.2 per- 
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Fig. 2. Supersaturation spectra of cloud 
condensation nuclei before and during 
the fire. 

cent supersaturation was unchanged by 
the fire at this stage. 

These observations indicate that the 
burning of forest products can generate 
large concentrations of CCN active at 
about 1 percent supersaturation. How- 
ever, in order to estimate better the im- 
portance of forest fires as sources of 
CCN, measurements should be made in 
the vicinity of various types of large 
forest fires. 
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Role of Surface Dipoles on Axon Membrane 

Abstract. A physical model of nerve excitation and conduction is proposed 
based on the discovery of three new axon membrane properties: the negative 
fixed surface charge, the birefringence change, and the infrared emission. 
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The mechanisms of nerve excitation 
and conduction have not been well 
understood mainly because little is 
known about the intrinsic physical 
properties of axon membrane. Recently 
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(April-June 1968), there were three 
developments. Segal has shown the 
existence of negative, fixed surface 
charges on the giant axons of squid and 
lobster (1). The minimum values of the 
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charge densities determined were 1.9 
X 10-8 and 4.2 X 10-8 coul/cm2, re- 
spectively. He also found no evidence 
that the properties of the shear surface 
were altered by the loss of resting po- 
tential. Cohen, Keynes, and Hille have 
shown conclusively that there was a 
birefringence change that coincided 
with the action potential in a squid 
giant axon (2). It follows from their 
experiments that the birefringence 
change has a radial optical axis and 
that it arises from sources arranged in 
a cylindrical region at the outer edge 
of the axon or in the sheath. Fraser 
and Frey have detected infrared 
emission-intensity of 6 jtw/ cm2-from 
active live crab nerves. This emission 
exceeded the blackbody radiation and 
the stimulus artifact heating by two 
orders of magnitude and therefore must 
be located at the surface of the nerve 
(3). The significance of these three new 
findings is so profound that we wish to 
explore it at some length in this com- 
munication. 

An immediate question following 
Segal's finding is whether there would 
be fixed charge on the inner surface of 
the axon. Since the resting potential is 
positive outside, and since the ionic 
solutions are conducting media in which 
the potential change, if any, would be 
rather small, Segal's result would imply 
that neutral or positive charge on the 
inner surface of the axon would be very 
unlikely, because otherwise the resting 
potential would be opposite to that ob- 
served. The only possibility then is that 
there might be negative fixed charge on 
the inner surface of the axon. In order 
to keep the negative charges on both 
surfaces (70 A apart) from repelling 
each other and also to fulfill the neutral- 
ity condition, there must be a positively 
charged layer standing close to the 
negative surface charge on each side. 
Therefore, there would be two dipole 
layers on the inner and the outer sides 
of the axon membrane, with their nega- 
tive ends facing the aqueous phases. 

With these surface dipoles, the po- 
tential profile will resemble that shown 
in Fig. 1. The higher potential in the 
membrane region will trap anions com- 
ing from both sides and thus makes that 
region N-type in the semiconductor 
language. This explains the well-known 
fact that an axon membrane is perm- 
selective to anions, because they will 
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membrane region will trap anions com- 
ing from both sides and thus makes that 
region N-type in the semiconductor 
language. This explains the well-known 
fact that an axon membrane is perm- 
selective to anions, because they will 
have the lowest potential energy (- qV) 
and hence are inclined to stay in the 
membrane region. On the other hand, 
cations will have the highest potential 
energy and hence are rather unstable 
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in the membrane region. This shows 
why the membrane is highly permeable 
to some cations unless they are barred 
by the high barrier at the interface. The 
negative surface charge will attract 
cations in the ionic solution and hence 
a P-type layer will be formed in the 
aqueous phase in the immediate vicinity 
of the negative surface charge on either 
side. Thus the electrical structure of an 
axon membrane and its immediate 
vicinity would look like P <- N -> P, 
where the arrows indicate dipole layers 
and their directions. Such a structure 
has been suggested previously for a 
plasma membrane by Danielli and 
Davson (4), but there was lack of evi- 
dence to support it. Now we arrive at 
the same result for an axon membrane 
from Segal's finding of the negative 
surface charge, the polarity of mem- 
brane potential, and the coulomb inter- 
actions in various regions. 

The outer barrier potential E0 can be 
calculated as follows. 

Eo = as/e (1) 

where a is the surface charge density, 
s the barrier width (or dipole length) 
and e, the permittivity. The barrier 
width is approximately 10 A. Taking e 
as 8.85 x 10-12 farad/m and or as 1.9 
x 10-8 coul/cm2 (for squid) from 
Segal's experiment, we obtain 

Eo = -21.4 mv 

This value is in good agreement with 
the value (-20 my) estimated by Wei 
from some other physical arguments 
(5) and also with those calculated by 
Johnson, Eyring, and Polissar using 
various hypothetical values of distribu- 
tion constants for sodium, potassium, 
and chloride (6). Our result and that of 
Johnson et al. confirm the idea that the 
barrier potentials are of the same order 
of magnitude as the observed mem- 
brane potential, and hence the potential 
profile shown in Fig. 1 is justified. (The 
observed membrane potential ER is the 
algebraic sum of the three potentials 
E0, Ei, and EM as shown in Fig. 1, where 
E0 and Ei are the outer and inner 
barrier potentials and EM, the true 
membrane potential.) 

The outer dipole barrier is essential 
to the understanding of many nerve 
processes (electrical, optical, and ther- 
mal). In the resting state, it is the 
height of this barrier which bars 
sodium ions from entering the mem- 
brane. Previous calculation by Wei has 
shown this very clearly (5). If the 
sodium ions are to move inward, the 
dipole barrier must be lowered by some 
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lipoproteins (4, 7). Hence, we take p 
to be equal to the dipole moment of a 
protein, which ranges from 170 to 1400 
Debye units (8, 9). Thus by letting 
E2- E1 = 3 kT and p = 170 to 1400 

debyes, we obtain from Eq. 4 

F = (2.6 to 20) X 104 volt/cm 

P- N p___ For a membrane region of 100 A, the 
potential difference required would be 

Inside Membrane Outside 26 to 200 my, which is entirely prac- 
Fig. 1. The potential profile and the tical. In fact, the simplest way to stimu- 
P <- N -> P structure of axon. late a nerve axon is to apply a cathodic 

potential close to the axon outer surface 
and an anodic potential to the inner 

means. The latter condition will lead to surface, with a magnitude less than 200 
"nerve excitation." The fundamental my across the membrane. (It is the 
criterion for nerve excitation is that the lowering of the outer barrier by the 
total driving force (f) on a positive ion "depolarizing field" that causes inward 
at the edge of the outer barrier must flow of sodium or other cations.) Thus, 
be in the inward direction (5), that is, there is a good agreement between 

theory and experiment. 
= fl + f2 + f3 > 0 (2) Equation 4 also implies another im- 

where /f is the electrical force exerted portant characteristic of nerve excita- 
by the outer barrier; f2, the diffusional tion, that is, the "all-or-none" response. 
force; and f3, another driving force If the stimulated perturbation energy U 
which may be dominant under special is less than E2 - E, few dipoles would 
circumstance. A possible way to lower flip up, then the barrier potential E 
the dipole barrier and hence to fulfill from Eq. 3 would not be lowered 
the above criterion is to apply a nega- very much and the criterion 2, not 
tive potential gradient to the proximity fulfilled. Hence no response. If U equals 
of the negative poles (surface charges) or exceeds E - E1, the response will be 
of the outer dipole layer. If the applied all," in the sense that the response 
negative potential is sufficient, then amplitude is relatively independent of 
some of the dipoles will turn around to U once it exceeds the threshold E2-E1. 
the opposite orientation and the barrier This is quite understandable from the 
potential will be given approximately by standpoint of quantum transition proba- 

bility. Thus, the "all-or-none" response 
Eo = s Q(N, - N2)/e (3) may be regarded as a macroscopic 

expression of quantum transitions of 
where N, and N2 are the population dipoles at the membrane surface. 
densities of dipoles in the two states hen te stimulation is removed, 
(orientations), s, the barrier width, and the excited dipoles will relax to the 
Q, the charge of a single pole. Thus to grod state. he eer ata h ground state. The energy quanta hv = 
lower E0, one has to decrease N1 and E E2- E, -E a few kT released could ap- increase N2, or to excite dipoles from r emsso, o pear as heat or infrared emission, or 
the ground state to the upper state. This oth. Indeed both have been observed both. Indeed, both have been observed 
can be achieved effectively if the energy (3, 10). They could also be reabsorbed 
conservation law, is satisfied, by the neighboring dipoles which have 

U = pF = E- E1 () the same energy levels. Abbott et al. did 
find that 80 percent of the heat pro- 

where p is the dipole moment; F, the duced after the passage of a single nerve 
applied field; U, the perturbation en- impulse was reabsorbed (10). The re- 
ergy; and El and E2, the energies of maining 20 percent could be radiated as 
the two states. We shall now estimate infrared emission. This figure is amaz- 
the field required to satisfy Eq. 4. ingly close to that (15 percent) esti- 
Under an electric field, a dipole mole- mated by Fraser and Frey from their 
cule tends to vibrate and rotate. The emission experiment (3). 
vibrorotational states of large molecules That the birefringence change coin- 
generally have energy spacing in the cided with the action potential in a 
infrared range, or in the order of a few squid axon as found by Cohen et al. (2) 
kT. Though we do not know the exact implies that the optical and the elec- 
structure of the dipoles at the mem- trical effects must come from the same 
brane surface, the general belief is that cause. In our view, the most likely 
the membrane interface is composed of common cause is the dipole reorienta- 
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tion under an applied electric field. 
Cohen et al. have already suggested that 
a large part of the birefringence change 
arose in radially oriented molecules 
associated with the membrane, and they 
are not different in nature from the 
dipoles we have so far discussed. From 
Langevin's theory, an electric field will 
induce orientational polarizability of 
polar molecules and thus change the 
refractive index of the dielectric (11). 
Thus the finding by Cohen et al. lends a 
further support to the dipole theory for 
nerve excitation. 

The dipole flip-flop can offer an im- 
mediate explanation for the impulse 
propagation along an axon. Since all 
dipoles have the same energy levels, 
dipole flop from energy level E2 to E1 
at point A will cause dipole flip from 
energy level El to ES at the neighboring 
point B by the law of conservation of 
energy. The barrier potential at B 
would be lowered and a nerve impulse 
would appear there. This process will 
go on and on and one sees pulse propa- 
gation along the axon. 

The comparison of Fig. 1 with the 
structure and the potential profile of a 
p-n-p transistor shows similarity. In a 
transistor, the emitter barrier is lowered 
by applying a forward bias which draws 
carriers away from the junction. In an 
axon, the outer barrier is lowered by 
applying a cathodic potential which 
causes dipole flipping. Since the physical 
principles governing the dynamics of 
charged particles are the same, there is 
no reason why the axon would not take 
a transistor action once its outer barrier 
is lowered. Such a theory was proposed 
previously by Wei and it did predict 
many features of nerve conduction (12). 
However, at that time (1966), there 
was no evidence for the existence of 
surface dipoles and hence the exact 
roles played by surface dipoles were not 
too clear. Now, in the face of the recent 
discoveries of axon membrane (physical) 
properties, the dipole theory appears 
more plausible and thus may serve as a 
physical basis for nerve excitation and 
conduction. 

LING Y. WEI 

Biophysical Research Laboratory, 
Electrical Engineering Department, 
University of Waterloo, 
Waterloo, Ontario, Canada 
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Considerable evidence based on both 
experimental and theoretical studies has 
indicated the importance of hydropho- 
bic interactions for altering the native 
structure of proteins and nucleic acids 
in solution (1-3). Previously we have 
examined the effects of various struc- 
turally related denaturants on the con- 
formational stability of DNA (4-6). 
Fairly detailed three-dimensional struc- 
tures of sperm-whale myoglobin (7) 
and other proteins (8), which indicate 
the location of the various amino acid 
side chains, have been obtained by x-ray 
crystallography. The systematic investi- 

gation of the effectiveness of structur- 

ally related denaturing agents, such as 
the alcohols, ureas, and amides, on these 

proteins should help to elucidate the 
nature of those forces controlling native 
structure. Such studies should also lead 
to better understanding of hydrophobic 
bonding or hydrophobic interactions 
(1-3, 9). We here report on the de- 
naturation of sperm-whale myoglobin 
by solvents. A brief communication on 
this subject has been presented, includ- 
ing similar denaturation studies on cy- 
tochrome c and a-chymotrypsinogen 
(10). 

The denaturation of proteins and 
nucleic acids can be readily followed 
by several techniques. Changes in the 

optical rotatory dispersion (ORD) of 

proteins at 233 nm reflect mainly altera- 
tions in secondary structure or the 
breakdown and reformation of the 
helical organization of proteins upon 
solvent denaturation (11). On the other 
hand, changes in the direct spectra, as 
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located in the protein covering the membrane 
surface. At present, to my knowledge, there 
is no direct evidence to indicate the exact 
location of electric dipoles. However, this 
knowledge is not very essential to the 
present theory which is only concerned with 
physical principles. 
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well as in the difference spectra of the 
heme proteins at 409 nm (12) and at 
286 to 288 nm (13), reflect altera- 
tions in the environment of the heme 
moiety and the hydrophobic tyrosyl and 
tryptophyl residues, respectively. The 
changes in mean residue rotation 
([M12 3 ), molar absorbance ( M) at 409 

nm, and denaturation difference spectra 
(expressed as the difference in molar 
absorbance Aess,; measured at 288 nm 
with Aez at 325 nm taken as zero refer- 
ence) produced by the addition of 
such denaturants as urea and propanol 
(Fig. 1), for example, are closely paral- 
lel (14-17) with essentially similar 
denaturation midpoints, despite the dif- 
ferent physical origins of the measured 
parameters. 

The gradual refolding of proteins in 
helix-promoting solvents above the 
transition region were first observed by 
Tanford and co-workers (18) in fl- 
lactoglobulin and y-globulin. With myo- 
globin, similar changes are noted in 
solvents such as propanol (Fig. 1) and 
other alcohols where the gradual refold- 
ing of the polypeptide chain into an 
altered conformation (1, 2, 18) is ac- 
companied by a gradual change in 

[M]233. Changes in helix content are 
not accompanied by parallel changes in 
the environments of the heme and 
aromatic tryptophyl and tyrosyl chro- 
mophores, since no corresponding 
changes are noted in the ?409 and Ae2ss 
curves. Data obtained with a random 

coil-promoting solvent, urea (Fig. 1), 
indicate no comparable conformational 
effects. 
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Structural Stability and Solvent Denaturation of Myoglobin 

Abstract. As judged from the midpoints of the denaturation transition of 31 
water-miscible alcohols, ureas, and amides, the efjectiveness of these denaturing 
agents on sperm-whale myoglobin increases with increasing chain length and 
hydrocarbon content, as expected in view of the disorganization of the hydro- 
phobic interior of this protein. Increase in the hydroxyl content, blocking of the 

functional amino groups of the ureas and amides by alkyl substitution, and 
branching of the hydrocarbon portion of the denaturants are of less importance 
in determining the effectiveness of the denaturants. 
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