
tip their heads 90? to one side (so that 
the physically vertical test stripes were 
retinally horizontal) and then answer 
the same five questions. All subjects 
had earlier been given practice filling 
out the checklists in response to four 
sample stimuli, three of which were 
actually tinted. 

All eight subjects in the first experi- 
ment had previously seen the McCol- 
lough effect on a variety of test pat- 
terns. None of the 16 subjects in the 
second experiment had ever seen the 
effect or heard about its direction. 

The main finding was that most sub- 
jects saw a McCollough aftereffect. On 
the last trial, 16 of the 24 subjects 
reported that they saw an appropriate 
aftereffect color on at least one part 
of the test figure, and six of the re- 
maining eight named both appropriate 
colors when forced to "guess." 

Thus, the McCollough effect occurs 
even when striped afterimages are pre- 
cluded by flashing the colored grids 
randomly in two different locations. 
The phenomenon must therefore de- 
pend (as McCollough assumed) on 
neural units more complex than the 
individual retinal receptors that could 
(in principle) yield an ordinary after- 
image. 

Several possible objections to this 
conclusion are countered by various 
aspects of the procedure and results. 
For example, it is conceivable that 
striped afterimages could be produced 
by certain sorts of eye movements, by 
a preponderance of colored grids in one 
location, or by optical imperfections in 
the slides, the projectors, or the sub- 
jects' eyes. Most such objections would 
lead one to expect that the aftereffect 
would be at least as likely to be seen 
after a short adaptation period as after 
a long one, that it would wax and wane 
irregularly as adaptation time increased, 
and that subjects would often see the 
"wrong" colors on the test figure 
(whenever the afterimage overlapped 
the test pattern in an inappropriate 
way). 

However, as total adaptation time in- 
creased, there was a steady growth in 
the strength of the aftereffect (Fig. 1). 
Only one subject ever did report, after 
seeing an aftereffect color on one trial, 
that the color looked weaker on any 
subsequent trial with head upright. And 
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effect. Must we then attribute it to 
color adaptation of edge detectors in 
the visual system? Although that infer- 
ence is attractive, especially in view of 
the recent discovery of cells in the 
monkey's visual cortex that are differ- 
entially sensitive to both wavelength 
and orientation of a contour (11), the 
psychological data do not yet demand 
such a conclusion. 

The perceptual phenomena observed 
to date could be ascribed to hypotheti- 
cal sensory units much less highly 
structured than edge detectors are com- 
monly thought to be-units that could 
not even report accurately on a con- 
tour's orientation, and thus could not 
individually yield a perception of an 
edge. The simplest such unit [Gibson 
and Harris (5) called it a "dipole"] 
would receive inputs from two non- 
concentric areas of the retina. Given 
a population of fatiguable dipoles with 
some variation in spectral sensitivity 
and in spatial relation of receptive 
areas, very few additional assumptions 
are necessary to deal with all data on 
the McCollough effect (12). For ex- 
ample, if the dipoles responded to dif- 
ferences between light intensities on 
their two receptive areas, they would 
fire when a light-dark boundary fell 
between the two areas. This rudimen- 
tary model may help clarify which of 
the presumed properties of edge detec- 
tors and which physiological findings 
are actually relevant to the psycholog- 
ical data. 

CHARLES S. HARRIS 
ALAN R. GIBSON* 

Bell Telephone Laboratories, 
Murray Hill, New Jersey 07974 
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Potassium Feldspar in Weekeroo 

Station, Kodaikanal, and Colomera 
Iron Meteorites 

In a recent paper (1), a reference 
was made to our "erroneously [report- 
ing] a feldspar of composition Ab64An9- 
Or27 in Weekeroo Station as potassium 
feldspar" (2). No explanation or alter- 
native nomenclature was offered by 
these authors; however, they apparently 
meant that, since the feldspar in ques- 
tion has an Ab: Or molecular ratio of 
2:1, it should correctly be referred to 
as alkali feldspar. 

The electron microprobe analysis of 
this feldspar, as given in our paper, is 
an average of 5 to 15 spot analyses on 
each of ten very small grains. The K20 
content ranges from 0.90 to 11.5 per- 
cent by weight with a corresponding 
reciprocal Na2O content of 9.8 to 3.1 
by percent weight; the average is 4.9 
percent K20 and 7.6 percent Na20. 
Potassium-rich areas were too small 
(<10 t) to obtain a complete analysis 
without interference from the host 
material. X-ray diffraction studies in- 
dicate a possible antiperthitic inter- 
growth of sodic plagioclase and potas- 
sium feldspar. Unfortunately, the ex- 
tremely small grain size and scarcity 
of material did not allow us to obtain 
precise x-ray data. 

Potassium-rich areas are small in 
volume compared to the much larger 
sodic plagioclase host. The important 
point is that potassium feldspar is pres- 
ent in the Weekeroo Station meteorite. 
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percent K20 and 7.6 percent Na20. 
Potassium-rich areas were too small 
(<10 t) to obtain a complete analysis 
without interference from the host 
material. X-ray diffraction studies in- 
dicate a possible antiperthitic inter- 
growth of sodic plagioclase and potas- 
sium feldspar. Unfortunately, the ex- 
tremely small grain size and scarcity 
of material did not allow us to obtain 
precise x-ray data. 

Potassium-rich areas are small in 
volume compared to the much larger 
sodic plagioclase host. The important 
point is that potassium feldspar is pres- 
ent in the Weekeroo Station meteorite. 
We chose to refer to the average of all 
analyses of these particular grains as 
potassium feldspar simply to distin- 
guish between potassium feldspar and 
plagioclase and in keeping with the 
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main topic of the paper. We regret 
any confusion that was created by our 
use of the term "K-feldspar" instead 
of x-ray antiperthitic alkali feldspar. 

T. E. BUNCH 
Space Sciences Division, Ames Research 
Center, National Aeronautics and 
Space Administration, 
Moffett Field, California 94035 

EDWARD OLSEN 

Department of Geology, Field Museum 
of Natural History, Chicago, 
Illinois 60605 
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Chromosomal Effect and LSD: 

Samples of Four 

The analysis by Sparkes, Melnyk, and 
Bozzetti (1) on the effect of LSD in 
vivo on human chromosomes creates a 
misimpression, primarily because they 
neglect the effect of their very small sam- 
ple sizes. Closely associated with the 
problem of sample size is their neglect of 
the distinction between statistical signifi- 
cance and substantive significance. The 
distinction, which has been made for 
years (2), still is frequently misunder- 
stood. 

Sparkes, Melnyk, and Bozzetti worked 
with three groups of four people each: 
controls, users of LSD, and people 
medically treated with LSD. About 225 
lymphocytes from each of the 12 per- 
sons were examined, and a variety of 
kinds of chromosomal damage was 
observed. Four scoring schemes were 
used; for brevity we repeat here in 
Table 1 the results for only one. Then 
the Wilcoxon-Mann-Whitney test was 
repeatedly applied, and no statistically 
significant results (at the usual levels) 
were obtained. 

Our major comment is that, in com- 
paring two samples of size four, the sub- 
stantive, real difference must be very 
large to have reasonable power, that is, 
to have a reasonably large probability of 
detecting the real difference. Therefore, 
a finding of no statistically significant 
difference does not by any means 
preclude the existence of a material 
real difference. 
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of looking at the consequences of small 
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us assume that the sampled popula- 
tions differ essentially only by transla- 
tion; for example, let us assume that for 
some unknown number A the underlying 
distribution of cell percentages for users 
is the same as that for controls after 
adding A to each control percentage. 
Then the Wilcoxon-Mann-Whitney test 
is readily applied (3) to obtain confi- 
dence intervals for A. The results, at 
the 94.3 percent level of confidence 
(4), in percentage units, are (i) users 
minus controls, -5.5 to 6.7; (ii) medi- 
cally treated minus controls, -3.3 to 
2.3; (iii) users minus medically treated, 
-4.8 to 7.8. The first of the above, for 
example, says that the observed differ- 
ence between users and controls is not 
surprising (5.7 percent significance 
level) if one were testing null hypoth- 
eses that the real difference lies be- 
tween -5.5 and 6.7. It seems to us 
that real differences of 6 or 7 in per- 
centage units might be quite impor- 
tant; such real differences are consistent 
with the observed data. 

Similar conclusions are reached 
from the viewpoint of power. For ex- 
ample, if breakage-gap scores had 
negative exponential distributions, and 
a significance level of .057 were used, 
the null hypothesis would be rejected 
only about 60 percent of the time, 
even if users had an average breakage 
rate six times that of controls. For a 
significance level of .029, a correspond- 
ing percentage is only achieved with an 
average rate for users nine times that 
for controls (5). If the parent popula- 
tions are normally distributed with 
common variance cr2 it is notable that, 
for a significance level of .029, the 
probability of rejecting the null hypoth- 
esis for a difference in means of 2.5 ar 
is .682 (6). It may be seen from Table 
1 that au is quite substantial. 

There are other difficulties in reach- 
ing conclusions from this set of data, 
and we mention three of them. First, 
there is no reason to think that the 
three samples are either random or 
from the same population of humans. 
Some differences are immediate; for ex- 
ample, the medically treated subjects 
range in age from 28 to 45, while the 
users age range is 19 to 24. The con- 
trol ages go from 21 to 50. This prob- 
lem of basic noncomparability may be 
inherent in studies of this kind, and 
we do not take the view that valid con- 

us assume that the sampled popula- 
tions differ essentially only by transla- 
tion; for example, let us assume that for 
some unknown number A the underlying 
distribution of cell percentages for users 
is the same as that for controls after 
adding A to each control percentage. 
Then the Wilcoxon-Mann-Whitney test 
is readily applied (3) to obtain confi- 
dence intervals for A. The results, at 
the 94.3 percent level of confidence 
(4), in percentage units, are (i) users 
minus controls, -5.5 to 6.7; (ii) medi- 
cally treated minus controls, -3.3 to 
2.3; (iii) users minus medically treated, 
-4.8 to 7.8. The first of the above, for 
example, says that the observed differ- 
ence between users and controls is not 
surprising (5.7 percent significance 
level) if one were testing null hypoth- 
eses that the real difference lies be- 
tween -5.5 and 6.7. It seems to us 
that real differences of 6 or 7 in per- 
centage units might be quite impor- 
tant; such real differences are consistent 
with the observed data. 

Similar conclusions are reached 
from the viewpoint of power. For ex- 
ample, if breakage-gap scores had 
negative exponential distributions, and 
a significance level of .057 were used, 
the null hypothesis would be rejected 
only about 60 percent of the time, 
even if users had an average breakage 
rate six times that of controls. For a 
significance level of .029, a correspond- 
ing percentage is only achieved with an 
average rate for users nine times that 
for controls (5). If the parent popula- 
tions are normally distributed with 
common variance cr2 it is notable that, 
for a significance level of .029, the 
probability of rejecting the null hypoth- 
esis for a difference in means of 2.5 ar 
is .682 (6). It may be seen from Table 
1 that au is quite substantial. 

There are other difficulties in reach- 
ing conclusions from this set of data, 
and we mention three of them. First, 
there is no reason to think that the 
three samples are either random or 
from the same population of humans. 
Some differences are immediate; for ex- 
ample, the medically treated subjects 
range in age from 28 to 45, while the 
users age range is 19 to 24. The con- 
trol ages go from 21 to 50. This prob- 
lem of basic noncomparability may be 
inherent in studies of this kind, and 
we do not take the view that valid con- 
clusions in such circumstances are im- 
possible. Nonetheless, an extra measure 
of caution is necessary. Second, we do 
not know whether the cells were ob- 

clusions in such circumstances are im- 
possible. Nonetheless, an extra measure 
of caution is necessary. Second, we do 
not know whether the cells were ob- 

Table 1. Percentages of cells with breaks 
or gaps (1). Samples are ordered within 
themselves. 

Sample Broken cells (% ) 

Controls 3.3, 4.8, 6.4, 7.1* 
Users 0.9, 2.6, 3.4, 11.5 
Medically treated 3.1, 3.7, 5.7, 7.1* 
* The unrounded 7.1 for controls is slightly less 
than the one for medically treated. 

served blindly, that is, with the obser- 
vers in ignorance of the source of the 
samples. Since determination of cell 
aberration doubtless has some subjective 
elements, a lack of blindness might in- 
troduce bias. Third, two laboratories 
analyzed separate samples of blood from 
each person. The differences between 
the results from the two laboratories 
(which used different techniques) would 
be illuminating, since they would give 
an idea of variability stemming from 
both the blood sampling and from the 
laboratory techniques. Unfortunately, 
the only information given is that there 
was no significant difference between 
results from the two laboratories. 

WILLIAM H. KRUSKAL 
SHELBY HABERMAN 

Department of Statistics, University 
of Chicago, Chicago, Illinois 60637 
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Sparkes et al. (1) tested the null 
hypothesis that there is no difference in 
chromosomal aberrations between users 
of LSD and nonusers. Their data indi- 
cated no significant difference in aber- 
rations among test groups, hence the 
hypothesis was accepted. The probabil- 
ity level chosen in their test of signifi- 
cance specified the risk they were 
willing to take of rejecting the hypoth- 
esis if it were true (type I error). But 
there is also a risk of accepting a false 
hypothesis (type II error). The chance 
of making a type II error can be deter- 
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than the one for medically treated. 

served blindly, that is, with the obser- 
vers in ignorance of the source of the 
samples. Since determination of cell 
aberration doubtless has some subjective 
elements, a lack of blindness might in- 
troduce bias. Third, two laboratories 
analyzed separate samples of blood from 
each person. The differences between 
the results from the two laboratories 
(which used different techniques) would 
be illuminating, since they would give 
an idea of variability stemming from 
both the blood sampling and from the 
laboratory techniques. Unfortunately, 
the only information given is that there 
was no significant difference between 
results from the two laboratories. 
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Sparkes et al. (1) tested the null 
hypothesis that there is no difference in 
chromosomal aberrations between users 
of LSD and nonusers. Their data indi- 
cated no significant difference in aber- 
rations among test groups, hence the 
hypothesis was accepted. The probabil- 
ity level chosen in their test of signifi- 
cance specified the risk they were 
willing to take of rejecting the hypoth- 
esis if it were true (type I error). But 
there is also a risk of accepting a false 
hypothesis (type II error). The chance 
of making a type II error can be deter- 
mined only for a specified difference 
between means. For any specified differ- 
ence, however, it is possible to deter- 
mine how many replications would be 
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