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Density Distribution in Earth 

Abstract. Earth models selected by a Monte Carlo procedure were tested 
against geophysical data; 5 million models were examined and six have passed 
all tests. Common features of successful models are an increased core radius and 
a chemically inhomogeneous core consistent with Fe-Ni alloy (20 to 50 percent Fe) 
for the solid portion and Fe-Si alloy (15 to 25 percent Fe) for the fluid core. The 
inhomogeneous mantle is consistent with an increase in the FeO:FeO + MgO ratio 
by a factor of 2 in the deep mantle. The transition zone is a region of not only 
phase change but also composition change; this condition would inhibit mantle- 
wide convection. The upper-mantle solutions show large fluctuations in density; 
this state implies insufficient constraint on solutions for this region, or lateral 
variations in mantle composition ranging from pyrolite to eclogite. 

Most discussions of the internal den- 
sity distribution in Earth make one or 
more of the following assumptions: 

1) Large segments of the mantle (ex- 
cept the transition zone at depths of 
400 to 1000 km) are homogeneous, adi- 
abatic, or slightly superadiabatic and 
hydrostatic. 

2) An initial density distribution cor- 
responding to a specific composition is 
proposed for the upper mantle, pri- 
marily based on petrological arguments. 

3) Density is related to seismic veloc- 
ities through an empirical equation-of- 
state derived from laboratory measure- 
ments on minerals and rocks (1-3). 

These assumptions 'have varying de- 
grees of plausibility, but the possibility 
is real that Earth behaves differently. 
Here I derive density distributions in- 
dependent of the above assumptions. My 
approach is by use of a Monte Carlo 

method (4) in which Earth models are 
randomly generated; each consists of a 
compressional-velocity, shear-velocity, 
and density distribution in the mantle, 
determined randomly but required to 
lie between certain upper and lower 
limits. 

The core densities also are selected 
randomly, as is the radius of the 
core within the range 3473 ? 25 km. 
Superadiabatic density gradients are not 
permitted in the core. The compression- 
al velocity in the core is fixed according 
to a recent model (1, solution I). A 
spherically symmetric pseudo-crust is 
fixed from the weighted average of 
oceanic and continental crustal data. 
The ranges permitted for the randomly 
varying parameters are broader than 
the bounds formed by most earlier 
models. 

The problem of establishing unique- 

Table 1. Fundamental-mode eigenperiod residuals (computed minus observed) in seconds for 
different models. Model 14.21, included for excellent higher-mode fit, should be rejected because 
of large S2 residual. Model number also refers to change in core radius. Root-mean-square 
residuals were used for groups of modes. 

Model 
Modes 

19.65 14.21 22.43 18.12 Standard 

S -- 0.3 - 3.8 - 1.8 -4.9 0.8 
S2 4.8 -18.7 -10.2 3.5 -21.8 
-S.-o0 5.29 7.04 5.49 4.01 9.94 
Sn -20 1.75 0.72 1.59 0.74 1.24 
Ss1-_35 0.56 .26 1.10 .30 3.12 
S:,-48s .34 .43 0.67 .35 2.58 
S~_.,4 2.48 3.11 2.61 1.81 4.92 
T. -10.0 - 7.7 - 1.4 -2.1 -20.4 
T2-o10 3.82 3.40 2.42 2.56 7.59 
T l,-20 1.03 1.34 0.86 1.37 1.80 
T,s >5 1.04 1.02 1.01 0.86 0.99 
T,:>4_ 1.50 1.47 1.54 .88 1.88 
T. ~_~, 2.04 1.91 1.50 1.49 3.73 
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ness of Earth models derived from geo- 
physical data is still unsolved; for this 
reason all models proposed for Earth 
have been somewhat in doubt (5-7). 
One advantage of the Monte Carlo 
method is that it finds a smaller number 
of solutions, satisfying the geophysical 
data, from a very large number of pos- 
sible models. The degree to which the 
successful solutions agree (or disagree) 
is a rough measure of the precision to 
which Earth models can be specified 
with the currently available data. Fur- 
thermore, Monte Carlo procedures find 
models lacking bias stemming from 
"initial" models or other preconceived 
notions of Earth's structure. 

Approximately 5 million Earth mod- 
els were generated; each was tested 
against the mass of Earth (5.976 X 10-? 
g), dimensionless moment of inertia 
(0.3308), travel times of the seismic 
phases P, PcP, S, and ScS at six dis- 
tances in the range 25 to 100 deg, and 
Earth eigenperiods for the free oscil- 
lation modes 0S0, OS2 - OS48 oT2- OT44 

S2- Ss, and 2S7. The travel times and 
eigenperiods were the latest available 
(8), and tolerances were assigned to 
each datum according to the scatter of 
the observations. In computing mass, 
moment of inertia, travel time, and 
eigenperiods, values of compressional 
and shear velocities and density were 
used at 88 points within Earth; only 23 
of these points were randomly varied, 
and the remaining values were obtained 
by linear interpolation. The entire pro- 
cedure would have been impossible 
without the newly available variational 
parameters that permit extremely rapid 
computation of eigenperiods by "table 
look-up" within the computer (9). 

Of the 5 million models tested, six 
met all constraints; the density distri- 
butions for three of the six are shown 
in Figs. 1 and 2 together with the lower 
and upper bounds for which solutions 
were permitted. The other three re- 
sembled one found by Landisman et al. 
(10) in which a near-zero density gradi- 
ent was found in the deep mantle; they 
were rejected as implausible. 

If the vanishing density gradient is 
produced by superadiabatic temperature 
gradients, unacceptable temperatures 
are required for the core-mantle inter- 
face. If it is the result of a composi- 
tional change such as the depletion of 
iron, a concomitant increase in the seis- 
mic ratio :5 (square of the bulk sound 
speed) should occur; this was not found 
in the models. Also in Figs. 1 and 2 
is a standard model based on a recent 
proposal by Birch (1, solution I). Table 
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1 gives the eigenperiod residuals for 
the models shown in Figs. 1 and 2. 

I now discuss features of the success- 
ful models. Every successful model re- 
quired an increase in the radius of 
Earth's core-the range being 18 to 22 
km. Increases in core radius have been 
proposed (11, 12). My results contrib- 
ute, not by establishing uniqueness of 
a larger core, but building the case for 
it by increasing the number of models 
tested by a factor of 105 to 106. 

Every successful model shows inner- 
core densities significantly higher than 
that of the standard model, the central 
densities varying between 13.3 and 13.7 
g/cm3. From the shock-wave data of 
McQueen and Marsh (13) the central 
densities of pure iron and pure nickel 
cores would be about 13 and 14 g/cm', 
respectively. Meteoritic iron contains 
about 5 to 20 percent Ni, which cor- 
responds to central Earth densities of 
about 13.1 to 13.3 g/cm3. I conclude 
that inner-core compositions ranging 
between meteoritic iron and something 
like an Fe-Ni alloy, with 50 percent Fe, 
satisfy the data. 

The initial densities at the top of the 
fluid core range between 9.4 and 10.0 
g/cm3, the upper limit being close to 
that of the standard model. These values 
are 10 to 20 percent lower than the 
density of 11.2 g/cm3 that pure iron 
would show at the corresponding pres- 
sure and a laboratory temperature of 
about 2000?C. My results accord with 
earlier suggestions that lighter elements 
such as silicon are alloyed with iron (1, 2, 
14) in the outer core. Using the recent 
shock-compression data for iron-silicon 
alloys (15) I estimate that a fluid core 
containing 75 to 85 percent of iron (by 
weight) near the top would be consistent 
with these results. All models require 
chemical inhomogeneity for the overall 
core. The homogeneity of the outer core 
cannot be established from my results. 
In my procedure, control over core den- 
sities comes indirectly from the eigen- 
periods only when the additional con- 
straints of mass and moment of inertia 
are placed on the solutions. 

In the mantle below 1000 km the 
successful solutions show a surprisingly 
narrow spread within the permitted 
range. Two of the three solutions are 
quite similar to the standard solution 
that Birch interprets as being consistent 
with a mixture of high-pressure oxides 
behaving adiabatically and with iron 
content constant throughout the lower 
mantle. The third solution (model 18.12) 
shows a reduced density gradient in the 
lower mantle, which could be accounted 
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for by a superadiabatic temperature 
gradient of about 2?C/km. 

The transition zone at depths of 400 
to 1000 km has long been recognized 
as a region of high density and velocity 
gradients in which phase changes occur. 
Solutions in this region typically have 
been based on assumed equations of 
state or on arbitrary patches between 
upper and lower mantle solutions. With- 
out any of these assumptions my results 
show the transition zone as exhibiting 
even higher density gradients than does 
the standard model; I interpret this 
fact as implying a localization of high 
density gradients corresponding to 
marked phase transitions as well as 
changes in composition. Recent array 
studies of the slopes of P-wave travel- 
time curves show high velocity gradients 
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at about 400 and 700 km; these have 
been interpreted as the olivine-spinel 
transition and the transition from spinel 
to a mix of closely packed oxides (FeO, 
MgO, SiO2, A1203, and such) (16, 17). 
Still open are the questions of whether 
other transitions occur, and how the 
transitions vary laterally. 

The question of compositional homo- 
geneity between the upper and lower 
mantle is important not only for its geo- 
chemical implications but also for its 
pertinence to the problem of mantle 
convection. A compositional change is 
stabilizing with respect to convection, 
and large-scale convection of the mantle 
would be inhibited. D. L. Anderson (18) 
recently proposed an equation-of-state 
relating density p, mean atomic weight 
M, and seismic ratio p, based on static 

3000 3400 3800 4200 4600 5000 5400 5800 6200 
KM 

Fig. 1 (top). Density distributions in the mantle; successful models compared with 
standard model. Model number refers to increase in core radius in kilometers. Model 
14.21, rejected because of large S2 residual, is of interest because of small residuals for 
higher modes. Fig. 2 (bottom). Density distributions in the core. 
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compression and shock data for 31 
oxide minerals and rocks with 18.6 
< M <33.08: 

p/M = 0.048.q00-23 (1) 
I use Eq. 1 only as a convenient sum- 
mary of currently available laboratory 
data, and I shall interpret changes in 
M only in terms of changes in the 
Fe: Mg ratio. From my solutions and 
Eq. 1 I obtain an average value of M 
for each of the two regions 33 to 370 
km and 971 to 2796 km. For the upper 
mantle the permissible range was 19.8 
5 M. - 24.4, and the solutions gave 

22.0 M - 22.8. For the lower man- 
tle, the permissible range was 22.0 ? 

M- 26.3, and the solutions gave 23.8 
M M 24.6. The difference AM for 

the upper and lower mantles is given by 
1.8 c AM m 2.3, out of a possible range 
-2.4 ? AM m 6.5. Although chem- 
ical homogeneity was permitted, all my 
solutions required an increase in M for 
the lower mantle, but only when the 
entire lower mantle was averaged. My 
solutions do not require the composition 
change to be limited to the transition 
zone. One of Birch's density models, 
based on his P velocity-density rela- 
tion and an a priori assumption that a 
change in AM occurs, gave AM- 1.9 
(19), although he also offered solutions 
in which the mantle was homogeneous. 
If we interpret variations in M in terms 
of the equivalent FeO : FeO + MgO 
(molecular) ratio, our results imply a 
change in this ratio from about 0.2 to 
0.4. The factor of 2 in the change is per- 
haps more significant than the actual val- 
ues. For forsterite-fayalite solid solu- 
tions the corresponding change would be 

(Mgo.s, Feo.2)2SiO. to (Mgo.6, Feo.4)2SiO4 

D. L. Anderson (17) used an entirely 
different procedure in which array-de- 
termined P-velocities were compared 
with theoretical velocities for different 
forsterite:fayalite ratios. From his Fig. 
5 one finds that the same composition 
change is required between the regions 
200 to 350 km and 700 to 900 km in 
depth. In fact the indication of iron en- 
richment in the lower mantle does not 
depend on use of Eq. 1. If my solutions 
are plotted on a scatter diagram of lab- 
oratory determinations of bulk sound 
velocity (,%?) versus density for iron- 
magnesium silicates and oxides, the low- 
er mantle solution is displaced toward 
the iron-enriched materials. 

The successful models for the upper 
mantle (Fig. 1) show large variability, 
implying insufficient constraints on the 
solution with currently available geo- 
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physical data, at least so far as world 
averages are concerned. The models 
are complex, having one or two density 
minima, and show surprisingly large 
fluctuations in density. On the other 
hand, the standard model fits the eigen- 
period data poorly (Table 1) even 
though it is simple by contrast and 
averages the successful models fairly 
well. This finding is especially true for 
the higher eigenvibration modes which 
are sensitive to upper-mantle structure. 
The better fit of the complex solutions 
points up the possibility that the upper 
mantle may be zoned vertically and 
horizontally to an extent not heretofore 
appreciated. 

Below the rapid increase in density 
fixed by the M-discontinuity the solu- 
tions show initial mantle densities rang- 
ing from 3.34 to 3.54 g/cm3 out of a 
possible range of 3.18 to 3.60 g/cm3. 
The envelope of the upper-mantle den- 
sity variations essentially covers the 
range between pyrolitic and eclogitic 
mantles. This result could indicate a 
lack of constraint on the solutions by 
the available data. I offer the hypothesis 
that the upper mantle is laterally and 
radially variable, and that large sections 
of an otherwise pyrolytic mantle are 
eclogitic. This situation could arise as 
follows: The primitive mantle is com- 
posed of pyrolite (density, 3.3 g/cm3) 
as proposed by Ringwood, the M-dis- 
continuity being a compositional change. 
Fractional melting of pyrolite yields 
basaltic magma; some of the magma is 
extruded as lava during volcanic epi- 
sodes, but large volumes may also be 
intruded at various levels in the upper 
mantle. Upon cooling, the intrusive ba- 
salts crystallize to eclogite, yielding a 
mantle having a density between 3.4 
and 3.6 g/cm3, depending on the pro- 
portion of eclogite to pyrolite, tempera- 
ture, and depth. 

In many areas the transformation has 
not occurred, or a subsequent episode 
of fractional melting has transformed 
the eclogite to magma, giving densities 
lower than that of pyrolite. Thus the 
large fluctuations in density may be 
accounted for. This hypothesis differs 
from another (20) in requiring exten- 
sive zones of eclogite rather than small 
blocks. The mantle under midocean 
ridges and adjacent abyssal plains (well 
below the M-discontinuity) are candi- 
date localities for intruded basalts and 
eclogites, respectively. The continental 
mantle is not exempt, however, since 
zones of high seismic velocity consist- 
ent with eclogitic composition (8.4 km/ 
sec) have been found in the upper 

mantle by refraction-profiling techniques 
(21). 

Density fluctuations above the tran- 
sition zone also may occur because of 
the separate or combined effects of 
temperature and pressure and mineral 
zoning. Green and Ringwood (22) pre- 
dict two density minima in the upper 
mantle by these mechanisms, but the 
density variation is less than 1 or 2 
percent, a quantity too small for de- 
tection. 

Ibrahim and Nuttli (23) recently in- 
verted new shear-wave travel-time data, 
including later arrivals, and found ve- 
locity minima involving reductions of 
the order of 10 percent almost exactly 
where the density minima of model 
18.12 occur. By invocation of an ad- 
ditional constraint suggested by 0. L. 
Anderson, this model could be given 
added weight; he used the Mie-Grunei- 
sen equation-of-state to show that the 
signs of the shear-velocity and density 
gradients should be the same in a re- 
gion of constant mean atomic weight 
(24). Only model 18.12 comes close to 
satisfying this criterion; furthermore it 
shows the two rapid increases in density 
in the transition zone which coincide 
almost exactly with the two compres- 
sional-velocity jumps found from array 
data (16, 17). 

Using eigenmode data only, Gilbert 
and Backus (5) also found models 
having two minima in velocity and den- 
sity. Bullen and Hadden (12), on the 
other hand, found Earth models lacking 
the complex upper-mantle features that 
I report. It is difficult to compare this 
last result with mine because the entire 
Jeffreys compressional-velocity distribu- 
tion and the Jeffreys shear-velocity dis- 
tribution in region D were retained; 
thus the model would not have passed 
the travel-time test. 

The density reversals, if due to lateral 
or vertical variations (or both), imply 
unstable conditions. This implication is 
not unwarranted in view of the abun- 
dance of evidence of dynamic processes 
in the upper mantle, such as spreading 
of the sea floor, volcanism, seismic ac- 
tivity, variations in heat flow, large 
isostatic anomalies, and wandering of 
the poles. 

My conclusions must be tempered 
by the possibility that, had I generated 
more than 5 million models, successful 
solutions may have been found differing 
significantly from those discussed here. 

FRANK PRESS 

Department of Geology and 
Geophysics, Massachusetts Institute of 
Technology, Cambridge 02139 
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During the austral summer of 1966- 
67 one of us (P.T.) made a microstrati- 
graphic study of a very thin Permian 
fossiliferous zone in the Ohio Range, 
Antarctica (1). This zone, containing 
ribbed valves of the extinct branchiopod 
conchostracan genus Leaia, is extremely 
restricted, being less than 1 m thick; 
because of faulting at both ends it is 
traceable laterally for about 30 m (2). 
Most samples analyzed by us came from 
this zone. 

Contents of Al-PO4, Fe-PO,, and 
Ca-PO4 were selectively extracted from 
shales (3) and determined spectropho- 
tometrically. The trace-element analysis 
of raw samples was done with a Jarrel 
Ash 1.5-m Wadsworth spectrograph. 
Quantitative values were determined 
from photographic plates, measured 
with a densitometer. Oriented, nonori- 
ented, and glycolated samples were used 
for x-ray diffraction analysis (4). 

Studies of trace elements involved 
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analysis of boron versus gallium and of 
boron versus vanadium (Fig. 1), as well 
as of boron alone (5). Regarding the 
analysis of boron alone, it has been 
shown that argillaceous rock containing 
50 parts per million (ppm) of boron is 
probably of marine origin; less than 50 
ppm suggests freshwater conditions at 
the time of deposition. Only sample 12 
contained less than 50 ppm; the re- 
maining samples were very close to the 
freshwater-marine boundary. In the 
boron-versus-gallium partition of sam- 
ples, a freshwater trend is apparent (Fig. 
1), while in the boron-versus-vanadium 
partition (Fig. 1), as with boron alone, 
a marine trend occurs. Thus, while the 
dominant condition was marine, one or 
more samples indicated freshwater con- 
ditions, ahd several samples were close 
to the partition boundaries in each of 
three geochemical analyses. 

Some anomalous trace-element re- 
sults merit comment; they are consid- 
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ered minor since independent checks 
are available to resolve such anomalies. 
In boron versus vanadium (Fig. 1), for 
example, the rock analysis of sample 
12 plots on the marine side, while, as 
noted above, in the analysis of boron 
alone, it plots on the freshwater side. 
Moreover, the rock analysis of sample 
11 partitions as freshwater (Fig. 1, top, 
and in the analysis of boron versus gal- 
lium) but plotted for boron alone the 
sample partitions as marine. Both sam- 
ples 11 and 12 have a phosphate salinity 
of 31 parts per mille (ppt) (Table 1); 
thus this sea-water salinity is clearly 
lower than normal. 

Generally the geochemical partition 
of samples into freshwater and marine 
on the basis of trace-element analysis 
was found to provide an independent 
check of determinations of phosphate sa- 
linity; apart from a few anomalies, the 
agreement is good. Of the four refine- 
ments in methodology discussed in this 
report, this is the first (that is, corrobo- 
rative geochemical analyses). 

Data on trace elements become im- 
portant in the light of the salinity toler- 
ance of conchostracans; these are 
chiefly freshwater (and, to a lesser de- 
gree, brackish-water) forms today and 
apparently so since Carboniferous time 
(6). No living forms inhabit marine 
basins. 

The leaiid beds have been interpreted 
as representing a pond environment in 
a swamp area (1). Glossopteris flora at 
several horizons (Mount Glossopteris 
Formation), and thin coals observed 
far to the southwest of the leaiid zone 
and closer to the base of Mercer Ridge, 
as well as a carbonized leaiid zone and 
sooty plant bands above it, are some 
of the features suggestive of swamp 
conditions. Long (7) interpreted the 
formation to be a broad floodplain 
deposit; our data are in agreement. 
Freshwater ponds formed on a floodplain 
swamp at the margins of the sea coast. 
The water of such ponds was either a 
mixture of freshwater and marine water, 
or relict seawater that permitted con- 
chostracan occupancy when it became 
less saline. We determined the clay 
mineralogy and phosphate paleosalinity 
of these beds also (3) (Table 1). 

Illite is the chief mineral present, in 
a stripped or degraded form. (The va- 
riety of illite is determined by the char- 
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Illite is the chief mineral present, in 
a stripped or degraded form. (The va- 
riety of illite is determined by the char- 
acteristic shape and 20 values of the 
x-ray diffractograms.) Table 1 shows 
that at station 0 [bed 021.13 (oldest) 
through bed 021.2 (youngest of the 
leaiid-bearing beds)] the dominant min- 
eral is a mixed layer of illite and mont- 
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Paleosalinity of Permian Nonmarine Deposits in Antarctica 

Abstract. Argillites of the Permian Mount Glossopteris Formation were analyzed 
for clay minerals, trace elements, and phosphate paleosalinity. Mainly degraded 
and stripped illites occur. The determined salinity range, 29 to 33 parts per mille 
is designated the "paleosalinity signature" of the formation. Analysis of trace 
elements supports phosphate paleosalinity determinations. Data from Leaia-bearing 
beds indicate a salinity range of 30 to 31 parts per mille that persisted some 137 
years. Subsequent increase to 33 parts per mille corresponded to termination of 
leaiid occupancy of the area. These findings confirm and extend Nelson's study of 
phosphate paleosalinity. 
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