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Since its inception, experimental psy- 
chology has been engaged in the task 
of describing the various component 
functions man performs in doing 
skilled tasks. Of particular interest has 
been the quantitative exploration of 
the limits of man's performance in 
each component function. Pioneer in- 

vestigations concerned how fast a man 
can begin a response, how much he 
can see at a single iglance, how much 
time is required for discrimination, 
and. how much of what he sees is re- 
tained after a single exposure (1). More 
recently the same questions have been 
raised in a more general approach to 
the study of performance limitations 
in human beings (2, 3), which has 
included investigation not only of in- 
dividual components but also of the 
interactions between components. This 
approach was called human perform- 
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ance theory by the late Paul Fitts, 
who did much to develop it in this 

country. 
Under the influence of developments 

in communications engineering and 

computer science, recent studies in ex- 

perimental psychology have employed 
much of the logic and language and 
some of the mathematics of informa- 
tion and communication theory. These 
influences are apparent in studies con- 

cerning the maximum rate of informa- 
tion transmission in human beings, 
limitation in the capacity for discrim- 
inating sensory information, the ca- 

pacity of visual and auditory short- 
term memory stores, and the trade-off 
between speed and accuracy of re- 

sponses (2, 4); all these studies in- 

corporate the older interest in the limi- 
itations of man's capacities within the 
newer analytic framework. Occasion- 
ally the number and complexity of 
component functions, particularly in 
studies of intellectual performance, are 
so great that the psychologist turns to 
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computer simulation as a technique for 

exploring the interaction of these func- 
tions (5). More typically, and with 
much the same goal, investigators have 
used traditional laboratory methods to 
measure the components of skill and 
to understand their interactions. 

This article is concerned with the 
limitations of attention and memory 
in the performance of skills. Prior to 
the birth of experimental psychology, 
philosophers discussed limitations in 
the span of attention (the number of 
items to which a man could attend 

simultaneously) and in the memory 
span (the number of items a man 
could report after a single presenta- 
tion) (6). The experimental analysis 
of these limitations was among the 
earliest undertaken by psychologists. 
This article begins with recent efforts 
to determine a channel capacity for 
man in simple tasks of information 
transmission. Although no general lim- 
itation to man's rate of processing in- 
formation has been found, results of 
such experiments lead to techniques by 
which the amount of attention required 
can be controlled by varying the pro- 
cessing demands of the task. In the 
second section, I discuss use of these 
techniques to demonstrate that the 
rate of loss of information from a 
short-term memory system depends 
upon the processing capacity (atten- 
tion) available during a brief period 
after presentation of the stimulus. In 
later sections I build upon this analysis 
to discuss the phenomena of inter- 
ference and imagery within this gen- 
eral framework. In the final section 
reference is made to some applica- 
tions of these principles in the study 
of familiar skills. 
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Information Processing Rates 

The rate at which man can perform 
repetitive responses is limited. Such di- 
verse movements as tapping the finger, 
moving the eyes, or saying short 
words can be made no more often than 
about ten times per second (1). More- 
over, ,the limitation appears to be of 
the central nervous system rather than 
of the muscles themselves (7). It had 
been known since the 1880's that the 
time required for making a response 
in a simple key-pressing task increases 
logarithmically as the number of al- 
ternative stimulus-response combina- 
tions is varied from one through ten 
(8). With the advent of information 
measures (9), it was quickly shown 
that in many situations reaction time 
is a linear function of the information 
transmitted (10). Some investigators 
hoped to find a maximum rate (chan- 
nel capacity) at which man can trans- 
mit information, which would permit 
quantitative analysis of human attention. 

Figure 1 shows the results of a 
number of reaction-time studies con- 
ducted with a view to attaining this 
goal. In these studies the number of 
possible stimulus-response combinations 
is varied and the subject responds 
as quickly as possible to the partic- 
ular stimulus presented on a given 
trial by making the response appropri- 
ate to that stimulus. The linear rela- 
tion between information and time is 
apparent in every curve, but the slopes 
vary markedly with different stimulus 
and response codes. Lines A, B, and 
C of Fig. 1 represent tasks which re- 

quire transformation from a symbolic 
to a spatial code-for example, from 
an arabic number to pressing a key, 
or from a spatial array of lights to a 
spoken digit. These codes, which had 
been used in the earliest studies, give 
steep slopes and are called incompat- 
ible. Lines D, E, and F represent 
spatial stimulus and response codes, 
but in different planes. The stimulus 
lights are presented in the vertical 
plane, while the keys are in the hori- 
zontal plane. The absolute speed is 
greater than for A, B, and C and the 
slopes are somewhat reduced. Lines G, 
H, and J represent either symbolic 
stimulus and response or spatial stim- 
ulus and response codes within the 
same plane. For example, curve J rep- 
resents a situation in which the subject's 
hands rest upon vibrators. Curve I 
represents the data for one subject who 
had to press keys in response to lights, 
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but who had been given 6 month's prac- 
tice at the task. 

These data indicate that the rate of 
information processing in human beings 
varies sharply with practice and with 
different stimulus and response codes. 
Moreover, tasks such as naming words 
and pressing vibrating keys (11) show 
no increase in reaction time with in- 
creasing amounts of information, while 
other tasks which show an increase as 
information varies from 1 to 3 bits 
do not show an increase above this 
value (12). For these reasons, the 
concept of a finite maximum capacity 
for information transmission in tasks 
of this type is not acceptable. These 
findings do not mean that such a ca- 
pacity cannot be found under more 
restricted conditions, such as for tasks 
in which a particular alphabet is used, 
or for movements of a particular type. 
In fact, Quastler and Wulff (13) have 
shown that such capacities can be 
found for tasks like typing and playing 
music, while Fitts (14) has demon- 
strated the usefulness of this concept 
for tasks which involve linear move- 
ments of varying required accuracy. 

Transformations 

The speed with which man can re- 
spond to a stimulus reflects the dif- 
ficulty of the processing which relates 
input and output information. What 
are the ways in which stimulus input 
can be converted to response output? 
In detail, there are as many ways as 
there are different tasks which man 
performs. However, in terms of the 
informational requirements of the tasks, 
three logical categories can be distin- 
guished. The tasks shown in Fig. 1 re- 
quire the subject to conserve informa- 
tion from input to output. Regardless 
of whether the task involves an energy 
or a spatial transformation, if it is to 
be performed without error the input 
information must be preserved. It is 
clear, however, that man is more than 

just an information-transmitting chan- 
nel. He can act as a source of new 
information not present in a given stim- 
ulus, or he can decrease information, 
not merely through the making of er- 
rors but also through a recoding which 
is a reflection of the stimulus informa- 
tion in a condensed output (15). Here 
I am not concerned with tasks in which 
man is required to elaborate upon the 
input information. I consider tasks, 
such as addition and classification, 
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INFORMATION TRANSMISSION (BITS) 

Fig. 1. Reaction time as a function of 
information transmitted for tasks of vary- 
ing levels of stimulus-response compati- 
bility. [For a list of the studies from 
which the figure is constructed, see 331 

which involve information reduction. 
How can the difficulty of trans- 

forming input to output be analyzed 
for information-conserving tasks? With 
the amount of transmission held con- 
stant, the degree of compatibility be- 
tween stimulus and response codes is 
the variable used to compare the dif- 
ficulty of transformation processes. 
Several methods of measuring compata- 
bility have been suggested (16). One 
involves ratings or preferential choices 
(population stereotypes) collected from 
a sample of subjects, which indicate 
what response is most natural for a par- 
ticular stimulus code. Another method 
is that of comparing the absolute 
level, or, more usually, the slopes 
of curves like those of Fig. 1. Esti- 
mates of stimulus-response compati- 
bility are usually obtained from a pop- 
ulation of relatively unpracticed sub- 

jects (17). However, initial differences 
between tasks in their degree of stim- 
ulus-response compatibility continue to 
affect performance after many weeks 
of training (16). It is possible, there- 
fore, to use relative stimulus-response 
compatibility as a means of comparing 
the difficulty of the processing or trans- 
formation involved in different tasks. 
If stimulus-response compatibility is de- 
fined in terms of the rate at which in- 
formation can be transmitted, it may 
then be used to predict other aspects 
of information processing, like the 
ability of subjects to perform two 
tasks simultaneously. 

For information-reduction tasks, a 

1713 



more direct analysis of transformation 
size is possible, although it is not 
known how general this will prove 
to be in predicting the relative diffi- 
culty of tasks. For reduction tasks the 
input information minus the output 
information provides a direct and ob- 

jective measure of the size of the 
transformation. In order to make such 
a measure reasonable, it is necessary 
to restrict consideration to tasks which 
do not allow selection from among 
stimulus elements, but which require 
the individual to process all the in- 

put in making his response. For ex- 

ample, in adding, the sum represents 
less information than the components 
represent, but each digit must be pro- 
cessed in computing the sum. Tasks 
of this type are said to involve con- 
densation. 

Several years ago I tested the hy- 
pothesis that the amount of informa- 
tion reduction is related to the dif- 

ficulty of the transformation for a re- 
stricted set of tasks (15). The tasks 
all involved the same 48-bit input, con- 

sisting of eight numbers. Groups of 

subjects were required either to record 
the stimuli or to operate upon them 

by means of a number of information- 

reducing tasks. The tasks chosen were 
such that the output information varied 
from 48 down to 7.7 bits, no aspect 
of the input could be ignored in pro- 
ducing a correct response, and the com- 
ponent operations involved were rela- 

tively familiar. The tasks included a re- 
cording task; alternate recording and 
summing of the digits of a given num- 
ber; a partial addition task in which 
successive pairs of numbers were add- 
ed together; a 2-bit classification task 
in which the numbers were classified 
into four categories-high-odd, low- 
odd, and so on; and a 1-bit classifica- 
tion task where high and odd or low 
and even formed one category and high 
and even or low and odd, the other. 

Since these tasks could not be com- 

pared directly because the errors were 
so different, each task was performed 
at speeds varying from input of one 
number every four seconds to input of 
one number per second. The rate of 
decline in performance with increased 
speed was calculated for each task. 
When this rate was plotted against the 
amount of information reduction re- 
quired by the task, the relations were 
found to be linear. That is, as the 
amount of required information reduc- 
tion increased, the effectiveness of speed 
in reducing performance also increased 
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in a regular fashion. For this set of 
tasks the size of the transformation, as 
measured by the amount of informa- 
tion reduction, is related to the dif- 
ficulty, or the amount of processing 
the task requires. Just as in the case of 
information-conserving tasks, the re- 
lationship between information reduc- 
tion and difficulty is attenuated as prac- 
tice on the tasks continues, but the dif- 
ferences do not seem to disappear, at 
least not with modest levels of prac- 
tice. For this set of tasks, then, a quanti- 
tative analysis of transformation size, 
has been obtained and shown to be 

closely related to task difficulty. 
When man performs an easy task he 

is able to attend to other aspects of the 
environment at the same time. Walk- 

ing, for example, causes little or no 
interference with speech. As the dif- 
ficulty of a task increases, it demands 
more of man's limited attention, and 
the spare capacity available for deal- 

ing with other signals is reduced. Such 
a limited processing capacity is not 
identical to a channel capacity in the 
information-theory sense, since it de- 

pends upon the type of transformation 
process involved. Moreover, this limi- 
tation cannot be viewed as static; 
rather, it changes with the level of 

practice. For example, when one is 

learning to ice-skate, it may be difficult 
to converse at the same time. When 
one becomes proficient at skating, nor- 
mal conversation can return. However, 
a task which is difficult initially will 

generally continue to demand more at- 
tention, even after many weeks of 
practice, than one which is not. 

These anecdotal observations are con- 
firmed by experiment. The amount 
of practice on a reaction-time task 
has been shown to affect the degree 
of interference observed when the 

subject attempts to do mental arithme- 
tic while performing the reaction-time 
task. Practice is effective, however, 
only when the signals in the reaction- 
time task are regular, so that the sub- 
ject can learn to anticipate them (18). 
It has also been shown (19) that when 
the stimulus-response codes were high- 
ly compatible, the reaction-time task 
caused little interference with mental 
arithmetic. The compatible primary task 
was pressing the finger upon a vibrat- 
ing key. However, an incompatible pri- 
mary task of pressing the key under 
the corresponding finger of the hand 
opposite the vibrator caused much 
more interference with the perform- 
ance of mental arithmetic. 

Transformation Size and Retention 

In the preceding section it was stated 
that the ability to perform a second 
task simultaneously with the primary 
task depends, in part, upon the stimu- 

lus-response compatibility of the pri- 
mary task. Thus, the level of stimulus- 
response compatibility can be used to 
control the spare processing capacity 
which the subject has available for 
dealing with new information. Sim- 

ilarly, the amount of required infor- 
mation reduction in the numerical 
tasks described above may be related 
to the capacity available for processing 
new information. This hypothesis could 
be tested directly by requiring the sub- 

ject to process new incoming informa- 
tion while performing tasks requiring 
varying degrees of information reduc- 
tion. No tests of this type have been 
made, to my knowledge, but an im- 
portant consequence of the hypothesis 
has been tested. 

Most skilled tasks involve a com- 
bination of transformation of new in- 
put and retention of previously present- 
ed information. Reading a book, lis- 

tening to a lecture, or driving an auto- 
mobile are examples. In these tasks, 
what is the relation between memory 
of previous input and attention to in- 

coming stimuli? 
Studies of short-term memory sug- 

gest the nature of this relation. In 
1959 Peterson and Peterson (20) asked 

subjects to remember three letters while 

counting backward from a three-digit 
number for a variable time. They 
found a dramatic loss in correct recalls 
as the time increased from 3 to 18 
seconds. This result, along with many 
other studies, shows that forgetting 
can be rapid when the subject's atten- 
tion is controlled. If the notion of a 

processing capacity is accepted, then 
the degree of available capacity ought 
to be related to the rate of forget- 
ting. 

In a series of studies we found clear 
confirmation of this prediction (21). 
In the first study, subjects were pre- 
sented with eight randomly selected 

digits at a rate of one digit every 2 
seconds. There were four groups of 

subjects, each group assigned a given 
type of information-reducing task with 
successive pairs of digits. The tasks 
involved recording, addition, and classi- 
fication and were similar to those de- 
scribed above. Within each group, sub- 

jects were required to transform, in 

separate series, either the last pair of 
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digits, the last two pairs, or the last 
three pairs. After the eight digits were 

presented, the subjects attempted to re- 
call them, in order, without reference 
to the transformation. Only the first 
pair of digits, which was never itself 
transformed, was scored. The results 
showed a linear increase in error as the 
number of required transformations of 

digit pairs increased; the rate of this 
increase in error was a regular func- 
tion of the size of the transformation 
(in terms of information reduced) re- 

quired by the task. For example, the 

average increase in recall errors per 
transformation was five times as great 
for the classification task as for the 

simple recording task. 
These effects are not due to the in- 

creased time in store which occurs 
with a difficult transformation. In an- 
other study, subjects were required to 

perform transformations of various 

sizes, for a fixed period (10 seconds), 
following presentation of three digits 
which were to be remembered. The 

digits to be recalled were presented 
orally, while the digit pairs to be 
transformed were on paper in front of 
the subject. This allowed the subject to 

proceed at his own pace in trans- 

forming the digit pairs. Thus, many 

more digit pairs were interpolated when 
the task was easy (recording) than 
when it was difficult (classification). 
However, results showed four times as 

many recall errors for the classifica- 
tion task as for the recording task. The 
results from a related study are shown 
in Fig. 2. In this study the joint effect 
of time in store and difficulty of the 

interpolated task was explored. The in- 

terpolated tasks were recording (O bit 
reduction in input), addition (2.8 bits 
reduction), and classification (4.6 bits 
reduction). For comparison, effects of 
a counting-backward task, frequently 
used in memory work, were also stu- 
died. Figure 2 shows clearly that the 
difficulty of the transformation is reg- 
ularly related to the amount of for- 
getting. 

Crowder (22) has shown that the 
same relationship between attention and 
memory holds when the compatibility 
of an interpolated information-conserv- 
ing task is varied. The items to be re- 
tained were familiar English words, 
while the interpolated task involved 

key pressing, of varying levels of com- 
patibility, which was paced by the ex- 

perimenter or by the subject. Tasks of 
low stimulus-response compatibility 
caused significantly more forgetting 

than those of high compatibility. 
These results are not very surprising. 

We all know that having our attention 
distracted after we have looked up a 
phone number may cause us to forget 
the number. The important point here 
is that the degree of distraction, or 
of attention given the intervening task, 
can be manipulated, and that this de- 
gree of distraction is systematically re- 
lated to the amount of forgetting. If 
man is considered to have limited ca- 
pacity for processing information, these 
studies indicate that whatever sustains 
the memory trace during the first few 
seconds after presentation requires a 
portion of that capacity. This process 
has often been called rehearsal. Re- 
hearsal, as the term is used here, is 
not identical with covert speech and 
may vary in strength depending upon 
the processing capacity available to it. 
It is perfectly reasonable to talk about 
rehearsal of nonverbal as well as verb- 
al material. Whether all forms of re- 
tention require central processing ca- 
pacity, and hence rehearsal, can only 
be determined empirically. Presum- 
ably, traces differ in the amount of 
rehearsal required before the establish- 
ment of a memory which does not de- 
pend upon continued availability of 
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ducing transformations (21). (Solid squares) Recording; (circles) addition; (triangles) backward counting; (open squares) 
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terval and difficulty of interpolated activity. The top set of curves represents a kinesthetic task; the bottom set, a visual task 
(see text). (Solid circles) Resting; (solid squares) recording; (open circles) addition; (open squares) classification. 
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processing capacity. While these conclu- 
sions are based upon studies of human 

subjects, they are in qualitative accord 
with results obtained in animal studies 
of "consolidation processes" in mem- 
ory. 

Role of Interference 

Is loss of information from short- 
term store an inevitable consequence 
when rehearsal is controlled? The an- 
swer from both everyday experience 
and experiment is clearly no. Some 
items are retained despite deep and pro- 
longed distraction. For example, in none 
of the conditions of Fig. 2 were more 
than half the items lost. Of course, the 
amount of forgetting depends upon a 
variety of things besides rehearsal. In 
one study (23) it was shown that, on 
the very first trial of a memory experi- 
ment like those discussed above, there 
is little or no loss in retention over 
18 seconds of counting backward. It 
is not until the subjects have had two 
or three trials that prevention of re- 
hearsal causes a rapid fall-off in per- 
formance. Moreover, it has been shown 
that if a subject is switched to a new 
type of material after a number of 
trials, on the first trial after the switch 
the probability of error is greatly 
reduced (24). These studies indicate 
the importance of the number of stored 
items and the similarity of the stored 
items to each other in determining the 
level of retention. 

In order to understand the interac- 
tion of attention and memory in skilled 
tasks, one must know when a given 
level of rehearsal prevention is likely 
to result in forgetting. The experiments 
discussed below were conducted in an 
effort to describe how the number of 
stored items and their similarity to a 
new item affects the rate of forgetting 
the new item. Two different views are 
possible depending upon whether traces 
of individual items do or do not re- 
main independent during the retention 
interval. Perhaps they remain independ- 
ent and stored material competes with 
the item to be recalled only at the time 
of recall. That is, at the moment of re- 
call the subject searches his memory 
and selects the item that is strongest at 
that time. According to this "trace com- 
parison" view, traces do not interact 
during the interval but, because of dif- 
ferential changes in the strength of the 
traces over time, errors occur due to 
competition during recall. In con- 
trast, there is the "acid bath" view: 
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competing items do not remain inde- 
pendent, but similar items intermingle 
during the retention interval and de- 
stroy the information contained in the 
trace. The simplest "acid bath" model 
would be one in which the effectiveness 
of competing items (interference) de- 
pends only upon time and the similar- 
ity between the stored traces. [The 
analogy with an acid bath is this: if 
an object sat in an infinite acid bath, 
the absolute magnitude of the effects of 
the acid (interference) would not be 
reduced by an operation (rehearsal) 
which added to the size of the object.] 
On the other hand, any "trace com- 
parison" view predicts that, as rehearsal 
is reduced, competition among traces 
at recall must increase. Thus these 
views lead to quite different predictions 
about the result of controlling attention 
during the retention interval; while 
both models suggest that rehearsal 
will improve retention, the trace com- 
parison view suggests that it will also 
diminish interference effects, while the 
acid bath view does not. 

In a series of experiments we sys- 
tematically manipulated the similarity 
among stored items by using popula- 
tions of letters of either high or low 
acoustic similarity (25). Acoustic sim- 
ilarity has been shown by others to exert 
important influence upon recall scores 
(26). In connection with each letter 

population we used two interpolated 
tasks requiring diferent degrees of in- 
formation reduction, addition and 
classification, which had been shown to 
control rehearsal differentially. Groups 
of subjects were tested with one of the 
letter populations but with both types 
of interpolated tasks and with delay 
intervals of 0. 5, 10, and 20 seconds. 

All the main effects of similarity of 
items and difficulty of interpolated 
task were significant and in the expect- 
ed direction. Both high similarity 
of items and high difficulty of task 
increased forgetting. What is crucial 
is the effectiveness of interference, as 
measured by the difference in recall 
errors between items of low and of 
high similarity at the two levels of 
interpolated-task difficulty. These ef- 
fects are shown in Table 1 in terms of 
percentages of letters incorrectly re- 
called, averaged across two independent 
experiments, for each time interval. 

The results, which are confirmed 
by statistical analysis and which hold 
up in both studies, are quite simple. 
The effectiveness of interference was 
never greater under the high-difficulty 
task than under the low-difficulty task, 

as the trace-comparison view would 
require. Moreover, the values for the 
two tasks are closely related to the 
interval of time the items have been 
in store, though the interference ef- 
fects remain roughly constant after 
the first 5 seconds. These data provide 
some support for a view of the "acid 
bath" type. 

The "acid bath" view is closely re- 
lated both to the decay theory and the 
interference theory of short-term mem- 
ory. Moreover, related models have 
been suggested by a number of recent 
findings (27). The "acid bath" view 
implies the following concerning the 
behavior of items stored in short-term 
memory. Stored items tend to lose pre- 
cision of information over time. Such 
effects may be eliminated when full 
processing capacity is available for re- 
hearsal. However, when opportunity 
for rehearsal is reduced, the rate at 
which precision is lost is a function of 
the number and similarity of items 
which have been stored in short-term 
memory. Thus, the rate of decay is 
a function of the amount of interfer- 
ence among items. Interference itself is 
a function both of the amount of 
"acid" (the number of stored items) 
and its "concentration" (the similar- 
ity of the stored items). That the num- 
ber of items is important in determin- 
ing the rate of forgetting is clear from 
the limitation of the memory span. As 
the number of items which are stored 
increases, the effectiveness of a period 
of free rehearsal in preventing loss 
during a subsequent task is reduced. 
Our study (25) shows remarkably 
similar effects of item similarity when 
it is manipulated by acoustic pattern. 
When items are similar the rate of loss 
of information for a fixed number of 
items is increased and the effectiveness 
of rehearsal tends to be reduced. 

Since many language skills demand 
the continuous intake, storage, and re- 
call of information, such skills pro- 

Table 1. Effectiveness of interference as a 
function of difficulty of the interpolated task 
(addition or classification) for all time inter- 
vals. (Effectiveness of interference is given in 
terms of the difference in percentage of recall 
errors for low acoustic confusion and high 
acoustic confusion.) 

Time Effectiveness of interference 
interval 
(sec.) Addition Classification 

0 3.6 4.9 
5 14.7 14.5 

10 12.6 11.8 
20 20 15 
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vide nearly optimum conditions for 
the occurrence of forgetting. The intake 
of new items tends to block rehearsal, 
while the competition from earlier 
items leads to a rapid loss in precision. 
Because of the rapid loss of stored in- 
formation in such situations, memory 
limitations are basic to the information 
processing analysis of many skills. 

Imagery 

One of the limitations of the evi- 
dence presented so far is that only re- 
tention of materials such as letters, 
digits, and words which are easily 
stored in verbal form has been dis- 
cussed. Many skills involve the reten- 
tion of patterns of visual or kinesthetic 
information which may not be easily 
or completely encoded in words. The 
typed letters A and a are usually given 
an indentical verbal coding, but it is 
possible that retention of their visual 
difference may still remain. Several re- 
cent studies (28) of perceptual-motor 
skills have suggested that nonverbal in- 
formation concerning the distance, 
form, and location of prior movements 
must be stored between successive 
trials. This type of storage of non- 
verbal material is usually called image- 
ry. Evidence (29) has indicated that 
such information is lost over time, but 
relatively little is known about the de- 
tails of short-term retention of these 
materials. 

Studies currently in progress in our 
laboratory are directed toward the in- 

corporation of imagery within a gen- 
eral information-processing frame- 
work. Two different tasks are being 
studied. At present we know that 
these two memory situations give strik- 
ingly different results, but we are not 
completely sure why this is so. 

In the first task the subject must re- 
call the location of a point at one of 
12 positions along a 180-millimeter 
line. He is given about 1 second in 
which to view the position of a circle 
on the line, and after a variable delay 
he must indicate the location of the 
circle's center on an identical un- 
marked line. Since similar results are 
obtained whether or not the subject 
moves his hand to the original target, 
it is clear that in this task the subject 
must rely upon visual information. 

In the second task the subject 
moves a lever one of 12 distances 
from a starting position to a finish peg. 
He must then reproduce this distance 
in a second box in which the lever 
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starts at a new position. Since he can- 
not see his hand in either box, his 
only source of information is kin- 
esthetic. 

In each task, two major independent 
variables are considered. First, the 
length of time between exposure and 
recall is varied, in the range from 0 
to 30 seconds. Second, the difficulty of 
the interpolated information transfor- 
mations is varied. The results shown 
in Fig. 3 are typical for the two tasks. 
In these experiments there were four 
groups of 12 subjects each. Each sub- 
ject was assigned one interpolated task. 
During the experiment each subject re- 
produced the 12 distances four times, 
each time with a different delay inter- 
val. 

The top set of curves in Fig. 3 rep- 
resents the second or kinesthetic task. 
The basic pattern, which is shown in 
Fig. 3 and which is confirmed by sta- 
tistical analysis and by subsequent rep- 
lication, indicates that the mean error 
or reproduction increases regularly with 
delay. This is true even when the subject 
has no task to perform during the inter- 
val. Moreover, there are no significant 
differences in the curves for various 
interpolated tasks: forgetting is not sig- 
nificantly more rapid under the clas- 
sification condition than under the 
resting condition. Both the loss of ac- 
curacy over time in the resting condi- 
tion and the lack of differences in the 
curves for various interpolated tasks 
distinguish these results from those of 
the verbal tasks studied previously. 
Retention seems not to depend upon 
the central processing capacity avail- 
able during the retention interval. 

The results for the first, or visual 
task, are quite different. In this task, 
with the resting condition there is no 
forgetting at all. Moreover, the curve 
for the recording condition, in which 
the subject must deal with as many 
digits as he deals with under the other 
conditions, shows little evidence of for- 
getting over time. In two separate stud- 
ies, comparison of the results for the 
0-second and 20-second intervals for 
the recording condition indicates that 
half the subjects show increasing error 
over the interval and half show decreas- 
ing error. However, under the classifi- 
cation condition, every subject shows 
an increase in error. Moreover, the in- 
terpolated tasks order themselves in the 
same way, from the standpoint of dif- 
ficulty, as in the previous verbal stud- 
ies. For this task, forgetting is clearly 
a function of the processing capacity 
available during the interval. 

The most obvious explanation of the 
difference in results for the two tasks 
is the explanation that subjects are us- 
ing numbers for retaining information 
in the visual but not in the kinesthetic 
task. A detailed analysis of the date 
argues against this explanation. The 
introspective reports of the subjects 
obtained after the experiment indi- 
cate in all conditions the use of 
crude verbal labels, such as left or 
right of center, and so on. However, 
this use of imprecise verbal labels can- 
not account for the extreme accuracy 
found, particularly in the visual task. 
Even if the subjects were assigning 
numbers accurately to the nearest inch, 
they could not, by this means, achieve 
the accuracy of reproduction that is 
obtained. Only one or two subjects re- 
ported use of labels as precise as this, 
and they showed no evidence of su- 
perior performance. Moreover, there 
was no indication of the large errors 
which would be expected if subjects 
were forgetting verbal labels. Analysis 
of the median errors, in which the 
effects of a few large errors would 
tend to be eliminated, indicates the 
same results as shown in Fig. 3 for 
means. Some verbalization undoubted- 
ly is involved, but it seems to be equal- 
ly extensive in the two situations- 
visual and kinesthetic-and not suffi- 
cient to account for the observed ac- 
curacy of reproduction. 

If the differences in results for the 
two tasks do not lie in the degree of 
verbalization, why does the retention of 
information in the visual task seem to 
depend upon available processing ca- 
pacity while in the kinesthetic task it 
does not? At present our work is di- 
rected toward finding the answer to 
this question. It may lie in fundamental 
characteristics of the two modalities, or 
it may lie in other differences between 
the two tasks, such as the requirement 
for retaining a location fixed in space 
as compared with the requirement for 
retaining a distance which must be 
integrated over time. 

The results obtained thus far indi- 
cate support for the view that some 
memory tasks involve retention of in- 
formation in nonverbal form and that 
such information is subject to forgetting 
which can be measured over time. 
The results also indicate that these 
tasks may differ from each other and 
from verbal tasks in the extent to 
which they are affected by control of 
the subject's central processing capacity. 
These effects are not due to differences 
in the initial level of accuracy of re- 
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tention. In fact our present work indi- 
cates that, when measured in similar 
situations, the initial accuracy of re- 
tention for the two modalities is rather 
similar, but the crucial differences dis- 
cussed above remain. Since it is pos- 
sible to measure the amount of infor- 
mation generated by the reproduced 
responses after each delay interval, it 
is possible to make direct comparisons 
of the informational capacity and de- 
cay characteristics of various memory 
systems. 

Applications 

Human performance theory has for 
its goal the analysis of skills. The ca- 

pacities of attention and memory which 
are explored in this article play an 

important role in many types of per- 
formance. In order to illustrate this 

viewpoint, in the space remaining I re- 
view a few examples of the application 
of techniques developed in the exper- 
imental laboratory to the analysis of 
familiar tasks. 

Shepard and Sheenan (30) have 
shown the usefulness of data on man's 
limited memory span to the design of 

optimum systems for the storage and 
retrieval of numbers of the type used 
in telephone dialing. In a proposed sys- 
tem they seek to minimize storage 
time for the high-information portions 
of the number by allowing the familiar 

prefix code to be dailed last. This 

simple procedure cut errors by 50 per- 
cent. 

Another common task which has 
been studied involves the measurement 
of performance during automobile driv- 

ing as a function of road, traffic, and 

vehicle conditions. Normally it is diffi- 
cult to make such comparisons because 
the details of the skill shift with the in- 
dependent variable. Brown and Poul- 
ton (31) approach this problem by 
adding a simple numerical task to the 
primary skill and observing changes in 
the capacity available for processing the 
numerical information. The amount 
of spare capacity shows predictable 
changes as the driving task demands 
more of the subject's attention. 

At a more complex level, recent ef- 
forts have been made to analyze the 
processes of induction in terms of in- 
formational transformations and mem- 
ory. In several studies it has been 
found that the amount of information 
to be absorbed on a given trial af- 
fects the ability of subjects to make 
full use of incoming evidence. Studies 
of this type have led to proposals for 
systems of decision-making in which 
machines are used to relieve man of 
memory load and other limitations 
which affect his ability to combine in- 
formation over time (32). 
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