
Martian outer atmosphere is too low 
to permit any significant thermal es- 
cape, the possibility remains that the 
solar wind might sweep away some of 
the atmospheric gases. The observa- 
tional evidence seems to oppose this. 
The outermost portion of the atmo- 
sphere must be atomic oxygen, and it 
would be mainly atomic oxygen that 
would be swept away by contact with 
the solar wind, leaving corresponding 
quantities of carbon monoxide in the 
atmosphere. 

The failure to find spectroscopic 
evidence of carbon monoxide there- 
fore indicates that the solar wind has 
not swept away any significant por- 
tion of the outer atmosphere. It is 
difficult to imagine any mechanism 
other than magnetic field that could 
protect the atmosphere from being par- 
tially swept away; this suggests that 
Mars may have a weak magnetic field, 
sufficient to divert the solar wind at 
some altitude exceeding a few hundred 
kilometers but not strong enough for 
detection by the magnetometers in 
Mariner IV. Alternatively, the mag- 
netic field within the solar wind may 
be diverted by the Martian ionosphere, 
and this diversion may divert the solar 
wind and prevent any sweeping away 
of the Martian atmosphere. 

The arguments for my model rest 
heavily on the spectroscopic evidence 
that carbon monoxide is not a promi- 
nent constituent of the Martian atmo- 
sphere. This factor indicates that atomic 
oxygen, formed by photodissociation of 
carbon dioxide, is not continually being 
swept away by the solar wind, carbon 
monoxide thus being permitted to ac- 
cumulate. If the atomic oxygen is not 
rapidly removed, it must be a principal 
constituent of the Martian upper at- 
mosphere, and its ions almost certainly 
must produce the principal band of 
ionization that was observed by Mariner 
IV. 
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Electron Density and Electronic 

Properties in Noble-Metal 
Transition Elements 

Abstract. It is shown empirically that 
the superconducting transition tempera- 
ture as well as the magnetic susceptibil- 
ity and the electronic specific heat of 
noble-metal transition elements and 
alloys can be described reasonably well 
as universal functions of the valence 
electron density, that is, the number 
of valence electrons per cubic centi- 
meter. 

We have found that one can describe 
the electronic and magnetic behavior of 
all the noble-metal transition elements 
surprisingly well in terms of a single 
parameter-the electron density, that 
is, the number of valence electrons per 
cubic centimeter. This is quite a dif- 
ferent concept from that of using va- 
lence electrons per atom as has previ- 
ously been done (1, 2). In both cases the 
valence electrons are considered to be 
all those electrons outside the last filled 
shell. By plotting the superconducting 
transition temperature, the magnetic 
susceptibility, and the electronic specific 
heat against the electron density, we 
find universal functions of these 
properties for alloys both among the 
4d and 5d elements as well as be- 
tween them. Thus the difference be- 
tween 4d and 5d alloys that otherwise 
showed up in similar plots in the past 
when the number of valence electrons 
per atom were used as a parameter can 
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be accounted for by the difference in 
atomic volume. 

Desorbo (3) had proposed a modifi- 
cation of the valence-electrons-per-atom 
rules (1) which took into account the 
difference in atomic volume of alloys 
with the same number of valence elec- 
trons per atom. He introduced an effec- 
tive electron-per-atom ratio (Neff), 
which depended on the ratio of the 
atomic volumes of solute and solvent 
atoms. For alloys with the same solvent 
atom, his Neff. is also proportional to 
the electron density; his concept is, how- 
ever, different from ours in that the con- 
stant of proportionality still depends on 
the volume of the solvent atom. 

We have made a rather detailed in- 
vestigation on the occurrence of super- 
conductivity in alloys of noble-metal 
transition elements [Ir-rich alloys of the 
face-centered-cubic (fcc) phase] from 
1.0 to 0.012?K. Our data are summa- 
rized in Fig. 1, in which we represent 
binary and ternary alloys in a two- 
dimensional way. The dashed lines indi- 
cate the various alloy systems which we 
have studied, namely the systems Os-Ir, 
Ir-Pt, Ir-Rh, Ir-Pd, Ir-Ru, Iro. Re0 2-Rh, 
Ir(.7Os0..-Rh, and Iro.5Rho.5-Os. The 
scale on the x-axis in Fig. 1 represents 
the number of valence electrons per 
atom, namely 8 for Os and Ru, 9 for 
Tr and Rh, and 10 for Pt and Pd. Alloys 
with roughly equal transition tempera- 
tures are shown by a given symbol. The 
labeled solid lines are the approximate 
lines of constant transition temperature. 
In Fig. 2 we indicate in a similar plot 
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Fig. 1. Superconductivity in alloy systems of noble metals and transition elements. 
The dashed lines indicate the alloy systems investigated. The superconducting transition 
temperature of each alloy, represented by a point on a dashed line, is indicated roughly 
by the kind of symbol used for the point, namely 0.5 ? (,), 0.3 ? ( ), 0.2 (X), 0.1 0 
(A), 0.05? (]), and 0.03? (0). The labeled solid lines are the approximate lines of 
constant transition temperature; lcp, hexagonal-close-packed; fcc, face-centered-cubic. 
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the variation of the mean atomic vol- 
ume in the same alloy systems. 

We have calculated the mean atomic 
volume on the basis of Vegard's law, 
according to which the lattice constant 
of an alloy varies linearly with the 
atomic ratio of the two (or more) ele- 
ments in that alloy. Although this ap- 
proximation is known to be very well 
obeyed in some of our alloy systems 
[Ir-Pd and Ir-Pt (9)] it is not always ex- 
act, and Fig. 2 may, therefore, contain 
systematic errors which, however, will 
not alter its general features. Generally, 
no deviation of Vegard's law will occur 
between elements of almost identical 
atomic volume. 

We have normalized the atomic vol- 
ume to the one of Ir (1.4143 X 10-23 

cm3), and we actually plot the per- 
centage of deviation from it. The la- 
beled dashed lines in Fig. 2 are lines of 
constant atomic volume. It should be 
noted that the successive increase in 
percentage in the atomic volume in the 
4d metals Ru, Rh, and Pd is practically 
the same as the one in the 5d metals Os, 
Ir, and Pt. If Vegard's law is valid this 
then means that the atomic volume of 
each point in the fcc region in Fig. 2 
is well defined, no matter in which par- 
ticular alloy system of nearest-neighbor 
elements the point is considered. 

By dividing the number of valence 
electrons of our alloys by their atomic 
volume we obtain the electron density; 
lines of constant electron density are 
shown by solid lines in Fig. 2. By com- 
parison with Fig. 1, it can be seen that 
they follow quite well the lines of con- 
stant transition temperature. In Fig. 3, 
we have therefore plotted the loga- 
rithms of the superconducting transi- 
tion temperatures against the electron 
density; within a certain scatter the 
points indeed follow a universal curve. 
In Fig. 3 we have also plotted all the 
known electronic specific heat and sus- 
ceptibility data in units of density of 
states per electron volt and cubic centi- 
meter (we plot 

x/2p and y/ k32, 

/ =Bohr magneton, X = magnetic sus- 
ceptibility, y = electronic specific heat, 
and kB = Boltzmann's constant, for 
the noble-metal transition elements and 
alloys in both the 4d and the 5d 
row. 

Again it can be seen that the data 
can be described reasonably well by the 
electron density as a single parameter. 
Thus we see, for example, that the gi- 
gantic susceptibility of Pd as compared 
10 DECEMBER 1965 
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Fig. 2. Variation of atomic volume and electron density in face-centered-cubic (fcc) 
noble-metal transition elements and alloys. We have computed the data assuming 
the validity of Vegard's law and using room temperature values of lattice constants. 
The broken lines are lines of constant atomic volume, measured in the percentage 
deviation from the atomic volume of Ir (1.4143 X 10-~ cm3). The solid lines are lines 
of constant electron density, plotted in steps of 0.5 percent deviation from the electron 
density of Ir (6.363 X 10+`' cm3). 

to that of Pt is a result consistent with 
this plot and seems to be only a con- 
sequence of Pd's larger electron density. 
It is interesting to note that the ferro- 
magnetic elements Co and Ni, which 
are also fcc transition metals (3d), 
both have electron densities larger than 
that of Pd. If Au is added to Pt the 
susceptibility and the electronic specific 
heat drop rapidly. This might simply be 
due to the fact that adding Au to Pt 
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decreases the electron density even if 
one assumes Au contributes 11 valence 
electrons per atom. If we had plotted 
the Pt-Au data on our graph (using 11 
electrons per atom for Au) they would 
lie within 1 percent (in electron density) 
to the right of the present curves up to 
20 percent (atoms) Au. 

From our results (Fig. 3) we are led 
to conclude that superconductivity in 
Rh and Pt will occur below 0.001?K, 

5.8 6.0 6.2 6.4 6.6 4 
VALENCE ELECTRON DENSITY (1023/CC) 

Fig. 3. Superconducting transition temperature, magnetic susceptibility, and electronic 
specific heat of noble-metal transition elements and alloys, plotted against electron 
density. The data on electronic specific heat and magnetic susceptibility, plotted in units 
of density of states per electron volt and cubic centimeter, are taken from Beck (2)\ 
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if at all; and that Pd will 
not superconduct, as has bee 
theoretically by Doniach (5). 
the disappearance of the si 
tivity is intimately connect( 
appearance of the high st 
That such a relationship s 
was first pointed out by C 
and later by Doniach (5), a] 
sequence of the fact that 
tions which enhance the s 
also affect the superconduc 
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Messenger RNA (mRNA) serves as 
the intermediate in the translation of 
the informational strand of DNA into 
protein molecules (1). Thus, the bio- 
logical activities of a cell are a re- 
flection of its enzymes, and its en- 
zymes in turn are reflected by various 
RNA messengers. Therefore, the regu- 
lation of biological activities by envi- 
ronmental influences might be expected 
to result in an altered frequency of 
enzymes produced as well as RNA 
messengers. Spiegleman and Hayashi 
(1), using both bacteria and bacterial 
virus, have demonstrated qualitative 
differences in the synthesis of RNA 
during different times of growth of 
bacteria or different stages of infec- 
tion by virus. They demonstrated dif- 
ferences in the labeling of mRNA's 
from two populations of bacteria or 
virus by labeling the RNA with either 
uridine-H3 or uridine-C14 at different 
times and then fractionating a mix- 
ture of both RNA's on a methylated 
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albumin-kieselguhr (MAK) column. 
There is little or no other information 
on differences in the types of RNA 
messengers in biological tissue except 
for changes in mRNA during seed 
germination (2) and variation in 
chromosomally directed protein syn- 
thesis from different parts of the pea 
plant (3). For other higher plants, 
there is no information available on 
this subject even though there are 
many instances in which changes in 
the environment specifically lead to 
the induction of enzymes or changes 
in cellular differentiation. The photo- 
periodic induction of Xanthium plants, 
for development of floral primordia by 
a single long night (16 hours of dark- 
ness), is an example of such an en- 
vironmental control. Exposure of a 
Xanthium plant to a 16-hour period of 
darkness initiates the production of 
the flowering hormone in the mature 
leaf, and when it has been transported 
to the apex it causes the vegetative 

albumin-kieselguhr (MAK) column. 
There is little or no other information 
on differences in the types of RNA 
messengers in biological tissue except 
for changes in mRNA during seed 
germination (2) and variation in 
chromosomally directed protein syn- 
thesis from different parts of the pea 
plant (3). For other higher plants, 
there is no information available on 
this subject even though there are 
many instances in which changes in 
the environment specifically lead to 
the induction of enzymes or changes 
in cellular differentiation. The photo- 
periodic induction of Xanthium plants, 
for development of floral primordia by 
a single long night (16 hours of dark- 
ness), is an example of such an en- 
vironmental control. Exposure of a 
Xanthium plant to a 16-hour period of 
darkness initiates the production of 
the flowering hormone in the mature 
leaf, and when it has been transported 
to the apex it causes the vegetative 

bud to grow into a reproductive bud 
(4). These changes are probably hor- 
monal controls acting as gene core- 
pressors or coactivators. At the onset 
of floral induction there may be 
changes in the species of mRNA pro- 
duced or perhaps an increase in the 
relative frequency of some new 
mRNA's over others. 

Changes in RNA synthesis in the 
Xanthium plant were investigated with 
a specific aim of determining whether 
floral induction causes the synthesis of 
different amounts or types of mRNA's. 
By means of double-labeling technique 
and fractionation of the nucleic acids 
on MAK columns, it was found that 
buds of photoperiodically induced 
plants contain more mRNA. 

Seeds of Xanthium pensylvanicum 
Wall. (cocklebur) were washed in 
running tap water for 3 days and 
then germinated in vermiculite. The 
seedlings were transplanted and grown 
in a controlled-environment green- 
house. The day length was maintained 
at 18 hours with supplementary light, 
and the temperature was maintained 
at approximately 23?C during the day 
and 17?C at night. The plants were 
grown in this environment for ap- 
proximately 6 weeks. At the beginning 
of each experiment, the plants were 
defoliated except for a single leaf, 
which was usually the third leaf from 
the apex (approximately 7 cm long). 
The plants were randomly selected 
and placed in either of two growth 
chambers. One growth chamber was 
regulated for 8 hours of light and 16 
hours of darkness (short day, SD) 
while the second was set for 16 hours 
of light and 8 hours of darkness (long 
day, LD). In both chambers, the tem- 
perature was kept at 27?C during the 
light period and at 18?C during the 
dark period. These conditions were 
satisfactory to control photoperiodic 
induction; a single inductive period 
(16 hours of darkness) would result 
in the development of floral primordia 
(5). 

In order to compare the RNA syn- 
thesized in the apical buds of Xan- 
thium plants, the apices of either in- 
tact or excised buds were labeled with 
uridine-H3 or uridine-2-C14. In experi- 
ments where the intact buds were 
labeled, a drop of either uridine-H3 
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and fractionation of the nucleic acids 
on MAK columns, it was found that 
buds of photoperiodically induced 
plants contain more mRNA. 

Seeds of Xanthium pensylvanicum 
Wall. (cocklebur) were washed in 
running tap water for 3 days and 
then germinated in vermiculite. The 
seedlings were transplanted and grown 
in a controlled-environment green- 
house. The day length was maintained 
at 18 hours with supplementary light, 
and the temperature was maintained 
at approximately 23?C during the day 
and 17?C at night. The plants were 
grown in this environment for ap- 
proximately 6 weeks. At the beginning 
of each experiment, the plants were 
defoliated except for a single leaf, 
which was usually the third leaf from 
the apex (approximately 7 cm long). 
The plants were randomly selected 
and placed in either of two growth 
chambers. One growth chamber was 
regulated for 8 hours of light and 16 
hours of darkness (short day, SD) 
while the second was set for 16 hours 
of light and 8 hours of darkness (long 
day, LD). In both chambers, the tem- 
perature was kept at 27?C during the 
light period and at 18?C during the 
dark period. These conditions were 
satisfactory to control photoperiodic 
induction; a single inductive period 
(16 hours of darkness) would result 
in the development of floral primordia 
(5). 

In order to compare the RNA syn- 
thesized in the apical buds of Xan- 
thium plants, the apices of either in- 
tact or excised buds were labeled with 
uridine-H3 or uridine-2-C14. In experi- 
ments where the intact buds were 
labeled, a drop of either uridine-H3 

(20 ~jc) or uridine-2-C-4 (1 tAc) was 

applied to the apex of the plant 16 
hours prior to harvesting. In other ex- 

periments, buds (2 to 3 mm in length) 
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Comparison of Messenger RNA in Photoperiodically 

Induced and Noninduced Xanthium Buds 

Abstract. In response to the floral stimulus, Xanthium buds synthesize relatively 
more messenger RNA than do vegetative buds. This is demonstrated by fraction- 
ation, on methylated albumin-kieselguhr columns, of a mixture of nucleic acids 

from vegetative and induced buds, one being labeled with uridine-H3 and the other 
with uridine-2-C1'i. While floral induction stimulates a small increase in messenger 
RNA synthesis as revealed by labeling intact plants, this difference can be mag- 
nified by labeling excised buds in solution. From experiments with excised buds 

from Xanthium plants, it is concluded that buds from photoperiodically induced 
plants contain more messenger RNA than buds from noninduced ones do. 
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