
and of synaptic delay in the cross-in- 
hibitory pathway. 

For intermediate rates where the in- 
terval between pulses is commensurate 
with the self-inhibitory time constants, 
firing alternates between the two units. 
This is made possible either by an in- 
nate circuit asymmetry (since precise 
equivalence of threshold is practically 
impossible), or by any noise fluctuation 
which permits one unit to become 
momentarily dominant. In the steady 
state, a given excitatory impulse finds 
the unit that has just fired still relative- 
ly refractory (that is, the self-inhibi- 
tory time course has not yet run out). 
But the opposing unit, well recovered 
from self-inhibition two input periods 
back, is now dominant because of low- 
er threshold, and it fires. Thus, firing 
activity in the pair alternates. 

The alternating activity described so 
far depends only on self-inhibition 
-that is, refractoriness-and not on 
reciprocal suppression. However, at 
high stimulus rates, where the interval 
between pulses is commensurate with 
the time constants for reciprocal in- 
hibition, the dominant unit becomes 
more effective in suppressing the op- 
posing unit because of accumulated 
cross-inhibition. In the limit, at suf- 
ficiently high rates, complete and sus- 
tained dominance is possible. 

A rather surprising result is obtained 
if the frequency of the stimulus is de- 
creased. Consider Fig. 3a. Let us as- 
sume operation at some point between 
fLo and fHI, producing pattern P1 (in 
this case 1/1). As was seen earlier, this 
pattern will persist with increasing 
stimulus frequency until fH/ is reached, 
at which time there will be a discontin- 
uous jump to a new pattern P2. Now, 
if the frequency of the stimulus is de- 
creased, the original path is not re- 
traced. Instead, the new pattern P2 
persists, even though the stimulus fre- 
quency lies between fLo and /i (for 
example, the operating point indicated 
by P2*), for which stimulus the pat- 
tern PI was previously elicited. The 
"captured" pattern P2 continues as the 
stimulus frequency decreases until fLo 
is reached and pattern P1 reappears. 

Hysteresis, in which the approach 
path to a particular stimulus uniquely 
determines the response, is seen for all 
patterns shown in Fig. 2. Moreover, a 
number of radically different hystere- 
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Hysteresis, in which the approach 
path to a particular stimulus uniquely 
determines the response, is seen for all 
patterns shown in Fig. 2. Moreover, a 
number of radically different hystere- 
sis loops can be produced by modify- 
ing the circuit's temporal parameters. 
For example, the loops of Fig. 3, b, 
c, and d, were obtained by changing 
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both of the time constants for mutual 
inhibition by factors ranging from 0.5 
to 4.0. The arrangement of the ordi- 
nate response patterns follows the nat- 
ural ordering with increasing stimulus 
frequency (as in Fig. 2). The classes 
of patterns change somewhat with dif- 
ferent circuit constants. 

One may speculate that if such 
hysteretic switching action were used 
by real nervous systems then a similar- 
ly simple, economical control of pat- 
tern states might be expected. For ex- 
ample, may only a transient shift of 
stimulus frequency be required in or- 
der to go from one state to another- 
that is, can a change in pattern be 
obtained merely by injecting an extra 
pulse into the stimulus train? Such in- 
deed is the case for the model. The 
hysteresis loop shown in Fig. 3a is 
readily traversed by single-pulse con- 
trol; for a fixed stimulus frequency be- 
tween f/.o and fTi, a single intercalated 
spike causes Pi to change to P2, while 
a single deleted impulse (or an in- 
jected inhibitory spike) triggers the 
converse change. 

Neither hysteretic action nor its con- 
trol (as described) has yet been demon- 
strated physiologically, but a seemingly 
similar effect is found in some crus- 
tacean nerve-muscle preparations (12). 
In those experiments, a given muscu- 
lar tension produced by a background 
stimulus of constant frequency applied 
to a single motor fiber can be triggered 
into a state of greatly increased tension 
simply by intercalating a single extra 
shock. Further, Katz (13) suggests 
that prompt relaxation without reduc- 
tion of background activity might be 
obtainable by injecting a few inhibi- 
tory impulses. However, the available 
evidence does not suggest, nor does it 
seem very likely, that these results de- 
pend on effects like those described 
herein. Clearly, though, physiological 
latching mechanisms exist which do not 
depend on elaborate neural networks. 

The ubiquity of recurrent and re- 
ciprocal inhibition makes flip-flop ac- 
tion in nervous systems at least plausi- 
ble. It may well be that Renshaw cells, 
for instance, produce effects similar to 
those described here, but the brief anti- 
dromic volleys commonly used as prob- 
ing stimuli are inappropriate for dis- 
closing such effects. Furthermore, stim- 
ulus frequency is not often used as an 
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then appropriate neurophysiological ex- 
periments may disclose entirely new 
modes of information-processing at the 
single-cell level. 
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Electroencephalographic Correlates 
of Binocular Rivalry in Man 

Abstract. Under conditions of ocular 
rivalry, changes in the rhythmic brain 
response to flicker stimulation of one 
eye correspond closely to the subject's 
report of changes in the perceptual 
domlinance of that eye. 

When the fields of view for the two 
eyes are similar they are combined by 
a central fusion process, forming a 
single unified perception of the visual 
field. If the stimuli presented to cor- 
responding parts of the two retinas 
differ markedly, however, a binocular 
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Electroencephalographic Correlates 
of Binocular Rivalry in Man 

Abstract. Under conditions of ocular 
rivalry, changes in the rhythmic brain 
response to flicker stimulation of one 
eye correspond closely to the subject's 
report of changes in the perceptual 
domlinance of that eye. 

When the fields of view for the two 
eyes are similar they are combined by 
a central fusion process, forming a 
single unified perception of the visual 
field. If the stimuli presented to cor- 
responding parts of the two retinas 
differ markedly, however, a binocular 
rivalry occurs in which the visual image 
of one eye alternates with or suppresses 
that of the other (1). The degree of 
suppression and rate of alternation de- 
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Fig. 1. Percentage of time the flickered left 
eye was perceptually dominant, and the 
amplitude of the EEG response to the 
flicker, as the intensity of the stimulus 
field to the right eye was increased. Data 
are averages for eight subjects. 

pend largely on differences in color, 
pattern, intensity, and attention value 
of the retinal stimuli (2). Rivalry prob- 
ably occurs frequently under natural 
viewing conditions, working coordinate- 
ly with fusional mechanisms to main- 
tain singleness of vision. Although per- 
ceptual fusion and rivalry have been 
classical problems in the experimental 
investigation of binocular vision in man, 
the physiological processes underlying 
these phenomena are still not known. 
In the work reported here I have at- 
tempted to relate electrophysiological 
and perceptual measures of ocular inter- 
action in human subjects. 

The visual input to one eye was 

physiologically labeled by presenting 
flickering light at a flash rate which 
produced a rhythmic response of the 
same frequency in the electroenceph- 
alogram. The effect of rival stimuli to 
the other eye on the cerebral response 
and perception could then be studied. 
The discrepant visual fields were pre- 
sented stereoscopically: the bright flick- 

ering light to the left eye, and a steady 
red light with diagonal stripes to the 

right eye. These fields, each with a 
visual angle of 50?, were superimposed 
as the subject fixated on a small center 
point, and produced good binocular 

rivalry. Two display units (3) illumi- 
nated the separate eye fields of the 

stereoscope. A Grass S-4 stimulator 
controlled the left eye display unit, and 
delivered pulses of white light of 30 
msec duration, 500 mlam intensity, at 
a flash rate of 6 to 8 per second. The 

right eye display unit, presenting the 
steady red field, was controlled by a 
Heath regulated power supply; intensity 
varied from 0 to 16.8 mlam according 
to the conditions of the experiment. As 
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the subject viewed the stimulus fields 
he indicated with two keys whether the 
left or right eye field was perceptually 
dominant. Simultaneous recordings of 
stimulus signals, the subject's key re- 
sponses, and brain potentials were ob- 
tained with a Grass model 5 polygraph. 
Bipolar EEG's were recorded from mid- 
line occipital-parietal scalp electrodes 
placed 1 cm and 9 cm above the inion. 
In addition to the primary tracing, a 
narrowly tuned filter (4), set at the 
flash frequency of the flickering field, 
was used to selectively record the 
cerebral response to the left eye stimu- 
lus. The filter write-out, recorded on a 
separate channel of the polygraph, was 
measured with a planimeter (5) to de- 
termine changes in amplitude of the 

photic response. 
The flickering stimulus to the left eye 

remained the same throughout the ex- 
periment, while variations in the in- 

tensity of the red stimulus to the right 
eye were used to manipulate percep- 
tual dominance and examine corre- 
sponding changes in the EEG. Eight 
subjects were studied under three con- 
ditions of stimulation: (i) with increas- 
ing intensities of the stimulus to the 
right eye; (ii) with the onset and offset 
of a stimulus of high intensity to the 
right eye; and (iii) with a stimulus of 
moderate intensity to the right eye, 
selected to produce "spontaneous" alter- 
nation of perceptual dominance from 
one eye to the other. 

Under all three conditions, percep- 
tual dominance of the eye subjected to 
flicker corresponded closely to the am- 

plitude of the rhythmic EEG response 
to stimulation of that eye. Under the 
first condition, the stimulus to the right 
eye was presented at intensities of 0, 
0.014, and 0.17 mlam for 20-second 

periods while the left eye was being 
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Fig. 2. (A) Typical effect of the onset and offset of a red patterned stimulus to the 
right eye (wide solid line) on perceptual dominance and EEG response to left eye 
flicker. (B) Same as (A) for a subject who reported brief negative ,after-images follow- 
ing the offset of the right eye stimulus. (C) Spontaneous changes in EEG and perceptual 
response during continuous stimulation of the right eye. Channel 1, photocell monitoring 
flicker stimuli to the left eye; channel 2, filtered occipital-parietal EEG response; 
channel 3, occipital-parietal EEG; channel 4, subject's responses indicating right eye T 
or left eye I perceptual dominance ("pips" on this channel are signalling EEG filter re- 
sponses above an arbitrary amplitude). 
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stimulated with the flickering light. The 
percentage of time the left eye was 
judged to be dominant and the ampli- 
tude of the EEG response were mea- 
sured for the last 15 seconds of each 
stimulus period. Figure 1 shows that 
as the intensity of the right eye stimu- 
lus increased there was a decrease in 
perceptual dominance of the left eye 
accompanied by a reduction of EEG 
photic response. The effects of inten- 
sity on both perceptual dominance and 
EEG were statistically significant (p 
< .01) when tested by Friedman's Chi- 
square test for ranks. Subjects varied 
widely in the degree of suppression 
shown, particularly at the lower in- 
tensity (0.014 mlam), suggesting indi- 
vidual differences in the threshold for 
rivalry effects. This variability may be 
related to the fact that the rival stimulus 
was delivered to the right eye of all 
subjects regardless of ocular differences 
in dominance or acuity. The great sen- 
sitivity of the rivalry mechanism is 
shown by the fact that a red patterned 
stimulus to one eye of only 0.014 mlam 
could so effectively reduce the response 
to a stimulus of 30,000 times greater 
intensity to the other eye. 

In the second experimental condi- 
tion, the effects of onset and offset of 
stimuli to the right eye were studied. 
The flickering light was presented con- 
tinuously to the left eye for 1 minute 
while the red striped stimulus to the 
right eye (0.66 to 16.8 mlam) was al- 
ternately turned on for 5 to 10 seconds 
and off for 5 to 10 seconds. In all sub- 
jects this procedure produced complete 
reversals in perceptual dominance from 
the right to left eye with corresponding 
decreases and increases in EEG re- 
sponse. These changes were quite ap- 
parent in the recordings (Fig. 2, A and 
B) and were so repeatable that the ex- 
perimenter could shift the responses at 
will. Occasionally (Fig. 2B), the offset 
of the right eye stimulus was followed 
by positive and negative afterimages 
which appeared to coincide with mo- 
mentary perceptual and EEG reversals 
(6). The EEG photic response averaged 
6.2 mm (filter pen deflection) during 
the offset period and 1.1 during onset, 
an 82 percent change. The EEG and 
perceptual shifts corresponded closely 
in time but, because of the slow paper 
speed and the time lag in the filter 
response, no latency measures were ob- 
tained. 

Under the third condition, those in- 
tensities of the stimulus to the right eye 
were selected (0.014 to 0.53 mlam) 
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which produced "spontaneous" alterna- 
tions in left and right eye dominance. 
The EEG response to left eye flicker, 
measured for six consecutive alterna- 
tions, paralleled the spontaneous shifts 
in perceptual dominance (Fig. 2C). 
The photic response amplitude averaged 
6.8 during left eye dominance and 5.1 
during right eye dominance, a differ- 
ence (26 percent) considerably smaller 
than that found for the onset and offset 
condition (82 percent). This smaller 
difference may be related to the sub- 

ject's report that "spontaneous" shifts 
were more difficult to judge, and the 
dominance of one eye field over the 
other was not as great. The precise time 
relations between the EEG and per- 
ceptual responses were not considered 
meaningful because subjects frequently 
said that they watched for a second or 
two after a change had occurred be- 
fore deciding to respond. 

In spite of the consistency with which 
EEG responses and perceptual judg- 
ments of rivalry were related, occasion- 
ally, for brief recording epochs, there 
was a lack of congruity between the 
two. The subjects were untrained and 
were limited to an either/or choice of 
eye dominance, therefore the percep- 
tual response may have been a less sen- 
sitive and reliable measure of the de- 
gree of rivalry than the EEG recording. 

The physiological basis for the EEG 
changes observed under conditions of 
rivalry is not known. Since the photical- 
ly driven waves are probably projected 
diffusely over multisynaptic pathways 
to the occipital association areas (7), 
their suppression could have occurred 
at a number of points along the visual 
pathways or at later stages in their 
cortical elaboration. Peripheral oculo- 
motor influences may be ruled out 
since the suppression occurs even when 
the two eye fields are well fixated, with 
no eye movements recorded, and when 
artificial pupils are used. General EEG 
desynchronization, resulting from an 
increase in attention when the red 
stimulus field was dominant, might ex- 
plain the reduction of cerebral response 
to the flickered eye. Other evidence, 
however, indicates that simply increas- 
ing the level of attention to visual 
stimuli should enhance the photically 
driven potentials (8). If attentional 
processes contributed to the results of 
this study, they must have been pecul- 
iarly linked to the special conditions of 
discrepant retinal stimulation. 

Evoked potential and single unit 
recordings in animals show that the 

centrally converging influences from 
the two eyes may be antagonistic as 
well as summative (9). Although Griis- 
ser-Cornehls and Grusser (10) suggest 
that such inhibitory effects recorded in 
the cat's visual cortex may be the basis 
for ocular rivalry, it is difficult to ex- 
tend these findings directly to human 
perception. The results of the present 
investigation suggest that combining 
EEG recordings of evoked potentials 
and psychological measures may be 
fruitful in the study of binocular proc- 
esses in man. 

ROBERT W. LANSING 
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University of Arizona, Tucson 
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