
vealed the kind of mechanism that will 

probably be found to underlie the in- 
teraction of other endproduct-sensitive 
enzymes with their inhibitors. 

Intracellular 

Regulatory Mechanisms 

Regulation in multicellular forms may be an elaboration 

upon the pattern evolved in microorganisms. 

H. E. Umbarger 

A characteristic property of living 
organisms is that nearly all their ac- 
tivities are highly ordered. This implies 
the existence of efficient regulatory 
mechanisms. In as highly developed an 
organism as man this regulation must 
be exerted at many levels of complex- 
ity. At the level of greatest complexity 
there are activities apparently controlled 
by decision-making processes in the 
central nervous system which, in turn, 
may evoke responses that are more 
clearly automatic, involving reflex arcs 
and hormonal secretions. At present, 
probably none of these more complex 
regulatory devices can be interpreted 
on the molecular level. More success 
has been achieved in the study of regu- 
latory mechanisms which operate in 

single cells-that is, mechanisms which 

originate in and are concerned with the 
function of a single cell. While most 
such studies have been made with sin- 
gle-cellular forms, such as bacteria, 
more and more are being made with 
cells of multicellular plants and ani- 
mals. It would be expected, however, 
that where the structures involved in 
the activity are essentially the same, 
the regulation of the activity would 
involve a common mechanism (1). 

Regulation of Enzyme Activity 

The simplest pattern of control over 
a cellular activity is that which affects 
the operation of a sequence of enzymic 
steps. For example, one of the earliest 

sequences to be analyzed was the series 
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of five enzymes required to convert 
threonine to isoleucine (2). 

1 
Threonine -, a-ketobutyrate 

2 
-> a-acetohydroxybutyrate 

3 
-> a,/3-dihydroxy-,3-methylvalerate 

4 5 
-> a-keto-/-methylvalerate -> isoleucine. 

This sequence is but one of many 
which enable bacterial cells to convert 
a simple carbon source, such as acetic 
acid or a sugar, to all the complex 
components of cell material. If pre- 
formed isoleucine is added to the 
growth medium, the synthesis of iso- 
leucine is immediately and almost com- 
pletely quenched and the exogenous 
isoleucine is preferentially used. The 
mechanism by which this quenching is 
achieved is as follows. The first en- 
zyme in the sequence is extremely 
sensitive to isoleucine, the endproduct 
of the sequence. The presence of iso- 
leucine in excess blocks the first step, 
and thus effectively prevents excessive 
or unnecessary function in the entire 

sequence of enzymes. 
This pattern of self-regulation was 

first revealed in the glycolytic pathway 
by Dische (3), who, in 1940, discov- 
ered that the phosphorylation of glu- 
cose in erythrocytes was prevented by 
the addition of phosphoglycerate. The 

pattern has been subsequently found in 
a number of biosyntheses. The end- 

product-sensitive enzyme which has 
been studied most thoroughly is that 
which catalyzes the first specific step in 
the pathway to the pyrimidine bases. 
Gerhart and Pardee (4) have examined 
the interaction of this enzyme, aspar- 
tate transcarbamylase, with its end- 

product inhibitor, cytidine triphos- 
phate (CTP). These studies have re- 

Mechanism of Endproduct Inhibition 

The inhibition of aspartate transcar- 
bamylase was of considerable early in- 
terest because of the dissimilarity be- 
tween the structure of CTP and that of 
the substrate (aspartate) with which it 
competed. It would be difficult to vis- 
ualize a site with an affinity for either 
CTP or aspartate, as would be possible 
with classical examples of competitive 
inhibition (see Fig. 1). 

An alternative explanation that the 
inhibitor and substrate combine with 
the enzyme at two sites was suggested 
by the demonstration that treatment of 
the enzyme with heat, with mercuric 
ions, or with urea abolished the end- 
product sensitivity of the enzyme with- 
out destroying its catalytic activity. The 
two sites, though physically separate, 
were nevertheless functionally linked. 
It was also observed that the loss of 
endproduct sensitivity through heat 
treatment was accompanied by a dis- 
sociation of the enzyme into four sub- 
units. 

The kinetic behavior of the sub- 
units was quite different from that of 
the native, CTP-sensitive enzyme, sug- 
gesting that in the native enzyme there 
are interactions between the subunits 
which decrease the catalytic activity. It 
is thought that aspartate overcomes 
these interactions much as combination 
with oxygen overcomes the interactions 
between the heme groups in hemo- 
globin. However, CTP, the inhibitor, 
enhances them. Although alterations in 
the state of aggregation of the subunits 
may not account for the varying degrees 
of catalytic activity that are exhibited 

by the enzyme as the amounts of 
adenosine triphosphate (ATP), CTP, 
and substrates are varied, the binding of 
the CTP appears to involve an extensive 
conformational change which produces 
an "unfavorable" configuration of the 

enzyme surface at the catalytic site. 
The idea that the binding of a small 

molecule induces extensive conforma- 
tional changes in a protein is not new. 
Koshland (5) has emphasized the role 
of a substrate in inducing a conforma- 
tional change in the structure of an 

enzyme-a change that is essential for 
the occurrence of catalysis. Earlier, 
Wyman (6) proposed that conforma- 
tional changes accounted for the influ- 
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ence that the combination of oxygen 
with one of the heme groups of hemo- 
globin has on the reactivity of the re- 
maining heme groups. Monod et al. 
(7) have introduced the term allosteric 
proteins, to include the class of en- 
zymes in which combination with a 
small molecule "effector" (such as CTP 
in the case of aspartate transcarbamy- 
lase) leads to a change in configura- 
tion such that the catalytic activity is 
altered. The word allosteric appears to 
have been employed originally to de- 
scribe those inhibitors that were sterical- 
ly unrelated to the substrate of the 
enzyme which they inhibited, in con- 
trast to the "isosteric" inhibitors clas- 
sically associated with competitive 
antagonisms of enzyme action. The 
concept of allosteric interaction has, 
however, been broadened to include any 
change in activity of an enzyme which 
is brought about by the selective bind- 
ing of a molecule at a site on the en- 
zyme that is distinct from the sub- 
strate site. Although the terminology 
was proposed before endproduct inhibi- 
tion of aspartate transcarbamylase had 
been shown to involve subunit inter- 
action, it has been extended to include 
the conformational changes that are ex- 
hibited by hemoglobin upon combina- 
tion with oxygen. Monod et al. (7) 
have pointed out that an allosteric en- 
zyme serves as a chemical transducer 
that allows interaction between com- 
pounds that might otherwise not have 
been able to interact, and that it thus 
may provide a link between the com- 
pounds. 

While aspartate transcarbamylase has 
provided the prime example of an en- 
zyme sensitive to endproduct, several 
other systems have also been studied. 
One of these is ribosyl-5-phosphate- 
ATP-pyrophosphorylase, the enzyme 
catalyzing the first step in histidine bio- 
synthesis (8). The enzyme has been 
highly purified, and inhibition by the 
endproduct (histidine) has been ana- 
lyzed by Martin (9). Like aspartate 
transcarbamylase, this enzyme loses end- 
product sensitivity as a result of several 
procedures, including exposure to mer- 
curic ions. It appears, however, that 
loss of sensitivity does not result in 
failure to bind histidine but only in a 
loss of the effect of the binding. Evi- 
dence was obtained that this enzyme, 
too, is composed of several subunits, 
and is actually a much larger molecule 
than any of the other enzymes in the 
histidine biosynthetic pathway that have 
been studied. 

Studies on another endproduct- 
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sensitive enzyme, threonine deaminase, 
have been hampered by the fact that 
the enzyme has thus far been only 
partially purified. However, its kinetic 
properties are strikingly similar to 
those of purified aspartate transcar- 
bamylase, and the changes in the prop- 
erties of threonine deaminase that re- 
sult upon exposure to endproduct, 
mercuric ions, and urea are best in- 
terpreted as being due to conforma- 
tional changes induced in a molecule 
composed of interacting subunits (10). 

One could compile at this time a 
fairly long list of enzymes which cata- 
lyze reactions recognized as initial 
steps of sequences leading to specific 
endproducts and which are inhibited 
by these endproducts. In addition, sev- 
eral enzymes have been recognized 
which require small-molecule activating 
compounds that do not appear to take 
part in the reaction (7, 11). It appears 
quite likely that combination of the 
enzyme with these activating com- 
pounds is essential for conversion of 
the protein to a catalytically active 
state. While in some cases, such as the 
dependence of the pyruvate carboxy- 
lation reaction on acetyl coenzyme A 
(12), the physiological role of the in- 
teractions are somewhat subtle, they 
provide an illustration of the range of 
allosteric interactions envisaged by 
Monod et al. (7). 

Although endproduct inhibition has 
appeared to involve an allosteric transi- 
tion in each case in which the investi- 
gation has proceeded far enough, it 
would be possible for a perfectly ade- 
quate endproduct inhibition to involve 
a classical steric interaction. For ex- 
ample, oxaloacetate is a powerful in- 
hibitor of succinic dehydrogenase (13). 
Regardless of whether, in this rather 
simple example, endproduct inhibition 
does or does not play a regulatory 
[feedback (14)] role, it is conceivable 
that the inhibition by oxaloacetate is 
isosteric rather than allosteric. At the 
same time it should be emphasized that 
allosteric transitions include a class of 
interactions far larger than the class of 
rather special cases of endproduct in- 
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Fig. 1. Structure of the substrate and of 
the inhibitor of laspartate transcarbamylase. 

hibition considered and described here. 
In turn, allosteric transitions are but 
special cases of induced conforma- 
tional changes which may be an essen- 
tial feature of all interactions between 
small molecules and proteins, as dis- 
cussed by Koshland (5). 

Regulation of Enzyme Synthesis 

A regulatory mechanism comple- 
mentary to that already described is 
one which affects not the activities of 
enzymes but their formation. That 
there are mechanisms controlling the 
appearance of enzymes must be con- 
cluded from the fact that a single fer- 
tilized mammalian egg cell gives rise 
to so complex a structure as an adult 
mammal with a multitude of different 
cell types with differing enzymic com- 
position. Although the mechanism of 
differentiation is as yet far too complex 
to be interpreted in molecular terms, it 
has been possible to study, as a model 
system, the factors affecting the forma- 
tion of a particular enzyme [such as 
tryptophan pyrrolase (15)] in a par- 
ticular animal tissue (such as the liver). 
Here again, however, such studies have 
been more successful in bacteria. 

That results with bacteria have been 
especially significant is due to the fact 
that, for numerous pathways in bac- 
teria, the responsible enzymes are 
formed only when they are of use. 
Thus, if the product of a biosynthetic 
pathway is supplied from without, the 
entire sequence of enzymes responsible 
for its biosynthesis will be virtually ab- 
sent (16). In other words, there has 
been a specific repression of enzyme 
synthesis. Similarly, a number of en- 
zymes normally responsible for the 
dissimilation of energy sources appear 
only when the relevant energy source is 
present; such enzymes are termed "in- 
ducible." For example, /8-galactosidase, 
which is responsible for the cleavage of 
lactose into its component hexoses, is 
by far the best studied of the inducible 
enzymes in bacteria. Typically, for or- 
ganisms such as Escherichia coli, the 
enzyme is found only in cells grown in 
a medium containing lactose. Particu- 
larly interesting is the further observa- 
tion that the lactose is not used as long 
as the medium also contains glucose, 
a sugar which is more readily utilized; 
induction of /-galactosidase occurs only 
after the glucose has been consumed. 

The analysis of these two seemingly 
reciprocal phenomena controlling the 
synthesis of specific enzymes has in- 
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volved both biochemical and genetic 
techniques. The genetic approach was 
particularly important, since the genetic 
information which specifies the struc- 
ture of an enzyme is distinct from that 
which specifies the amount of the en- 
zyme formed under various conditions. 
Thus, mutants have been isolated 
which form a perfectly normal enzyme 
but possess an altered mechanism for 
regulating its formation. Fine-structure 
genetic mapping of the mutational sites 
in such mutants and determination of 
the biochemical consequences of these 
mutations have yielded information 
that led to the proposal of a number 
of reasonable models. The one which 
appears to account for the greatest 
number of facts, and to ignore the 
fewest, is that proposed by Jacob and 
Monod (7, 17). 

This model has the advantage of be- 
ing sufficiently explicit to suggest fur- 
ther experiments, yet not so rigid as 
to resist modification when the newer 
facts warrant it. (As a matter of fact, 
the model has undergone such an 
evolution, as the result of several subtle 
modifications, that a reviewer hardly 
knows whether to refer to the first bold 
model, which was in itself a consider- 
able achievement, or to a more sophis- 
ticated version which may until now 
have been disseminated only by way 
of the "preprint" route. Nevertheless, at 
any given time the contemporary ver- 
sion of the Jacob-Monod model has 
seldom been outdated by more than 
one experimental fact.) While the 
model has been derived mainly from 
findings of Jacob and Monod them- 
selves, and of their collaborators, on 
the induction of /-galactosidase, studies 
in other laboratories on repression in 
the pathways to synthesis of histidine 
(18) and arginine (19) and on the 
rapidly labeled ("informational") frac- 
tion of RNA (20) have been of con- 
siderable importance in the develop- 
ment of the model. 

The model in its present form takes 
into account several recognized proper- 
ties of the protein-forming system. 
These include the following. 

1) The instructions for the syn- 
thesis of a specific protein are trans- 
mitted from mother to daughter cell 
by replication of the corresponding 
regions of DNA. 

2) The information in a region of 
DNA is transcribed into RNA when 
RNA polymerase, beginning at one 
end (designated the promotor), pro- 
duces a single-stranded RNA molecule 
(messenger RNA) that is "comple- 
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mentary" to one of the DNA strands. 
3) The region of DNA transcribed 

into a single message may contain in- 
structions for the synthesis of several 
proteins. 

4) The translation of the message 
occurs on ribosomes through the ac- 
tion of soluble enzymes which polym- 
erize amino acid residues attached to 
specific adapter molecules. Each 
adapter molecule (sRNA) contains a 
site for the recognition of the nucleo- 
tide triplet code word corresponding 
to the amino acid it carries. A single 
message may be translated several times 
to yield more than one copy of the 
polypeptide or polypeptides it specifies. 

5) Under certain conditions, a 
specific region of DNA cannot be 
transcribed (this is called repression). 
Repression obtains if a specific cyto- 
plasmic factor, itself the ultimate prod- 
uct of a specific (repressor) gene and 
presumably a protein, interacts with a 
site (operator) adjacent to the pro- 
motor in that DNA region. This factor 
may require activation by a small 
molecule (for example, a derivative 
of the endproduct of a biosynthetic 
sequence). On the other hand, the 
factor may be prevented from inter- 
action with the DNA (this is called 
induction) when certain small mole- 
cules are present (for example, the sub- 
strate of an enzyme coded by the 
region). The repressor would thus ap- 
pear to be another example of an 
allosteric protein subject to stimulation 
by a repressor or to inactivation by 
an inducer. 

6) Mutations can affect transcrip- 
tion by modifying the repressor or the 
operator or by destroying the pro- 
motor for the DNA region in question. 

Space does not permit even a sum- 
mary of the evidence that has been 
marshaled by Jacob and Monod in 
support of their model. Because of the 
astute deductions and logic that were 
employed in its development, any or 
all of the original essays are recom- 
mended reading. 

Omitted from the foregoing outline 
is mention of the interaction whereby 
the induction of an inducible enzyme 
is prevented when glucose or some 
other "preferred" carbon source is 
present. This phenomenon has long 
been known for many inducible, deg- 
radative enzymes and has been called 
the "glucose effect." Recently Mag- 
asanik and Mandelstam (21) have 
independently shown that if certain 
biosynthetic activities, such as protein 
synthesis, are made to proceed slowly, 

through limitation of a growth factor, 
enzymes normally repressible when 
glucose is a carbon source can also be 
repressed by succinate or acetate. It is 
appropriate, therefore, to employ the 
more general term catabolite repression 
or metabolite repression used by these 
workers and to consider the glucose 
effect a special case. McFall and 
Mandelstam (22) have attributed metab- 
olite repression to products derived 
from the action of these enzymes. For 
example, they have provided evidence 
that the metabolite repressor for /3- 
galactosidase is galactose, which is not 
only a product of /3-galactosidase ac- 
tion but also, as a component of the 
cell wall, a normal metabolite in 
Escherichia coli. 

It should be emphasized that catab- 
olite repression has not yet been ac- 
counted for in terms of the Jacob- 
Monod model. Experiments with yeast 
have indicated that glucose interferes 
with the formation of p-glucosidase 
(a maltose-splitting enzyme) by pre- 
venting its release from ribosomes 
(23). On the other hand, in E. coli 
strains in which 8/-galactosidase is in- 
ducible, catabolite repression is accom- 
panied by an interference with the 
formation of the specific messenger 
(24). The specific repressor gene (i), 
however, is not required for catabolite 
repression; this is indicated by experi- 
ments performed with a constitutive 
strain in which the repressor gene was 
deleted (25). Thus, catabolite repres- 
sion involves a second system of regula- 
tion. However, it has not yet been 
shown whether, in the absence of the i 
gene, the catabolite repressor exerts its 
effect upon transcription (as it does in 
strains in which the enzyme is induci- 
ble) or interferes in some specific way 
with the translation mechanism (26). 
The answer to this question must 
await the development of more sensi- 
tive methods for the quantitative mea- 
surement of specific messengers. 

Coordination of Control Mechanisms 

It is clear from the foregoing dis- 
cussion that, by decreasing the level of 
enzyme in a biosynthetic pathway, re- 
pression alone could prevent overpro- 
duction of the product. The cell's 
response to addition of the product to 
the medium would, however, be con- 
siderably delayed while existing enzyme 
levels were lowered by dilution among 
the daughter cells. Furthermore, when 
growth had ceased, functioning of the 
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existing enzymes could continue, pro- 
vided sufficient carbon and energy 
were available. Inhibition by end- 
product, on the other hand, would cause 
cessation of metabolite synthesis at the 
end of the growth period and, more- 
over, at any time that the endproduct 
of the pathway became available, 
endogenous function could be imme- 
diately stopped. However, examination 
of mutants lacking control over a path- 
way by endproduct inhibition or re- 
pression has revealed that the over- 
production of metabolites is influenced 
by both processes. Thus, isoleucine, 
which is formed by the sequence of 
five enzymes shown in Fig. 1, is over- 
produced by cells in which the sen- 
sitivity of threonine deminase to end- 
product has been lost, as well as in 
cells which have lost the ability to 
repress the formation of the five 
enzymes (27). It would thus appear 
that inhibition by endproduct has been 
evolved in such cells only insofar as it 
is needed for controlling the output of 
a pathway when the enzymes in that 
pathway are partially repressed, as 
most enzymes appear to be in cells 
growing "normally" in a medium con- 
taining a single carbon and energy 
source. This view is supported also by 
the finding of Moyed (28) that an 
organism could escape the inhibitory 
effect of a histidine analogue which 
inhibited the same early step that his- 
tidine itself inhibits. This escape was 
achieved by virtue of the derepression 
of all the enzymes in the histidine path- 
way, which resulted from interference 
with endogenous histidine formation. 
In this case the inhibitor exerted a 
"false feedback" sufficiently effective 
to prevent growth when the level of 
enzyme was low but not when the level 
of enzyme was at its maximum. 

There is a distinct and obvious ad- 
vantage, from the viewpoint of cell 
economy, in the kind of rigid control 
that is exerted on metabolic pathways 
by endproduct inhibition and repres- 
sion. However, any enzyme that is thus 
suited (and limited) to a single func- 
tion cannot play a versatile role in the 
cell. Yet, in some cases a given chem- 
ical transformation serves more than 
one function. There are two common 
situations in which this might occur. 
One is the case in which the same re- 
action has a biosynthetic and a cata- 
bolic role (29). The other is the case 
of the multifunctional enzymes, such 
as occur in pathways that branch (30) 
or in parallel pathways (for example, 
those required for bloth isoleucine and 
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valine biosynthesis) (2). The more 
commonly found pattern of control is 
that of multiple enzymes (each rigidly 
suited to its physiological role). An 
alternative is multifunctional enzymes 
which are repressed only if all the 
ultimate products of the branching 
pathway are present (multivalent re- 
pression) (31). 

Control of Nucleic Acid Synthesis 

Before the extent to which the re- 
sults with bacterial systems can be 
extrapolated to multicellular organisms 
is appraised, two other postulated 
regulatory circuits should be men- 
tioned. Clearly, the.messengers for bio- 
synthetic and catabolic systems do not 
constitute all the species of RNA 
formed in the cell. The other two ob- 
vious classes are sRNA (the amino 
acid adapter) and the RNA of the 
ribosomes. On the basis of the observa- 
tion that (in "normal" cells) net RNA 
synthesis ceases whenever a cell is 
starved for an amino acid, it has been 
postulated that RNA synthesis is 
blocked by any uncharged sRNA (that 
is, sRNA which is not combined with 
an amino acid) (32, 33). 

Some support for this hypothesis 
has recently been obtained in the find- 
ing that sRNA molecules can combine 
with RNA polymerase to prevent DNA- 
dependent RNA synthesis, but that they 
are much more effective as inhibitors 
when they are uncharged (34). How- 
ever, it would seem that when a cell 
is deprived of an amino acid it is the 
synthesis of sRNA and ribosomal RNA 
that is blocked, since during that time 
there is a turnover of messenger RNA 
(35). Furthermore, like repression of 
enzyme synthesis, the amino acid linked 
repression of RNA synthesis is gene- 
controlled and can be lost by mu- 
tation (32). In view of the evidence 
that there are numerous genes for 
ribosomal RNA (36), this genetic 
locus must have a pleiotropic effect. 
An alternative view is that it may be 
responsible for a cytoplasmic repressor 
which is activated by an uncharged 
sRNA molecule. 

Recently a mechanism has been 
proposed for the control of the re- 
lication of DNA itself (37). Accord- 
ing to the hypothesis, each genophore 
(38) in the bacterial cell (that is, 
the "main genophore" and any plasmids 
or other self-reproducing DNA units 
that nmay be present) contains a gene 
which gives rise to a cytoplasmic 

factor called the initiator. An initiator 
initiates the replication of only its 
homologous DNA unit. Each replicat- 
ing unit is termed a "replicon." It was 
further proposed that replication of 
the (circular) genophore begins at a 
point, the replicator, intimately con- 
nected with a structure on the inner 
surface of the cell. When one round 
of replication has been completed, the 
two daughter genophores remain fixed 
to a common point. A second round 
of replication cannot occur until the 
growth of cell material, and particu- 
larly of the cell surface in that region, 
has separated the two genophores. The 
replicator of the genophore thus cor- 
responds to the operator of an operon, 
while the initiator is analogous to the 
repressor and could correspond to an 
enzyme which prepares the DNA to 
become a template for DNA polym- 
erase. 

Although both the initiator and the 
repressor are regarded as cytoplasmic 
factors, the two are thought to act in 
a reciprocal manner. Thus, the re- 
pressor prevents a gene function 
(transcription) which would proceed 
in its absence, whereas the initiator 
stimulates a gene function (replication) 
which would not occur in its absence. 
The repressor provides an "off" 
mechanism, the initiator provides an 
"on" mechanism. This view is sup- 
ported by the finding that certain bac- 
terial mutants are unable to grow at 
37?C, as they cannot initiate repli- 
cation of their DNA at that temperature 
(39). However, replication, once in- 
itiated at a lower temperature, can be 
completed at 37?C. The heat-sensitive 
element in these cells thus appears to 
be the initiator, its heat-sensitivity indi- 
cating further that it is protein in 
nature. Other experiments have demon- 
strated that this genetic lesion inter- 
fering with DNA synthesis is recessive, 
in contrast to the dominance of re- 
pression. Additional evidence support- 
ing the model is given in a recent 
paper by Jacob et al. (40). 

Regulation in Multicellular Forms 

In multicellular organisms, homeo- 
static mechanisms have been selected 
to integrate the collective functioning 
of the many cell types which constitute 
the whole organism. Thus, optimal ex- 
pression of a certain function in a 
specialized cell may depend, not on 
the cell's own needs, but on the re- 
quire-ment imposed by the other cells 
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and tissues of the body. Regulation of 
such a function requires the intercel- 
lular controls provided by humoral 
and nervous mechanisms. It is there- 
fore pertinent to ask whether the 

regulatory mechanisms described, which 
were evolved as intracellular controls in 

bacteria, are functional also in multi- 
cellular plants and animals. 

An answer to this question has been 
obtained for those pathways which 
function within a given cell primarily 
for the benefit of that cell alone. In 

particular, it has been found that the 

pathways which lead to formation of 
the purines and pyrimidines are con- 
trolled at the same early steps in ani- 
rhals and plants as in bacteria (41). 
Although the nucleotide to which the 

endproduct-sensitive enzyme responds 
may not be the same in all cases, the 

physiological principle is the same, 
since the various nucleotides are in- 
terconvertible and any one of them 

might serve as the "indicator" of pool 
size. 

Also deserving of special mention 
is one example of metabolic regulation 
that has for some time been known 
to occur in animal tissue, as well as 
in microorganisms. This is the Pasteur 
effect, which is the inhibition of gly- 
colysis exhibited by cells in response 
to a shift from anaerobic to aerobic 
conditions. In the past, the Pasteur 
effect has been attributed to a variety 
of causes, ranging from an oxidation 
of critical sulfhydryl groups to a com- 

petition for key intermediates (42). 
Explanations based on such com- 

petition have been extended to take 
into account the contributory effect 
of the compartmentation which, in 
mammalian cells, separates the en- 

zymes of the glycolytic pathway from 
those of the citric acid cycle and 

respiratory chain. However, observa- 
tions made on animal tissue have 

recently provided a basis for a model 
of feedback control in which glucose 
dissimilation is impeded when aerobic 
metabolism provides large amounts of 
ATP. It had been known that glucose- 
6-phosphate is an inhibitor of hexo- 
kinase (43). More recently, it was 
observed that one of the irreversible 

steps in glycolysis, that catalyzed by 
phosphofructokinase, is inhibited by 
ATP (44). Here again, the evolution 
of a rapidly acting control mechanism 
has been achieved through the de- 

velopment of a mechanism by which 
the presence of an ample supply of 
the ultimate product can be recognized 
(45). Whether this interaction is re- 
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lated to the very early observation of 
Dische (3) has not been ascertained. 

For the existence of a control over 

enzyme synthesis in vascular plants 
and in animals corresponding to that 
so well documented in bacteria, the 
evidence is less clear. Several fairly 
well defined systems have been studied, 
and the physiological conditions which 
affect synthesis of the enzymes have 
been elucidated (46). However, it has 
not been possible to subject these 

findings to the kind of genetic analysis 
which was so essential to the develop- 
ment of the Jacob-Monod model. 
Furthermore, since the degree of or- 

ganization within the cells of animals 
and plants is considerably more com- 

plex than that in bacteria, it might 
be expected that the regulatory mechan- 
isms might also involve different and 
more complex interrelationships. For 

example, the existence of chromosomes 
in which a considerable portion of the 
DNA is at any one time complexed 
with histones-complexes which are 
nonfunctional at the level of trans- 

cription (47)-offers a mechanism 

by which a large segment of the 

genome could be rendered physio- 
logically inert. Even so, it is quite 
conceivable that, once a segment of 
DNA is liberated from the histone, as 
in the lampbrush chromosome (48), 
specific gene-operator-repressor systems 
might also function. 

This parameter of regulation has been 
demonstrated in the effect of the insect 
hormone ecdysone, which causes the 
transient appearance of chromosome 
puffs in two specific regions on a 
chromosome in conjunction with the 
induction of pupal molting (49). 
While the genetic material thus lib- 
erated may still have been controlled 

by some sort of repressor system, 
none of it could have been transcribed 

(irrespective of the presence or absence 
of inducers or repressors at the time) 
until the hormone intervened. This 

example demonstrates not only that 
the combination of DNA and histones 
can be specifically regulated but also 
that at least part of the differentiation 

process may be accompanied by the 

appearance or disappearance of gene 
activities by a means other than somatic 
mutation. 

Undoubtedly, with the evolution of 
other structural differences between 
cells of bacteria and cells of multi- 
cellular forms, other means of regu- 
lation have evolved. The segregation 
of numerous activities to specialized 
compartments within the cell (for ex- 

ample, respiration in the mitochondria) 
has probably provided some degree of 
regulation appropriate to the greater 
size of such cells, but has probably 
made necessary other control devices 
not required in bacteria. The inte- 
gration of metabolism, cell growth, and 
cell division must involve numerous 
feedback circuits which in principle 
may be as simple as the circuit con- 
trolling the regulation of pyrimidine 
biosynthesis. Furthermore, with recog- 
nition of the versatility of "allosteric 
transitions," one can readily visualize 
a general pattern by which one ac- 
tivity in the cell may be performed in 
complete harmony with another. 

Summary 

The study of metabolic regulation 
in microorganisms has revealed several 
simple but efficient regulatory circuits. 
In one, the operation of an entire 
sequence of enzymes is controlled by 
the activity of the initial enzyme which 
contains a specific inhibitor site. When 
this site is combined with the end- 
product of the sequence, the catalytic 
site is rendered inactive. In another, 
the formation of an entire sequence of 
enzymes is controlled by means of a 
cytoplasmic mediator which blocks the 
transcription of the genetic message 
(repression) when activated by the 
endproduct, or which allows the tran- 
scription (induction) when activated 
by the substrate of the first enzyme in 
the sequence. Additional circuits have 
been proposed for the regulation of 
RNA and DNA synthesis. The same 
regulatory devices could account, in 

part, for intracellular metabolic con- 
trol in more complex animal and plant 
forms. However, superimposed upon 
these simple control circuits will be 
found others which take advantage of 
the greater degree of organization in 
these cells and of the possibilities for 

regulating gene function that are pro- 
vided by the chromosomes. The pat- 
tern of proteins with special control 
sites, such as have evolved in the 

relatively simple controls found in bac- 
teria, may also be found essential for 
intercellular controls involving nervous 
and humoral mechanisms. 

References and Notes 

1. The subject covered here is hardly a ne- 
glected one. For more detailed reviews, see 
H. O. Halvorson, Advan. Enzymol. 24, 99 
(1960); M. Riley and A. B. Pardee, Ann. 
Rev. Microbiol. 16, 1 (1962); H. E. Um- 
barger, Ann. Rev. Plant Physiol. 14, 19 
(1963). Three books contain numerous 

SCIENCE, VOL. 145 



pertinent articles in addition to those 
specifically cited: Cold Spring Harbor Symp. 
Quant. Biol. 26, (1961); ibid. 28, (1963); 
H. J. Vogel, V. Bryson, J. 0. Lampen, Eds., 
Informational Macromolecules (Academic 
Press, New York, 1963). 

2. H. E. Umbarger, Science 123, 848 (1956); 
R. I. Leavitt and H. E. Umbarger, J. Biol. 
Chem. 236, 2486 (1961). 

3. Z. Dische, Bull. Soc. Biochim. France 23, 
1140 (1940). 

4. J. C. Gerhart and A. B. Pardee, J. Biol. 
Chem. 237, 891 (1962): Cold Spring Harbor 
Symp. Quant. Biol. 28, 491 (1963). 

5. D. E. Koshland, Jr., J. Cellutilar Comp. 
Physiol. 54, Suppl. 1, 245 (1959); Science 
142, 1533 (1964). 

6. J. Wyman, in Advances in Protein Chemistry, 
M. L. Anson and J. T. Edsell, Eds. (Aca- 
demic Press, New York, 1948), vol. 4, p. 
407. 

7. J. Monod and F. Jacob, Cold Spring Harbor 
Symp. Quant. Biol. 26, 389 (1961); J. Monod, 
J. P. Changeux, F. Jacob, J. Mol. Biol. 6, 
306 (1963). 

8. B. N. Ames, R. G. Martin, B. J. Carry, 
J. Biol. Chem. 236, 2019 (1961). 

9. R. G. Martin, ibid. 238, 257 (1963). 
10. J. P. Changeux, Cold Spring Harbor Symp. 

Quant. Biol. 28, 497 (1963); M. Freundlich 
and H. E. Umbarger, ibid., p. 505. Although 
"abnormal" kinetics and competitive inter- 
actions between endproduct and substrates 
have received considerable attention in dis- 
cussions of endproduct inhibition, the im- 
pression should not be gained that either 
is an obligatory consequence of the evolu- 
tion of an enzyme with an endproduct- 
sensitive site. 

11. In at least one case, a monomer-multimer 
type of interaction appears to accompany 
combination of an enzyme with its end- 
product inhibitor. This is the homoserine de- 
hydrogenase of Rhodospirilhlitm ruiibrum, 
which is aggregated to a larger molecular 
species by threonine, its inhibitor [P. Datta, 
H. Gest, H. L. Segal, Proc. Natl. Acad. Sci. 
U.S. 51, 125 (1964)]. 

12. M. F. Utter, abstracts of papers, 145th 
meeting of the American Chemical Society, 
New York, Sept. 1964; and D. B. 
Keech, J. Biol. Chem. 238, 2603 (1963). 

13. W. D. Bonner, in Methods in Enzymology, 
S. P. Colowick and N. 0. Kaplan, Eds. 
(Academic Press, New York, 1955), vol. 1, 
p. 722. 

14. While the term feedback inhibition has often 
been used synonymously with endproduct in- 
hibition, this usage implies a functional sig- 
nificance that may be difficult to demon- 
strate; the operational term therefore seems 
preferable. 

15. H. C. Pitot and Y. S. Cho, Cold Spring 
Harbor Symp. Qutant. Biol. 26, 371 (1961). 

16. H. J. Vogel, in Control Mechanisms in 
Cellular Processes, D. M. Bonner, Ed. (Ron- 
ald, New York, 1961), p. 23. 

17. F. Jacob and J. Monod, Cold Spring Harbor 
Symp. Quant. Biol. 26, 193 (1961); F. Jacob, 
A. Ullman, J. Monod, Compt. Rend. 258. 
3125 (1964). 

18. B. N. Ames and P. H. Hartman, in The 
Molecular Basis of Neoplasmn (Texas Univ. 
Press, Austin, 1961), p. 322. 

19. I.. Gorini, W. Gunderson, M. Burger, Cold 
Spring Harbor Symp. Qutant. Biol. 26, 173 
(1961); H. J. Vogel, ibid., p. 163; W. K. 
Maas, ibid., p. 183. 

20. S. Spiegelman, ibid., p. 75; S. Brenner, ibid., 
p. 101; F. Gros, W. Gilbert, H. H. Hiatt, 
G. Attardi, P. F. Spahr, J. D. Watson, 
ibid., p. 111. 

21. J. Mandelstam, Biochem. J. 82, 489 (1962); 
B. Magasanik, in Informational Macromole- 
cules, H. J. Vogel, V. Bryson, J. 0. Lampen, 
Eds. (Academic Press, New York, 1963), p. 
271; , Cold Spring Harbor Symp. 
Qutant. Biol. 26, 249 (1961). 

22. B. McFall and J. Mandelstam, Nature 197, 
880 (1963). 

23. J. G. Hauge, A. M. MacQuillen, A. L. Cline, 
H. 0. Halvorson, Biochem. Biophys. Res. 
Commun. 5, 267 (1961). 

24. D. Nakada and B. Magasanik, Biochim. 
Biophys. Actda 61, 835 (1962); J. Mol. Biol. 
8, 105 (1964). 

25. W. F. Loomis, Jr., and B. Magasanik, J. 
Mol. Biol., in press. 

26. While the Jacob-Monod model postulates that 
repression and induction act at the level 
of transcription, it does not preclude a role 
for additional factors affecting the transla- 
tion of already formed messengers. Indeed, 
evidence from several sources indicating 
that messenger function can be modulated 
has recently been summarized by Stent in 
a provocative essay [G. S. Stent, Science 
144, 816 (1964)] in which he suggests that 
messenger translation rather than transcription 
is the primary site of regulation of enzyme 
synthesis. 

27. J. M. Calvo, M. Freundlich H. E. Um- 
barger, unpublished observations. 

28. H. S. Moyed, .1. Biol. Chem. 236, 2261 
(1961). 

29. H. E. Umbarger and B. Brown, ibid. 233, 
415 (1958); Y. S. Halpern and H. E. Um- 
barger, ibid. 234, 3067 (1959). 

30. E. R. Stadtman, G. N. Cohen, G. LeBras, 
H. deRobichon-Szulmajster, ibid. 236, 2033 
(1961). 

31. M. Freundlich, R. 0. Burns, H. E. Um- 
barger, Proc. Natl. Acad Sci. U.S. 48, 1804 
(1962); for a more detailed discussion of 
regulation of branched biosynthetic path- 
ways, see E. R. Stadtman, Bacteriol. Rev. 27, 
170 (1963). 

32. G. S. Stent and S. Brenner, Proc. Natl. 
Acad. Sci. U.S. 47, 2005 (1.961). 

33. C. G. Kurland and 0. Maal0e, J. Mol. Biol. 
4, 193 (1962). 

34. A. Tissieres, S. Bourgeois, F. Gros, ibid. 
7, 100 (1963). 

35. M. Hayashi and S. Spiegelman, Proc, Natl. 
Acad. Sci. U.S. 47, 1564 (1961). 

36. S. A. Yankofsky and S. Spiegelman, ibid. 
49, 539 (1963). 

37. F. Jacob and S. Brenner, Cornpt. Rend. 256, 
298 (1963). 

38. The term genophore is used here to desig- 
nate the structure bearing the genetic in- 
formation in a cell; this terminology [see 
H. Ris and B. E. Chandler, Cold Spring 
Harbor Syrmp. Quant. Biol. 28, 1 (1964)] per- 
mits one to make a distinction between the 
genophore of bacteria, which is free DNA, 
and of multicellular plants and animals, 
which is in the form of chromosomes. 

39. M. Kohiyama, 11. Lanfrom, S. Brenner, F. 
Jacob, Compt. Rend. 257, 1979 (1963). 

40. F. Jacob, S. Brenner, F. Cuzin, Cold 
Spring Harbor Syvmp. Quant. Biol. 28, 329 
(1963). 

41. B. Magasanik, in Bacteria, I. C. Gunsalus 
and R. Y. Stanier, Eds. (Academic Press, 
New York, 1962), vol. 3, p. 295; J. B. 
Wyngaarden and D. M. Ashton, J. Biol. 
Chem. 234, 1492 (1959); J. Neumann and 
M. E. Jones, Nature 195, 709 (1962); 
E. Bresnick and A. H. Hitchings, Cancer 
Res. 21, 105 (1961). 

42. D. Burk, Cold Spring Harbor Symp. Quant. 
Biol. 7, 420 (1939); E. Racker, R. Wu, J. B. 
Alpers, in Amino Acids, Proteins and Cancer 
Biochemistry, J. T. Edsall, Ed. (Academic 
Press, New York, 1960), p. 175; B. Chance, 
ibid., p. 191; H. Holzer, Cold Spring Harbor 
Symp. Quant. Biol. 26, 277 (1961). Al- 
though this phenomenon was probably never 
seen by Pasteur, he did note that yeast cells 
growing aerobically consumed less glucose 
per cell than cells growing anaerobically. We 
now realize that the enzymic composition of 
cells grown iunder these two conditions 
would have been quite different. The ob- 
servations of Warburg, who defined the 
Pasteur effect, were made over short in- 
tervals during which the cells under study 
would presumably have had a virtually con- 
stant enzymic composition. 

43. R. K. Crane and S. Sols, in Methods in 
Enzymology, S. P. Colowick and N. 0. 
Kaplan, Eds. (Academic Press, New York, 
1951), vol. 1, p. 277. 

44. J. V. Passonneau and 0. H. Lowry, Bio- 
chiem. Biophys. Res. Commnti. 7, 10 (1962); 
A. Parmeggiani and R. H. Bowman, ibid. 
12, 268 (1963). 

45. Few examples of regulation of an energetic 
pathway by endproduct inhibition in either 
multicellular forms or bacteria have yet 
been reported. In at least one case involving 
bacteria, the degradation of histidine by 
Aerobacter aerogenes, it has been shown 
that a mechanism such as endproduct in- 
hibition does not operate, whereas the more 
sluggish control of enzyme formation through 
repression does [F. C. Neidhardt, Colloq. 
Intern. Centre Natl. Rech. Sci., Marseilles, 
in press]. 

46. W. E. Knox, V. H. Auerbach, E. C. C. Lin, 
Physiol. Rev. 36, 164 (1956); V. R. Potter 
and V. H. Auerbach, Lab. Invest. 8, 495 
(1954); -, in Advances in Enzyme Reg- 
ulation, E. Weber, Ed. (Pergamon, New 
York, 1963). 

47. R. C. Huang and J. Bonner, Proc. Natl. 
Acad. Sci. U.S. 48, 1216 (1962). 

48. H. G. Callan, Intern. Rev. Cytol. 15, 1 
(1963). 

49. U. Clever, Develop. Biol. 6, 73 (1963). 
50. I am indebted to the John Simon Guggen- 

heim Memorial Foundation, the Association 
for the Aid of Crippled Children, and the 
National Association for Retarded Children, 
Inc., for the financial support that has made 
my current exile possible. I also thank Pro- 
fessor H. L. Kornberg, in whose department 
the manuscript was prepared, for his gracious 
hospitality. 

14 AUGUST 1964 679 


