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of the last ice age, and that the iso- 
therm has never extended into the Nor- 
wegian Sea during the last 70,000 
years. 

The evidence in the cores indicates 
that the net movement of floating ice 
must have been from north to south 
in the eastern half of the Norwegian 
Sea, in contrast to the south-to-north 
current now flowing there. The evi- 
dence indicates that there was a con- 
fluence of ice drifting from the north- 
east and ice drifting from the south- 
east off the coast of Norway at about 
latitude 62? N. 
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In 1957, Newell, Shaw, and Simon 
(1) published a description of their 
Logic Theorist. A program for proving 
theorems in elementary symbolic logic, 
the Logic Theorist could be used to 
generate behavior from a digital com- 
puter. Newell, Shaw, and Simon thus 
were able to demonstrate that it actu- 
ally was able to solve problems only 
humans had been able to solve before. 

It soon became apparent that in- 
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formation-processing programs like the 
Logic Theorist were of great interest 
to psychology. They incorporated 
strategies and rules of thumb similar 
to those used by humans, and the be- 
haviors they generated were in some 
ways strikingly similar to the behaviors 
of humans working at the same prob- 
lems. As a result, there has been a 
vigorous growth in psychological re- 
search utilizing information-processing 
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methods and concepts. In addition to 
problem-solving programs, there now 
are programs that simulate learning, 
perception, attitudinal processes, un- 
derstanding, and even neurotic person- 
ality processes, as well as a growing 
literature dealing with the relation of 
this work to other forms of psycho- 
logical theory and research (2). 

Information processing is still far 
from integrated into the main body 
of psychological thought, however, 
and because it is complex and new, 
rather than simply a new twist to 
widely accepted ideas and procedures, 
the advantages and limitations in- 
volved are only imperfectly under- 
stood. Therefore, after characterizing 
the approach and some of the ways 
it has been regarded and used, we will 
examine some of the major questions 
that must be dealt with if these tech- 
niques and concepts are to achieve in 
full the general psychological signifi- 
cance now being claimed for them. 

methods and concepts. In addition to 
problem-solving programs, there now 
are programs that simulate learning, 
perception, attitudinal processes, un- 
derstanding, and even neurotic person- 
ality processes, as well as a growing 
literature dealing with the relation of 
this work to other forms of psycho- 
logical theory and research (2). 

Information processing is still far 
from integrated into the main body 
of psychological thought, however, 
and because it is complex and new, 
rather than simply a new twist to 
widely accepted ideas and procedures, 
the advantages and limitations in- 
volved are only imperfectly under- 
stood. Therefore, after characterizing 
the approach and some of the ways 
it has been regarded and used, we will 
examine some of the major questions 
that must be dealt with if these tech- 
niques and concepts are to achieve in 
full the general psychological signifi- 
cance now being claimed for them. 

The author is associate professor in the 
Graduate School of Industrial Administration 
and the Department of Psychology, Carnegie 
Institute of Technology, Pittsburgh. 

SCIENCE, VOL. 144 

The author is associate professor in the 
Graduate School of Industrial Administration 
and the Department of Psychology, Carnegie 
Institute of Technology, Pittsburgh. 

SCIENCE, VOL. 144 



Some Characteristics and Uses 

It might be well to say first of all 
that "information processing" is not 
synonymous with "data processing" or 
with "use of computers." As I use 
the term here, the "information-proc- 
essing approach" refers to one way 
of looking at psychological activity. It 
deals with processes and functions; it 
emphasizes whatever it is that any 
particular behaviors get done; it is also 
concerned with the fine structure of 
behavior. The accomplishments result- 
ing from thinking, problem solving, 
and psychological activity generally 
can be accounted for only if we study 
them in great detail. When we do so, 
we discover that even simple behaviors 
appear to be made up of a great many 
steps integrated into complex se- 
quences. Information-processing com- 
puter languages encourage us to specify 
precisely and explicitly the systems of 
cognitive structures, elementary psy- 
chological processes, and higher-order 
strategies we induce from behavior in 
order to account for the achievements 
we observe. In other words, this ap- 
proach allows us to view men as dy- 
namic systems analyzing, seeking, and 
doing things, as purposive organisms 
manipulating objects and information 
to achieve ends, rather than as points 
to be located in some multidimensional 
space defined in terms of variables de- 
rived statistically from tests and mea- 
sures on large populations of sub- 
jects. With the latter mode of thinking, 
psychologists seek to discover the 
"basic variables" or "factors" pre- 
sumed to underlie human behavior. 
Psychologists with the information- 
processing viewpoint try to make func- 
tioning models of psychological struc- 
tures and processes by which they can 
reproduce and thus account for hu- 
man behaviors. 

Proponents of information-process- 
ing models and concepts view and use 
them in a number of more or less 
distinct ways. I shall outline a few of 
these very briefly, to provide both a 
better understanding of the range of 
uses to which such models may be put 
and a basis for the discussion of prob- 
lems that follows. 

One of the broadest views on the 
uses of information-processing tech- 
niques is that of Armer (3), who sug- 
gests that we regard the many kinds 
of natural and artificial intelligence as 
elements of a single, complex domain 
defined by a great many measures of 
possible functional and structural sim- 
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ilarity. Armer thinks of the boundary 
between research in psychology and 
in artificial intelligence as flexible and 
relatively unimportant. We can ac- 
knowledge both similarities and differ- 
ences between humans and informa- 
tion-processing programs, and we 
should use information about one type 
of intelligence in studying or construct- 
ing another precisely to the extent that 
we believe them to be similar, no 
more and no less. The approach de- 
pends upon a de-emphasis of the man- 
machine dichotomy in favor of a mul- 
titude of points of similarity and dif- 
ference; therefore in what follows we 
shall want to consider whether per- 
haps there may not be critical aspects 
of human intelligence that we can- 
not reasonably expect to represent or 
reproduce in an information-processing 
program. 

Newell and Simon (4) are repre- 
sentative of a sizable group sympa- 
thetic to Armer's position but inter- 
ested specifically in pinpointing the 
processes and structures underlying hu- 
man intelligence. Typically they col- 
lect extensive data from human sub- 
jects asked to "think aloud" while solv- 
ing problems under laboratory condi- 
tions, and then they try to write pro- 
grams that will simulate the behaviors 
observed in their data. They view a 
program capable of simulating behav- 
ior as a theory of the system of psycho- 
logical processes and structures under- 
lying the behavior. Such theories are 
held to have a status comparable to 
those framed in words or in mathe- 
matical symbols and to be subject to 
the same criteria of adequacy. As we 
shall see, however, as of now these 
theories and the behaviors they simu- 
late are in several important ways not 
comparable to the structure and con- 
tent of most other psychological theo- 
ries, and we shall want below to con- 
sider some of the implications of these 
differences. 

A somewhat different view of the 
uses of information-processing pro- 
grams emerges from noting that they 
enable us to state and explore the con- 
sequences of systems of psychologi- 
cal assumptions in a way not possible 
either with theories framed in words 
or with direct experimentation. With 
verbal models, it is practically imnos- 
sible to be sure that conclusions follow 
only from explicit assumptions and 
that they in no way depend upon "un- 
programmed" elements entering in- 
formally into the argument. With labo- 
ratory experiments, we cannot get a 

test of the theory in and of itself. We 
must settle for a test of the theory 
taken together with all the assump- 
tions about manipulations, measures, 
and conditions that couple the theory 
by means of operational definitions to 
the real world. If unexpected results 
occur, we are unable to say whether 
the difficulty is in the theory, the 
ancillary assumptions, or both. In an 
information-processing model, as in a 
mathematical model, we can state, 
manipulate, and deduce implications 
from our theories in a way that is 
at once sure, unambiguous, and yet in- 
dependent of operations relating the 
theory to data on human behavior. 
The use of information-processing 
models in this way may teach us a 
great deal both about the functions we 
wish to comprehend and about the the- 
ory we have constructed, somewhat as 
the writer of a programmed text may 
discover new things about his subject 
in the course of making the details 
of its structure explicit. In the long 
run, of course, there is no point in 
constructing a model unless we test 
it against human behavior, and in post- 
poning empirical verification we must 
take care to avoid letting our work 
degenerate into abstract exercises in 
theory construction. In the short run, 
however, there are considerable advan- 
tages in being able to deal with the 
development of models and with the 
construction of measurement and em- 
pirical-verification procedures as sepa- 
rate and distinct problems. 

Note, finally, that since most infor- 
mation-processing models are built 
around a limited number of key con- 
cepts and mechanisms, computer runs 
of such a system provide concrete ex- 
perience with the ways its mechanisms 
work and the things they can or can- 
not do. Now if we encounter similar 
functions in studying other psychologi- 
cal problems and activities, we can use 
our knowledge of these mechanisms in 
thinking about and accounting for 
these activities. These ideas about in- 
formation-processing functions, struc- 
tures, or mechanisms may be held and 
used as imprecisely as any other ideas, 
of course, in which case they retain 
little more than their conceptual connec- 
tions with the original programmed 
model. In other words, just as theory 
construction without verification may 
degenerate into an abstract exercise, 
so a loose use of information-process- 
ing ideas apart from the particulars 
of a program may degenerate into 
sheer talk. Judiciously employed, 
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however, informal information-process- 
ing concepts may be of substantial 
value as analogical tools in thinking 
about and developing theories and ex- 
perimental designs, especially in areas 
outside the bounds of current pro- 
grams. Furthermore, to the extent that 
they are stated clearly and in detail, 
the possibilities for exploration and 
evaluation inherent in programs re- 
main open over the longer term. 

Programs Serve Multiple Functions 

Information-processing systems are 
distinct from other forms of psycho- 
logical theory in several ways, and 
since these peculiarities raise basic 
questions regarding the psychological 
significance of such systems, we shall 
want to analyze them in some detail. 
Unlike verbal or mathematically stated 
theories, a program is, simultaneously, 
a statement of a system, a sequence of 
computer instructions, and finally, an 
operator for achieving certain ends, 
for example, the solution of complex 
problems. This situation has important 
advantages, but it also complicates the 
conceptual status of computer models. 

We already have noted that, because 
the program is both theory and se- 
quence of instructions, one can deduce 
strictly the implications of the theory 
simply by running the program and 
observing the behavior generated under 
various initial conditions. Similarly, the 
status of the program as an operator 
for handling complex tasks makes it 
of practical interest: whether or not it 
simulates human behavior, a particular 
program may well be of value as an 
artificial means of handling the com- 
plex information-processing task in 
question (5). Here, of course, is one 
of the main links between computer 
simulation and artificial intelligence. 

That a program must run on a com- 
puter as well as serve as a theoretical 
statement obviously implies additional 
constraints on the program. But what 
exactly are the effects upon the form 
and substance of the theory itself? In 
other words, what follows from the 
fact that a system intended as a psy- 
chological theory is at the same time 
a running program? Perhaps certain 
human information-processing func- 
tions or complexes of functions can- 
not be modeled successfully in a com- 
puter language. In that case, the infor- 
mation-processing approach will turn 
out to have been concerned with a 
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relatively special and limited concep- 
tion of human intellectual activity. 

A few psychologists already appear 
to have concluded that representation 
in a computer program somehow nec- 
essarily implies a "computer-like" psy- 
chological theory. Mowrer considers 
Newell, Shaw, and Simon to "take the 
digital computer as the model for 
mental operations," the Kendlers 
speak of models "dependent upon . . . 
the operation of computers," and 
Tracy Kendler flatly concludes that 
programs of the sort we have been 
discussing "add nothing to our further 
understanding of the living mecha- 
nisms, but they do provide a better 
understanding of the computer" (6). 
None of these comments, however, 
either describes the limitations implied 
or makes clear just why it is necessary 
to presume such limitations exist. 

Quite another matter is Neisser's 
(7) interesting and sophisticated effort 
to chart what he takes to be the psy- 
chologically significant limits of com- 
puter models. Readily granting that 
computers can be programmed to learn 
from experience, to behave intelligently 
and purposively, and on occasion to 
come up with novel and perhaps even 
creative results, Neisser nevertheless 
holds that "the procedures which 
bring about these results differ sub- 
stantially from the processes which 
underlie the same (or other) activities 
in human beings," and he makes a 
number of specific points to substanti- 
ate his assertion. Unlike computers, 
he argues, people get bored. "When a 
program is purposive, it is too purpo- 
sive." Human memory, furthermore, 
is less flexible than that of a computer, 
which can learn and unlearn com- 
pletely at a command. "A man rarely 
has single-minded control over what 
he will learn and forget; often he has 
no control at all. . . . The result is both 
stupidity and serendipity." Then, too, 
computers lack conflicts and "do not 

get tangled up in conflicting motives. 
. . . They are good at problem solving 
but they never solve problem B while 
working on problem A." Neisser also 
suggests that unlike information-proc- 
essing in a computer, human thinking 
always occurs as part of "a cumulative 
process of growth and development . . . 
in an intimate association with emo- 
tions and feelings . . . [and] serves not 
one but a multiplicity of motives. .. ." 

If Neisser's argument has a weak- 
ness, it is that he does not always keep 
separate three interrelated and yet 

quite distinct issues: the importance of 
the man-machine dichotomy; the limi- 
tations of current information-process- 
ing models; and the prospects for 
computer simulation as a psychologi- 
cal tool generally. One may share 
Neisser's doubts "that machines will 
think as man does," and still note that 
Newell, Simon, and others also have 
pointed out the fundamental dissimi- 
larities between men and computers. 
All they assert is that functions in the 
one may be reproduced with the help 
of the other. The aspects of human 
intelligence they feel they have incor- 
porated in their models are in their 
programs, not in the computer, which 
is a tool rather than a simulacrum. 

By the same token, it is hard to 
argue with Neisser's assessment if it is 
read as a critique of current programs. 
Somewhat related analyses have been 
made by Reitman, Grove, and Shoup 
(8) as well as in what no doubt is the 
most detailed and thorough treatment 
of the limitations of current programs 
available, Newell's own (9). These in- 
dependent discussions reinforce Neis- 
ser's argument as it applies to the pro- 
grams available at the time he wrote. 
But though Neisser prods model 
builders to a broader view of human 
intelligence in their programs, he also 
several times expresses doubts that 
ideas like his own can in fact be in- 
cluded in information-processing mod- 
els, at least in the near future. 

The hardware peculiarities of a com- 
puter clearly make some types of 
models easier and cheaper to work 
with than others. It is not clear, how- 
ever, that the choice of a program as 
the vehicle for a theory effectively 
rules out any particular theory. The 
force of this classic Whorfian view as 
it applies to what we may say and 
think in a computer language remains 
to be seen. As evidence for the de- 

fense, we may note that Reitman, 
Grove, and Shoup, working with psy- 
chological assumptions in many ways 
similar to Neisser's, have programmed 
a model of human thinking (Argus) 
that displays many of the charac- 
teristics of human information-process- 
ing he cites. A system based upon a 
model of active cognitive structure de- 
rived from Hebb (10), Argus is not 
at all singleminded, is much less in 
control of what it remembers and for- 

gets, and also is much more prone to 
conflict and serendipity. In fact, the 

assumption that work on a problem 
may and will be interrupted by the 
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occurrence of interesting and unex- 
pected ideas about other matters is 
built into the basic structure of the 
program. 

In sum, Neisser makes an invalu- 
able contribution by analyzing and 
pointing out important aspects of hu- 
man intelligence not yet touched upon 
in information-processing models; but 
the overall import of his argument is 
perhaps a shade too dark. 

Detail, Change, and Description 

If we compare information-process- 
ing programs with psychological the- 
ories set forth in mathematical nota- 
tion, the difference in the sheer volume 
of detail is striking. For example, the 
description of a recent version of the 
Newell, Shaw, and Simon General 
Problem Solving program (GPS) runs 
to more than 100 pages (11) and even 
so covers only the main details of the 
system. Furthermore, the discussion 
assumes a knowledge of an earlier 
basic paper on GPS (12) and a 
knowledge of Information Processing 
Language-V (IPL-V), the computer 
language in which it is written (13). 
Finally, the appendix, which simply 
names the routines and structures em- 
ployed, takes another 25 pages. Unless 
one is familiar with similar systems, a 
thorough grasp of the dynamic prop- 
erties of so complex a model almost 
certainly presupposes experience with 
the running program and its output. 

What accounts for this mass of de- 
tail? We can suggest three sources. The 
first is the complexity and compre- 
hensiveness underlying the aims of the 
research. GPS is to reproduce and ac- 
count for highly complex human be- 
havior, blow by blow, and at a level 
of detail never before attempted for so 
demanding a task. Secondly, lan- 
guages like IPL-V are extremely flex- 
ible, since they are designed to express 
a great variety of systems. To make 
this possible, they have implicitly built 
into their structure many fewer as- 
sumptions than mathematical lan- 
guages have about the context and 
organization of the objects and proc- 
esses we may define in them. Conse- 
quently, however, when we define a 
particular model in a program, a good 
deal more detail about its objects and 
processes, how they are handled, and 
what they do must be stated in the 
language explicitly. Like a custom- 
built house or car, an IPL-V program 
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provides much more latitude for indi- 
vidual choice, but at the cost of re- 
quiring a good deal more information 
about the particular arrangements de- 
cided upon. Thirdly, a good bit of de- 
tail is required to define matters so 
that the computer actually is able to 
carry out the necessary operations. By 
contrast, in the case of a mathematical 
model set down on paper for human 
readers, prior knowledge of such detail 
is assumed. It should be observed, in- 
cidentally, that only the last of these 
three sources of detail is a direct con- 
sequence of the statement of the sys- 
tem as a program. The first two are 
integral to the structure of the theory 
itself. They have nothing to do with 
the computer, which is best thought 
of here as a highly accurate and rapid 
labor-saving machine utilized solely to 
crank through the operations that fol- 
low from the theory. 

Given this volume of detail, how- 
ever, how is the theorist to communi- 
cate his theory? And when he de- 
scribes what the system does, how is 
he to make clear the set of constraints 
that limit the conditions under which 
it does it? Some details obviously are 
of more importance than others. There 
are, for example, several ways to 
segregate the various program com- 
ponents by function and level. But these 
distinctions are informal: one does not 
generally know to what extent the re- 
sults at higher levels are strictly inde- 
pendent of the particular low-level 
coding procedures the theorist has 
specified. As a consequence of the 
detail problem, though particular sets 
of psychological assumptions may be 
embedded in a system, they do not, 
of themselves, define the resulting pro- 
gram that incorporates them. In any 
given case, the operation of the system 
depends both on the psychological as- 
sumptions and on the specific encod- 
ing by means of which the assumptions 
are made concrete and supplemented 
by such additional detail as is required 
to specify the system fully so that 
it generates observable implications 
about behavior. 

To make the communication prob- 
lem completely clear, suppose that 
GPS or some other system were able 
to simulate in detail a wide range of 
problem-solving performances. Faced 
with such results, a number of psy- 
chologists interested in human cogni- 
tive processes might undertake to ac- 
quire a thorough understanding of the 
system. All others, however, would be 

without direct access to the theory it- 
self (if we take literally the assertion 
that the program or the system itself is 
the theory). Their understanding of the 
system would be entirely dependent on 
an intermediary. 

Contrast this with the situation 
which obtains in the case of typical 
mathematical models, for example, 
Estes's work on rational learning curves 
of the form 

Et = (1-1/N) (1-c)t-, 

with Et the number of errors made 
on the tth trial, N the number of al- 
ternate responses available, and c a 
parameter such that (1-c) t- is the 
number of unlearned items at the be- 
ginning of the tth trial. Here the theory 
is entirely explicit. Anyone with a 
knowledge of the mathematics in- 
volved may grasp the system and rea- 
son about it directly, entirely without 
an intermediary. Another student of 
the problem who thinks that a par- 
ticular derivation or result depends 
critically on some special feature, as- 
sumption, or boundary condition of 
the model can investigate the model 
himself to see whether his expectations 
are confirmed (14). 

One might perhaps object that any- 
one with a knowledge of IPL-V, a 
copy of the program deck, and access 
to a computer also could reason di- 
rectly about systems such as Argus or 
GPS. Certainly this is true, but it does 
not negate the fact that, given equally 
good knowledge of the mathematical 
language underlying Estes's model and 
of the information-processing language 
underlying GPS or Argus, communica- 
tion and independent analysis are just 
a very great deal easier in the one case 
than in the other. For most practical 
purposes, in fact, the difference in 
amount is so large as to be a sub- 
stantial difference in kind. 

Many of the same remarks can be 
made with respect to the problem of 
system change. Here again the basic 
difficulties have to do with the mass 
and complexity of the detail. When a 
mathematically stated theory is modi- 
fied, one may compare the two forms 
directly and draw one's own conclu- 
sions about the extent and implications 
of the changes. But when a system like 
GPS is changed (15), one is in prac- 
tice entirely dependent upon an inter- 
mediary. The intermediary, usually the 
system designer, will try to point out 
the major changes and their implica- 
tions. But he obviously cannot go into 
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detail, and his remarks are not likely 
to provide much of a foundation for 
rigorous reasoning about the system by 
the reader. Once again, as things now 
stand, there is simply no convenient, 
explicit form in which to communi- 
cate, and as a consequence the dis- 
tance between the information-proc- 
essing model and the reader is very 
much greater than with mathematical 
models. 

Experimental Verification 

Modern experimental methods and 
their associated statistical techniques 
provide an efficient, precise, and 
widely accepted basis for determining 
and communicating to others the ex- 
tent to which a psychological model 
satisfactorily accounts for a class of 
behaviors. But the framework typically 
presumes conditions, for example, the 
existence of a metric and independent 
trials, that generally are not satisfied 
by the data information-processing 
models seek to simulate. How then can 
we determine for ourselves or for 
others that a particular information- 
processing model in fact adequately ac- 
counts for any given sequence of be- 
haviors? 

There are, of course, a number of 
different types of models. In one kind, 
for example, Feigenbaum's (16) model 
of rote verbal learning, the model cor- 
responds to a generalized or abstract 
individual. In these cases, as Feldman 
(17) suggests, conventional statistical 
approaches may be quite helpful. Feig- 
enbaum and Simon (18) report just 
such a test of predictions from that 
verbal learning model, and with ex- 
cellent results. 

Models of information processing in 
single individuals such as GPS, how- 
ever, generate long strings of decisions, 
evaluations, and actions. Satisfactory 
tests of adequacy with this kind of 
highly conditional sequential data are 
more difficult to achieve. 

Feldman considers three possible ap- 
proaches for such cases. The first is 
based upon simple counts of differ- 
ences between the streams of behavior 
generated by subject and program. 
Such counts are of limited usefulness, 
however, because of the sequential de- 
pendencies which characterize complex 
behavior. That is, if the model errs at 
a step, it is difficult to decide whether 
subsequent errors should be attributed 
to further difficulties in the model or 
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instead treated as indirect consequences 
of the earlier error (and thus not to 
be counted against the model). 

Feldman's second technique is con- 
ditional prediction. Whenever program 
and subject differ, an error is scored 
just as in the simple difference-count 
procedure. Now, however, the pro- 
gram is set back and on the track. 
That is, the program's decision is with- 
drawn and the subject's substituted in- 
stead. In principle, this procedure 
should correct for the inadequacy of 
simple difference counts in dealing with 
conditional dependencies. That is, sub- 
sequent differences between program 
and subject should reflect new errors by 
the model, rather than the propagating 
effects of previous errors. 

Feldman's interest in conditional 
prediction stems from its usefulness in 
connection with his own work (19) on 
a model of the cognitive processes un- 
derlying behavior in the binary-choice 
experiment (in which a subject is asked 
to predict which of two events, E1 or 
E2, will occur on each of a long series 
of trials). In this situation, the tech- 
nique does indeed provide very useful 
information both about the overall per- 
formance of the model and about its 
local strengths and weaknesses. 

Use of a conditional-prediction mea- 
sure assumes that the initial states of 
the subject and the program are in 
correspondence as each unit of be- 
havior begins, either because the last 
unit has been predicted correctly or 
else because the program has been re- 
set. In Feldman's own model, the re- 
sults of a unit action are localized in 
effect. The behavior of its "pattern 
evocation" mechanism, for example, 
is to generate a list of patterns which 
in turn serves as the input to the "pat- 
tern selection" mechanism that fol- 
lows. If the subject's protocol suggests 
that the pattern-evocation procedure 
has erred at some point, the error may 
be scored and the system then set 
back on the track simply by modifying 
the generated pattern list appropriately. 

Other systems, as Feldman himself 
notes, may be much harder to set 
back on the track in a practically 
meaningful sense. Argus, because of 
the constant changes taking place in 
the states of its active cognitive ele- 
ments, provides a good, albeit extreme, 
illustration of the problems involved. 
Suppose we wanted Argus to simulate 
subject S as he solved problems while 
thinking aloud. Suppose, further, that 
our protocol were good enough so 

that we could match subject and pro- 
gram at the end of every Argus step. 
What, now, if the system errs? To 
realign Argus and the subject, we 
would have to know all of the modifi- 
cations made by each in their respec- 
tive cognitive-element systems (so that 
we could replace the incorrect modifi- 
cations with the correct ones), or else 
we would have to have a complete 
record of the current state of the sub- 

ject's cognitive elements (which would 
then be reproduced in Argus). 

Argus, then, is a system that in 
practice cannot be set back on the 
track in Feldman's sense. The changes 
made in the course of its operation 
are too numerous and too diffuse. Fur- 
thermore, even if we were to trace 
every modification in the state of the 
cognitive structure made by the system 
during a step (which would be possible 
with the IPL-V system's monitoring 
facilities, though extremely time-con- 
suming), there is no way in which we 
could obtain the corresponding and 
equally necessary information from the 
subject. Even programs like GPS would 
appear to involve changes sufficiently 
complex and diffuse so as to render 
the conditional-prediction method of 
uncertain value in such cases. Thus 
the method, though valuable in con- 
nection with some types of programs, 
does not in fact offer a readily gen- 
eralized approach to the verification 
problem. 

The third approach Feldman con- 
siders is one first proposed by Turing. 
The basic notion here is very simple. 
As Feldman observes, "We are all 
familiar with the advertisements that 
challenge the reader to distinguish be- 
tween oleomargarine and the 'high- 
priced spread.' This same type of test 
might be used to see whether an ex- 
pert could distinguish between the sub- 

ject's protocol and the machine's. . ..." 
Feldman considers this method in- 

teresting but limited. It will tell the 
researcher "whether or not he has 
achieved a program that will produce 
behavior that is indistinguishable from 
human behavior." But since it depends 
on the unknown detection and deci- 
sion-making characteristics of judges, 
it lacks operational rigor. Further- 
more, it probably is a poor test of a 
system's ability to simulate the behav- 
ior of a particular subject. The use of 
judges is standard procedure in many 
experimental and psychometric set- 
tings, however; and though one cannot 
define their characteristics as measur- 
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ing instruments, one ought not under- 
estimate the value of knowing whether 
or not such a sample of humans is 
able to distinguish the simulated be- 
havior from the original. Those less 
concerned to reproduce in detail be- 
havior of particular individuals than 
to generate information-processing be- 
havior globally related to human ac- 
tivity may well find Turing's test of 
interest. It provides a crude measure 
of family resemblance, and of course 
it in no way rules out development 
and application of other, more pre- 
cise measures of similarities and dif- 
ferences. 

One other factor also complicates 
verification. The emphasis upon simu- 
lation sometimes is attended by a de- 
emphasis of the usual distinction be- 
tween reproduction and prediction of 
data, at least by the usual standards 
of experimental psychology. To see 
just what is involved, consider Feld- 
man's discussion of his own working 
procedures. 

The completion of the model was a 
lengthy task involving the iterative pro- 
cedure of proposing a detailed model, 
testing the model against the data, mod- 
ifying the model, testing again, and so 
on. During this procedure, almost every 
part of the model originally proposed was 
modified or replaced. In addition, mod- 
ifications of the model led to new inter- 
pretations of the data, and these inter- 
pretations led to further modifications 
of the model. 

At least in some current practice, 
then, simulation does not necessarily 
involve prediction of new or previously 
unseen data. In the instance Feldman 
describes, and in similar cases, there is 
a continuing interaction between the 
data and the model being constructed 
to fit them. Often, furthermore, the 
model builder has a range of protocols 
to choose from, so that there is the 
possibility of additional interaction be- 
tween his selection of a particular pro- 
tocol for intensive study and the type 
of model he tries to build. This 
amounts to still another unknown fac- 
tor one must consider in attempting 
to evaluate reported results, and all of 
the usual caveats regarding capitaliza- 
tion on error apply. 

Computer Simulation of Thinking 

In view of the difficulties presently 
associated with the description of in- 
formation-processing models and of the 
extent to which they account for the 
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complex human behaviors they are in- 
tended to simulate, how do those who 
view them as psychological theories in 
fact go about assessing and communi- 
cating their results? What kinds of 
comparisons do they make, and what 
kinds of conclusions do they draw? 

A recent article by Newell and 
Simon (4) summarizing their work on 
GPS and their evidence for its utility 
as a theory will serve as a reasonably 
typical instance of the procedures fol- 
lowed. After describing the main con- 
cepts incorporated in GPS, they sug- 
gest that one may evaluate the ade- 
quacy of such a theory at several 
levels. 

At the grossest level, we may ask 
whether the program does, in fact, solve 
problems of some of the sorts that 
humans solve. This it demonstrably does 
. .. [At an intermediate level] the general 
kinds of means-end analysis that the Gen- 
eral Problem Solver uses are also the 
methods that turn up in the subjects' 
protocols. We have examined in fair de- 
tail some 20 protocols of subjects solving 
logic problems. . . . Virtually all the be- 
havior in these protocols falls within the 
general framework of means-end an- 
alysis. The three goal types we have de- 
scribed account for about three-fourths 
of the subjects' goals, and the additional 
goal types that appear in the protocols 
are closely related to those we have de- 
scribed. The three methods we have out- 
lined represent the vast majority of the 
methods applied to these problems by the 
subjects. 

The third and most specific level in- 
volves a highly detailed comparison be- 
tween program output and the line-by- 
line behavior of individual human 
problem solvers. One advantage of the 
status of information-processing mod- 
els as programs is that when a pro- 
gram such as GPS is run, the com- 
puter may be instructed to trace and 
print out in as much detail as we 
wish to have the sequence of compari- 
sons, judgments, manipulations, and 
decisions the program generates. This 
enables us to compare almost word for 
word what the program considers, 
tries, or rejects with the subject's on- 
going reports of his own activity. 
Newell and Simon present some 30 
lines each of human behavior and 
corresponding program trace, noting 
both the many rather striking similari- 
ties and the several sorts of differences 
to be observed between the two rec- 
ords. They then conclude that, all in 
all, 

The fragmentary evidence we have ob- 
tained to date encourages us to think 
that GPS provides a rather good approxi- 

mation to an information-processing 
theory of certain kinds of thinking and 
problem-solving behavior. 

Work on verification of information- 
processing models is proceeding cur- 
rently in several directions (20). 
Newell and Simon plan to include in 
a forthcoming book several hours of 
protocols of human problem solvers- 
materials running to several thousand 
words. There will be highly detailed 
comparisons between these data and 
the output of versions of GPS designed 
to simulate the behavior of the indi- 
vidual subjects originating the proto- 
cols. With this volume of material 
available, those who wish to do so will 
be better able to study the primary 
evidence and come to their own con- 
clusions about GPS and the informa- 
tion-processing approach generally. 

Efforts also are being made, along 
somewhat different lines, to provide 
more precise and adequate measures 
of the fit between original and simu- 
lated behavior. Recall that relatively 
minor variations in a program may 
generate major behavioral changes by 
throwing the program off one track 
and onto another. Major discrepancies 
between human and simulated behavior 
also may be expected to stem at times 
from correspondingly small differ- 
ences between the sets of information 
processes involved. But suppose one 
sample of behavior is used to specify 
a program, and then a second sam- 
ple from the same subject, previously 
unseen by the programmer, is used in 
evaluating the program. If the program 
fails to predict the new sample per- 
fectly, the programmer modifies the 
program until it does so, and then 
counts the number of elementary 
changes he has had to make in the 
original program to achieve this per- 
fect simulation. If substantially all of 
the program actually is called upon 
during the test run, and if the number 
of differences is small, one might be 
willing to consider the original pro- 
gram a very good approximation of 
the system of processes underlying 
both samples of the subject's behavior. 
As the differences increase, of course. 
there is increasingly less reason to be 
satisfied with the model. Note that the 
count of changes will vary to some 
extent with the skill of the program- 
mer making the changes, and it pro- 
vides no real measure of the amount 
of change as it stands. But talking 
about the similarity of one pr'ogr,am 
to another, as opposed to the simi- 
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larity of one behavior to another, con- 
stitutes an interesting and promising 
innovation in the search for improved 
verification and communication proce- 
dures. 

Conclusion 

A psychologist considering learning 
enough about information processing 
approaches to use them in his own 
research faces questions of several 
sorts. Knowledgeable persons disagree 
somewhat about the relative impor- 
tance of the human functions mod- 
eled so far, and understandably more 
about the range of functions likely to 
prove amenable to this kind of ap- 
proach. There may be differences be- 
tween men and machines so funda- 
mental that such models will be un- 
able to go beyond what already has 
been achieved. Alternatively, at the 
other extreme, information-processing 
formulations may apply so completely 
that much of psychological research 
will become the study of complex in- 
formation manipulations in natural 
systems. 

There also is disagreement about the 
relation between programmed models 
and the more usual forms of psycho- 
logical theory. At what point does the 
complexity of a theory become so 
great as to render it useless as a sci- 
entific tool? How seriously ought one 
be concerned about the fact that these 
models cannot yet be subjected to test- 
ing and verification in any generally 
accepted manner? We should note the 
complexities of the behaviors they at- 
tempt to explain, and the impressive 
and detailed correspondences between 
real and simulated behavior that have 
been adduced. But it remains true that 
experimental psychology evaluates the- 
ories by ground rules these models do 
not now meet. 

Having reviewed their drawbacks, 
we ought not forget the things infor- 
mation-processing models do do. They 
enable us to think about and represent 
functions involved in extremely com- 
plex human activity, in a form that is 
precise, objective, and as detailed as 
we wish to have it. They also allow 
us to generate behavioral consequences 
from a computer, and thus to study 
the strict implications of our theories. 
For the kinds of complex human be- 
havior discussed here, there is no other 
approach remotely comparable in any 
of these respects. Finally, the draw- 
backs, though serious, may be tempo- 
rary; the advantages and contributions 
are permanent. In short, unless one 
believes in an absolute functional dis- 
similarity between men and machines 
or in the absolute primacy of experi- 
mental-test conventions, there is good 
reason to view these models as one 
of the two or three most important 
bodies of new methods and ideas to 
become available to psychology in this 
generation. 
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