
Molecular Theories of Memory 

Any theory of memory in the nervous system must 
consider structure and function in the entire neuron. 

Wesley Dingman and Michael B. Sporn 

Recently there has been a surge of 
interest, both theoretical and experi- 
mental, in what might be called "the 
molecular basis of memory." The 
spectacular success of recent investi- 
gations of the molecular basis of 
transmission of genetic information 
has suggested that there may be an 
analogous molecular mechanism for 
storing and utilizing experiential in- 
formation during the life of the indi- 
vidual-that is, that the memory of 
an experiential event is stored in the 
nervous system by the formation or 
alteration of a particular molecule or 
set of molecules, which may be re- 
garded as a molecular engram or 
memory trace. Various types of mole- 
cules, including DNA, RNA, proteins, 
and lipids, have been suggested as the 
actual engram. This article is an at- 
tempt to provide a critique, rather 
than a comprehensive review, of cer- 
tain theoretical and experimental ap- 
proaches to this general hypothesis 
(1). Since the particular hypothesis 
that specific changes in neuronal RNA 
represent the molecular engram of 
memory has received special attention 
of late, we consider it in some detail 
here. Our aim is to use this particular 
molecular theory to illustrate the 
problems that are fundamental to all 
purely molecular theories which fail 
to consider the cellular environment 
within which molecules exist. 

RNA and Memory 

A large number of experiments 
have now been performed which sup- 
port the view that RNA metabolism 
may be intimately connected with 
memory storage and learning. Al- 

though there is still definite contro- 
versy about some of the methods and 
techniques that have been used in 
these investigations, we limit this dis- 
cussion to interpretations of experi- 
mental data and do not discuss ex- 
perimental methods. The most direct 
suggestion that RNA metabolism is 
involved in memory storage is the 
report (2) that a significant change 
in the base composition of nuclear 
RNA of Deiters' nerve cells occurs 
when a rat learns a balancing task 
(the adenine-to-uracil ratio of the nu- 
clear RNA of these cells was reported 
to be increased significantly) and that 
this change persists for at least 48 
hours after the end of the learning 
experiment. Changes in the base com- 
position of RNA in associated glial 
cells were also reported in these 
studies (3). 

The formation of an epilep- 
togenic mirror focus, a neurophysi- 
ological model of memory, has been 
shown to be correlated with an in- 
crease in the total amount of neuronal 
RNA in the cells involved (4). Fur- 
thermore, studies on planarians have 
indicated that ribonuclease blocks the 
retention of a conditioned response in 
regenerating planarian tails (5), and 
it has been claimed that learning is 
transferable from one planarian to 
another by way of cannibalistic inges- 
tion (6). However, the interpretation 
of the cannibalism data is by no 
means straightforward, since it ap- 
pears that in these experiments it was 
transfer of the general capacity to 
learn, rather than transfer of the spe- 
cific learning of a particular task, that 
was being measured. 8-Azaguanine, 
a purine analog which can cause for- 
mation of nonfunctional RNA (7), 
has been found to depress a rat's 
ability to learn a new maze without 
impairing its ability to traverse and 

recall a previously well-learned maze 
(8). This same antimetabolite was 
also shown to prolong the interval re- 
quired for "fixation of experience" in 
an assay in which the spinal cord of 
rats was used (9); moreover, in the 
latter report (9) it was noted that 1,- 
1,3-tricyano-2-amino-1-propene, a drug 
believed to increase the RNA con- 
centration of neurons (10), short- 
ens the interval required for "fixation 
of experience." Finally, long-term ad- 
ministration of yeast RNA has been 
reported to improve memory function 
in human subjects with cerebral ar- 
teriosclerotic and presenile dementia 
(11), and, in animal experiments, long- 
term treatment with yeast RNA in- 
creased the rate at which the animal 
acquired a behavioral response moti- 
vated by shock (12). 

Criteria for a Permanent 

Memory Trace 

None of the experiments just de- 
scribed directly test the proposition 
that an RNA molecule, or set of 
molecules, represents the molecular 
engram which is the permanent mem- 
ory trace; they merely stress the fact 
that RNA metabolism is an important 
parameter of neuronal function. In 
order to prove that a given molecule 
or set of molecules may be regarded 
as a permanent memory trace, a more 
rigorous set of criteria should be met. 

We suggest that the following cri- 
teria must be satisfied in order to- 
demonstrate that a given molecule, 
set of molecules, structure, or set of 
structures is indeed a permanent 
memory trace: (i) It must undergo a 
change of state in response to the 
experience to be remembered. (ii) The 
altered state must persist as long as 
the memory can be demonstrated. 
(iii) Specific destruction of the altered 
state must result in permanent loss of 
the memory. 

If these criteria are applied to the 
experimental data relating RNA and 
memory, it is apparent that the evi- 
dence that RNA molecules are spe- 
cific memory traces is highly circum- 
stantial at present. In particular, a 
change in the base composition of 
nuclear RNA in cells involved in a 
learning task does not necessarily sig- 
nify that these RNA molecules are 
permanent memory traces; it might 
signify that they are transient inter- 
mediates in the formation of perma- 
nent memory traces, or merely that 
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changes in RNA occur concomitantly 
with learning. The effects of ribonu- 
clease on learning in planarians may 
also be regarded in this fashion, since 
this enzyme was applied during the 
time the "trained" tail was regener- 
ating a head, and presumably, then, 
during the process of formation of 
permanent memory traces in the re- 
generating head. Likewise, in the ex- 
periments in which drugs were used 
to affect RNA metabolism during the 
fixation of experience, the drugs were 
active at the time the proper function- 
ing of transient intermediates in the 
formation of memory traces would be 
expected to be important. 

In summary, not all the experiments 
cited have yet satisfied criteria ii and 
iii for establishing a set of molecules 
as a permanent memory trace. Indeed, 
any attempt to show that specific 
destruction of a particular set of mol- 
ecules results in the permanent loss of 
an already established memory trace 
would appear to be beset with great 
experimental difficulties. Thus, in 
experimental work on the RNA hy- 
pothesis it has not yet been possible 
to distinguish between the following 
alternatives. 

1) RNA molecules, like many other 
types of molecules, are important 
constituents of the nervous system 
whose structural and functional state 
may change dramatically during a 
learning experience, but they do not 
function as permanent memory traces; 
or 

2) RNA molecules do have a 
unique role in the nervous system, 
that of serving as the final engram of 
experiential memory, the permanent 
memory trace. 

A Restatement of the Problem 

It should be apparent that there is 
now an abundance of data which sug- 
gests some relationship between RNA 
metabolism in brain and the process 
of memory storage. What, however, 
is known about the specificity of this 
relationship? The major function of 
all known types of RNA is partici- 
pation in protein synthesis (13); no 
other function has thus far been dem- 
onstrated for RNA in brain. Since 
protein synthesis is one of the most 
fundamental of all cellular processes, 
and since the proteins of a cell are 
largely responsible for its behavior, 
one would expect that the process of 
memory storage in a neuron might 
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well involve some participation of the 
protein-synthesizing mechanism (14). 
It is not surprising to find that this 
mechanism may undergo some change 
of state during cellular activity, or 
that interference with this mechanism 
may cause changes in the overall be- 
havior of a cell. Indeed, it would be 
more surprising if it could be un- 
equivocally demonstrated that RNA 
function is in no way involved in 
memory storage. The important point 
is that proponents of the RNA hy- 
pothesis have yet to demonstrate that 
a unique set of RNA molecules func- 
tions as specific permanent memory 
traces. Criticisms of the RNA hypoth- 
esis similar to this one have also been 
made by Briggs and Kitto (15). 

At this point one might raise the 
question: Is there perhaps an inherent 
difficulty in any hypothesis which 
attempts to explain the encoding of 
memory solely in terms of one set of 
molecules? Cellular metabolism is not 
merely a rigid hierarchy whereby 
DNA controls the synthesis of RNA, 
RNA controls the synthesis of pro- 
teins, and proteins control the synthe- 
sis of other metabolites in the cell. 
Rather, the cell has many regulatory 
mechanisms, whereby proteins, hor- 
mones, and metabolites of low molec- 
ular weight may regulate the synthesis 
of RNA by DNA, as well as many 
feedback mechanisms for the regula- 
tion of functional activity of enzymes 
(16). Thus one cannot logically spec- 
ify one set of molecules as totally 
controlling the activities of another 
set. Furthermore, in the neuron, in 
which certain functional activities (for 
example, RNA synthesis) are local- 
ized in the cell body and other func- 
tional activities (for example, synaptic 
transmission) are localized in periph- 
eral processes of the cell, the cell 
body and peripheral synaptic struc- 
tures exert mutual regulatory effects. 
Consequently, proper functioning of 
the nucleic-acid- and protein-synthe- 
sizing mechanisms of the cell body is 
necessary for the proper maintenance 
of synaptic structure (17), and the 
phenomenon of axoplasmic flow 
would appear to provide the necessary 
communication channel whereby cen- 
trally synthesized metabolites reach 
the peripheral synaptic regions (18). 
Moreover, proper synaptic function is 
necessary for the proper performance 
of the nucleic-acid- and protein-syn- 
thesizing structures of the cell body. 
A great deal of experimental work 
indicates that pronounced changes in 

the state of RNA and proteins occur 
in the cell body of a neuron that is 
actively stimulated (19), and con- 
versely, that removal of afferent stim- 
ulation of a neuron can also cause 
marked changes in its cell body (20). 
The latter phenomenon is dramatically 
illustrated by the extreme degenera- 
tion of cell bodies of retinal ganglion 
cells of rabbits that were born and 
raised in darkness and never received 
visual stimulation (21). Moreover, 
there is much evidence, from the 
neuroembryological literature, which 
indicates that the nature of efferent 
connections of neurons may influence 
the structure and function of the cell 
body (22). Whereas we now under- 
stand the details of some aspects of 
the synthetic mechanisms (for exam- 
ple, RNA and protein synthesis) 
whereby the metabolism of the cell 
body may control synaptic function, 
we have almost no understanding of 
the mechanisms whereby synaptic 
function may control the metabolism 
of the cell body. 

Thus we may perhaps more ade- 
quately investigate the structural basis 
of the permanent memory trace if we 
seek to answer the following questions: 
What permanent changes in neuronal 
structure and function result from 
stimulation of the neuron, and what 
is the mechanism of production of 
these changes? In such an approach 
an attempt is made to bridge the gap 
between current investigations, which 
emphasize the importance of particu- 
lar molecules in memory storage, and 
the more cytologically and physio- 
logically oriented theories of Ramon 
y Cajal (23), Hebb (24), and Sholl 
(25), in which emphasis is on the 
importance of synaptic interrelation- 
ships between neurons. These older 
theories stressed the role of growth of 
new axonal and dendritic connections 
as a fundamental process in memory 
storage and learning. At the time they 
were formulated little was known of 
the molecular biochemistry of nucleic 
acid and protein synthesis, and thus 
there is an incompleteness in these 
formulations. It is now apparent that 
the molecular and the cytological ap- 
proaches to the problem of memory 
are by no means mutually exclusive, 
especially if one postulates that a 
major function of the synthetic mech- 
anisms of the cell body is to provide 
molecules necessary for the growth 
and maintenance of axonal and den- 
dritic connections. Weiss (26) has 
stressed that the adult neuron, as well 
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as the immature neuron, appears to 
be in a perpetual state of growth or 
regeneration, or both, and he has 
emphasized the importance of axo- 
plasmic flow for this process. The 
axonal termination of a synapse is 
essentially devoid of ribosomes (27), 
which are necessary for protein syn- 
thesis; hence any new proteins re- 
quired for new axonal growth would, 
presumably, have to be synthesized in 
the cell body and reach new synapses 
by the process of axoplasmic flow. 
The major advantage of including 
synaptic structure and function in any 
hypothesis of memory storage is that 
one thereby takes into consideration 
a unique cytological feature of the 
neuron-namely, the fact that such 
a vast amount of its surface area (25) 
and functional mass (28) is located 
a great distance from the central cell 
body. The picture on the cover, taken 
by Stanley Jacobson (29), illustrates 
these properties of the neuron. As 
Sholl (25) has noted, "The activity 
of a single cortical neuron may well 
affect that of 4000 other neurons, 
[while] a single neuron may have 
more than 50 dendritic branches." No 
other type of cell in the body has 
thus become specialized for direct in- 
tercellular communication. Moreover, 
consideration of possible changes in 
synaptic structure during memory 
storage may provide an experimental 
approach to test for satisfaction of 
criteria ii and iii; hypotheses which 
consider memory storage solely at the 
molecular level have been weakest at 
this point. Therefore, we may be able 
to achieve a more comprehensive un- 
derstanding of the phenomenon of 
memory if we regard this process as 
a property of a neuron or set of neu- 
rons rather than solely as a property 
of individual molecules. The molec- 
ular approach to the problem has 
already elucidated certain crucial bio- 
chemical processes which might un- 
derlie this phenomenon, but the pic- 
ture is by no means complete at 
present. 

Some Future Problems 

In biochemical studies of memory, 
little attention has been paid, so far, 
to the lipids of the nervous system, 
in spite of the fact that lipids are such 
an important constituent of synaptic 
membranes. Little is known about the 
turnover of phospholipids and sphin- 
golipids in such cell membranes. Are 
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such lipids synthesized peripherally, 
or must they, too, reach the synapse 
by axoplasmic flow after being synthe- 
sized in the cell body? Are new mem- 
branes formed as part of the estab- 
lishment of the memory trace? The 
recent description of specific inhibi- 
tors of fatty acid synthesis (30) 
should make possible an experimental 
approach to some of these problems. 

The kinetics of the behavioral ef- 
fects of drugs which have been used 
to produce a specific inhibition or 
acceleration of synthesis of essential 
metabolites is another problem which 
has so far received scant attention. If 
synthesis of certain necessary metabo- 
lites for synaptic growth occurs in the 
cell body, inhibition or acceleration 
of such synthetic activities may not 
be immediately reflected at the syn- 
apse. The rate of axoplasmic flow has 
been estimated to be of the order of 
1 to several millimeters per day (31); 
thus, in neurons with long processes 
there may be a considerable delay 
between the time a molecule is syn- 
thesized and the time it reaches pe- 
ripheral regions of the neuron. It is 
thus suggested that, in studies of the 
kinetics of memory-trace formation, 
both the initial learning and the later 
retention trials should be carried out 
at varying intervals after administra- 
tion of drugs whose principal mech- 
anism of action is upon synthetic ac- 
tivities in the cell body, since such 
drugs may fail to produce an immedi- 
ate behavioral effect but may have a 
pronounced delayed effect. Some of 
these problems have been approached 
in the recent and intriguing investiga- 
tions of Flexner et al. (32) on the 
effects of puromycin (an inhibitor of 
protein synthesis) on learning and 
memory in mice. These workers in- 
vestigated the effect of injecting the 
drug at various sites and the effect of 
varying the interval between the initial 
learning experience and the subse- 
quent administration of puromycin 
and they found that under certain con- 
ditions puromycin caused loss of mem- 
ory. Further experiments, on the effect 
of varying the interval between an ini- 
tial injection of puromycin and a sub- 
sequent learning experience, would be 
of interest in evaluating the hypothe- 
sis that axo-plasmic transport of newly 
synthesized proteins to synaptic ter- 
minals is necessary for the fixation of 
new experiences by means of synaptic 
growth. 

The mechanism of synaptic influ- 
ence on the metabolism of the cell 

body is yet another major problem 
to be solved. It has been suggested 
(33) that the phenomenon of enzyme 
induction brought about by synaptic 
stimulation may be important in es- 
tablishing memory traces, but experi- 
mental evidence is scanty. The finding 
of changes in base ratios of RNA in 
response to learning situations does 
not prove that there has been induc- 
tion of a new type of RNA; since 
there are many types of RNA in the 
cell, a change in the relative propor- 
tions of the different types being syn- 
thesized could produce the same re- 
sult as induction of a new type. Fur- 
ther studies on the specificity of any 
such evoked changes in the metabo- 
lism of the cell body are critically 
needed. 

Summary 

If one establishes a rigorous set of 
criteria for defining a given type of 
molecule as a memory trace in the 
nervous system, then no one type of 
molecule may at present be regarded 
as the sole engram of a permanent 
memory trace. Much evidence already 
exists that RNA and protein metabo- 
lism are intimately involved in the 
process of memory storage, but the 
role of other molecules, such as lipids, 
must also be considered. Sophisticated 
techniques of molecular biology and 
enzymology will undoubtedly provide 
valuable data on biochemical proc- 
esses involved in memory storage. 
However, a comprehensive theory of 
the structural basis of memory must 
also consider the function of the en- 
tire neuron, with consequent emphasis 
on the reciprocal relationships be- 
tween the cell body and the synapse, 
as well as the complex functional in- 
terrelationships between neurons. 

References and Notes 

1. Several recent reviews and symposia provide 
a more comprehensive summary: for ex- 
ample, H. Hyden, in The Cell, J. Brachet 
and A. E. Mirsky, Eds. (Academic Press, 
New York, 1960), vol. 4, p. 215; F. 0. 
Schmitt, Ed., Macromolecular Specificity and 
Biological Memory (Massachusetts Institute 
of Technology Press, Cambridge, 1962); 
W. S. Fields and W. Abbott, Eds., Informa- 
tion Storage and Neural Control (Thomas, 
Springfield, I11., 1963); J. Gaito, Psychol. 
Rev. 70, 471 (1963). 

2. H. Hyd6n and E. Egyhfizi, Proc. Natl. Acad. 
Sci. U.S. 48, 1366 (1962). 

3. --, ibid. 49, 618 (1963). 
4. F. Morrell, Physiol. Rev. 41, 443 (1961). 
5. W. C. Corning and E. R. John, Science 134, 

1363 (1961). 
6. J. V. McConnell, J. Neuropsychiat. 3, suppl. 

1, S42 (1962). 
7. E. H. Creaser, Biochem. J. 64, 539 (1956). 
8. W. Dingman and M. B. Sporn, J. Psychiat. 

Res. 1, 1 (1961). 
9. T. J. Chamberlain, G. H. Rothschild, R. W. 

SCIENCE, VOL. 144 



Gerard, Proc. Natl. Acad. Sci. U.S. 49, 918 
(1963). 

10. E. Egyhazi and H. Hyd6n, J. Biophys. Bio- 

chem. Cytol. 10, 403 (1961). 
11. D. E. Cameron and L. Solyom, Geriatrics 

16, 74 (1961); V. A. Kral and S. Sved, paper 
presented at the 35th annual meeting of the 
Midwestern Psychological Association, Chi- 

cago, 1963. 
12. L. Cook, A. B. Davidson, D. J. Davis, H. 

Green, E. J. Fellows, Science 141, 268 

(1963). 
13. J. D. Watson, ibid. 140, 17 (1963). 
14. Some time ago cytologic and electron-micro- 

scope studies led to the suggestion that the 
neuron is a cell specialized for protein 
synthesis; see, for example, H. Hyd6n, Acta 
Physiol. Scand. Suppl. 17 (1943), and S. L. 
'Palay and G. E. Palade, J. Biophys. Bio- 
chem. Cytol. 1, 69 (1955). More recent in- 
vestigations have provided further support 
for this view; see H. Waelsch and A. Lajtha, 
Physiol. Rev. 41, 709 (1961), for a review. 

15. M. H. Briggs and G. B. Kitto, Psychol. Rev. 
69, 537 (1962). 

16. "Cellular regulatory mechanisms," Cold 
Spring Harbor Symp. Quant. Biol. 26 (1961); 
P. Karlson, Perspectives Biol. Med. 6, 203 
(1963). 

Gerard, Proc. Natl. Acad. Sci. U.S. 49, 918 
(1963). 

10. E. Egyhazi and H. Hyd6n, J. Biophys. Bio- 

chem. Cytol. 10, 403 (1961). 
11. D. E. Cameron and L. Solyom, Geriatrics 

16, 74 (1961); V. A. Kral and S. Sved, paper 
presented at the 35th annual meeting of the 
Midwestern Psychological Association, Chi- 

cago, 1963. 
12. L. Cook, A. B. Davidson, D. J. Davis, H. 

Green, E. J. Fellows, Science 141, 268 

(1963). 
13. J. D. Watson, ibid. 140, 17 (1963). 
14. Some time ago cytologic and electron-micro- 

scope studies led to the suggestion that the 
neuron is a cell specialized for protein 
synthesis; see, for example, H. Hyd6n, Acta 
Physiol. Scand. Suppl. 17 (1943), and S. L. 
'Palay and G. E. Palade, J. Biophys. Bio- 
chem. Cytol. 1, 69 (1955). More recent in- 
vestigations have provided further support 
for this view; see H. Waelsch and A. Lajtha, 
Physiol. Rev. 41, 709 (1961), for a review. 

15. M. H. Briggs and G. B. Kitto, Psychol. Rev. 
69, 537 (1962). 

16. "Cellular regulatory mechanisms," Cold 
Spring Harbor Symp. Quant. Biol. 26 (1961); 
P. Karlson, Perspectives Biol. Med. 6, 203 
(1963). 

17. H. Waelsch and A. Lajtha, Physiol. Rev. 
41, 709 (1961). 

18. P. Weiss and H. B. Hiscoe, J. Exptl. Zool. 
107, 315 (1948). 

19. For numerous references, see H. Hyden, in 
The Cell, J. Brachet and A. E. Mirsky, Eds. 
(Academic Press, New York, 1960), vol. 4, 
p. 215. 

20. For a recent review, see J. H. Mendelson 
and F. R. Ervin, in Progress in Neurobiology, 
R. G. Grenell, Ed. (Hoeber, New York, 
1962), vol. 5, p. 178. 

21. S. Brattgard, Acta Radiol. Suppi. 96 (1952). 
22. P. Weiss, in Analysis of Development, B. H. 

Willier, P. Weiss, V. Hamburger, Eds. 
(Saunders, Philadelphia, 1955), p. 346. 

23. S. Ram6n y Cajal, Histologie du Systeme 
Nerveux (Paris, 1910). 

24. D. 0. Hebb, The Organization of Behavior 
(Wiley, New York, 1949). 

25. D. A. Sholl, The Organization of the Cere- 
bral Cortex (Methuen, London, 1956). 

26. P. Weiss, in Regional Neurochemistry, S. S. 
Kety and J. Elkes, Eds. (Pergamon, New 
York, 1961), p. 220. 

27. S. L. Palay, J. Biophys. Biochem. Cytol. 2, 
suppl., 193 (1956). 

28. 0. H. Lowry, N. R. Roberts, K. Y. Leiner, 
M. Wu, L. Farr, R. W. Albers, J. Biol. 

17. H. Waelsch and A. Lajtha, Physiol. Rev. 
41, 709 (1961). 

18. P. Weiss and H. B. Hiscoe, J. Exptl. Zool. 
107, 315 (1948). 

19. For numerous references, see H. Hyden, in 
The Cell, J. Brachet and A. E. Mirsky, Eds. 
(Academic Press, New York, 1960), vol. 4, 
p. 215. 

20. For a recent review, see J. H. Mendelson 
and F. R. Ervin, in Progress in Neurobiology, 
R. G. Grenell, Ed. (Hoeber, New York, 
1962), vol. 5, p. 178. 

21. S. Brattgard, Acta Radiol. Suppi. 96 (1952). 
22. P. Weiss, in Analysis of Development, B. H. 

Willier, P. Weiss, V. Hamburger, Eds. 
(Saunders, Philadelphia, 1955), p. 346. 

23. S. Ram6n y Cajal, Histologie du Systeme 
Nerveux (Paris, 1910). 

24. D. 0. Hebb, The Organization of Behavior 
(Wiley, New York, 1949). 

25. D. A. Sholl, The Organization of the Cere- 
bral Cortex (Methuen, London, 1956). 

26. P. Weiss, in Regional Neurochemistry, S. S. 
Kety and J. Elkes, Eds. (Pergamon, New 
York, 1961), p. 220. 

27. S. L. Palay, J. Biophys. Biochem. Cytol. 2, 
suppl., 193 (1956). 

28. 0. H. Lowry, N. R. Roberts, K. Y. Leiner, 
M. Wu, L. Farr, R. W. Albers, J. Biol. 

Chein. 207, 39 (1954); R. L. Friede, in 
Regional Neurochemistry, S. S. Kety and J. 
Elkes, Eds. (Pergamon, New York, 1961), 
p. 151. 

29. Dr. Jacobson is affiliated with the Labora- 

tory of Neuroanatomical Sciences, National 
Institute of Neurological Diseases and Blind- 

ness, Bethesda, Md. 

30. J. D. Robinson, R. 0. Brady, R. M. Brad- 

ley, J. Lipid Res. 4, 144 (1963); R. 0. Brady, 
Biochim. Biophys. Acta 70, 467 (1963). 

31. P. Weiss and H. B. Hiscoe, J. Exptl. Zool. 
107, 315 (1948); B. Droz and C. P. Leblond, 
Science 137, 1047 (1962); S. Ochs, D. Dal- 

rymple, G. Richards, Exptl. Neurol. 5, 349 
(1962). 

32. J. B. Flexner, L. B. Flexner, E. Stellar, G. 
de la Haba, R. B. Roberts, J. Neurochem. 
9, 595 (1962); J. B. Flexner, L. B. Flexner, 
E. Stellar, Science 141, 57 (1963). 

33. D. Krech, M. R. Rosenzweig, E. L. Bennett, 
J. Comp. Physiol. Psychol. 53, 509 (1960); 
M. R. Rosenzweig, D. Krech, E. L. Bennett, 
M. C. Diamond, ibid. 55, 429 (1962); M. H. 
Briggs and G. B. Kitto, Psychol. Rev. 69, 
537 (1962); C. E. Smith, Science 138, 889 
(1962). 

34. We thank Drs. Donald B. Tower, Seymour 
S. Kety, and Robert Michels for their help- 
ful criticisms of the manuscript. 

Chein. 207, 39 (1954); R. L. Friede, in 
Regional Neurochemistry, S. S. Kety and J. 
Elkes, Eds. (Pergamon, New York, 1961), 
p. 151. 

29. Dr. Jacobson is affiliated with the Labora- 

tory of Neuroanatomical Sciences, National 
Institute of Neurological Diseases and Blind- 

ness, Bethesda, Md. 

30. J. D. Robinson, R. 0. Brady, R. M. Brad- 

ley, J. Lipid Res. 4, 144 (1963); R. 0. Brady, 
Biochim. Biophys. Acta 70, 467 (1963). 

31. P. Weiss and H. B. Hiscoe, J. Exptl. Zool. 
107, 315 (1948); B. Droz and C. P. Leblond, 
Science 137, 1047 (1962); S. Ochs, D. Dal- 

rymple, G. Richards, Exptl. Neurol. 5, 349 
(1962). 

32. J. B. Flexner, L. B. Flexner, E. Stellar, G. 
de la Haba, R. B. Roberts, J. Neurochem. 
9, 595 (1962); J. B. Flexner, L. B. Flexner, 
E. Stellar, Science 141, 57 (1963). 

33. D. Krech, M. R. Rosenzweig, E. L. Bennett, 
J. Comp. Physiol. Psychol. 53, 509 (1960); 
M. R. Rosenzweig, D. Krech, E. L. Bennett, 
M. C. Diamond, ibid. 55, 429 (1962); M. H. 
Briggs and G. B. Kitto, Psychol. Rev. 69, 
537 (1962); C. E. Smith, Science 138, 889 
(1962). 

34. We thank Drs. Donald B. Tower, Seymour 
S. Kety, and Robert Michels for their help- 
ful criticisms of the manuscript. 

SCIENCE AND PUBLIC AFFAIRS 

Scientific Advice for Congress 

A veteran legislator suggests that current proposals 

are overlooking some realities of legislative life. 

Clinton P. Anderson 

SCIENCE AND PUBLIC AFFAIRS 

Scientific Advice for Congress 

A veteran legislator suggests that current proposals 

are overlooking some realities of legislative life. 

Clinton P. Anderson 

One of the results of the growing 
federal involvement in science and 
technology has been a growing uneasi- 
ness in Congress about its own ability 
to oversee programs in these areas ef- 
fectively. The number of inquiries into 
the general state of science-government 
relationships undertaken recently is a 
measure of this unrest, as is the variety 
of proposals put forth to improve Con- 
gress's capacity to judge scientific pro- 
grams. There is no doubt that Con- 
gress does have to make some adjust- 
ments to changing patterns of federal 
expenditure, and all the proposals de- 
serve to be taken seriously. But before 
a wholly new system for dealing with 
science is created, it would be well to 
examine both the source of Congres- 
sional interest in science and the kind 
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of advisory structure best suited to its 
needs. 

There are at least three reasons for 
the interest of Congress in improving 
its grasp of science and technology. 
The first is cost consciousness-this 
year's federal R&D budget is about $15 
billion. Congress is concerned, how- 
ever, not only about the amount of 
money spent on research and develop- 
ment (which has multiplied 100-fold 
since 1940) but about the relationship 
of cost to performance. How can Con- 
gress make intelligent decisions when 
budget costs are based on estimates 
which fail to hold true? The Air Force, 
for example, estimated in 1960 that 
Project Skybolt would cost $893 mil- 
lion; in 1961 the estimated cost had 
reached $1.9 billion, and by the sum- 
mer of 1962-when Skybolt was scrap- 
ped-not only had the cost estimate 
climbed to $2.3 billion, but Skybolt 
was a year and a half behind schedule. 
Another example is the project for the 
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nuclear-powered airplane (ANP). In 
November 1951, one contractor esti- 
mated that it would take $188 million 
to deliver the nuclear power plant for 
mounting in an aircraft by May 1956. 
By 1961, when the project was can- 
celled, the costs of that one company 
had reached over $527 million and the 
power plant had never been delivered. 
The total cost of ANP, when it was 
ended, exceeded $1 billion. 

It is true that the money supposedly 
"wasted" on the nuclear-powered plane 
may yet pay valuable dividends when 
some of its positive findings in metal- 
lurgy and instrumentation are applied 
to some future project, such as the 
supersonic airliner. Knowledge, how- 
ever useless at the moment of its dis- 
covery, will someday find its place in 
the scheme of things and make its 
contribution. Nonetheless, a better way 
must be found to estimate the long- 
range costs of R&D programs; more 
accurate target dates for their comple- 
tion must be determined. And Con- 
gress needs to be more accurately in- 
formed on both, not only for their 
implications for the budget and the 
sensible allocation of funds for R&D, 
but for their frequent implications for 
national defense as well. 

Legislative Control 

A second reason for Congressional 
attention to what Vannevar Bush has 
called the "endless frontier" is the belief 
among some members that Congress 
has lost the ability to oversee effectively 
the vast diffusion of R&D activities for 
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