
til well over 500 msec after the shock 

(at arrow). Since higher stimulus in? 
tensities (as well as multiple stimuli at 
low intensity) decreased the response 
latency to less than 50 msec, most 
of the delay is probably due to slow 

spread of the activity within the cord 

explant. 
These experiments demonstrate the 

remarkable degree to which the bio? 
electric activities of cultured human, 
rat, and chick spinal cord tissues re- 
semble complex CNS patterns in situ, 
even after months of isolation in vitro. 
A powerful new experimental approach 
is therefore available to supplement in 
situ studies of CNS function, especially 
those aspects concerned with deaffer- 
ented or other types of neuronally iso? 
lated CNS regions (9-11). The com- 

plexity of the long-lasting excitatory 
phenomena evoked in cultured cord 
tissue suggests sequential activation 

through multiple chains of synaptically 
linked neurons (12). Other factors which 

may be responsible for repetitive neural 

activity in situ must also be considered 

here, such as sustained oscillation of 
local membrane potential, differential 

repolarization, and persistence of hu- 
moral transmitters (9). Further analysis 
of the bioelectric activities of cultured 
CNS tissue will be of great interest 
since a relatively small number of neu? 
ral elements can be studied as an iso? 

lated, model nervous system, in a con-i 
trolled chemical environment, during 
direct observation of cytologic details 
of the constituent neurons and glia. 
Furthermore, since the tissues can be 
explanted at early embryonic stages, 
correlative studies of neural structure 
and function can be made during criti- 
cal stages of differentiation and matura- 
tion in vitro. This approach is being 
extended in current electrophysiologic 
experiments with long-term cultures of 
neonatal mouse cerebral neocortex 
where a high degree of structural and 
functional organization develops after 
explantation in vitro (13). It should be 
emphasized that the techniques used in 
the preparation and long-term main- 
tenance of healthy CNS cultures re- 
quire meticulous control over many 
laboratory procedures, but we believe 
that the research potentialities of this 
method warrant the required effort and 
expense (14). 

Stanley M. Crain 
Edith R. Peterson 

Departments of Anatomy, Neurology, 
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Signal Analysis of Evoked 
Potentials Recorded from Cats 

during Conditioning 

Abstract. Correlation coefficients 
were computed between average re? 
sponse waveforms recorded from dif? 
ferent brain regions of trained cats, 
before and after a specific stimulus 
acquired cue value. Application of sig- 
nal-analysis techniques to the correla? 
tion matrix shows marked increase in 
the similarity between waveshapes 
evoked by that stimulus in sensory- 
specific and nonsensory-specific regions. 

Numerous reports (1) have de? 
scribed extensive changes in electro- 
physiological responses to an intermit- 
tent stimulus as it acquires informa- 
tional significance by being used as the 
conditioned stimulus during behavioral 
training. Electrical activity in sensory- 
specific structures appears to reflect 
closely certain attributes of the actual 
physical stimulus, such as the frequency 
of a flickering light. During condition? 
ing, the electrical activity in nonsensory- 
specific structures increases markedly 
in response to the conditioned stimulus. 
In cats trained to differentiate between 
two frequencies, the response of non- 
sensory-specific regions may or may not 
correspond to the actual stimulus. When 
the frequency correspondence is good, 
behavioral response tends to be appro- 
priate to the intermittent conditioned 

stimulus actually present. When the cor- 

respondence is poor, behavioral re? 

sponse tends to be inappropriate. On 
such occasions, activity in nonspecific 
regions sometimes displays the fre? 

quency of the stimulus appropriate to 
the behavior displayed by the cat. On 
the basis of evidence from such studies, 
John and Killam (2) proposed that 
such discrimination behavior involved 
a comparator system, possibly local- 
ized in the cortex, which estimated the 

degree of congruence between the tem- 

poral patterns of electrical activity in 

sensory-specific and in nonsensory-spe- 
cific structures of the brain. 

During further work, the impression 
was gained that a number of diverse 
anatomical regions, which initially dis? 

played appreciable differences in evoked 

responses to a particular stimulus, came 
to display markedly similar electrical 

responses as meaning was attached to 
that stimulus during conditioning. Simi? 
lar observations have been described 

recently by Galambos and Sheatz (see 
3). 

We devised a technique to obtain a 

quantitative estimate of similarity be? 
tween electrical waveforms recorded 
from different brain areas and to de- 
scribe the set of organized relationships 
inherent in the configuration of similar- 
ities. 

A Mnemotron four-channel average 
response computer was used to obtain 

average response waveforms from a 
large number of electrodes (N = 14 to 
34) chronically implanted into cats. 
Each average response computation was 
based on 200 iterations of the stimulus. 
In four cats, averages were obtained at 
various stages during the elaboration of 
differential avoidance response. At each 
behaviorial stage, N average response 
waveforms were obtained from each 
animal, one average from each electrode 
derivation. The waveforms were then 
read out, in digital form, from the 
average response computer. 

The data processing was carried out 
on the I.B.M. 7070 digital computer 
at the University of Rochester Com? 
puting Center. The waveforms were 
normalized to equate the differences in 
signal strength. Cross-correlation coef- 
ficients (the Pearson product-moment 
correlation coefficient) were computed 
for all pairs of waveforms within a 
given stage of behavioral response. Cor- 
rection for differences in latency of the 
evoked potentials had a negligible ef? 
fect, because of the relatively low fre? 
quency of the waveforms. Distributions 
of these correlation coefficients, before 
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Table 1. Changes in principal factor regression equations from stage III to stage VI, 
?t Nn Ff.Q cat No. FC-9. 

* Abbreviations; L, left; R, right; Subscript b, bipolar recording (all others are monopolar); 
VIS, visual, AUD, auditory, and MOT, motor eortexes; CAUD, caudate nucleus; VA, ventralis 
anterior; CM, centre median; OT, optic tract; RF, mesencephalic reticular formation; LG, lateral 
geniculate; SC, superior colliculus; RH, dorsal hippocampus; NR, nucleus ruber. 

and after flicker training, did not show 

any overall shift, although marked 

changes were observed in the correla? 
tion coefficients between particular 
structures. More marked shifts in the 
distribution of correlation coefficients 
have been reported by Livanov (4) 
and by Glivenko et al. (5). These 
workers used somewhat different com- 

putational procedures, but the fact that 

they observed waveshapes only at corti- 
cal loci may be significant. 

The N waveforms may be thought of 
as a set of N signal vectors in a signal 
space. The correlation coefficient be? 

tween two waveforms represents the 
cosine of the angle between the two 

corresponding signal vectors. By the 

method of principal factors, the dimen- 

sionality, K, of the signal space spanned 
by the set of N signal vectors was de? 
termined. An orthonormal set of basis 

vectors (factors) was derived which 

spanned that space. The dimensionality 

of the hyperspace was arbitrarily de? 
fined by the number of basis vectors 
which accounted for 97 percent of the 

communality, or variance, of the 

space. 
A measure of the degree of coupling 

between waveforms in the signal set 
can be obtained by plotting the amount 
of communality, or variance (Vm), in 
the signal space, which can be ac? 
counted for as the number of dimen- 
sions (factors) increases. A highly or- 

ganized set of waveforms with a marked 

degree of similarity, or nonindepend- 
ence, will be characterized by a sharply 
rising curve, while a loosely coupled, 
relatively dissimilar set of waveforms 
will yield a more slowly rising curve. 

Figure 1 shows the function describing 
the response to a 4/S flickering light 
for a typical animal at two different 

stages of a complex training sequence: 
first, after avoidance conditioning to 
a steady stimulus, while the flicker is 

still neutral (stage III); and second, 
after the animal has acquired a differ- 
ential avoidance response to two flicker 

frequencies (stage VI). This curve 
shows a somewhat greater steepness 
after flicker acquired cue value, and 
some decrease in the number of factors 

necessary to account for 97 percent of 
the variance in the waveforms. This 

tendency was slight and suggests that 
the average response waveforms evoked 

by flicker from some anatomical re? 

gions become more similar as flicker 

acquires a particular meaning (6). 
The distribution of correlation co? 

efficients and the dimensionality of the 

signal space are measures that reflect 

the average degree of relatedness among 
a large number of anatomical sites. 
Such analyses do not describe the de? 

tails of the relationships between spe? 
cific areas of the brain. However, fur- 

ther analyses can be implemented which 

will permit examination of such de? 
tails. 

It is possible to reconstitute each 

average response waveform as a linear 
combination of these factors, with ap- 

propriate weighting coefficients (factor 

loadings) for each component. Similar- 

ity between the loading coefficients for 

a given factor in the regression equa- 
tions which reconstruct two waveforms 
indicates a common component in the 

two waveshapes. 
Examination of the configuration of 

principal factor loadings presented in 

Table 1 shows that as flicker acquires 
cue value for a previously trained cat, 
a high degree of similarity in the wave- 

shape of the evoked response to flicker 

appears between regions of the brain 
which are sensory-specific and non- 

sensory-specific: particularly the visual 

cortex, ventralis anterior, centre me- 

Table 2. Changes in physiological factor regression equations from stage III to stage VI in cat No. FC-9. This table presents the factor load- 
ings necessary to reconstruct the average response waveshapes in the various recording sites in terms of the physiological factors repre- 
sented by the average response waveshapes in CM, LG, RHB? CAUDB, and NRB. The accuracy of the reconstruction is indicated by the rms 
error. Note the change in these equations as the stimulus acquires cue value. 
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CAT FC-9 STAGE HP 32 STRUCTURES 
STAGE m> 30 STRUCTURES 

:sSta1eS ̂ 'NCIPAL FACTORS 

?futlw FOURIER SERIES 
STAGE TL 
STAGE HI PHYSIOLOGICAL FACTORS 

u 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30 
NUMBER OF FACTORS 

Fig. 1. Variance (Fm), plotted against the 
number of factors (abscissa) obtained 
from analyses by principal factors, physio? 
logical factors, and Fourier series. At 
stage III a conditioned avoidance response 
to the onset of steady light has been 
established, and the flicker is a neutral 
stimulus; at stage VI, a differentiated 
avoidance response has been established 
between two frequencies of flickering light. 

dian, mesencephalic reticular formation, 
and the dorsal hippocampus. In three 
additional cats, some indication has 
been obtained that these relationships 
change during spontaneous errors or 

during blockade of performance after 
the administration of reserpine (7). 

The reconstruction factors provided 
by the method bf principal factors have 
no physiological significance but simply 
perjmit a concise and convenient rep- 
resentation of the waveforms. In fur? 
ther work, a reconstruction scheme 
based on factors chosen by physiologi? 
cal criteria was utilized. Selection of 
waveforms showing the highest load- 
ing on the first few principal factors 
allows the construction of a set of 

oblique physiological factors. Regres- 
sion equations can now be calculated 
which describe the waveshape in many 
regions of the brain as linear combi? 
nations of the waveshapes in a small 
number of anatomical loci. Examina- 
tion of such physiological regression 
equations suggests that as a stimulus 
acquires a particular meaning, the func- 
tional influence of the thalamic reticu? 
lar formation is markedly enhanced. 
Table 2 presents regression equations 
which reconstruct, in terms of physio? 
logical factors, the same set of wave? 
shapes for which a principal factor 
description is provided in Table 1. De? 
tails of the reconstitution of waveforms 
with these two techniques have been 
discussed (7, 8). 

It is of interest to compare the de? 
gree of data reduction obtained from 
analyses by principal factors and 

physiological factors to that obtained 
from an analysis by Fourier series. 
A comparison can be made from the 
data in Fig. 1 where the variance 

2 AUGUST 1963 

(Vm) of the signal space accounted for 

by m factors is plotted against m for 
each of the three methods. By this 

measure, the analyses by both princi- 
pal factors and physiological factors 
are more efficient than by Fourier 
series. Some degree of similarity of 

waveshape is to be expected due to 
constraints on the frequency response 
of the potentials. However, the greater 
efficiency of the analyses by principal 
factors and physiological factors sug? 
gests that some of the similarity is due 
to covariation of certain clusters of 
terms in the set of waveforms as de? 
scribed by Fourier series. This covaria? 
tion may be due to functional relation? 

ships that exist between the anatomical 
sites from which the potentials were 
recorded. 

As informational significance is at- 
tached to a stimulus by conditioning, 
the average potentials evoked by that 
stimulus in diverse brain regions acquire 
a marked similarity in waveshape. The 
observed correspondence between the 
time course of electrical activity in 
diverse brain regions, and the diminu- 
tion in this correspondence with inap- 
propriate performance, suggests that 
this reflects the organization of a func? 
tional system processing information 
about the stimulus. The data reported 
here are in support of the comparator 
hypothesis stated earlier. The observed 

waveshape correspondence between 
neural regions is interpreted to mean 
that the pattern of axonal discharges 
impinging as afferent input upon a 
region produces in that region a re- 
flection of the macropotential wave? 

shape in the region whence the axonal 

discharges originate. Changes in wave? 
shape correspondence between regions 
are interpreted as changes in the effec? 
tiveness of the influence of certain 

regions upon others. The data analysis 
and reduction techniques outlined here- 
in are applicable to a wide variety of 
other kinds of electrophysiological and 

neuropharmacological problems. A 
fuller account of these methods and of 
the result obtained has been presented 
recently and will shortly be published 
(7, 8; 9). 

E. Roy John 
Daniel S. Ruchkin 

Center for Brain Research and 
Department of Electrical Engineering, 
University of Rochester, 
Rochester, New York 

JORGE VlLLEGAS 
Instituto Venezolano de 

Investigaciones Cientiftcas, 
Caracas, Venezuela 

References and Notes 

1. F. Morrell, Physiol. Rev. 41, 443 (1961); E. 
R. John, Ann. Rev. Physiol. 23, 451 (1961). 

2. E. R. John and K. F. Killam, J. Nervous 
Mental Disease 131, 183 (1960). 

3. R. Galambos and G. C. Sheatz, Am. J. 
Physiol. 203, 173 (1962). 

4. M. N. Livanov, Intern. Congr. Physiol. Sci. 
22nd, Leiden, 1962. Proc. vol. I(II), p. 899. 

5. E. V. Glivenko, T. A. Korol'kova, G. D. 
Kuznetsova, Sechenov Physiol. J. U.S.S.R. 
(English transl.) 48(9), 1026 (1962). 

6. Some of the average response waveforms which 
comprised the raw data for these analyses 
were provided by K. C. Corley, who obtained 
them in the course of his Ph.D. dissertation. 

7. E. R. John, D. S. Ruchkin, J. Villegas, in 
Sensory Evoked Response in Man (New York 
Acad. Sci., in press). 

8. D. S. Ruchkin, J. Villegas, E. R. John, in 
Computers in Medicine and Biology (New 
York Acad. Sci., in press). 

9. Supported in part by research grant MH- 
05901 from the National Institute of Mental 
Health, and grant G-23666 from the National 
Science Foundation. 

17 June 1963 

Ginkgophyton (Psygmophyllum) with 

a Stem of Gymnospermic Structure 

Abstract A specimen identified as 

Ginkgophyton (Psygmophyllum) with 
a structurally preserved stem of gym? 
nospermic organization has been col? 
lected from a late Devonian stratum in 
New York. 

The taxonomic position of a com? 
plex of Paleozoic genera consisting of 
flabelliform or cuneiform leaves, occa- 

sionally attached to branching axes, has 
been one of the most perplexing of 
paleobotanical problems for nearly a 

century. Included in this group, which 
ranges stratigraphically from Devonian 
to Permian, are Platyphyllum, Ger- 

manophyton, Ginkgophyllum, Ginkgo? 
phyton, Psygmophyllum, and, indeed, 
Enigmophyton. 

In the most recent discussion of these 
genera, H0eg (1) provides an excellent 

summary of their morphology and an 
analysis of nomenclatural problems. As 
he emphasizes, Ginkgophyllum and 
Psygmophyllum were established for 
Upper Carboniferous and Permian 
species of distinctive morphology. Both, 
but especially Psygmophyllum, have 
also been used for the inclusion of 
Devonian species. Of the other genera, 
all of which are characteristically 
Devonian, Enigmophyton H0eg is the 
most completely known. Enigmophyton 
superbum, from the Upper Middle or 
Lower Upper Devonian of Spitsbergen, 
is reported to have a dichotomizing 
branch system bearing a secondary sys? 
tem of smaller lateral branches and 
sessile, flabelliform, dichotomously 
veined leaves up to 16 cm long and 12 
cm wide (at the broadest point). These 

431 


