
system to the site of its deposition at 
the connecting link between the two 
chlorophyll systems. 

We have thus expanded a system 
originally proposed some years ago, 
at which time we could not adequately 
distinguish between electron migra- 
tion and hole migration in the chloro- 
phyll array (6). In the present pro- 
posal it now appears that in the green 
material, both systems are possible 
transport systems. The primary quan- 
tum conversion and the separation of 
oxidant and reductant would thus de- 
pend in both pigment arrays on semi- 
conduction mechanisms-hole migra- 
tion on one side and electron migra- 
tion on the other. While the low-tem- 
perature reversibility of spin signal 
and optical-density changes is strong 
evidence for the proposed hole migra- 
tion system, corresponding evidence is 
still lacking for the electron migration 
system. 

References and Notes 

1. C. B. van Niel, Advan. Enzymol. 1, 263 
(1941). 

2. E. Katz, in Photosynthesis in Plants, W. E. 
Loomis and J. Franck, Eds. (Iowa State 
College Press, Ames, 1949), chap. 15, p. 
291. 

3. D. F. Bradley and M. Calvin, Proc. Nati. 

Acad. Sci. U.S. 41, 563 (1955); M. Calvin, 
Brookhiaven Symp. Biol. 11, 160 (1958); 

, Rev. Mod. Phys. 31, 147, 157 (1959). 
4. D. R. Kearns and M. Calvin, J. Am. Chem. 

Soc. 83, 2110 (1961); J. W. Eastman, G. M. 
Androes, M. Calvin, J. Chem. Phys. 36, 
1197 (1962); A. N. Terenin and E. K. 
Putseiko, "Fifth International Biochemical 
Congress, Moscow, 1961" (Pergamon, New 
York, in press), symposium 6. 

5. M. Calvin and P. B. Sogo, Science 125, 499 
(1957); M. Calvin, in Light and Life, W. D. 
McElroy and B. Glass, Eds. (Johns Hopkins 
Press, Baltimore, Md., 1961), pp. 317-355. 

6. M. Calvin, J. Theoret. Biol. 1, 258 (1961). 
7. W. Arnold and R. K. Clayton, Proc. Nati. 

Acad. Sci. U.S. 46, 769 (1960). 
8. H. E. Davenport and R. Hill, Proc. Roy. 

Soc. London B139, 327 (1951). 
9. R. Hill and C. P. Whittingham, Photosyn- 

thesis (Methuen, London, 1955), p. 145; 
R. Hill and F. Bendall, Nature 186, 136 
(1960). 

10. H. Lundegardh, Physiol. Plantarumn 7, 375 
(1954). 

11. L. M. N. Duysens, "Transfer of excitation 
energy in photosynthesis," thesis, University 
of Utrecht (1952); Nature 173, 692 (1954). 

12. B. Commoner, J. J. Heise, J. Townsend, 
Proc. Natl. Acad. Sci. U.S. 42, 710 (1956). 

13. P.- B. Sogo, N. G. Pon, M. Calvin, ibid. 
43, 387 (1957). 

14. The work described in this article was spon- 
sored by the U.S. Atomic Energy Commis- 
sion. Summaries of discussions with Ken- 
neth Sauer, I. D. Kuntz, Jr., and P. A. 
Loach are incorporated in the text. 

15. G. M. Androes and M. Calvin, Biophys. J. 
2, pt. 2, 217 (1962). 

16. G. M. Androes, M. F. Singleton, M. Calvin, 
Proc. Natl. Acad. Sci. U.S. 48, 1022 (1962). 

17. R. B. Park and N. G. Pon, J. Mol. Biol. 3, 
1 (1961). 

18. B. Chance and M. Nishimura, Proc. Nati. 
Acad. Sci. U.S. 46, 19 (1960). 

19. H. T. Witt, A. Muller, B. Rumberg, Nature 
192, 967 (1961). 

20. P. B. Sogo, M. Yost, M. Calvin, Radiation 
Res. supply. 1, 511 (1958). 

21. R. K. Clayton, Photochemn. and Photobiol., 
in press. 

22. B. Kok and G. Hoch, in Light and Life, W. 
D. McElroy and B. Glass, Eds. (Johns 
Hopkins Press, Baltimore, 1961), p. 397. 

23. H. Beinert, B. Kok, G. Hoch, Biochem. 
Biophys. Res. Commros. 7, 209 (1962). 

24. We wish to thank Dr. P. A. Loach for col- 
laborating with us in the establishment and 
measurement of the potentials in these ex- 
periments. 

25. I. D. Kuntz, Jr., and P. A. Loach, unpub- 
lished observations. 

26. M. S. Blois, H. W. Brown, J. 1E. Maling, in 
Free Radicals in Biological Systems, M. S. 
Blois et al., Eds. (Academic Press, New 
York, 1961), p. 117. 

27. R. Emerson, R. Chalmers, C. Cederstand, 
Proc. Natl. Acad. Sci. U.S. 43, 135 (1957). 

28. B. Rumberg, A. Muller, H. T. Witt, Nature 
194, 854 (1962). 

29. L. M. N. Duysens, J. Amesz, B. M. Kamp, 
ibid. 190, 510 (1961). 

30. A. San Pietro, in Light and Life, W. D. 
McElroy and B. Glass, Eds. (Johns Hop- 
kins Press, Baltimore, 1961.), p. 681; T. 
Horio and T. Yamashita, Biochens. Biophys. 
Res. Consinun. 9, 142 (1962). 

31. L. E. Mortenson, R. C. Valentine, J. E. 
Carnahan, Biochem. Biophys. Res. Com- 
mun. 7, 448 (1962); R. C. Valentine, R. V. 
Jackson, R. Wolfe, ibid. 7, 453 (1962); K. 
Tagawa and D. I. Arnon, Nature 195, 537 
(1962). 

32. M. Nishimura, Biochimn. Biophys. Acta 59, 
183 (1962). 

33. M. Calvin, P. A. Loach, A. Yamamoto, 
Proceedings, Conference on Theory and 
Structure of Complex Structures, Wroclaw, 
Poland, June 1962. 

34. B. Chance, Nature 189, 719 (1961). 
35. K. Sauer and M. Calvin, J. Mol. Biol. 4, 

451 (1962); W. M. Butler, Arch., Biochem. 
Biophys. 93, 413 (1961). 

36. T. Horio and M. D. Kamen, Biochemistry 
1, 144 (1962). 

The Man-Computer Relationship 
The potential contributions of computers crucially 

depend upon their use by very human human beings. 

David L. Johnson and Arthur L. Kobler 

Recently Norbert Wiener, -13 years 
after publication of his. Cybernetics, 
took stock of the man-computer re- 
lationship (1). He concluded, with 
genuine concern, that computers may 
be getting out of hand. In emphasizing 
the significance of the position of the 
computer in our world, Wiener com- 
ments on the crucial use of computers 
by the military: "it is more than likely 
that the machine may produce a policy 
which would win a nominal victory on 
points at the cost of every interest we 
have at heart, even that of national 
survival." 
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Computers are used by man; man 
must be considered a part of any sys- 
tem in which they are used. Increas- 
ingly in our business, scientific, and 
international life the results of data 
processing and computer application 
are, necessarily and properly, touching 
the individuals of our society signifi- 
cantly. Increasing application of com- 
puters is inevitable and requisite for 
the growth and progress of our society. 
The purpose of this article (2) is to 
point out certain cautions which must 
be observed and certain paths which 
must be emphasized if the man-com- 

puter relationship is to develop to its 
full positive potential and if Wiener's 
prediction is to be proved false. 

In this article on the problem of 
decision making we set forth several 
concepts. We have chosen decision 
making as a suitable area of investi- 
gation because we see both man and 
machine, in all their behavior actions, 
constantly making decisions. We see 
the process of decision making as be- 
ing always the same: within the limits 
of the field, possibilities exist from 
which choices are made. Moreover, 
there are many decisions of great sig- 
nificance being made in which ma- 
chines are already playing an active 
part. For example, a military leader 
recently remarked, "At the heart of 
every defense system you will find a 
computer." In a recent speech the 
president of the National Machine Ac- 
countants Association stated that 80 to 
90 percent of the executive decisions 
in U.S. industry would soon be made 
by machines. Such statements indicate 
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a growing trend-a trend which need 
not be disadvantageous to human be- 
ings if they maintain proper perspec- 
tive. In the interest of making the 
man-machine relationship optimally 
productive and satisfactory to the 
human being, it is necessary to examine 
the unique capabilities of both man 
and machine, giving careful attention 
to the resultant interaction within the 
mixed system. 

Basic Parameters 

In any analysis of the types of 
problems which may, or should, be 
solved by automatic methods, the 
decision capability of the machine 
is fundamental to the entire solu- 
tion. Whether the problem is the 
addition of a series of numbers or the 
firing of a retaliatory nuclear weapon, 
the computer can act only through the 
processing of a series of yes-no deci- 
sions. Much work has been done in the 
definition of decision structure. The 
fundamental decision element is one 
of binary choice with one or more 
inputs and two outputs (or at least a 
single output capable of bi-stable con- 
dition). Such basic decision elements 
may be combined to provide decision 
systems as complex as the application 
requires. The decision "Is A greater 
than B?" may be considered a single 
basic decision (3). As input, we have 
two variables, the magnitudes of A 
and B. The decision element in this 
case can be a simple comparator. The 
output may be either a "yes'? or a 
"no." The inputs must accommodate 
variables of specified or unspecified 
limits. The output is limited to a simple 
binary choice, the forms of which are 
fixed. There is no room for a "maybe" 
answer within the single decision unit. 
Of paramount significance, however, 
are the decision parameters which are 
neither input nor output but which 
determine the structure of the actual 
decision apparatus. Thus, in the fore- 
going example such parameters might 
include the following considerations: 
(i) greater should be defined; (ii) both 
quantities are (or are not) represented 
in the same number systems; (iii) in- 
finite magnitude is (or is not) allowed; 
and (iv) magnitude relates only to the 
comparison (or signs must be- con- 
sidered). Clearly, these are just sam- 
ples. Many other elements must be 
fixed before the decision structure is 
complete. 

In cases of equipment design, such 
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"basic" parameters usually exist within 
the discipline of a determining opera- 
tion and may be resolved without ex- 
tensive ambiguity. In more complex 
decision simulation, the parameters 
may vary from one decision to an- 
other in ways so subtle as to elude 
identification. 

In considering decision character- 
istics in their relationship to man and 
the computer, a broad examination of 
the generally relevant field is required 
before adequate definition within re- 
stricted specific subfields is possible. 
One must recognize that the general 
field encompassing the environment and 
context of any decision determines to 
a large extent the type of decision 
process used, as well as the parameters 
of the decision structure. Although the 
field forces will affect both input and 
output forms, the most insidious effect 
will be upon the parameters relative-to 
the decision itself. 

In decision situations one important 
factor is the amount or degree of input 
information available. There may be 
little information about the choices, 
all the necessary information, or a 
confusing redundancy or superfluity of 
information. The evaluation of the out- 
put, of the decision made, will be in- 
fluenced by the criteria available for 
judging it. We can have absolute, de- 
fined criteria or literally none at all. 
In the latter case, a number of "reason- 
able" men (or rational machines) may 
arrive at a number of equally satis- 
factory decisions; moreover, each of 
the choices, if implemented, may re- 
sult in equal success-failure probabili- 
ties. 

"Routine" and "Special" Problems 

Today, computers are used most in 
dealing with what may be called 
"routine" problems, as contrasted with 
"special" problems. "Routine process- 
ing" can be used when the problems 
are subject to solution by specific, well- 
defined methods; when the validity of 
the solutions can be appraised; and 
when all parameters are defined. "Rou- 
tine-direct" decisions are most often 
made in the physical sciences, in a 
system so bounded that the human 
response or cause is not considered. 
The decision structure is defined, as 
are the inputs, the outputs, and the 
decision parameters. In most cases the 
variables are measurable, or, at the 
least, probabilities are available, to- 
gether with adequate information as ito 

their reliability. Within a given solu- 
tion predetermination of particular de- 
cision paths may be impossible, but 
implicit in the system is the character- 
istic that all possible decisions are 
recognized and considered within the 
rigid decision structure. 

Different from the routine-direct 
solutions, but still within the defined 
" routine" category, are the routine- 
learning solutions, which involve 
training with, and use of, computers as 
learning machines. These are discussed 
later in this article. 

Problems susceptible of routine- 
direct solution arise -within limited en- 
vironmental fields. Such problems 
lend themselves readily to automation. 
Our "special processing" category of 
decision problems includes all prob- 
lems outside the rather restricted "rou- 
tine" category. Most routine problems 
are part of systems which are them- 
selves special in nature. Thus, to use, 
and evaluate the meaning of, a routine 
solution in its application within the 
total environment is a special prob- 
lem which requires evaluation in the 
field of human reaction: How is the 
routine information output to be 
used? 

Routine-direct processing may be 
applicable to dull, time-consuming, 
massive clerical jobs, or to problems 
requiring tremendous amounts of pre- 
scribed, iterative calculations. Some- 
times, however, such a job may appear 
routine to some yet special to others. 
These variations in categorization are 
not, for the most part, variations in 
the means of calculation or solution but 
variations in the input parameters upon 
which the decision is to be based. The 
variations appear as soon as man is con- 
sidered a part of the system to be ex- 
amined. For example, in Ohio, com- 
puters "study possible rights of way, 
tot up the estimated property values in- 
volved in purchasing them, and pick 
out those which best combine cheapness 
and directness and ease of construction. 
Then they work out most of the en- 
gineering problems for the new high- 
ways to be built over them (4). Some 
Seattle citizens feel that their beautiful 
city is being destroyed by a cheap, 
direct, easily constructed, but ugly free- 
way, which has taken over some of 
the most beautiful public park land. 
For them, then, the Ohio computer 
problem is not routine; all necessary 
and appropriate information is not 
available, and there is no clearly de- 
fined criterion of output. The problem 
is a special one; beauty, they feel, 
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should be one of the parameters. How 
does one measure beauty? The problem 
here is not one of computer function; 
highway engineers could reach a like 
conclusion more slowly and less effl- 
ciently. The problem lies in the human 
response to a computer output: the 
computer has delivered results, and 
they have the aura of finality and cor- 
rectness. - 

Clearly, the special area of decision 
making has been the unique property 
of human judgment. With the contem- 
porary state of knowledge, this fact is 
both reasonable and proper. Inputs,, 
parameters, and outputs for special 
problems are poorly defined and im- 
possible to measure. Even on a proba- 
bilistic basis, little information is avail- 
able and statistics are inadequate. In 
most cases, elemental decision proba- 
bilities may be determined with some 
validity, but information as to the re- 
lationship of the decision elements in 
the total system are unique in each 
given environment and extremely dif- 
ficult to fix by either joint or con- 
ditional probabilities. Clearly, more 
definitive understanding of the human 
complex is required before all phases 
of decision systems which include 
human parameters may be resolved. It 
is not surprising that it is currently 
difficult to find decisions involving hu- 
man reactions within a system which 
can be adequately and generally treated 
by mechanized simulation. 

In this context, then, we see dangers 
which fall into two categories: first, in 
the present state of our knowledge we 
may too easily overlook crucial param- 
eters in the decision situation, param- 
eters which do not permit proc- 
essing-for +- example, values; second, 
we must be aware of the frailty of man 
qua man, particularly of man in our 
complex world. Man- exerts a -dominant 
influence on the use of computers and 
on the man-machine relationship. In 
the remainder of this article we will 
consider these two general areas, which 
often overlap. 

Parameters of Value 

Values, broadly conceived, are re- 
quired for the solution of any decision 
problem. If the problem is dominated 
by a rigid and well-measured scientific 
discipline, the values may simply be 
mathematical -for example, that 3 is 
greater than 2, and that 5 times 4 
equals 20. The discipline itself has de- 
fined and fixed the necessary assump- 
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tions as to the meaning of the opera- 
tions and the number system intended 
and has set a scale of values under 
which the solution is to be obtained. 
Thus, for even the most routine tasks, 
values are programmed in; every prob- 
lem statement or program inherently 
contains what is wanted, or valued, by 
the programmer. In cases of routine- 
direct solutions, the parameters are 
fixed by the scientific discipline under 
which the problem is being solved. 

Values are also inherent in the nature 
of the problem itself-that is, in the 
solution which the computer is asked 
to deliver and the claims that are made 
as to the use of the solution. One pro- 
grammer may value cheap, efficient- 
roads and may ask the computer to 
provide him with specifications for 
such roads, whereas another may value 
expensive, beautiful roads. In this sec- 
ond instance, the values are less clear- 
cut and more difficult to measure: What 
is beautiful? How much should be spent 
for how much beauty? Not only are 
such parameters difficult to define and 
measure; they may in some instances 
be difficult to admit or recognize. For 
example, in personnel work, an indi- 
vidual who may not be doing measur- 
ably satisfactory work may be recom- 
mended by the machine for dismissal. 
In the event the individual proves to be 
the aunt of the vice-president or the 
cornerstone of the morale structure of 
the office, dismissal may not be the most 
profitable course. It would be extremely 
difficult for the administrator to define 
the office social structure or to admit 
on the immortal program tape that he 
valued his job more dearly than his 
business efficiency. The values at such 
points become difficult to rank, to re- 
late, and often to bring to the level of 
conscious realization. And yet such 
values exert a dynamic influence upon 
specific and critical choices. 

In cases of routine-learning solu- 
tions, the values are fixed as classes 
rather than by specific ranking. That 
is, it is possible for the machine to 
rank and order a prescribed set of 
values on the basis of success in repeti- 
tive learning procedures as currently 
performed in mechanized games of 
checkers and chess. The existence of 
the fundamental values, then, must be 
recognized in the problem structure; 
the use to which they are put and the 
effect which they have upon the final 
result are fixed by the learning process 
of the computer. Again we see the pos- 
sibility that certain entries within the 
decision system structure will be neg- 

lected; and, equally important, in cases 
where the goal of the learning game is 
poorly defined, the use to which the 
values and responsibilities are put may 
yield results which are far from ac- 
ceptable in actual situations. 

Within the category of problems 
which are inherently special in nature, 
the parameters, as well as 'their use 
within the system structure, are unde- 
fined or incompletely defined. In such 
special solutions one must interpret re- 
sults of computer simulation as limited 
in meaning and must impose severe 
restrictions upon the use of the special 
solutions in the light of their effect upon 
the humans for whom they are de- 
veloped. + 

Among the special problems, moral 
values and prejudice belong in the large 
family of values over which there is no 
governing discipline which applies to 
all people. We will discuss problems in- 
volving ethical choices, although, in the 
context of computer operation, we will 
not differentiate them from the total 
value problem. 

One major problem in working with 
value parameters in decisions falling 
outside the routine-direct category is 
the sensitivity of the balance of the 
multiplicity of values involved, and of 
their interrelationships. Even if it were 
possible to enumerate, rank, and relate 
the various values in a given special de-- 
cision process, it is improbable that the 
parameters would remain fixed for the 
same decision in a slightly different 
context. 

Where other than rigid values are 
involved in the decisional setting, 
another closely related parameter often 
is relevant. We talk here of responsi- 
bility, .for the decisional - situation is 
clearly different when the setting is 
that of an abstract "game" and when 
it is one in which the decision 'is to be 
actually implemented, and where man 
is directly responsible. Responsibility, 
as we see it, means that the cause lies 
with the decision maker and the deci- 
sion concerns a personally relevant ac- 
tion. Situations of individual responsi- 
bility, and the concurrent increased 
emotional significance, take on the 
character of uniqueness, and probabil- 
ity guides are not satisfactory. There- 
fore, although two different situations 
may require solution by the same de- 
cision structure, the parameters fixed 
by responsibility will greatly modify the 
processing of the input. The current 
discussion of bomb-shelter morality 
provides an example of this type of 
problem. In such situations it may be 
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that the parameters of the decisional 
field are not definable until after the 
choice has been made, after the deci- 
sional action has been taken; it is only 
then, and not before, that the values of 
decision maker are defined. 

Results of Human Limitations 

The consideration of values in such 
decisional contexts leads directly to our 
concern with the frailty of man. Two 
of the most responsible and respectable 
of contemporary social-psychological 
commentators have characterized to- 
day's man as increasingly "other di- 
rected" (5) and pressed toward "escape 
from freedom" (6). Faced with increas- 
ing complexity and massive responsi- 
bility, man has tended more and more 
to work in groups, and committee deci- 
sion is now commonplace. One major 
consequence is the decrease in individ- 
ual identity and the loss of individual 
responsibility. The computer, coming 
at this time in man's progress, can and 
does play a special role in enabling man 
to escape the freedom of responsible 
choice. After all, who can be held re- 
sponsible for a decision by a computer? 
Moreover, the increased complexity of 
the world man faces makes him more 
aware of his own limitations. Such 
awareness leads to feelings of inad- 
equacy, and the desire and need for, 
someone or something outside himself 
that has the qualities he feels lacking in 
himself-solidity, infallibility, and so 
on. He looks for the father, the leader, 
God, scientific truth. The computer has 
the proper aura. It can be perfect; it 
can be right; it can be very nearly in- 
fallible; it can produce the truth. Al- 
ready, in its infancy, it can solve prob- 
lems quickly that would have taken man 
many lifetimes to solve. It can make 
systematic sense out of a gigantic mass 
of apparently disorganized information. 
In its solid, efficient, light-flashing way 
it acts without obsessive hesitation-as 
if it is sure, as if it knows. It acts with- 
out emotional involvements, without 
commitments, in a manner which can 
be called objective. 

Most subject to the hypnotic effect 
of the computer are those whose direct 
contact with computer operation and 
programming is limited. Scientists 
trained in the design and operation of 
computing devices frequently must rec- 
ognize the limitations of mechanization 
in communication with human systems. 
Often, however, these men are the very 
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ones who are working within such a 
rigid discipline that computers are able 
to solve their problems, and they may 
read into this ability the ability to solve 
all problems. 

In this setting there exists a consid- 
erable danger that complex decision 
systems involving human parameters 
will be broken down into routine seg- 
ments which are more or less independ- 
ent of human reaction, and that the 
combination will then be called a cred- 
ible simulation of the total system. Such 
a danger has always existed in all cate- 
gories of problem solution; however, 
with the advent of increasingly effective 
computers, the danger is becoming more 
seductive and more far-reaching in the 
scope of its influence. Such a process 
effectively rules out true simulation but 
provides the satisfaction of optimum 
mechanization, with resultant speed and 
accuracy. Also, there is an attractive 
but dangerous precedent for restricting 
value parameters in the interest of sim- 
plicity and neatness; the result -is a su- 
perficial and predictable decision which 
may be satisfactory in a "game" simu- 
lation but is disastrous in application. 
Any method which ignores or explains 
away that part of the subject matter 
with which it cannot deal is, or can be 
in the long run, worse than useless. It 
raises false hopes, and it misleads if it 
promises what it cannot fulfill. Under 
the guise of reliability, usually in cases 
where general reliability cannot be 
measured or recognized, unimaginative 
and partial results may be accepted as 
accurate simulation. One is tempted to 
accept a completely accurate proc- 
essing listing of economic factors in- 
herent in a given society as an. anal- 
ysis, instead of treating it as the 
routine part of a complex decision 
system whose validity can only be 
evaluated in the light of its effect on 
the human environment. One is tempted 
to talk of the machines as potentially 
artistically creative. Machines can cre- 
ate; they can and do write music and 
plays. Speaking of man, Arthur Miller 
said recently, "I think there is one con- 
fusion to be cleared up. While it is true 
that all of us are creative, not many of 
us are artists. That is the crucial dif- 
ference." The "Illiac Suite for String 
Quartet" is the result of a creative act, 
but that does not make it artistic, and 
artistic values are the appropriate ones 
to use in evaluating musical creations. 

One is tempted, too, to evaluate the 
effects of a nuclear deterrent force in 
terms of routine decision making as to 

casualties or economic loss, without an 
actual study of exactly what human 
parameters, at a given time, are appro- 
priate to the basic problem of deter- 
rence. Fighting nuclear war on the ma- 
chines is obliquely related to the ques- 
tion of adequate deterrence; the latter 
is, however, at least as much a psycho- 
logical as a military problem and is 
very "special" indeed. Here again, is- 
sues involving values as applied by man 
may be fed into a computer for analysis 
and decision, together with values im- 
plicitly if not explicitly programmed. 
The computer is programmed for a 
particular solution to be put to a specific 
use. There is no possibility of avoiding 
consideration of such values; with or 
without the computer they are a part 
of the total decisional field. Machine 
quantification may make it appear that 
such values are not appropriate, but 
amorality is at least as serious as im- 
morality, and a problem may be so 
reduced that its solution bears no real 
meaning. 

The question of how output data are 
to be used is, to our mind, crucial and 
a special problem. Certainly, the ability 
to gather and to use information carries 
power with it. Once knowledge is open- 
ly available, its use by the public is 
often far removed from the conception 
of the discoverer. Present-day nuclear 
physicists know too well the various 
uses of knowledge. Present-day medical 
knowledge is being used to produce bi- 
ological weapons to destroy man's life 
and to produce techniques to save man's 
life. The use, then, of output data often 
involves ethical questions. 

Our concern with the parameters of 
value and responsibility in decision 
making stems from our view that ma- 
chines are now making, and will con- 
tinue to make, decisions in which such 
issues are significant and in which they 
are consistently ignored. In too many 
cases the computers are instrumental in 
decision making to the extent that they 
essentially determine the decision out- 
put because' of their operational mode 
and man's reaction to them. In many 
of these cases the routine solutions are 
theoretically to be used as data to be 
inserted into a human decision system. 
Too often, however, the information is 
presented in such a way as to imply 
that the human decision is redundant. 

It has been stated (4) that "the com- 
puter systems already operational are 
impressive enough, but they do 
not compare with the sophisticated sys- 
tems that are under study and on order 
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for delivery [to the Federal Govern- 
ment] in the early 1970's. In some of 
them the on-line concept is carried so 
far that if a reconnaissance satellite 
should send in a report of Russian 
rocket launchings, it would automati- 
cally generate a retaliatory battle plan 
from one computer that would auto- 
matically be put into action by other 
computers, aiming and firing Atlases, 
Titans, and Polarises on and under land 
and sea. The only interruption in the 
sequence, except for the system's own 
safety checks and repeats, would be a 
token one of a few minutes for the 
President of the United States to exer- 
cise freedom of will and say 'fire.' What 
to do about this choiceless choice, how 
to extend the time for decision and 
make the machines as accurate as pos- 
sible, is the subject of serious concern 
and study by several groups of com- 
puter men who address themselves ex- 
clusively to command and control prob- 
lems." With the increasing efficiency of 
missile systems the problem of time 
becomes increasingly important, and 
the use of computers in such a situation 
as that described seems both appro- 
priate and necessary. But the crucial 
factor, as we see it, is the President's 
choice, which, like any responsible de- 
cision, is neither "token" nor "choice- 
less." While computer men are trying 
to make the machine as accurate as 
possible, others, including the President, 
are concerned with this choice, as they 
should and must be. A Russian rocket 
launching may be an accident, or it may 
be pointed at the Chinese. These are 
crucial issues, on which the survival of 
our society may depend, and they are 
part of the decision environment. Thus, 
while all pertinent decision input should 
be determined by the most efficient 
means, we must use extreme caution 
not to magnify the significance of the 
computer processing to such a degree 
that it appears to be the decision itself. 

Machine-Learning Systems 

Man's frailty plays a crucial part, 
too, in relation to learning machines, 
even though they have not yet been de- 
veloped to a point where they are ap- 
plied in matters critical to human welb 
fare. The successful learning programs 
have been applied principally to such 
games as checkers and chess, in which 
they show remarkable success and 
promise. Current learning techniques, 
as applied to computers, demand that 
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the rules of the game be clearly stated, 
that the goals be exact and easily mea- 
surable, and that the game be of such 
duration that the machine can learn 
through repetitive playing. While these 
routine-learning applications are vastly 
different from applications in the rou- 
tine-direct category, it should be clear 
that, although the value and respon- 
sibility parameters are defined, fixed, 
and recognized, the computer essen- 
tially orders and ranks the parameters 
through the process of repetitive learn- 
ing, in such a way as to yield success- 
ful completion of the game. The pa- 
rameters must be defined, then, but the 
computer is at liberty to weigh the 
values and to decide which ones should 
be used in determining the tactics and 
strategy that will yield success. It 
should be emphasized that such pro- 
grams do not at present allow the com- 
puter to develop basic parameters-for 
example, in a game of checkers, to 
decide that "one square at a time" ac- 
tually means "two squares at a time." 
These games are set up within such 
rigid disciplines that the defining rules 
of the game and the fixed goal of suc- 
cess fix the decision parameters. But 
in the realm of learning machines and 
their operation, one result of the pro- 
gram techniques is removal from the 
mind of the designer, and of the oper- 
ator, of an effective understanding of 
many of the stages by which the ma- 
chine comes to its conclusions and of 
the actual long-range intentions of 
many of the operations. Wiener states 
(1): "This is highly relevant to the 
problem of our being able to foresee 
undesired consequences outside the 
frame of the strategy of the game 
while the machine is still in action and 
while intervention on our part may 
prevent the occurrence of these con- 
sequences." Because of the time dif- 
ferential-that is, the balance between 
the speed of the computer and that of 
man's operations-the communication 
between man and machine is incom- 
plete. 

Machines can be trained to learn, 
and computers undoubtedly show orig- 
inality, particularly in game learning, 
not only in short-term tactics but also 
in long-range strategy. The machines 
can transcend their makers and pro- 
grammers, and the end point may be 
creative and new, but not necessarily 
appreciated by the programmer. Be- 
cause of the time differential, and of 
inadequate knowledge of the learning 
machine's tactics and strategy, either 

man must depend on the machine or 
he must not. This parameter of time 
balance is quite different from the pa- 
rameters hitherto discussed. Even when 
a problem is one of routine decision 
within the rigid discipline of mathe- 
matics, it is common to find the autom- 
atized decision made with such speed 
that it must be used before it can be 
completely checked. Checking in this 
case does not imply possible fallibility 
of the decision-making mechanism but 
incomplete recognition of the decision 
and its environment by the program- 
mer. One acceptable mode of checking 
is simulation-that is, actual trial of 
the decision-making operation. This is 
valid where every possible case can 
be simulated. In the vast majority of 
significant decisions, however, such an 
extensive simulation is impossible, or 
all possible occurrences cannot be 
recognized. 

The Man-Computer Problem 

Humans within the decision system 
are more fallible and less apt to op- 
erate in a well-organized, accurate 
manner than computers. However, 
human solution involves times which 
are compatible with human review. 
Humans have sufficient time to use 
their self-organizing facilities to vary 
the perspective of the problem in time 
as it progresses-for example, to vary 
parameters, and sometimes the actual 
input. The time balance is not neces- 
sarily dangerous; its very existence is 
one of the benefits of automation. 
However, it is a parameter of decision 
processes which should be consistently 
considered. Particularly in respect to 
learning systems in which the goals and 
rules are well defined, the stratagems 
used to reach the goal, as developed 
in the solution, may be, as was noted 
earlier, completely incompatible with 
the original goals. If the entire opera- 
tion takes place at such a rapid rate 
that only success in reaching the goal 
can be evaluated before the process is 
put into effect, the time-balance prob- 
lem is critical. And if, during the 
course of a machine action, we stop 
the machine because we do not like or 
understand a given tactic, we will de- 
stroy the total strategy and make the 
use of a computer pointless. lIt is 
doubtful whether man, faced with a 
problem he has given to the machine, 
can comfortably -contradict, stop, or 
limit the learning program. It is far 
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more likely, in the man-machine rela. 
tionship, that man will accept the ma- 
chine's decisions, whether or not he 
understands them. The fact that we 
cannot yet include in mechanized 
processing the complete and necessary 
value and responsibility parameters is 
easily overlooked in the light of posi- 
tive values such as efficiency, speed, 
accuracy, and objectivity. 

Machines can and do simulate events 
that cannot be studied in actuality. Ex- 
amples are the action of a petroleum 
cracking column, a nuclear attack, the 
burning of a solid fuel inside a rocket, 
or the flight of a space ship, as well 
as business procedures. Mechanized 
business games have become an in- 
tegral part of training in certain uni- 
versities and are used by many large 
industrial concerns in the training and 
evaluation of personnel. These games, 
like war games, are not basically in the 
learning category but operate with pre- 
determined and fixed values. Only in 
the reaction of the human players as a 
part of a total system do the games 
fall within the special-problem group. 
The human reaction to the game, how- 
ever, is often intense. There have been 
instances at the University of Wash- 
ington of students dropping from class 
because of the emotional reaction to 
the computer game. Although indus- 
trialists explain that the game outcomes 
will not be used in personnel evalua- 
tion, the players feel tense and threat- 
ened. While in most of the games the 
players are not playing against the 
computer but against each other 
through the computer, the introduction 
of a mechanized intermediary of such 
precision and speed increases the 
threatening aspects of what is called a 
"game." Because such games cannot 
possibly include all of the variable pa- 
rameters of actual business, it is some- 
times possible for players to "beat" the 
game by extremely improbable or un- 
ethical decisions. Business games of 
this type are obviously valuable in em- 
phasizing "cause and effect" truisms of 
specific facets of business. Only when 
it is assumed that a partial simulation 
of human reaction and- economic struc- 
ture is a complete and accurate simu- 
lation does the problem become mani- 
festly dangerous. As in the other ex- 
amples discussed, as long as the rou- 
tine solution is admitted to be a routine 
solution and used only as a partial 
simulation of systems involving hu- 
mans, the solution can be used to de- 
cided advantage. 

The attitudes of the participants 

878 

when "playing" with a computer are 
worthy of note. Here again we see a 
reaction of humans forced to subject 
their human-and therefore incom- 
pletely defined-decision systems for 
evaluation by the computer, which has 
been socially accepted as totally ob- 
jective and accurate. 

The human reaction to war games is 
different. War, like business and like 
human mental functions such as prob- 
lem solving, can be simulated, and the 
simulation may be of great value. The 
danger lies in believing that in the 
results of such simulation one has the 
complete truth. For example, it has 
been claimed that predictions of vic- 
tory in war games are becoming in- 
creasingly accurate. In this claim the 
role of man's fantasy is clear. Military 
leaders need ways of estimating possi- 
bilities and probabilities in planning 
for war; the machine can do more than 
man, can handle complexities system- 
atically, and can study far more cases 
and far more variable systems. Yet it 
is obvious that the input information 
must be grossly inadequate, especially 
in planning for the "new" nuclear war- 
fare. There is no way to completely 
estimate or evaluate what would hap- 
pen in a "real" war. And yet, how are 
these results used? Mechanized war 
games are used, like business games, 
to rapidly obtain experience and train- 
ing and to relate cause and effect. In 
both instances the games are consid- 
ered useful bases of implementation. 
Although man knows that the simula- 
tion is imperfect, it is all too easy for 
him to feel that success in the game 
is indicative of success in the real situ- 
ation; that tactics and techniques which 
are effective in game playing are effec- 
tive in actuality. The mechanized proc- 
ess, because it catches many of the 
pressures and human reactions of ac- 
tuality, seems to provide precise ob- 
jectivity which permits mechanical 
evaluation of the strategy or tactics in- 
volved. Man's frailty makes him wish 
to shunt off complex decisions to the 
machine, with its apparent logic, rea- 
son, objectivity, and superhuman ca- 
pacity. Unfortunately, it is in these 
most important decisions-involving 
massive responsibility and reaction and 
concomitant meagerness of informa- 
tion input and criteria of output evalu- 
ation-that man most needs help. Un- 
fortunately, it is in these very cases 
that the machine must be used solely 
as a routine processing device, that it 
must not be made to take responsibil- 
ity from man. 

While applications involving military 
operations and national security em- 
phasize the extreme significance of the 
man-computer interface problem, oth- 
er, less traumatic, applications and ex- 
amples should not be neglected. As has 
been stated, actual machine-learning 
techniques are not being widely ap- 
plied at present. Essentially, all com- 
puter applications have been handled 
as routine-direct problems, even those 
involving war games or business games. 
The computer is not directly allowed 
to map original strategy or tactics; it 
follows specified cues and preestab- 
lished values to organize vast quantities 
of data with its inimitable speed and 
accuracy. To our mind it is in these 
contemporary solutions that the essen- 
tial parameters of values, the time- 
balance, and the human response to 
the mechanized system must be ana- 
lyzed with extreme caution. It should 
be clearly understood that in calling 
for caution we do not imply that all 
use of computers is dangerous, or, for 
that matter, that any computer appli- 
cation must in itself be dangerous. 
Rather, it is the use of the computer 
results that concerns us. In the field of 
mechanical translation of languages, 
the routine-direct processing is a great 
complex of decision systems. In the 
present phase of development, transla- 
tion errors are usually recognizable, 
and the problems of the computer- 
human relationship are more often 
matters of irritation than of danger. 
Caution is needed relative to this de- 
cision operation of the computer only 
as regards the use to which the trans- 
lation process is put. If translation out- 
put were to be placed directly into 
legal or business documents, serious 
problems could arise. However, as 
long as the quality of the translation 
is recognized for what it is, this eso- 
teric process should not be considered 
to intrude upon the man-computer 
relationship. 

Conclusions 

The levels of human knowledge of 
the environment and the universe are 
increasing, and it is obviously neces- 
sary that man's ability to cope with 
this knowledge should increase-neces- 
sary for his usefulness and for his 
very survival. The processes of auto- 
mation have provided a- functional 
agent for this purpose. Successful mech- 
anized solution of routine problems 
has directed attention toward the ca- 
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pacity of the computer to arrive at ap- 
parent or real solutions of routine- 
learning and special problems. Increas- 
ing use of the computer in such prob- 
lems is clearly necessary if our body 
of knowledge and information is to 
serve its ultimate function. Along with 
such use of the computer, however, 
will come restrictions and cautions 
which have not hitherto been neces- 
sary. We find that the computer is 
being given responsibilities with which 
it is less- able- to cope than man is. It 
is being called on to act for man in 
areas where man cannot define his own 
ability to perform and where he feels 
uneasy about his own performance- 
where he would like a neat, well-struc- 
tured solution and feels that in adopt- 
ing the machine's partial solution he is 
closer to the "right" than he is in using 
his own. An aura of respectability sur- 
rounds a computer output, and this, 
together with the time-balance factor, 
makes unqualified acceptance tempt- 

ing. The need for caution, then, already 
exists and will be much greater in the 
future. It has little to do with the lim- 
ited ability of the computer per se, 
much to do with the ability of man to 
realistically determine when and how 
he must use the tremendous ability 
which he has developed in automation. 

Let us continue to work with learn- 
ing machines, with definitions of mean- 
ing and "artificial intelligence." Let us 
examine these processes as "gamesiS 
with expanding values, aiming toward 
developing improved computer tech- 
niques as well as increasing our knowl- 
edge of human functions. Until ma- 
chines can satisfy the requirements 
discussed, until we can more perfectly 
determine the functions we require of 
the machines, let us not call upon 
mechanized decision systems to act 
upon human systems without interven- 
ing realistic human processing. As we 
proceed with the inevitable develop- 
ment of computers and means of using 

them, let us be sure that careful anal- 
ysis is made of all automation (either 
routine-direct, routine-learning, or spe- 
cial) that is used in systems of which 
man is a part-sure that man reflects 
upon his own reaction to, and use of 
mechanization. Let us be certain that, 
in response to Samuel Butler's ques- 
tion (7), "May not man himself be- 
come a sort of parasite upon the ma- 
chines; an affectionate machine tickling 
aphid?" we will always be able to an- 
swer 'No." 
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News and Comment 

NIH Foreign Grants. Reappraisal 
Seeks To Develop Policies for 
Supporting Research Abroad 

The National Institutes of Health is 
reappraising its foreign grant program, 
which, like most NIH activities, has 
grown at an incredible pace over the 
past few years. There is no desire or 
intention -to cut down existing support 
for foreign scientists, nor is it likely 
that the program will eventually be 
reduced or leveled off. But NIH, now 
that it is deeply involved in the sup- 
port of research in the laboratories of 
other nations, is looking at the broader 
implications of its foreign involvement 
and is seeking to develop more clearly 
defined policy lines. 
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A spur in this direction is provided 
by the embarrassment of the Bertil 
Bjorklund case, involving a Swedish 
cancer researcher who was receiving 
NIH support at a time when he was 
repudiated by his Swedish colleagues. 
It would be incorrect to ascribe too 
much significance to the case, since 
it can legitimately be viewed as the 
sort of thing that easily could happen 
in any large-scale operation. But the 
case illuminates the question of what 
NIH is seeking to obtain when it fi- 
nances research abroad. It also demon- 
strates that, while it is better to give 
than to receive, philanthropy is a dif- 
ficult business, especially when the re- 
cipients are members of a foreign sci- 
entific community. 

It is generally, known that - NIH 
finances most of the biomedical re- 
search in the United States, but few 
people have noticed that NIH has also 
become an important source of support 
for a great deal of scientific research 
effort abroad. NIH's foreign grant ac- 
tivities began in 1954 with 11 awards 
totaling $95,000. Last year it made 800 
grants for a total of about $14 million. 
This year the total is expected to be 
about $16 million, nearly double NIH's 
entire budget for 1947. The foreign 
grants, distributed among nearly 50 
countries, are trifling in comparison 
with the amount NIH will award for 
domestic grants this year (about $450 
million), but in some cases they amount 
to a sizable percentage of the medical 
research expenditures in the recipient 
countries. For example, Sweden, where 
NIH has one of its largest programs 
received $1.4 million last year, which 
was about 10 percent of the amount 
the Swedish government put into bio- 
medical research. The percentage- in 
this case is uniquely high, but even 
where it is lower, the NIH support 
takes on considerable significance with- 
in the scientific community. The lar- 
gesse that is generally enjoyed by 
American medical research is un-- 
known abroad, and, therefore, every 
source of support is important. 

The reappraisal of NIH's foreign 
programs is being conducted by its 
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