
albumin (4). It is notable that this 

cyclostome and certain elasmobranchs 
have no albumin-like component in 
their plasma, while teleosts in general 
appear to possess such an albumin-like 

component (5). 
David P. Rall 
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Test of Response Bias 

Explanation of 

Word-Frequency Effect 

Abstract. Observers identified monosyl- 
labic words presented in noise. It was 
found that controlling response bias elimi? 
nates the word-frequency effect. However, 
the magnitude of the word-frequency effect 
was greater than that predicted by a 
mathematical model denying stimulus 
words any role in producing the word-fre? 
quency effect. 

The word-frequency effect refers to 
the finding that observers faced with 
the task of identifying words presented 
in noise or flashed briefly on a screen 

identify correctly more common words 
than uncommon words. The more com? 
mon a word is (the more frequently a 
word occurs in the language), the 

greater is the probability that the word 
will be identified correctly (7). 

The response bias explanation, in its 
most general form, denies stimulus 
words any role in producing the word- 

frequency effect. The word-frequency 
effect is considered to be due merely to 

response bias?the observer's tendency 
to use more words of high word-fre? 

quency as identifying responses than 
words of low word-frequency (2). 

We interpret this form of response 
bias explanation as implying that groups 
of words which differ in word-frequency 
are random samples from the same 

population of acoustical or visual para? 
meters. In other words, response bias 

explanation seems to imply that inter? 
vals of word-frequency which contain 
the same number of words are equiva? 
lent samples. Consequently, if there are 
n intervals, a stimulus word from one 
interval may be matched, in terms of 
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physical similarity, just as adequately 
by a response word from one as from 
another of the remaining n ? 1 inter? 
vals. 

The word-frequency effect may be de? 
rived if we take the assumption of 
acoustical equivalence of intervals as 
imply ing two mathematical relations: 

pc(s,r) = kp(s,r), s=r (1) 

where s and r indicate the interval of 
the stimulus word and the response 
word respectively; p(s,r) is the prob? 
ability of a particular combination of 
stimulus interval and response interval, 
given that s equals r; po(s,r) is the 
proportion of p(s,r) for which the 

response word is correct; and k is a 
constant between zero and unity. This 

equation may be interpreted as saying 
that when the stimulus word and the 
response word are in the same interval, 
the probability that the response is cor? 
rect is independent of the interval of 
the stimulus. 

p(s,r) - bp(r) + d, s^r (2) 

where p(s,r) is the probability of a 
particular combination of stimulus in? 
terval and response interval given that s 
is not equal to r; p(r) is the probability 
of a response in a particular interval; 
and b and d are constants. This equation 
is mathematically equivalent to saying 
that a response from a particular inter? 
val will be given just as often to words 
from one (different) interval as to 
words from another (different) inter? 
val. Equation 2 further implies that 

where n is the number of stimulus or 

response intervals and a is a constant. 
Thus, Eq. 2 mathematically determines 
all of the n2 probabilities of combina? 
tions of stimulus interval and response 
interval to within one constant, when 
the p(r) values are known and p(s) is 
a constant (1/n). Together Eqs. 1 and 2 

imply that the number of words in an 
interval which are correctly identified 
is a linear function of the number of 

responses in the interval. That is, 

Pc(s,r) ? k \?p(r) + a \ , s = r (4) 

Thus, the word-frequency effect is de? 
rived in terms of p(r)?p(r) supposedly 
being some monotonic function of the 
median word-frequency of the inter? 
val. The word-frequency effect, from 
the viewpoint of Eq. 4, must increase 
with a rate of kl n. In this sense, the 

magnitude of the word-frequency effect 
is predicted from Eqs. 1 and 2. 

The above equations assume that 

INTERVAL AGREEMENTS BETWEEN 
STIMULUS AND RESPONSE 

Fig. 1. Number of correct responses in an 
interval as a function of the number of 
instances where stimulus and response 
agree in interval [pc(s,r) versus p(s,r)]. 
In general, the greater the number of 
agreements, the greater the median word- 
frequency of the interval. The points, one 
for each interval, represent the sum of 
the data for the six observers in the group. 

p(s) is a constant and that the intervals 
all contain the same number of differ? 
ent words in the language. In general, 
the equations assume that no physical 
aspect of words related to the thresh? 
old changes from interval to interval. 
Word length must be controlled since 
it has been shown to be positively re? 
lated to intelligibility (3). This can be 
approximated by limiting stimulus and 
response words to words of the same 
number of syllables. 

To test the predictions of Eqs. 1 and 
4 an experiment was conducted at two 
speech-to-noise (S/N) ratios, 0 and 
+ 10 db. These S/N ratios resulted in an 
over-all probability of correct response 
of 0.13 and 0.68, respectively. A differ? 
ent group of six observers listened at 
each S/N ratio. Words were presented 
at a rate of approximately one every 10 
seconds. Each observer listened for 

1200 1600 2000 2400 
TOTAL RESPONSES IN INTERVAL 

Fig. 2. Number of correct responses in an 
interval as a function of the number of 
responses in the interval [pc(s,r) versus 
p(r)]. In general, the greater the number 
of responses in an interval, the greater the 
median word-frequency of the interval. 
The points, one for each interval, repre? 
sent the sum of the data for the six ob? 
servers in the group. 
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about an hour a day for several days. 
A total of 1300 different monosyllabic 
content words were presented to each 
observer?100 words from each of 13 
intervals. Within each experimental ses? 

sion, words were presented in a random 
order with respect to word-frequency, 
except that each interval had to be 

represented 12 times in each block of 
156 trials. The observers were in- 
structed to respond with a monosyllabic 
word. 

The intervals were set up according 
to data obtained from the Lorge Maga? 
zine Count (4). There are approxi? 
mately 6500 monosyllabic content 
words in this count; therefore, each 
interval permitted approximately 500 
different response words. The median 

word-frequency of the intervals ranged 
from 1 to 736 (in the Lorge sample of 
4.5 million word occurrences). The 
stimulus words were selected randomly 
except for the attempt to control word 

length. 
Figure 1 shows the results in terms of 

Eq. 1. (The axes, however, are in terms 
of number rather than probability.) 
Figure 1 indicates that pc(s,r) is a con? 
stant proportion (k) of p(s,r), or that 
the probability of correct response is 
independent of the interval of the 
stimulus word when the stimulus and 
response words agree in interval. For 
0 and +10 db, k is approximately 0.63 
and 0.94, respectively. Linear curves 
with zero intercept are drawn to indi? 
cate the excellent agreement between 
Eq. 1 and the data. 

Figure 2 shows the results in terms 
of Eq. 4 (in terms of number). Figure 
2 indicates that pc(s,r) is a linear 
function of p(r), as predicted from Eq. 
4. Since p(s,r) differs from pc(s,r) 
only by the multiplicative constant k, 
Fig. 2 also indicates that p(s,r) is a 
linear function of p(r). Thus, the effect 
of response bias?the tendency for p(r) 
to increase with the median word-fre? 
quency of the interval?is to increase 
p(s,r). 

Figures 1 and 2 support the response 
bias explanation by implying that re? 
sponse bias is a necessary condition for 
the word-frequency effect. When p(r) 
increases with the median word-fre? 
quency of the interval?and this is 
what we mean by response bias? 
p(s,r) also increases, and since pc(s,r) 
is proportional to p(s,r), the word-fre? 
quency effect is obtained. The result 
of controlling response bias is to elimi- 
nate the word-frequency effect, as can 
be seen from the fact that pc(s,r) /p(s,r) 
is a constant (Fig. 1). Thus words of 
high word-frequency are not identified 
more accurately than words of low 
word-frequency when response bias is 
controlled. 

Even though response bias accounts 
fully for the word-frequency effect, the 
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magnitude of the obtained effect is 
greater than our mathematical inter? 
pretation of response bias explanation 
(Eqs. 1 and 2) can account for. The 
slopes obtained in Fig. 2 are con- 
siderably greater than the predicted 
slopes (k/n). Values of 0.31 and 0.08 
were obtained for +10 and Odb, respec? 
tively, while 0.07 and 0.05 were pre? 
dicted. This means that an increase in 
p(r) results in too great an increase in 
p(s,r) and, therefore, too great an in? 
crease in pc(s,r). If Eqs. 1 and 2 are 
accepted as the appropriate interpreta? 
tion of acoustical equivalence, the im? 
plication seems to be that, contrary to 
the contention of response bias explana? 
tion, words do carry some acoustical 
information about their interval (5). 

Charles R. Brown 
Herbert Rubenstein 
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Relation between the Inorganic 

Chemistry and Biochemistry 
of Bone Mineralization 

Abstract. In vitro experiments with 
saliva resulted in precipitation of a min? 
eral substance (dahllite or carbonate hy- 
droxyapatite) which is comparable in 
composition and crystal structure to oral 
calculus. Similar mineral substances were 
produced from synthetic solutions con? 
taining sodium phosphate and calcium 
chloride (in addition to a buffer) in the 
presence of carbonic anhydrase and avail? 
able carbon dioxide. It is concluded that 
the carbonate ion is essential to precipita? 
tion of bone mineral and that the princi? 
pal biochemical catalyst in vivo is car? 
bonic anhydrase. Bacteria are not essential 
to the precipitation, but they probably 
play a secondary role in connection with 
the formation of oral calculus, urinary 
calculus, and so forth. 

On the basis of an understanding of 
the inorganic composition and crystal 
chemistry of the tooth and bone min? 
eral (7), it was predicted (i) that the 
carbonate (or bicarbonate) ion is es- 

Fig. 1. Plummets immersed intermittently 
in (left to right): untreated whole saliva, 
saliva inactivated by heating, saliva to 
which carbonic anhydrase was added after 
heating, and saliva to which carbonic 
anhydrase and sulfanilamide were added 
after heating. 

sential to the precipitation of the bone 
mineral, (ii) that the presence of a bac? 
terial flora is not essential, and (iii) 
that some single biochemical substance, 
such as an enzyme, might catalyze the 
reaction and thereby govern whether 
or not mineralization takes place. The 
enzyme which immediately attracts at? 
tention is carbonic anhydrase. 

Inasmuch as the mineral substance 
of the commonest type of oral calculus 
is dahllite (a carbonate hydroxyapatite) 
?and therefore essentially similar to 
bone and tooth mineral?it was de- 
cided to investigate in vitro those proc? 
esses which are related to the forma? 
tion of oral calculus. 

Our first experiment consisted of re? 
peatedly dipping small glass plummets 
into saliva by means of a motor-driven 
apparatus. The saliva was collected 
from persons who readily accumulated 
calculus. After 5 days an appreciable 
deposit appeared on the glass plummet 
which was intermittently immersed in 
untreated saliva (see Fig. 1). After the 
saliva had been boiled, the amount of 
solid deposited on the plummet was in- 

significant. However, if crystalline car? 
bonic anhydrase was added to the 
saliva for which the enzyme had been 
inactivated by heating, again a heavy 
precipitate formed on the glass plum? 
met. If, in addition to the enzyme, sul? 
fanilamide was added to inhibit the 
activity of the enzyme (2), virtually no 
deposit was formed. During the course 
of these experiments the only source 
of carbon dioxide, other than what was 
initially present in the saliva and was 
not removed by heating, was laboratory 
air. 

Two additional sets of experiments 
were particularly informative. Both of 
these were done with solutions con? 

taining sodium phosphate and calcium 
chloride. Although the solutions were 
not sterilized, no significant bacterial 
contamination could have occurred. 
First it was discovered that when the 
solutions were saturated with carbon 

281 


	Cit r31_c40: 
	Cit r30_c37: 
	Cit r32_c41: 
	Cit r31_c39: 


