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ROM THE PHYSICAL POINT' O F  VIEW, 
the characteristic state of the living organism 
is that of an open system. A system is closed 
if no material enters or leaves i t ;  it  is open if 

there is import and export and, therefore, change of 
the components. Living systems are open systems, 
maintaining themselves in exchange of materials with 
environment, and in continuous building up and break- 
trig down of their compoilents. 

So far, physics and physical chemistry have been 
concerned almost exclusively with processes in closed 
reaction systems, leading to chemical equilibria. 
Chemical equilibria are found also in partial systems 
of the living organism-for example, the equilibrium 
between hemoglobin, oxyhemoglobin, and oxygen upon 
which oxygen transport by blood is based. The cell 
and the organism as a whole, however, do not com-
prise a closed system, and are never in true equi-
librium, but in a steady state. We nced, therefore, 
an extension and generalization of the principles of 
physics and physical chemistry, complementing the 
usual theory of reactions and equilibria in closed 
systems, and dealing with open systems, their steady 
states, and the principlcs governing them. 

Though it is usual to speak of the organism as a 
"dynamic equilibrium," only in recent years has theo- 
retical and experimental investigation of open sys- 
tems and steady states begun. The conception of the 
organism as an open system has been advanced by 
von Bertalanffy since 1932, and general kinetic prin- 
ciples and their biological implications have been de- 
veloped (4, 6) .  In  German literature, Dehlinger and 
Wertz (15)) Bavink ( I ) ,  Skrabal (31)) and others 
have extended these conceptions. A basically similar 
treatment was given by Burton (12). T'he paper of 
Reiner and Spicgclman (28) scems to have been in- 
spired by conversations of the present author with 
Reiner in 1937-38. Starting from problems of tech- 
nological chemistry, the comparison of efficiency in 
batch and continuous reaction systems, Denbigh (16) 
has also developed the kinetics of open reaction sys- 
tems. Thc most important recent work is the ther- 
c no dynamics of open systems by Prigogine (25, 26). 

I n  physics, the theory of open systems leads to 
fundamentally new principles. It is indeed the more 
general theory, the restriction of kinetics and thermo- 
dynatriics to closrd systems concerning only a rather 
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special case. I n  biology, it first of all aocounts for 
many characteristics of living systems that have ap- 
peared to be in contradiction to the laws of physics, 
and have been considered hitherto as vitalistic fea-
tures. Second, the consideration of organisms as 
open systems yields quantitative laws of important 
biological phenomena. So far, the consequences of 
the theory have been developed especially in respect 
to biological problems, but the concept will be im- 
portant for other fields too, such as industrial chem- 
istry and meteorology. 

Some peculiarities of open reaction systems are 
obvious. A closed system must, according to the 
second law of thermodynamics, eventually attain a 
time-independent equilibrium state, with maxi~nu~ll 
entropy and minimum free energy, where the ratio 
between its phases remains constant. An open sys- 
tem may attain (certain conditions presupposed) a 
time-independent state where the system remains con- 
stant as a whole and in its phases, though there is a 
continuous flow of the component materials. This is 
called a steady state.l Chemieal equilibria are bascd 
upon reversible reactions. Steady states are irrevcrs- 
ible as a whole, and individual reactions conccarned 
may be irreversible as well. A closed system in equi- 
librium does not need energy for its preservation, nor 
can energy be obtained from it. To perform work, 
however, the system must be, not in equilibrium, but 
tending to attain it. And to go on this way, the sys- 
tern must maintain a steady state. Therefore, the 
character of an open system is the necessary con-
dition for the continuous working capacity of the 
organism. 

To define open systems, we may use a general trans- 
port equation. Let &< be a measure of the i-th ele- 
mcnt of the system, e.g., a concentration or energy 
in a system of simultaneous equations. I t s  variation 
may be expressed by: 

Pi is the rate of production or destruction of the 
element Qi at  a certain point of space; it will have 
the form of a reaction equation. Tirepresents the 

1 In German, the term PI.tessgleichgewicht was introduced 

hy von Rertalanffy. 
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velocity of transport of Qi a t  that point of space; in 
the simplest case, the T i  will be expressed by Fick's 
diffusion equation. A system defined by the system of 
equations (1) may have three kinds of solutions. 
First, there may be unlimited increase of the Q's; 
second, a time-independent steady state may be 
reached; third, there may be periodic solutions. I n  
the case that a steady state is.reached, the time-inde- 
pendent equation : 

Ti+Pi=O (2) 

must hold for a time t # 0. If  both members are 
linear in the Qi and independent of t ,  the solution is 
of the form : 

where Qi, is a function of time decreasing to 0 for 
wrtaiu limiting conditions. 

We may consider the following simple case of an 
open system (4, 6). Let there be a transport of niate- 
rial a,  into the system which is proportional to the dif- 
ference between its concentrations X outside and x ,  in-
side ( X  -2,). This imported material may form, in 
a monomolecular and reversible reaction, a compound 
a, of concentration x,. On the other hand, the sub- 
stance a, may be catabolized, in an irreversible reac- 
tion, into a,. And a, may be removed from the sys- 
tem, proportional to its concentration x,. Then we 
have the following system of reactions : 

K Ic, 
+a, F?: a, 
k, I 76, 

1 
a d  

I 
4 

outflow 
and equations : 
dx
--L= K ( X  -x,) - k,x, + k,x, - k,x, =x,
dt 

(- - lc, - k,) + k,x, + KX 

Solving these equations for the steady state by 
equating to 0 we obtain that: 

Immediately we see some interesting consequences. 
First, the composition of the system in the steady 
state remains constant, though the ratio of the com- 
ponents ia not based upon a chemical equilibrium of 
reverrible reactions, but the reactions are going on and 
are, in part, irreversible. Second, the steady state 
ratio of the components depends only on the system 

-

constants, not on the environmental conditions as 
represented by the concentration X. Third, we find 

K X  
X I  = Let us assume that a disturbance from 

K+k, '  
outside, i.e., biologically speaking, a "stimulus," raises 
the rate of catabolism, amounting to an increase of 
constant k,. Then x,  must decrease. But since im- 
port is proportional to the difference of the concen- 
trations X - x , ,  influx must increase. The system 
therefore manifests forces which are directed against 
a disturbance of its steady state. I n  biological lan- 
guage, we may say that the system shows adaptation 
to a new situation. Physicochemically, open systems 
show a behavior which corresponds to the principle of 
Le Chatelier. 

But these characteristics of steady states are exactly 
those of organic metabolism. I n  both cases, there is 
first maintenance of a constant ratio of the compo- 
nents in a continuous flow of materials. Second, the 
composition is independent of, and maintained con-
stant in, a varying import of materials; this corre-
sponds to the fact that even in varying nutrition and 
a t  different absolute sizes the composition of the or: 
ganism remains constant. Third, after a disturbance, 
a stimulus, the system reestablishes its steady state. 
Thus, the basic characteristics of self-regulation are 
general properties of open systems. 

The energy need for the maintenance of a steady 
state is, in the simplest case of a rnonomolecular re- 

16, 
versible reaction a ~t b: 

where x," is the concentration in the steady state, 
K~ the reaction velocity in the steady state, K = k,/k, 
the equilibrium constant, I' = K,/K, the steady state 
constant. A similar expression applies to systems of 
12 reaction partners (6). 

Though a t  present this expression can hardly be 
used quantitatively in respect to cell problems, some 
general considerations are not without interest. Even 
the resting cell, performing no perceptible work, needs 
n continuous energy supply, as demonstrated by the 
fact that a deprivation of oxygen stops life in the 
(aerobic) cell. This maintenance work of the living 
cell is, of course, partly physicochemical, as in rnain- 
tenance of osmotic pressure, and of ion concentrations 
different from those in the environment (17'). But 
the chemical side must also be taken into account. 
Apart from photosynthesis, which needs considerable 
energy that is yielded by sun radiation, the anabolism 
of cell materials consists mainly of processes of dchy- 
drosynthesis, such as the building up of proteins from 
amino acids and of polysaccharides from monosaccha- 
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rides. Considered from the usual static viewpoint, 
these processes need little energy. But the situation is 
different in that these processes are to be considered 
not merely as a reversal of hydrolytic splitting, but the 
high molecular compounds must,be maintained in a 
concentration very f a r  from equilibrium. I n  the cata- 
lytic reactions, sugars +polysaccharides, amino acids 
@ proteins, the equilibrium is almost completely on 
the side of the splitting products, as shown simply by 
the ease of hydrolysis and the difficulty, even impossi- 
bility, of dehydrosynthesis ipz witro. Therefore, the 
steady state constant r is very different from the equi- 
librium constant I< (35) .  The energy need for syn- 
thesis is demonstrated by numerous facts showing the 
coupling of anabolic and oxidative processis (cf. 6, 
p. 218 ff.). On the other hand, the efficiency of the 
"living machine" appears to be rather low. Since the 
organism works as a chemodynamic system, theoreti- 
cally an efficiency of 100 percent, i.e., complete trans- 
formation of free energy into effective work, would 
be possible in isothermic and reversible processes, the 
condition of isothermy being almost ideally realized in 
the living organism. But the efficiency of the organic 
system in performing effective work, except in photo- 
synthesis, does not much surpass that of man-made 
thermic machines. I t  appears that we have to take 
into account, in the balance of cell work, not only 
effective work, but also conservation energy, i.e., the 
energy needed for the maintenance of the steady state. 

If  these considerations are correct, it is to be ex- 
pected that there is heat production in the transition 
from the steady state to equilibrium, i.e., in cell death. 
I n  contradiction to earlier work of Meyerhof, this is 
true according to Lepeschkin (20),  whose investiga- 
tions, however, need confirmation. Possibly a com-
bined study of reaction heat i r ~  cell death and of oxy- 
gen consumption of the resting cell, and the applica- 
tion of equation (6) can lead to a deeper insight into 
the problem of maintenance work of the cell. 

A profound difference between most inanimate and 
living systems can be expressed by the concept of 
equifinality. I n  most physical systems, the final state 
is determined by the initial conditions. Take, for in- 
stance, the motion in a planetary system where the 
positions a t  a time t are determined by those of a time 
to, or a chemical equilibrium where the final concen- 
trations depend on the initial ones. If  there is a 
change in either the initial conditions or the process, 
the final state is changed. Vital phenomena show a 
different behavior. Here, to a wide extent, the final 
state may be reached from different initial conditions 
and in different ways. Such behavior we call equi- 
final. It is well known that equifinality has been con- 

sidered the main proof of vitalism. The same final 
result, namely, a typical organism, is achieved by a 
whole normal germ of the sea urchin, a half-germ, or 
two fused germs, or after translocations of cells. Ac-
cording to Driesch, this is inexplicable in physico- 
chemical terms : this extraordinary performance is to 
be accomplished only by the action of a vitalistic fac- 
tor, an entelechy, essentially different from physico- 
chemical forces and governing the process by foresight 
of the goal to be reached. Therefore, it is a question 
of basic importance whether equifinality is a proof of 
vitalism. The answer is that it is not (4, 6 ) .  
' Analysis shows that closed systems cannot behave 

equifinally. This is the reason why equifinality is, in 
general, not found in inanimate systems. But in open 
systems which are exchanging materials with the en- 
vironment, insofar as they attain a steady state, the 
latter is independent of the initial conditions; it is 
equifinal. This is expressed by the fact that if a sys- 
tem of equations of the form (1)has a solution of 
the form (3) the initial conditions do not appear in 
the steady state. I n  an open reaction system, irre- 
spective of the concentrations in the beginning or a t  
any other time, the steady state values will always be 
the same, being determined on13 by the constants of 
reactions and of the inflow and outflow. 

Equifinality can be formulated quantitatively in cer- 
tain biological cases. Thus growth is equifinal: the 
same species-characteristic final size can be reached 
from different initial sizes (e.g., in litters of different 
numbers of individuals) or after a temporary sup- 
pression of growth (e.g., by a diet insufficient in quan- 
tity or in vitamins). According to quantitative the- 
ory (p. 28), growth can be considered the result of 
a counteraction of the anabolism and catabolism of 
building materials. I n  the most common type of 
growth, anabolism is a function of surface, catabolism 
of body mass. With increasing size, the surface-vol- 
ume ratio is shifted in disfavor of surface. Therefore, 
eventually a balance between anabolism and catabo- 
lism is reached which is independent of the initial size 
and depends only on the species-specific ratio of the 
metabolic constants. It is, therefore, equiflnal. 

Equifinality is found also in certain inorganic sys- 
tems which, necessarily, are open ones (6, 9, 1 0 ) .  
Such systems show a paradoxical behavior, as if 
the system ''knew" of the final state which it has to 
attain in the future. 

I t  has sometimes been maintained that the second 
law of thermodynamics does not hold in living nature. 
Remember the sorting demon, invented by Maxwell, 
and Auerbach's doctrine of ectropy, stating that life 
is an organization created to avert the menacing en- 
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tropy-death of the universe. Ectropy does not exist. 
However, thermodynamics was concerned only with 
closed systems, and its extension to open systems leads 
to very unexpected results. 

I t  has been emphasized by von Hertalanffy (4, 0')  
that, "according to definition, the second law of ther- 
modynamics applies only to closed systems, it does not 
define the steady state." The extension and generali- 
zation of thermodynamical theory has been carried 
through by Prigogine (11,  25, 26, 3 0 ) .  As Prigogine 
states, "classical thermodynamirs is an admirable but 
fragmentary doctrine. This fragmentary character 
results from the fact that it is applicable only to 
states of equilibrium in closed systems. I t  is lzecps- 
sary, therefore, to establish a broader throry, comprhs- 
iwg states of mom-equilibrium as well as those of egui- 
l~brium." Thermodynamics of irreversible processes 
and open systems leads to the solutioii of many prob- 
lems where, as in electrochemistry, os~notic pressure, 
therniodiffusion, Thomson and Peltier effects, etc., 
classical theory proved to be insufficient. Wc are in- 
dicating only a few, in part revolutionary, c20nse-
quences. 

Entropy must increase in all irreversible processes. 
Therefore, the change in entropy in a closrd system 
must always be positive. Rut in an open system, and 
especially in a living organism, not only is there m-
tropy production owing to irreversible processes, but 
the organism feeds, to-use an expression of Schr5-
dinger's, from negative entropy, iruporting coinple~x 
organic molecules, using their energy, and rendering 
back the simpler end products to the environment. 
Thus, living systems, maintaining themsclves in a 
steady state by the importation of materials rich in 
free energy, can avoid the increase of entropy whirh 
cannot be averted in closed systems. 

According to Prigogine, the total changt, of entropy 
111 an open system can be written as follows: 

d S  = d,S I d S, ( 7 )  
d,S denoting the change of entropy by mnlport, d , S  
the production of entropy due to irreversible processes 
in the system, like chemical reactions, diffusion, and 
heat transport. The term d , S  is always positive, ac- 
cording to the second law; d,S, however, may be nega- 
tive as well as positive. Therefore, the total change 
of entropy in an open system can be negative as well 
as positive. Though the second law is not violated, or 
more precisely, though it holds for the system plus 
its environment, it  does not hold for the oprn system 
itself. According to Prigogine, we can therefore state 
that: I) Steady states in open systems are not defined 
by maximum entropy, but by the approach of mini- 
mum entropy production. 2) Entropy may decrease 
in such systems. 3) The steady states with minirrlunl 
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entropy production are, in general, stable. 'L'hcreforv, 
if one of the system variables is altered, the systelri 
manifests changes in the opposite direction. 'I'hus, 
the principle of Le Chatelier holds, not only for 
closed, but also for open systems. 4) The considera- 
tion of irreversible phenomena leads to the conception 
of ther~nodynamic, as opposed to astronornical, ti~nt,. 
'I'he first is nonnletrical (i.e., not definable by length 
~ueasurcments), but arithmetical, since it is based 
upon the entr.opy of chemical reactions and, therefore, 
on the ilurnber of particles involved; it is statistical 
because based upon the second law; and it is local 
because it rcsl~lts froin ~ , I . I P  prorc.ssc+s a t  a certain point 
of space. 

The si~nilica~lct, t 11 (~secund law can be expressed 01' 
also in another way. I t  states that the general trend 
of events is directed toward states of m:~ximan~dis-
order and leveling down of differences, the higher 
forms of energy srrch as mechanical, chemical, and 
light energy being irreversibly degraded to heat, and 
heat gradients continually disappearing. 'I'hercfore, 
the univc:rsc :ipproi~ches entropy death when all -1-

ergy is converted int,o he:rt of low tenrperature, and 
1-hc world proccisi. caorlres to an end. 'I'here nray he 
exceptions to the socond law in microphysical dimen- 
sions: in the interior of stars, at extrenlely high tem- 
peratures, higher atoms are built up from simpler 
ones, especially hcliunl from hydrogen, these processes 
being the source of sun radiation. But on the macro- 
physical level, the general direction of events toward 
degradation seems to hc: the nrc.essnry consequence of 
the second law. . 
CII 

But here a striking contrast between inaninlate and 
aninlate nature seems to exist. In  organic develop- 
ment and evolution, a transition toward states of 
higher order and differentiation seems to occur. The 
tendency toward increasing complication has been in- 
dicated as a primary chtrrtteteristic of the living. as 
opposed to inanimate, nature ( 2 ) .  This was called, 
by Woltereck, "anamo~.phosis," and was often used as 
a vitalistic argument. 

These problems acquire new aspects if we pass 
from closed systrn~s, solely taken into account by 
classical thernlotllynalnics, to open systems. Entropy 
may decrease in open systerns. Therefore, such sys- 
tems may spontaneously develop toward states of 
greater heterogeneily and complexity (11,  25, 26, 30 ) .  
Probably it is just the thermodynainical characteristic 
of organisms as open systerns that is at the basis of 
the apparent contrast of catamorphosis in inanimate, 
and anamorphosis in living, nature. This is obvi- 
ously so lor  the transition toward higher complexity 
in tleveloplnent, ~vhich is possible only at the expense 
of energics won by oxidation and other energy-yield- 
ing p~'ocrsses. 111~.(lg:.~rdto evolution, these consid- 
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erations show that the supposed violation of physical 
laws (13) does not exist, or, more strictly speaking, 
that it disappears by the extension of physical theory. 

As emphasized by Prigogine, "the thermodynamics 
of irreversible phenomena is a n  indispensable com-
plement to the great theories of macrophysics, giving 
the latter a unification hitherto lacking." Not since 
De Vries' and Pfeffer's work on osmosis have basic 
developments in  physical lheory been instigated by 
biological considerations. Nat only must biological 
theory be based upon physics; the new developments 
show that the biological point of view opens new 
pathways in physical theory a s  well. 

Generally speaking, the basic fundamental physio-
logical phenomena can be considered to be conse-
quences of the fact that organisms are  quasi-station- 
a ry  open systems. Metabolism is maintenance in  a 
steady state. lrritability and autonomous activities 
are smaller waves of processes superimposed on the 
continuous flux of the system, irritability consisting 
in  reversible disturbances, after which the system 
comes back to its steady state, and autonornous activi- 
ties i n  periodic fluctuations. Finally, growth, devel- 
opment, senescence, and death represent thc approach 
to, and slow changes of, the steady state. The theo- 
ries of many physiological phenomena are, therefore, 
special cases of the general theory of open systems, 
and, conversely, this conception is an important step 
i n  the development of biology as a n  exact science. 
Only a few examples can be briefly mentioned. 

Rashevsky's theoretical cell model ( B Y ) ,  represent-
ing a metabolizing drop into which substances flow 
f r o ~ n  outside and undergo chemical reactions, fro111 
which the reaction products flow out, is a simple cast3 
of a n  open system. From this highly simplified ab- 
stract model, consequences can be derived which cor- 
respond to essential characteristics of the living cell, 
such as  growth and periodic division, the impossibil- 
i ty of a "spontaneous generation," an order of mag- 
nitude similar to average cell size, and the possibility 
of nonspherical shapes. 

Permeation of substances into the cell, leading to 
a composition of the cell sap different from that of the 
surrounding inedium, to the selective accumulation of 
salts, and to voluine increase, was studied by Oster- 
hout and his co-workers (23, 24) in  large plant cells 
and physical models. The conditions are  again those 
of open systems, attaining a steady state. The mathe- 
matical treatment of this system, as  given by Long- 
worth (2%), is interesting because i t  agrees with and 
confirms the inferences, drawn from quite different 
physiological considerations, in von Bertalanffy's 
tht>oryO F  growth (6). 

The conception of open systems has been applied, 
by Dehlinger and Wertz (15), to elementary self- 
multiplying biological units, i.e., to  viruses, genes, and 
chromosomes. A more detailed model was indicated 
by von Bertalanffy (7).  According to this model, self- 
duplication in viruses and genes results f rom the fact  
that they a re  metabolizing aperiodic crystals. I f  de- 
grndative processes are going on, then, according to 
the derivations of Rashevsky, repulsive forces must 
'esult which c.ventually can lead to division and self- 
multiplication. A t  least in  respect to chromosomes, 
this conception appears to  be well founded, since 
tracer investigations with radiophosphorus show that 
the n ~ c l r o p ~ o t e i d s  of the cell are  continually worn 
out and regeneratd.  

Tracer studies of metabolism, in particular, helped 
in this country to  popularize the conception of the 
organism as a steady state. 

The discovery and the description of the dynamic state 
of the living cells is the major contribution that the iso- 
tope technique has made to the field of biology and medi- 
cine. . . . The proteolytic and hydrolytic enzymes are 
coiitiliuously active in breaking down the proteins, thc 
carbohydrates and lipids a t  a very rapid rate. The ero- 
sion of the cell structure is continuously being compen- 
sated by a group of synthetic reactions which rebuild thc 
degradated structure. The adult cell maintains itself in 
a steady state not because of the absence of degradative 
reactions but because the synthetic and degradative reac- 
tions are proceeding a t  equal rates. The net result ap- 
pears to be an absence of reactions in the normal state; 
the approach to equilibrium is a sign of death. 

Compare this with the following statelllent, derived 
from the investigation of animal growth: 

Every organic form is the expression of a flux of proc- 
esses. I t  persists only in a continuous change of its com- 
ponents. Every organic system appears stationary if 
considered from a certain point of view; but if we go a 
step deeper, we find that this maintenance involves con- 
tinuous change of the systems of next lower order: of 
chemical compounds in the cell, of cells in multicellular 
organisms, of individuals in superindividu:~l life units. 
Tt was said, in this sense (von Bertalanffy 1932, p. 248 
ff.) that every organic system is essentially a hierarchical 
order of processes standing in dynamic equilibrium. . . . 
We niay consider, therefore, organic forms as the expres- 
sion of a pattern of processes of an ordered systeni of 
forces. This point of view can be called dynan~ icTIIOT-

pho1ogy.-vo~ BERTAI.ANP'FY(5). 

I n  fact, we have inferred, from quantitative anal- 
ysis and theory of growth, and before the investiga- 
tions of Schoenheilnc.r and his co-workers, just the 
essential conclusions rc~achrd by the tracer method, 
nainely, I )  that protein inetabolisin goes on, particu- 
larly in rnani~nals, : ~ t  nluch higher rates than clnssica: 
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physiology supposed, and 2) that there is synthesis 
and resynthesis of amino acids and proteins from am- 
rnonia and nitrogen-free chains (3).  These predic- 
tions were rather hazardous a t  that time; but they 
have been fully confirmed by later isotope work, espe- 
cially with N15. 

To apply the conception of open systems quanti- 
tatively to phenomena in the organism-as-a-whole, 
we have to use a sort of generalized kinetics. Since 
it  is impossible to take into account the inex-
tricable and largely unknown processes of interme-
diary metabolisn~, we use balance values f o r  their 
statistical result. This procedure is in no way un-
usual. Already i n  chemistry, gross formulas-for 
example, those for  photosynthesis or oxidation-indi- 
cate the net result of long chains of many partly un- 
known reaction-steps. The same procedure is applied 
on a higher level in physiology when total metabolism 
is measured by 0, consumption and CO, and calorie 
production, and bulk expressions, like Rubner's sur-
face rule, are  formulated; o r  when i n  clinical routine 
the diagnosis of, say, hyperthyroidism is based upon 
determination of basal nietabolism. A similar pro-
cedure leads to exact theories of important biological 
phenomena. 

Thus, a quantitative theory of growth has been 
developed. Growth is considered to be the result of 
the counteraction of anabolism and catabolisiii of the 
building materials. By quantitative expressions, 
using the physiological values of anabolism and ca-
tabolism and their size dependence, an explanation of 
growth in itr  general course, as  well as  in its details, 
and quantitative growth laws have been established. 
This thcory is almost unique i n  physiology, fo r  i t  
permits prccise quantitative predictions which have 
been verified, often in a very surprising way, by later 
experiments. The conceptions of dynan~ic morphol- 
ogy have been applied to a large number of problems, 
including the quantitative analysis of growth in 
niicroorgmisms, invcrtebrates, and vertebratcs, the 
physiological connections between metabolism and 
growth, leading to the establishment of mixtabolic types 
and corresponding growth types, allonietry, growth 
gradients and physiological gradients, pharmacody- 
n a ~ r ~ i caction, and phylogenetic problems (8). 

Spiegelman (32) has given a quantitative theory of 
co~nprtition, regulation, dorninnnee, and deterrnina-
tion in  niorphogenesis, based upon a generalized 
kinetics of open sys te~r~s  and the gradient principle. 
The steady state and turnover rate of tissues arc in- 
vestigated by Leblond and his group ( 1 9 a ) .  

Excitation has already b ~ c n  consitlered by Hering 
a reversible disturbance of thc procthsses going on in 

the living organism. The conception that organic 
systcnis are not in equilibrium, but in a steady state, 
has been advanced by Hill (17), niainly upon con-
siderations of the osniotic nonequilibrium in living 
cells. Hill's theory of excitation (18), which is f o r m  
ally identical with that of Rashevsky (BY), concerns 
a special case of steady states. 

Under certain conditions, the approach in open 
systems to a steady state is not simply asymptotical, 
but shows a n  "overshoot" or "false start," as  demon- 
strated by Burton ( 1 2 ) , and Denbigli (16). These 
phenoinena are  missed in ordinary physical che~r~istry, 
but are  common in biological phenomena, e.g., in  the 
sequence of afterpotentials following the spike po- 
tential in  nerve excitation, in afterdischarge af ter  
inhibition, and in supernorinal respiration after 
entering a n  oxygen debt. 

Also the theory of feedback mcchanis~ns (36), much 
discussed in the last few years, is related to th r  
theory of open systerns. Feedbaclrs, in man-made 
machines as well as in organisms, are  based upon 
structural arrangements. Such inechanisms are  pres- 
ent in  the adult organism, and are rcspoiisible fo r  
homeostasis. However, the primary regulnbility, as  
manifested, fo r  example, in enibryonic regulations, 
and also in  the nervous system after injuries, etc., is 
based upon direct dynamic interactions (9, 10) .  

I n  pharmacology, a conception corresponding to 
that of open systems has been applied by Loewe (21) ; 
quantitative relations have been derived for  systenis 
corresponding to the action of certain drugs ("put 
in," "drop in," "block out " systems). A deduction 
of the several laws of phar~r~acodynail~ic action from 
the organismic eonccption (von Bertalanffy) and a 
general systern function was given by Werner (34). 

Conceptions and systems of equations similar to 
those of open systems in physicochemistry and phys- 
iology appear in biococnology, dcmography, and 
sociology (14, 19, 3.1). 

The formal correspondence of gcncral principles, 
irrespective of the kind of rc1:itions or forces brtwern 
the components, leads to thc conoeption of a "General 
System Theory" (9) as a new scientific doctrine, con- 
cerned with the principles which apply to systems 
in general. 

Thus, the thcory of open systcn~s opens a new field 
in  physics, and this developmcnt is even more re-
markable because tlierinodyna~r~icsseemed to be a 
consummate doctrine within classical physics. I n  
biology, the nature of the open systern is a t  the basis 
of fundamental life phenomena, and this conception 
seems to point tlie direction and pave the way for  
biology to beco~ne an exact scirnce. 
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Structure of the Earth's Crust 
in the Continents 

B. Gutenberg 

Seismological Laboratory ,  


Califortzia Itzsti tute 01 Tecblzology, Pasadena 


I n  1910 A. MolloroviZid pu:,l's:~ed the first paper in  
which arrival times of elastic waves from a near-by earth- 
quake were used to calculate the velocity of earthquake 
waves in the earth's crust. IIe found for longitudinal 
waves a velocity of 5.4 km/ sec in the upper 50 km and a 
velocity of about 7.8 lrm/sec below that. Earthquake 
records from other regions furnished similar results and 
indicated one or more intermediate layers. Later, when 
artificial explosions were recorded, i t  was found that the 
velocity in the uppermost layers is appreciably higher than 
that found from earthclu&e records. Data are availablc 
now for parts of Europe and the United States. They 
indicate a velocity of about 6 km/sec immediately below 
the sedimentary layers, increasing (in some regions) to 
as much as 6% km/sec a t  a depth of about 10 lrm. The 
MohoroviFi6 discontinuity is  found in general a t  a depth 
between 30 and 40 Itm, and the velocity below i t  i s  be- 
tween 8.1 and 8.2 km/sec. The discrepancy between the 

results from earthquake wav?es and those from artificial 
explosions is beyond the limits of error. This new inter- 
pretation is suggested to explain all observations: 

Below the sediments the material has a velocity of 
about 6 km/sec for longitudinal waves; this increases 
with depth and in  some areas approaches 7 km/sec at a 
depth of about 10 ltm. At  a depth of roughly 15 km the 
velocity decreases ( i t  may be either an abrupt or a grad- 
ual decrease), reaching a minimum of about 54 krn/sec 
a t  a depth near 20 or 25 km. Below this, it increases 
again, possibly with a sudden jump, and shows a sudden 
increase to 8.1 or 8.2 km/sec a t  the MoBorovi6iE discon- 
tinuity a t  a depth of between 30 and 40 lrm in  most con- 
tinental regions, but deeper (up to 60 km a t  least) under 
some mountain ranges ("roots of mountains"). A t  a 
depth of about 80 km the velocity decreases slightly, and 
begins to increase again a t  a depth of about 150 km. It 
s~iowsno further irregularities down to a t  least 900 km. 

I n  artificial explosions the waves refracted through the 
surface layers with relatively high velocities are recorded, 
but the waves reaching the low velocity layer would be 
refracted downward and would not turn upward again 
before they reached a deeper layer with a velocity a t  least 
equal to the maximum in the upper layers. Thus, the 
existence of the low velocity layer could not be revealed 
by refracted waves from artificial explosions. Calcula-


