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opposite outcome in a spectroscopic study of the
F + CHD

3 
reaction. Exciting the C-H stretch leads

exclusively to the formation of DF and CHD
2

products, in contrast to the more abundant
yields of both HF and DF observed in the
absence of CH vibration. Though the mechanism
underlying this effect remains unclear, the result
highlights unanticipated complexity in the reac-
tion dynamics of a relatively simple molecule.

Dissecting Dyslexia 
and Learning
Difficulties in learning to read, despite reason-
able effort and instruction, form the basis of
dyslexia. Gabrieli (p. 280; see the cover) now
reviews the latest research into the causes of
dyslexia. Neuroimaging studies may give early
notice of impending dyslexia, and it is hoped that
early interventions may lessen the impact of
dyslexia.  Learning occurs in many settings.
Humans uniquely use the formalized settings of
schools and curriculum. Infants and children also
do plenty of learning outside these settings, often
intermingling social interactions. Meltzoff et al.

(p. 284) survey the variety of learning contexts
that people experience and discuss how recent
advances in neuroscience and robotics are driv-
ing a new synthesis of learning.

Stepping Down 
Earth’s environment changed markedly over the
past 5.2 million years, when a permanent ice
sheet has developed in the Northern Hemi-
sphere and the glacial cycle has changed its
period from roughly every 40,000 years to the
dominantly 100,000-year duration of the past
half-million years. One of the biggest questions

A Multiple Photon Pileup
The field of quantum optics began with the
observation that two independent photons emit-
ted from a thermal source tend to bunch
together. The same is true for any number of
bosons, but how do the statistics and correlations
evolve experimentally as the number increases?
Aßmann et al. (p. 297) have developed a streak-

camera technique that can
distinguish the photon num-
ber and measure the higher-
order correlations between
the photons at the detector.
The results confirm the pre-
dicted “n factorial” depen-
dence, showing that the ten-
dency to bunch gets stronger
as the number of indepen-
dent photons is increased.

Living on the Edge
Topological insulators are a recently described
state of matter in which the bulk material is an
insulator but with a metallic surface state that is
protected by the topology of the Fermi surface.
Roth et al. (p. 294; see the Perspective by Büt-

tiker) now show that the current flow on the sur-
face takes place in edge states around the bound-
ary of the sample. These are similar to the current
transport in high-quality two-dimensional elec-
tron gases in high magnetic field, which confirms
theoretical work on these materials. 

Shaking Prevents Breaking
Intuition suggests that vibrational excitation of a
molecular bond ought to increase the likelihood
of its breaking in an ensuing chemical reaction.
W. Zhang et al. (p. 303) observe precisely the

about these changes is whether they were
“threshold” responses to a gradual, uniform
cooling trend or whether they represent reac-
tions to discrete episodes of cooling. Sosdian

and Rosenthal (p. 306) present deep-ocean
temperature records from the North Atlantic that
show that the cooling happened in distinct
steps, at 3 to 2.5 million years ago and at 1.2 to
0.85 million years ago. Combining their record
with that of deep ocean water oxygen isotopes
allowed the distinction between effects due to
global cooling and ice-sheet dynamics.

Economic Ancient 
DNA Sequencing
Analysis of ancient DNA is often limited by the
availability of ancient material for sequencing.
Briggs et al. (p. 318; see the news story by 
Pennisi) describe a method of ancient DNA
sequence retrieval that greatly reduces shotgun
sequencing costs while avoiding the many diffi-
culties associated with direct PCR-based
approaches. They generated five complete and
one near-complete Neandertal mitochondrial
DNA genomes, which would have been economi-
cally impossible with a simple shotgun approach.
Analysis of these genomes shows that Neandertal
populations had a much smaller effective popula-
tion size than modern humans or great apes. 

Moths Battling Bats
Many night-flying insects hear the sonar sounds
of attacking bats and take evasive action. Among
moths, evasive flight is often accompanied by the
production of ultrasonic sounds. Three functions
of these sounds have been proposed: to startle the
bat, to warn of distastefulness, or to “jam” the
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Swimming Through Sand >>
Although composed of solid particles, sand can behave
like a fluid. If you had to swim through sand, how
would you do it? Would you use your arms and legs for
propulsion or would you make your body as compact as
possible and try to wiggle and slither your way through?
Maladen et al. (p. 314) used x-ray imaging to study the
motion of sandfish lizards as they burrowed into sand. The
sandfish lizard does not use its limbs, but instead flattens
them against its body and uses large-amplitude traveling
wave oscillation of its body to propel itself. Modeling can
explain the motion the lizard uses to propel itself through
a medium that is neither liquid nor solid.
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This Week in Science 

bat’s sonar system. Corcoran et al. (p. 325) studied a species of tiger moth (Bertholdia trigona) that
emits a particularly dense series of ultrasonic clicks and the interception behavior of big brown bats
(Eptesicus fuscus) presented with silenced or sound-producing tethered moths. If the moth sounds evoke
startle, naïve bats should initially break off their attacks, but then the bats should habituate to the
sounds and complete subsequent attacks. In contrast, if the moth sounds have a warning effect, naïve
bats should initially complete their attacks on sound-emitting moths, discover that the moths are dis-
tasteful, and refuse to capture them in future trials. Most of the bats in the tests reliably caught the
silenced moths but avoided completing attacks on sound-producing moths, with no evidence of increas-
ing or decreasing probability of capture from the first to the last trial, which suggests that the moths
effectively jammed the bats’ sonar. 

Plethora of Secretory Amyloids 
Protein aggregation and the formation of amyloids are associated with several dozen pathological con-
ditions in humans, including Alzheimer’s disease, Parkinson’s disease, and type II diabetes. In addition,
a few functional amyloid systems are known: the prions of fungi, the bacterial protein curli, the protein
of chorion of the eggshell of silkworm, and the amyloid protein Pmel-17 involved in mammalian skin
pigmentation. Now Maji et al. (p. 328, published online 18 June) propose that endocrine hormone pep-
tides and proteins are stored in an amyloid-like state in secretory granules. Thus, the amyloid fold may
represent a fundamental, ancient, and evolutionarily conserved protein structural motif that is capable
of performing a wide variety of functions contributing to normal cell and tissue physiology.

The Grim RIPper
Cells can undergo regulated cell death through distinct processes known as apoptosis and necrosis.
Regulation of apoptosis is better understood than that of necrosis.  In a screen for gene products that
participate in control of necrosis in cells treated with TNF (tumor necrosis factor), D.-W. Zhang et al.

(p. 332; published online 4 June) identified a protein kinase, RIP3. In cells treated with TNF and a cas-
pase inhibitor that inhibits apoptosis, seven metabolic enzymes interacted with RIP3, some of which
are associated with mitochondria. Generation of reactive oxygen species was necessary for TNF-induced
necrosis, and depletion of RIP3 reduced the generation of reactive oxygen species. Thus, RIP3 may par-
ticipate in the mechanisms that link energy metabolism with mechanisms of cell death.

Innate Immunity in the Fly Gut
Drosophila melanogaster is an important model system to study innate
immunity, being both easy to manipulate and lacking an adaptive
immune system. In order to identify genes that regulate innate immu-
nity, Cronin et al. (p. 340; published online 11 June) performed an
RNA interference screen on flies infected with the oral bacterial
pathogen, Serratia marcescens. Genes involved in intestinal immunity
and regulation of hemocytes, macrophage-like cells critical for phago-
cytosis and killing of the bacteria, were identified. Several hundred
genes conferred either enhanced susceptibility or resistance to bacterial
infection. Furthermore, the JAK/STAT signaling pathway was activated in intestinal stem cells after bacter-
ial infection, resulting in enhanced susceptibility to infection, most likely through regulation of intestinal
stem cell homeostasis.

Resisting Repeats
A set of diseases, including myotonic dystrophy, are caused by the expansion of a simple repeat in
genomic DNA, which, when transcribed into RNA, can be toxic to other cellular processes. Ameliorat-
ing the effects of this toxic, repeat-laden RNA may also relieve the symptoms of the disease. Wheeler

et al. (p. 336; see the Perspective by Cooper) developed an antisense morpholino oligonucleotide
complementary to the expanded repeats found in the myotonic dystrophy protein kinase messenger
RNA (mRNA). The morpholino bound the repeats in vitro and displaced the inappropriately bound
and sequestered RNA splicing factor, Muscleblind-like 1. In an in vivo mouse model for myotonic dys-
trophy, local injection of the morpholino corrected a number of cellular defects in muscle, including
the alternative mRNA splicing of several genes, among them the muscle-specific chloride channel,
CIC1, leading to a marked reduction in the myotonia. 
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    Earth System Research Priorities   
HUMAN-INDUCED CLIMATE CHANGE WAS UNKNOWN OUTSIDE OF LIMITED SCIENTIFIC CIRCLES 

just 25 years ago, but it has now become the focus of intense national discussions and inter-

national negotiations. One chapter in the story of how this issue moved from lab benches to 

national capitals was recognized by the 2007 Nobel Peace Prize, which was co-awarded to the 

Intergovernmental Panel on Climate Change (IPCC) for its infl uential assessments of the state of 

scientifi c knowledge. But the story also involves the research itself; in particular, that catalyzed by 

the Global Environmental Change Research Programmes* and the Earth System Science Partner-

ship. These programs, sponsored by the International Council for Science (ICSU) in partnerships 

with other international science organizations (www.icsu.org), have helped to catalyze and guide 

global environmental research for several decades. But it’s time to propose new research priorities, 

and ICSU seeks input through a Web consultation process now under way.

The Global Environmental Change Research Programmes have 

played major roles in characterizing global biogeochemical cycles, 

trends and cycles of natural climate change and human-induced 

warming, and the consequences of those changes for global cycles 

and human well-being. They have strengthened national research ini-

tiatives by forging international research collaborations to study the 

functioning of the Earth system. But the most pressing research ques-

tions are now quite different from those that shaped these programs. 

The major challenges today include the need to understand complex 

interrelationships among biological, geochemical, climate, and social 

systems; the consequences of global change for the Earth system and 

society and the feedback loops involved; and the science of mitigation, 

adaptation, and sustainability. Natural sciences should no longer dic-

tate the Earth system research agenda; social sciences will be at least 

as important in its next phase.

ICSU is spearheading a consultation process in cooperation with the International Social 

Science Council (ISSC) to renew the focus and framework of Earth system research for the 

next decade and beyond. The goal is to identify the most urgent research questions and estab-

lish the most effective ways to answer them. The process began in 2006 with reviews of the 

Global Environmental Change Research Programmes. The reviews recommended the creation 

of a single research framework, an idea also supported by many agencies involved in the Inter-

national Group of Funding Agencies for Global Change Research. Thus, the focus is now on 

shaping the new research agenda.

In the past, a small group of scientists would be charged with determining the most pressing 

research questions. But new communication technologies now allow the wisdom and exper-

tise of a far broader global community of natural and social scientists, technology experts, 

decision-makers, and citizens to play a role. From 15 July to 15 August 2009, ICSU invites the 

broad community to shape the Earth system research agenda by contributing ideas and per-

spectives to a Web forum (http://visioning.icsu.org), as well as by voting on those submitted by 

others. The results of this online consultation will feed into a September meeting, convened by 

ICSU and ISSC to distill the input into a set of proposed research priorities.

We know from the experience of the IPCC and the Millennium Ecosystem Assessment 

that the global research community has the capability to answer many of the most challenging 

scientifi c questions about our planet. Now, given the urgent need to confront human-induced 

global environmental change and the imperative to focus our scientifi c resources, we need to 

spread the widest possible net to make sure that the world’s scientists will be addressing the 

questions that are most critical.

  

*Includes the World Climate Research Programme, International Geosphere-Biosphere Programme, International Human 
Dimensions Programme on Global Environmental Change, and DIVERSITAS.

10.1126/science.1178591

– Walter V. Reid, Catherine Bréchignac, Yuan Tseh Lee   
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appropriate size and stability thereby assemble

without any specific cellular machinery to posi-

tion the receptors. — LBR

PLoS Biol. 7, e1000137 (2009).

M AT E R I A L S  S C I E N C E

Sponges Tough and Soft

A major challenge in designing biologically

compatible implants has been achieving the

optimal combination of stiffness, porosity, and

toughness (resistance to rupture) for any given

local environment. Toward this end, Lee et al.

used an ionic liquid to condense a dispersion of

DNA-coated carbon nanotubes. The ionic liquid

efficiently removed bound water from the DNA

strands, causing them to form intertwined

toroids, which upon drying adopted a porous

sponge structure with 50-nm-diameter fibers.

The fiber diameter, sponge toughness, and stiff-

ness could be adjusted by soaking the networks

in water and then in calcium chloride solution:

The calcium ions induced DNA cross-linking. The

sponge fibers could then be knotted, braided,

and woven into fabric structures. Moreover, the

material proved electrically conductive and thus

potentially applicable in sensing, energy stor-

age, and mechanical actuation. — MSL

Angew. Chem. Int. Ed. 48, 5116 (2009).
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EDITORS’CHOICE

B I O P H Y S I C S

Assembling Gradient Sensors

Bacteria cluster thousands of transmembrane

chemoreceptors at opposite ends of the cell,

allowing them to detect and follow food mole-

cule gradients. Might the forma-

tion and maintenance of such

clusters occur via stochastic

assembly? To test this idea,

Greenfield et al. used pho-

toactivated localization

microscopy (PALM) to count

single fluorophore-tagged recep-

tors with an optical resolution of

15 nm. They analyzed 1 million

receptors and observed that many

were present as singletons or small

clusters in lateral regions of the cell

(shown at left). A mathematical model in

which the receptors are inserted randomly

into the membrane, but can then be captured

and incorporated into existing clusters,

accounted for the observed distribution and pre-

dicted that the density of new clusters would be

highest at a point farthest from a large cluster.

Hence, through stochastic assembly, a cell with

a large cluster at one pole will form a new large

cluster at the opposite pole. Receptor clusters of

Land plants have evolved a variety of specialized adapta-

tions to gather nutrients from unlikely substrates, such as

Amazonian trees whose roots grow upward on the bark of neighboring trees. The latest discovery—the snow roots of an

alpine plant—comes from 2800 m in the Caucasus Mountains. Onipchenko et al. found that the herbaceous plant Cory-

dalis conorhiza (a member of the poppy family) produces extensive networks of roots that grow upward and laterally into

the snowpack that carpets the high slopes until the July thaw. Isotope experiments showed that these roots, which are

anatomically distinct from the normal roots that grow downward into the soil, take up nitrogen directly from the snow-

pack, thus exploiting a resource that would otherwise disappear down the mountainside during the brief summer. — AMS

Ecol. Lett. 12, 758 (2009).

P S Y C H O L O G Y

Correlates of the Gender Gap

In 2003, the Trends in International Mathemat-

ics and Science Study (TIMSS) assessed 8th

graders on standardized math and science tests.

The median score by country for boys was 516

and for girls 506. Nosek et al. have studied the

relation between gender stereotyping in the

general population and student performance on

these tests. In their virtual laboratory, any visi-

tor can take an implicit association test (IAT) in

any of 17 languages. In more than 500,000

tests collected from 2000 to 2008, roughly

70% of participants tended to associate words

representing male with science faster than with

liberal arts, and associated words representing

female with liberal arts faster than with science.

Across 34 countries, the male-female gap meas-

ured in the TIMSS correlated with the associa-

tion of science and male as assessed in the IAT,

with one standard deviation in stereotyping

equivalent to 6.3 points on the standardized

tests. The association of implicit (but not

explicit) stereotypes in adults (mean age 27)

with national test scores in kids suggests that

initiatives aimed at reducing the gap will need

to be multifaceted. — BJ

Proc. Natl. Acad. Sci. U.S.A. 106, 10593 (2009).
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N E U R O S C I E N C E

Detecting Noisy Gradients

Growing neurons are faced with myriad cues as

they try to find their designated target. The sig-

nals may be soluble or immobile, they may

prompt attraction or repulsion, and they may

deliver context-dependent messages. Last but not

least, any single growth cone interprets its input

via a variety of receptors spread across its sur-

face; the growth cone may start or stall, grow

quickly or slowly, turn right or left, or reverse

course entirely. Mortimer et al. have developed a

Bayesian model to explain how the growing tips

of axons can identify the minute changes in noisy

molecular gradients and then interpret them as

guidance cues. The optimal strategy for a neuron

gives more weight to feedback from receptors

that are farther away from the center of the

growth cone. Observations of explanted rat neu-

rons facing constructed gradients of signaling lig-

ands in collagen gels showed growth behaviors

consistent with this interpretation. — PJH

Proc. Natl. Acad. Sci. U.S.A. 106, 10296 (2009).

A P P L I E D  P H Y S I C S

Liquid Russian Dolls

Oil and vinegar–based salad dressing is a classic

example of an emulsion, wherein the droplets of

one fluid are trapped inside the bulk of another.

Though techniques exist for making higher-order

emulsions (with two or more nested droplet lay-

ers), they tend either to be inefficient or else to

produce droplets that

vary widely in size.

Abate and Weitz used

lithography to fabri-

cate polydimethyl-

siloxane devices that

can efficiently create

uniform distributions

of emulsion droplets

with up to five nested

layers. Single emul-

sions were prepared

using pinned-jet flow

focusing—injection

of the inner fluid

from two side ports

into a central stream of outer fluid. To increase

the number of emulsion layers, additional injec-

tion ports with alternating wettability were

added along the length of the flow channel. In

order to ensure synchronized droplet formation

for triple and higher-order emulsions, the noz-

zles at each injection port were designed to be

slightly narrower than the emulsion arriving

from upstream; a new droplet thus formed at the

injection port only upon perturbation by an

EDITORS’CHOICE
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Integrating
medicine and science
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incoming droplet. The droplets exhibited very

narrow size dispersity at all orders, as illustrated

by their hexagonal packing when confined in two

dimensions. — MSL

small 5, 10.1002/smll.200900569 (2009).

C L I M AT E  S C I E N C E

Learning to Share

Governmental representatives from almost every

country will meet at the United Nations Climate

Change Conference in Copenhagen, in December

2009, in order to attempt to agree on an effec-

tive international response to climate change.

One of the thorniest and most important ques-

tions on the table is how best to determine CO
2

emission reduction targets for the various partic-

ipating countries. This task is rendered more dif-

ficult by the asymmetry between developed

nations, whose emissions have caused most of

the increase in atmospheric CO
2

thus far; and

less-developed nations, whose emissions have

been low in the past but are expected to grow at

a faster than average rate in the future.

Chakravarty et al. propose that national reduc-

tion targets, for the near term, be based not on

per capita emissions, but on the net excess emis-

sions from the individual high emitters that are

found in every country. This approach has the

advantages of treating equally all those with the

same emissions, regardless of nationality, and of

not specifying how any nation meet its responsi-

bilities for reducing CO
2

emissions. — HJS

Proc. Natl. Acad. Sci. U.S.A. 106,

10.1073/pnas.0905232106 (2009).

M I C R O B I O L O G Y

Fingers or Toes?

Countless hours have been spent on

scrutinizing the morphological sub-

tleties of planktonic organisms, par-

ticularly in trying to match shapes to

species and to reconcile both with

the huge genetic diversity; some-

times, the disconnect can be pro-

foundly misleading. By tracking indi-

viduals in culture-well plates, Pizay

et al. noticed that dinoflagellates

changed shape in striking ways. Cer-

atium ranipes grew rigid chloroplast-filled fin-

gers by day and became relatively lethargic,

whereas at night, they absorbed the

appendages and became more active. Why?

One possibility is that the daytime appendages

allow the organisms to maximize photosynthe-

sis at the surface, and nighttime absorption

allows them to sink a little, swim a little faster,

and escape predator pressure. — CA

Protist 160, 10.1016/j.protis.2009.04.003 (2009).
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Losing Battle in Britain 
With the highest teen birth rate in Europe, the
United Kingdom is anxiously seeking ways to
stem the tide. But researchers say a program
to reduce pregnancies among teens seems to
have had the opposite effect.

Scientists led by Meg Wiggins at the
University of London studied how the Young
People’s Development Programme, which ran at
27 locations in England from 2004 to 2007,
affected more than 2300 “at risk” 13- to 15-
year-old boys and girls. They compared data on
sexual behavior, drug and alcohol use, and
school suspensions with statistics for students
from 27 comparable areas.

The after-school program offered 6 to 
10 hours a week of tutoring, sex education,
health services, art classes, and career counsel-
ing over a year. The results, reported last week in
the British Medical Journal, showed “signifi-
cantly” more pregnancies in the intervention
group than in the comparison group: 16% ver-
sus 6%. Girls in the program also had sex earlier
and were more likely to expect to be mothers by
the age of 20. The program had no discernible
effect on boys.

The researchers suggest that girls might
have been influenced by exposure to risky peers
or even just by being labeled “at risk.” Curbing
teen fertility is an uphill struggle, says evolu-
tionary psychologist David Buss of the
University of Texas, Austin: “Teen women today
are simply doing what their maternal ancestors
did over human evolutionary history.”

Norway’s Summer Skies

RUPTURE AND REUNION
Marie Csete, chief scientific officer at the California Institute for Regenerative Medicine (CIRM),
will depart at the end of July after only 15 months on the job. Csete won’t disclose specific rea-
sons for leaving, but it has been reported that she wasn’t able to get CIRM Director Alan Trounson
and board chair Robert Klein to listen to her.

Q: Before coming to CIRM, you divorced your husband, John Doyle, a math professor at the
California Institute of Technology (Caltech). Is it true you got divorced in order to take this job?
M.C.: It’s really true. I really turned my life upside down to do this. I think when they passed all
these fair political practices laws in California, they were never meant for scientific conflicts of
interest; they were really meant for politicians. I fully expected that if I took the job and Caltech
came up, I would just walk out of the room [to avoid a possible conflict of interest should Caltech
apply for CIRM money]. But that wasn’t good enough for the lawyers. [The divorce] didn’t change
our relationship, which was still a commute. [Csete moved from Emory University in Atlanta,
Georgia, to San Francisco; Doyle lives in Los Angeles.] It actually got worse because by law, he
wasn’t allowed to take a salary from Caltech for a year. So he had to retire for a year with no salary.
Q: How did your husband feel about this?
M.C.: He thought it was worth the sacrifice; he thought I was the right person for the job. 
Q: Can you say anything about why you’re leaving?
M.C.: There are principles very important to me that I knew after trying that I could not change
from within. The only way was to step away and talk to people on the way out.
Q: What were your major accomplishments?
M.C.: I’ve established very strong relationships between the science
office and grantees, … allowing scientists to be doing some real sci-
ence rather than just writing RFAs [requests for applications] all the
time. 
Q: A lot of people think it’s a shame you’re leaving.
M.C.: I’ve gotten a lot of e-mails—more than 100—from people.
Some of them I’m afraid to open because it made me cry. … Very sad
e-mails.
Q: Future plans?
M.C.: I don’t know. I want to look for a place where I can make a real
difference. I would prefer to be close to my husband. We’ll get
remarried soon. 
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Astrophysicist Donald Olson and colleagues at Texas State
University, San Marcos, have been finding lots to study in the paint-
ings of Norwegian artist Edvard Munch. Their latest accomplish-
ment: identifying the celestial objects in three canvases Munch
painted in Åsgårdstrand, Norway. After locating a memoir that
placed Munch in Åsgårdstrand in August 1893, the researchers
traveled to Norway to find the exact sites of the paintings.

In Starry Night (right), scholars in the past have identified the
bright star as Venus. But Venus was out of sight then, the Texans say.
A photo (left) they took from
the same perspective shows
it had to be Jupiter. They also
figured out, with the help of
19th century photos of the
town, that the vertical white
line in the trees, which
some have identified as a
hidden moon and its reflec-
tion, was in fact a flag pole
with a ball on top.
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President Barack Obama’s announcement
last week that he had chosen Francis Collins
to lead the National Institutes of Health
(NIH) did not come as a big surprise. But it
ended months of speculation and ignited a
volley of flattering remarks from researchers
and biomedical groups. “Francis is one of the
most accomplished scientists and scientific
leaders of his generation. … Having worked
with him for many years, I am sure that he
will rise to the unique challenges of this job,”
said Elias Zerhouni, who resigned as NIH
director last fall. 

Collins is known as a skilled admini-
strator and excellent communicator. Over
15 years, he built a new center at NIH into
one of the most visible and innovative insti-
tutes. When he stepped down as leader of
the National Human Genome Research

Institute (NHGRI) last year, he was already
considered a leading candidate to run NIH,
the $30 billion parent agency.  

Although few would disagree with a White
House press notice saying that Collins’s work
“has changed the very ways we consider our
health and examine disease,” Collins does
have critics. Some question his support of
“big biology” in the genome project portfo-

lio—with timetables and planned targets—
and some are concerned about his outspoken
Christian faith. He raised eyebrows, for exam-
ple, when he recently launched a Web site,
BioLogos, expanding on his 2006 book
explaining how he reconciles his faith with the
science of evolution (see sidebar, below). 

Biomedical scientists are pleased, how-
ever, to have a permanent leader at NIH,
which has been run by an acting director,
Raynard Kington, since October. The agency
is staggering under an unprecedented number
of grant applications seeking to share in
NIH’s $10 billion windfall from the eco-
nomic stimulus package. When that money
runs out in 2011, it’s unclear what will happen
to stimulus-funded scientists. If it comes to a
crunch, they could benefit from having an
internationally renowned genome scientist as
a spokesperson. 

Collins, 59, grew up home-schooled during
his early years on a farm in rural Virginia and
later earned a Ph.D. in physical chemistry and

White House Taps Former Genome
Chief Francis Collins as NIH Director
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Although many scientists say geneticist Francis
Collins will make a superb director of the
National Institutes of Health (NIH), not everyone
is celebrating. A discussion about whether
Collins’s very public religious views will influ-
ence his leadership of NIH played out on blogs
early this spring and again in the past week. There seems to be little evi-
dence for such worries, but they persist. 

Collins has written that his beliefs played a role in the 2000 White
House press conference to announce the draft sequence of the human
genome, when President Bill Clinton called the human DNA sequence “the
language in which God created life.” In 2006, Collins wrote a book, The

Language of God: A Scientist Presents Evidence for Belief, that describes his
religious conversion at the age of 27 and how he reconciles this with the sci-
ence of evolution. Richard Dawkins, the biologist and prominent anti-
religionist, feuded with Collins for mixing science and faith.  

This spring, Collins raised hackles again when he and several other sci-
entists launched a foundation and Web site, BioLogos, which claims that it
“emphasizes the compatibility of Christian faith with scientific discoveries
about the origins of the universe and life.” Funded by the Templeton Foun-
dation, which supports projects at the intersection of science and religion
(including at AAAS, Science’s publisher), BioLogos answers faith-related
questions and links to a blog by its founders. 

As weeks passed with Collins the rumored
nominee to head NIH but no announcement,
some speculated that BioLogos might be an
obstacle. One prominent critic, Paul Z. Myers, a
biologist at the University of Minnesota, Morris,
who runs the anticreationist blog Pharyngula,
faults Collins for suggesting that altruism cannot
be explained by evolution and instead came
from God. “Collins has got some big gaps in his

understanding of the field of evolutionary biology,” Myers says. In com-
ments this spring on Pharyngula, others fretted that Collins’s beliefs could
influence his decisions on topics such as stem cells and sex research. 

But others have pointed out that Collins’s record as director of the
genome institute doesn’t support such fears. And some scientists active in
the anticreationist movement approve of his attempts to reach out to the
faithful. Evolutionary geneticist Wyatt Anderson of the University of Geor-
gia in Athens says he read Collins’s book, and “I get the picture of a very
rational scientist.” Josh Rosenau, public information project director of the
National Center for Science Education in Oakland, California, says: “It’s
very useful to have scientists out there like Francis Collins to talk about their
beliefs and why they don’t see them as in conflict with science.” 

As of last week, Collins is now only “minimally involved” with Bio-
Logos, says his wife, Diane Baker, a BioLogos board member. She says he
plans to step down from the foundation once the Senate has confirmed
his nomination and that he will decline any speaking engagements or
efforts to promote BioLogos. –J.K.

Back to Bethesda. Francis Collins appears to be a
shoo-in for NIH director.
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an M.D. At the University of
Michigan, his team made early
gene-hunting discoveries, finding
genes for Huntington’s disease
and cystic fibrosis. In 1993, he
joined the human genome center,
taking over from DNA structure co-discoverer
James Watson. 

Collins steered the ramp-up of the Human
Genome Project, crafting pioneering agree-
ments that required scientists to share genomic
data freely. He led a sequencing race against a
private effort headed by J. Craig Venter that cul-
minated in a tie to finish a rough draft of the
human genome in 2000. Since then, Collins has
steered follow-on efforts, including the
HapMap, which has fueled the search for
genetic risk markers for common diseases. 

Throughout his career, Collins has charmed
Congress and the public. He helped push a law
through Congress last year that bars discrimi-
nation based on genetics. When he resigned
from government in 2008, he said he wanted to
write a book about personalized medicine but
soon thereafter penned an op-ed piece endors-
ing Obama. He later joined the president’s tran-
sition team and this year tried to help religious
groups come to terms with Obama’s order eas-
ing limits on the use of federal funds to study
human embryonic stem cells.

Even Collins’s biggest fans say that their
star will need to carve out a larger role.
Collins did “a fabulous job as NHGRI direc-
tor,” says geneticist Aravinda Chakravarti of
Johns Hopkins University in Baltimore,
Maryland. But now, Chakravarti says, “he
will need to understand, feel, and anticipate
the interests of a much broader constituency,”
including small-lab investigators in fields
such as infectious diseases and cell biology
who have felt threatened by the big projects
that Collins has championed. 

Collins will also face concerns that the
payoff from the Human Genome Project has
been oversold. So far, the search for risk
markers for common diseases arguably has
found little that could be applied to patients.
“I do think one of Francis’s tasks will be to set
high hopes for genomics but also to manage
expectations,” especially to convey realistic
time frames, says Robert Cook-Deegan, a
medical ethicist at Duke University in
Durham, North Carolina, and former NHGRI
staffer. Collins has had his own DNA “SNP-
chipped” for genomic markers but has said

that so far these markers seem
most useful for finding new drug
targets, not predicting risks. In
his new book, due out in 2010,
Collins is expected to maintain
that the payoff of molecular

genetics is coming. 
Collins’s plate is loaded with controversial

issues. Among others, the next NIH chief
must craft new conflict-of-interest regulations
for grantees and look at a possible restructur-
ing of the entire NIH operation. The “obvious
acute issue,” says molecular biologist Keith

Yamamoto of the University of California,
San Francisco, “is the stimulus money and
concern about the 2011 cliff.” Yamamoto has
been involved for many years in reforming
peer review and was interviewed for the NIH
director position. 

Obama has sent Collins’s nomination to
the Senate for review by the Health, Educa-
tion, Labor, and Pensions Committee.
Collins isn’t commenting to the press, but
supporters say they hope he can be con-
firmed before the Senate breaks for recess
on 7 August. –JOCELYN KAISER
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Even before she was officially nominated
last week to be the next director of the U.S.
Geological Survey (USGS), Marcia McNutt
was already angling for broader responsibili-
ties. After her prospective boss, Interior Sec-
retary Ken Salazar, told her that he hoped to
elevate science throughout the department,
McNutt replied: “Then why don’t you make
the director of the Geological
Survey your science adviser?”

When Salazar said yes, he
put the 57-year-old geophysi-
cist in line to make history
twice—as the first woman to
lead the 130-year-old survey
and as the department’s first
science adviser. “Now sci-
ence advice is going to have a
more direct way to be com-
municated to the other agen-
cies,” she says, adding quickly
that nothing will happen
unless the U.S. Senate con-
firms her appointment.

Such directness and initia-
tive could be hallmarks of her tenure at the
8800-employee, $1.1-billion-a-year agency,
an amalgam of geologists, biologists, and
hydrologists. As science adviser, she’ll also be
working closely with other scientific branches
of the department, such as the National Park
Service and the Fish and Wildlife Service.

McNutt has made a habit of breaking new
ground. She was the f irst female physics

major at Colorado College, the first female
lifeguard for the city of Minneapolis, and, she
guesses, the first woman to train in under-
water demolition with Navy SEALs. Her
career in tectonophysics has taken her from
the ocean island volcanism of French Polyne-
sia to the uplift of the Tibetan Plateau. She
began her professional life with 3 years at

USGS before joining the Mass-
achusetts Institute of Technol-
ogy in 1982. Since 1997, she
has been president and CEO of
the Monterey Bay Aquarium
Research Institute, a $40-
million-a-year, 200-employee
oceanographic research insti-
tution in Moss Landing, Cali-
fornia, that focuses on the near-
shore of Monterey Bay.

“She brings an incredible
skill set to the job,” says geo-
physicist Mary Lou Zoback of
Risk Management Solutions
in Newark, California, who
was formerly with USGS.

“Marcia’s nomination clearly affirms that the
Geological Survey is a science agency that
should be led by a scientist.” Zoback predicts
that McNutt will work closely with two other
recent Administration appointees, marine
ecologist Jane Lubchenco of the National
Oceanic and Atmospheric Administration and
Secretary of Energy Steven Chu.

–RICHARD A. KERR

New duties. USGS nominee
Marcia McNutt would also act
as science adviser to the Inte-
rior’s Ken Salazar.

Geophysicist McNutt Named to Lead
U.S. Geological Survey
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NEWS OF THE WEEK

Fourteen years ago, sequencing just a few
hundred bases of mitochondrial DNA from a
Neandertal drew applause worldwide.
Ancient DNA studies have come a long way
since then. On page 318, a team led by
Svante Pääbo of the Max Planck Institute for
Evolutionary Anthropology in Leipzig, Ger-
many, describes a new technique the team
used to decipher the entire mitochondrial
genomes from five of these extinct humans.
These genomes show relatively little genetic
diversity among Neandertals scattered
across Europe and Russia. 

“This is an important step for ancient
DNA,” says Eddy Rubin, whose lab at the
Lawrence Berkeley National Laboratory in
California did some of the f irst work
sequencing Neandertal nuclear DNA. Adds
Eske Willerslev, who studies ancient DNA at
the University of Copenhagen in Denmark,
the new technique “provides a solution to a
technical problem: … how to target specific
regions of interest.”  

Ancient DNA is diff icult to sequence
because genetic material degrades over time
into small fragments just tens of bases long
and errors are often introduced into the aging
sequence. Moreover, 99% of fossil DNA tends
to be contaminating sequence from microbes
and fungi that have infiltrated the decaying
bone. Three years ago, researchers began
sequencing all of the DNA in Neandertal sam-
ples, then separating out what looked like
human sequence from the mix. New sequenc-
ing technologies made the project affordable
enough to go after the entire Neandertal
nuclear genome (Science, 17 November 2006,

p. 1068), which was announced in February
(Science, 13 February, p. 866).

Some of that project’s DNA came from
mitochondria, and researchers assembled it
into the first entire Neandertal mitochon-
drial genome in 2008. Sequencing another
mitochondrial genome that way would cost
as much as $400 million, says Pääbo gradu-
ate student Adrian Briggs. That would make
comparing multiple Neandertal genomes—
the only way to understand the population
size and structure of our closest relative—
prohibitively expensive. So Briggs came up
with a better way. His new cost: about $8000
per mitochondrial genome.

The approach uses probes that recognize
and isolate only Neandertal mitochondrial
DNA from all the contaminating DNA in a
sample. Thus, Briggs winds up sequencing
just the material he’s looking for. 

To do this, he first attaches short sequence
tags to all the pieces of DNA in his sample,
creating a DNA “library” that can be copied
to ensure there will be enough ancient DNA
for future use. Using the already-sequenced
Neandertal mitochondrial genome as a tem-
plate, Briggs designed 574 probes to cover
the entire mitochondrial genome. When a
probe links up with its target sequence in a
mass of DNA fragments, an enzyme copies
the rest of the DNA in that piece many times
over. Thus, Briggs was able to isolate the
whole mitochondrial genome and sequence it
using the latest high-throughput sequencing
technologies. Others have used similar
approaches, but Briggs tailored his for the
short, degraded fragments found in fossils. 

Briggs and his colleagues sequenced
16,565 mitochondrial bases extracted from
bones from Spain, Germany, Croatia, and
Russia (see map) and analyzed those genomes
along with the one sequenced earlier, which
comes from a long bone fragment from Croa-
tia. The bones ranged in age from 38,000 to
70,000 years old. The team also compared the
ancient DNA with mitochondrial genome
data from about 100 modern individuals. 

Briggs and postdoc Jeffrey Good found
55 places out of the 16,565 bases where the
mitochondrial genomes varied across the six
ancient samples. On average, they found
20 differences between any two samples. In
modern humans, about 60 differences exist
between any two samples, making Neander-
tals about one-third as diverse. That isn’t
unexpected given that humans come from
across the globe and that the Neandertals were
confined to Europe and Russia, notes John
Relethford, a biological anthropologist at the
State University of New York College at
Oneonta. The results call into question earlier
suggestions that Neandertals were divided
into separate, regional populations, but more
data are needed to be sure, says Briggs.

By the Max Planck group’s calculations,
this diversity translates into the equivalent of
at most 3500 breeding Neandertal females, or
up to 7000 including males, lower than previ-
ous rough estimates of about 10,000. This
so-called effective population size is far less
than the actual population and represents a
theoretical attempt, based on the population’s
genetic diversity, to quantify the number of
individuals who are breeding at any given
time. For example, Anders Götherström of
Uppsala University in Sweden calculates that
although the Swedish population numbers
9 million, the effective population size is
about 100,000; he estimates that the 3500
might translate very roughly into about
70,000 Neandertals. 

“Low population size may have been a
general aspect of Neandertal biology,” says
Briggs. With relatively few individuals, the
species may have been more vulnerable to
extinction from climate change or competi-
tion from our ancestors, he adds.

Such a small number “is not too surpris-
ing,” says ancient DNA expert Alan Cooper
of the University of Adelaide in Australia, as
archaeological evidence had been pointing
toward this. Cooper and others caution that
analyzing mitochondrial DNA has limits as it
is “in effect ‘one gene’ because all its genes
are so tightly linked.” Thus, says Cooper,
“this is just one view of Neandertal evolution-
ary history.” 

–ELIZABETH PENNISI

Sequencing Neandertal Mitochondrial
Genomes by the Half-Dozen
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Across the continent. Entire

mitochondrial genomes now

exist for these four Neandertal

bones and two more, suggesting

low genetic diversity in this

extinct human.

Published by AAAS



www.sciencemag.org SCIENCE VOL 325 17 JULY 2009 253

NEWS OF THE WEEK

Cat Purrs Evoke Baby Cries
There may be more to a
cat’s purr than meets the
ear. A new study reports
that our feline friends
modify their signature
sound when seeking food,
adding a higher-frequency
element that exploits our
sensitivity to infant
wails—and thus making it
harder to ignore. http://bit.ly/pVDMd

Don’t Blame Birds for 1918 Flu
It has become almost common wisdom that
the virus that caused the 1918 flu pandemic
was an avian strain introduced into the
human population shortly before the pan-
demic erupted. But a new study disputes that
hypothesis, arguing instead that genes of the
1918 virus had circulated in mammalian
hosts, most likely pigs and humans, for sev-
eral years before 1918. Multiple gene-swap-
ping events brought them together in a single
killer strain, say the researchers; improving
surveillance in humans and in swine could, in
the future, give scientists an early alert to
such events. http://bit.ly/3mg2l9

Swearing Eases the Pain
You just stubbed your toe, hard, on the cor-
ner of that stupid table again. What’s the first
thing out of your mouth? If it’s something
you wouldn’t see printed in a family news-
paper, you may actually be doing yourself a
favor. Foul language may be decreasing your
pain, according to a new study.
http://bit.ly/Cg7Qk

Flexible Fibers Act Like Cameras
Picture a wall that stares back at you. Or a
uniform that shows a soldier a 360-degree
view of a battlefield. Both scenarios are pos-
sible courtesy of a new generation of flexible,
translucent fibers developed by researchers
at the Massachusetts Institute of Technology
in Cambridge. These so-called multimaterial
fibers can turn incoming light waves into
images without the need for a camera lens.
And unlike fiber-optic cables, they can trans-
mit images that have been captured across
their entire length. http://bit.ly/GB6oi

Read the full postings, comments, and more
on sciencenow.sciencemag.org.

From Science’s
Online Daily News Site

ScienceNOW.org

NEW DELHI—India’s first moon probe, Chan-
drayaan-1, has suffered a critical malfunction
that jeopardizes the remainder of the mission.
The spacecraft, which entered lunar orbit last
November, can no longer orient itself with
high precision. “Its pointing accuracy has
been compromised,” says a mission engineer
who asked for anonymity.

Chandrayaan-1 achieved all of its mis-
sion objectives before the malfunction was
detected in May, says G. Madhavan Nair,
chair of the Indian Space Research Organi-
zation (ISRO) in Bangalore. It was a
“dream run” until then, Nair told Science.
Some foreign scientists with instruments
aboard Chandrayaan-1 concur that the
probe performed well. “The data … are
unique and reveal a new moon,” says Stas
Barabash of the Swedish Institute of Space

Physics in Kiruna, whose
Sub keV Atom Reflect-
ing Analyser is investi-
gating the interaction
of the solar wind with
the lunar surface. The

spacecraft is con-

tinuing a search for water ice,
gathering data for a three-dimensional lunar
atlas, and mapping minerals. 

The first inkling of something amiss came
on 19 May, when the satellite was raised from
a lunar orbit 100 kilometers above the surface
to a 200-kilometer orbit—allowing for greater
stability and easier maneuvering. ISRO did
not disclose the pointing failure; instead, it
announced that “after successful completion
of all major mission objectives,” the higher
altitude would enable further studies on grav-
ity anomalies and imaging a wider swath of
the lunar surface. Nair denies that ISRO

sought to hide the problem with the $100 mil-
lion robotic mission, saying there was no need
to go public since there was “no degradation
or deterioration in the mission.” 

The broken instrument is a star sensor,
which orients the probe. Its failure is “dis-
heartening,” says George Joseph, director of
the Center for Space Science and Technology
Education in Asia and the Pacif ic in
Dehradun. “The precision with which the
spacecraft was maneuvered into the moon
orbit was in itself a fantastic achievement,”
says Joseph, who helped design the mission.

Mission scientists say Chandrayaan-1 hit
most of its scientific milestones. “Visually
arresting” images from NASA’s Mini-SAR
radar of craters in permanent shadow “will
be extremely useful in unraveling the com-
plex geological history of the moon,” says
principal investigator Paul D. Spudis of the
Lunar and Planetary Institute in Houston,
Texas. “Chandrayaan’s achievements are
quite remarkable,” adds Carlé Pieters of
Brown University, principal investigator of
the Moon Mineralogy Mapper. The higher
orbit will require the team to “replan” opera-

tions, Pieters says, “but
overall the tradeoffs
will probably result in
an equally strong sci-
ence product.”

The payload that
will suffer most is
India’s Lunar Laser
Ranging Instrument,
designed to measure
altitude variations with-
in a 5-meter accuracy.
It was designed to op-
erate at a 100-km orbit;
at 200 km, the return
signal may be too

weak, says a mission specialist. Also unclear is
whether projects tied to x-ray and near-
infrared spectrometers will be completed, says
Christian Erd of the European Space Agency
in Noordwijk, Netherlands.

“There is nothing to be worried or alarmed
about,” insists Nair. “The mission is almost
over.” Indeed, the global scientific team will
meet in late August or early September in
India to decide whether to keep Chandrayaan-1
going or guide it to a controlled crash before it
completes its nominal life of 2 years. 

–PALLAVA BAGLA

Lunar Survey Spacecraft 
Develops an Attitude Problem
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Stunning images. Chandrayaan-1
has returned excellent data despite 
a glitch, says G. Madhavan Nair.
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BLANDING, UTAH—Last month, after 16 resi-

dents from this town in southern Utah were

arrested and accused of stealing prehistoric

Indian artifacts from public and tribal lands,

nobody was more surprised than Teri Paul,

director of the state’s Edge of the Cedars

State Park Museum, which features archaeo-

logical exhibits on the area’s Native Ameri-

can cultures. “I guess I just got it into my

head that locals weren’t doing this anymore.”

The town was the center of a similar raid

back in the mid-1980s. Old traditions die

hard, though. Blanding, like numerous

other communities in the Four Corners

region, has a long-standing tradition of dig-

ging up Native American ruins for recre-

ation and profit. The habit took hold during

American archaeology’s embryonic period

between the 1800s and 1920s—ironically, a

time when the Smithsonian Institution and

others sponsored expeditions to the South-

west and paid locals to find artifacts. Fed-

eral laws now make it a crime to take such

trophies from public lands and Indian

reservations, but the practice

of “pothunting” continues,

fueled by a lucrative black

market in antiquities.

This latest crackdown is the

culmination of a 2.5-year-old

undercover investigation by the

Federal Bureau of Investigation

(FBI) and the Department of

the Interior that netted 24

alleged looters in the archaeol-

ogy-rich region. It is renowned

for Chaco Canyon’s Great

Houses and Mesa Verde’s cliff

dwellings, both grand vestiges

of the Anasazi, a farming civi-

lization that flourished from

500 C.E. to 1300 C.E. The

dragnet on 10 June, Science has

learned, extended to art dealers

and collectors in a dozen cities from Tucson,

Arizona, to Santa Fe, New Mexico. Agents

searched homes and businesses and seized

personal files and computers. Two members of

a family in Blanding accused of looting last

week pleaded to charges and surrendered a

collection of artifacts.

The case has aroused strong passions

among Southwestern archaeologists,

prompting many to take sides on how best

to cure pothunters of their

destructive urge. Some strongly

support the federal action; others take a jaun-

diced view of the heavy-handed police tac-

tics and argue that such an approach will not

deter determined looters, especially those

who come from communities where a sub-

culture of pothunting stubbornly persists.

Government archaeologists involved in

the investigation paint an emerging picture

that is as lurid as it is far-reaching. “We’re

talking widespread, systemic destruction of

archaeological sites,” says Emily Palus, a

Bureau of Land Management (BLM) archae-

ologist based in Washington, D.C. Many of

the items were dug out from Indian burials,

such as a turkey-feather blanket, a copper

bracelet, and a pair of ancient sandals associ-

ated with the Anasazi.

Scientists say looting of these sites is akin

to tearing pages out of a history book. “If you

rip out enough pages, pretty soon the book

doesn’t make sense,” says Jerry Spangler,

executive director of the Colorado Plateau

Archaeological Alliance, a Utah-based

antiquity preservation group.

Enforcement of antitheft laws has been

lax in the past, according to many South-

western archaeologists. But Spangler

believes the recent sweeps finally demon-

strate “that federal authorities do consider

pothunting as a serious crime.” The message

of the raids is unmistakable, particularly in

the way they were carried out, with FBI

SWAT teams descending on homes with

guns drawn and placing arrested suspects in

handcuffs and leg irons, says Richard

Wilshusen, an archaeologist who teaches at

Colorado College in Colorado Springs: “It’s

the OK Corral. It’s the Clanton Gang finally

being taken on.”

Among the Blanding citizens swept up in

the 10 June raid was James Redd, the town’s

prominent physician, who killed himself the

next day. (Another suspect from Durango

also took his own life a week later.) Redd’s

death has since triggered an angry backlash

against the federal raids, with both of

Utah’s Republican senators calling the

investigation “overkill” and demanding that

Congress initiate a probe into FBI’s

antipothunting operation. The backlash

may feed a growing debate

among experts over the use

of punishment—rather than

education—as a means of

changing public attitudes. 

Canyons of riches

The biggest challenge, many

archaeologists say, is convey-

ing the importance of archae-

ological protection for scien-

tific purposes. That’s difficult

enough when Indiana Jones

and a treasure-hunting aura

popularly def ine the f ield.

The challenge is made even

harder in a place like Four

Corners, which is believed to

contain the highest density of

archaeological sites in the

country, if not the world. For example, after

news spread of the raids in Blanding, one

resident (whose in-laws were among those

arrested) told The Salt Lake Tribune: “It’s

just something everyone does in Blanding.

There are artifacts everywhere.”

Overall, a history dating back at least

10,000 years can still be widely found across

the landscape, from rock-art panels and

arrowheads to collapsed pueblos (above-

After the bust. Interior Secretary
Ken Salazar (left) announces the

arrest of Utah residents for taking
artifacts from federal and Native

American lands.
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Roundup of Utah Collectors 
Stirs a Debate on Enforcement
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ground dwellings) and rock shelters. In San

Juan County alone, where Blanding is

located, more than 25,000 archaeological

sites have been inventoried. The Edge of the

Cedars museum was built directly adjacent

to the stone walls and kivas of a 1000-year-

old Anasazi village. Paul, noting that 92% of

the county is federal land, much of it rugged

wilderness, says, “In any given canyon,

you’ll find site after site.”

But even many of these sites are being

“vacuumed” of surface artifacts, such as

potsherds and arrowheads, says Paul. That

eliminates vital clues to possible dwellings

and other larger sites nearby, which are

often buried underground. Experienced

pothunters, using shovels or, worse, a back-

hoe, take the damage to another, incalcula-

ble level. “Digging and removing artifacts

destroys their context, and it limits the

information that can be obtained from a site

about previous cultures,” says Laird Naylor,

a BLM archaeologist in the Monticello

Field office, whose jurisdiction covers San

Juan County, Utah. 

Spangler points out that preservation is

also important because methods and science

are always improving. “You want to be able

to save these sites for the archaeologists that

come after us 20 and 50 years from now,

because they’re going to be so much more

advanced than us.”

Archaeologists admit that the reasons for

site protection are poorly conveyed to the

general public. That’s why Jonathan Till, a

contract archaeologist with Abajo Archaeol-

ogy in Bluff, Utah, argues that getting

pothunters to change their ways will happen

through education, not prosecution. He says

BLM is failing miserably because it lacks

resources and labor power. Till notes that

BLM oversees 800,000 hectares of public

land in San Juan County and has only two

archaeologists and one ranger. “That’s just

absurd,” he says. “Those people are stretched

way too thin to be able to do their jobs effec-

tively and to be able to act as educators. They

just cannot do that.”

Brian Quigley, acting manager for BLM’s

Monticello field office, agrees that it would

be nice to have more boots on the ground:

“We do the best we can with the resources we

have,” he says. The situation is similar in

BLM offices across the state of Utah. For

example, just north, in the Price field office,

an area also chock-full of archaeological

sites, including the world-famous Nine-Mile

Canyon under BLM’s watch, Blaine Miller is

the sole archaeologist. “I’ve been the only

one here for the past 25 years,” he says.

Given this shortage of labor power,

archaeologists are divided over the best way

to stamp out pothunting. Winston Hurst, a

respected independent archaeologist who

consults on academic and industry projects

and lives in Blanding, criticizes the federal

raids as “bizarre theater” in which “the sym-

bolism of the way it was carried out ends up

trumping the substance of why they’re doing

it in the first place.” Hurst says the only way

to conquer archaeological looting is through

“intelligent discourse, and by treating people

with respect.” But if “you’re going to punch

people in the nose, there’s absolutely no

open-mindedness, nothing but a fight, and

once it’s a fight, they’re going to retrench in

opposition to you.”

Other Southwestern archaeologists are

also inclined to take a softer approach. “No

archaeologist likes looting, but it seems like

so much overkill to do this to normal peo-

ple,” says Catherine Cameron, a professor of

archaeology at the University of Colorado,

Boulder. “They surrounded houses early in

the morning, like it was a drug bust. These

are not bad people. You don’t need to do that

to people like they are dangerous criminals.”

But Kevin Jones, Utah’s state archaeolo-

gist, has little sympathy for the Blanding

residents who were implicated in robbing

graves. “Maybe upstanding citizens are not

used to being arrested that way; maybe now

they will think twice about committing that

kind of crime.” –KEITH KLOOR

Keith Kloor is a writer in New York City.
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From the Science

Policy Blog

Congressional spending panels
last week looked favorably on basic research
programs at the Department of Energy
(DOE) but were skeptical about innovations
proposed for 2010 by the Obama Adminis-
tration. House of Representatives and Senate
appropriators came very close to the presi-
dent’s $4.94 billion request for the Office of
Science. But they showed little enthusiasm
for Energy Secretary Steven Chu’s plan to
fund eight large energy research centers,
with the House approving $35 million of the
$280 million request and the Senate sug-
gesting a way to spend $44 million.

At a meeting at the U.S. National Academy
of Sciences last week, NASA Associate
Administrator Edward Weiler warned that
the shrinkage of NASA’s planetary budget
from $3 billion to $1.5 billion in the past 
4 years means that “we no longer have a
viable Mars program.” Weiler announced
an unprecedented agreement with the Euro-
pean Space Agency to conduct a joint pro-
gram of Mars missions. 

The University of California released a plan
last week that will shave $184 million from
the university’s projected $813 million short-
fall in state funding over the next 2 years. It
calls for furloughs to be scaled according
to pay grade—from 11 days, equivalent to
a 4% cut, for those making less than
$40,000 a year to 26 days, or a 10% cut for
those making more than $240,000. Employ-
ees funded entirely from nonstate sources
would be exempt.

Maria Leptin, the new director of the Euro-
pean Molecular Biology Organization, wants
to review how to balance EMBO’s reliance on
its journals for revenue with the scientific
community’s desire to make the journals
open-access. 

Health care workers should be first in
line for inoculation when vaccines against
the swine flu virus are ready and approved,
an expert panel at the World Health Organi-
zation concluded in a meeting last week.

For a full Q&A with Leptin and other 
science policy news, go to blogs.
sciencemag.org/scienceinsider.

Looted sites. Culminating a 2.5-year investigation,
a coordinated sweep seized objects at many 
locations around Blanding, Utah.

No context. The polychrome bowl (right) is classed
as having an unknown origin, as many recovered
artifacts will be.
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Welcome to the age of insulin resistance.

This condition is the thread that runs

through many chronic afflictions of modern

times—obesity, heart disease, and, most

conspicuously, type 2 diabetes. All are

entangled with diet, and all are linked

causally to a dysfunctional response to

insulin, the hormone that orchestrates the

body’s use and storage of nutrients. 

Insulin resistance is the fundamental

defect in type 2 diabetes, a disease that

afflicts 6% of adult Americans, up from 3%

in the early 1970s. Most type 2 diabetics are

obese, a condition that’s so closely associ-

ated with insulin resistance that many

researchers assume that it is a cause. The

prevalence of obesity has increased in the

United States almost 2.5-fold since the early

1970s, from 14% to 34%, according to the

most recent national surveys.

Metabolic syndrome is another insulin-

resistant condition. By some estimates, it

afflicts 50 million Americans. It’s defined by

a cluster of abnormalities—including

abdominal obesity, hypertension, and high

blood sugar—that precede both coronary

heart disease and type 2 diabetes. Stroke,

nonalcoholic fatty liver disease, polycystic

ovary syndrome, asthma, some cancers, and

even Alzheimer’s disease have also been

associated with insulin resistance.  

Once it takes hold, insulin resistance sets

up a vicious cycle: As tissues become unre-

sponsive to insulin, the pancreas compen-

sates by secreting ever more insulin, and

gradually the tissues grow more resistant.

Elucidating the causes of this destruc-

tive cycle is one of the most critical endeav-

ors in modern medicine. Researchers have

made progress identifying events that lead

to type 2 diabetes and other insulin-involved

diseases. But working back up the chain of

causality has been a challenge. Unambigu-

ous evidence on the initial stages of disease

is missing, making it an excruciatingly diffi-

cult task to pin down the causes at the cellu-

lar and molecular level. 

“The field is in a funny stage right now,”

says Mitchell Lazar, director of the Institute

for Diabetes, Obesity and Metabolism at the

University of Pennsylvania. “It’s gone from

having too few candidate explanations [for

insulin resistance] to having too many.” Now

when someone comes along with yet another

possibility, Lazar says, “you go, ‘Okay, get in

line, buddy.’ There are a lot of things that

have to be figured out.” 

Several candidate mechanisms have

emerged in the past decade, and two compet-

ing theories have gained wide support. One

is that cells essentially become poisoned by

fat. This lipotoxicity or lipid overload

hypothesis holds that normal processes

break down when fat (adipose) tissue cannot

store excess fat, and fat accumulates inap-

propriately in muscle and liver cells. 

The main rival to this idea, the inflamma-

tion hypothesis, is that as fat cells increase in

size with the accumulation of fat, they release

inflammatory cytokines and molecules

known as adipokines. It’s these molecules, so

this theory goes, that cause insulin resistance

elsewhere in the body. Researchers are now

confident that these inflammatory mecha-

nisms play some role in insulin resistance.

But they still can’t say for sure whether those

roles are causal.

Tangled pathways

What makes insulin resistance such an

extraordinarily difficult problem to study is

that it constitutes “the ultimate systems

biology question,” says endocrinologist

C. Ronald Kahn of the Joslin Diabetes

Center in Boston, which is affiliated with

Harvard Medical School. 

Insulin is the primary regulator of fat,

carbohydrate, and protein metabolism; it

regulates the synthesis of glycogen, the

form in which glucose is stored in muscle

tissue and the liver, and it inhibits the syn-

thesis of glucose by the liver. It stimulates

the synthesis and storage of fats in fat

depots and in the liver, and it inhibits the

release of that fat. Insulin also stimulates
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Prosperity’s Plague
Researchers have linked a growing number of chronic diseases to the

metabolic disorder known as insulin resistance; two general theories

have emerged about its mechanism
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the synthesis of proteins and of molecules

involved in the function, repair, and growth

of cells, and it functions as a signaling mol-

ecule conveying information on fuel avail-

ability from the periphery to the brain and

central nervous system.

“Compared with other hormones,” the

late J. Denis McGarry of the University of

Texas Southwestern Medical Center wrote in

Science in 1992 (30 October 1992, p. 766),

“insulin elicits a bewildering array of meta-

bolic responses in target cells. Deciding

which of these are dependent or independent

events continues to pose a major challenge.”

Sixteen years later, that assessment still

holds true.

A fundamental role of insulin is to

orchestrate the use of fuels in the body, par-

titioning them to oxidation or storage.

When blood sugar is elevated—during and

immediately after a meal, for example—

insulin works to store excess calories as fat

in the fat tissue and transport glucose into

muscle tissue. It also signals the mitochon-

dria to use glucose as the primary fuel

source. As insulin and blood sugar levels

drop in the hours after a meal, they allow

fatty acids to be mobilized from stored fat

and signal the mitochondria to oxidize these

fatty acids for conversion into energy. This

“metabolic flexibility,” or the capacity to

switch easily between glucose and fat for

fuel, is a key feature of healthy individuals,

as endocrinologist David Kelley, now at

Merck Research Laboratories in Rahway,

New Jersey, has pointed out.

In insulin resistance, these natural

responses break down and become patho-

logical. A “natural system of feedback

loops,” as Merck’s Luciano Rossetti says, is

overwhelmed or degraded and disease is

often the response. The operative word,

though, is “often.” 

Even among healthy individuals, measure-

ments of insulin-stimulated glucose uptake,

insulin sensitivity, and insulin resistance

will vary by 600% to 800%. “There’s an

enormous range,” says endocrinologist Ger-

ald Reaven of Stanford University in Palo

Alto, California, who deserves much of the

credit for persuading the medical research

community to take insulin resistance seri-

ously as a causal factor in heart disease and

type 2 diabetes. A quarter of this variation in

sensitivity can be explained by variations in

physical f itness, and another quarter by

weight, a relationship that Reaven says has

held up in studies of populations as diverse

as the Pima Indians of Southwest Arizona

and descendants of Europeans living in Palo

Alto. “Clearly, the more obese you are, the

more insulin resistant you are,” Reaven says,

but the same variation can be found in obese

subjects, a third of whom are relatively

insulin sensitive. 

Without being able to pinpoint the tissue,

organ, and cell type in which insulin resist-

ance f irst manifests itself, says Stephen

O’Rahilly, co-director of the Institute of

Metabolic Science at the University of Cam-

bridge in the United Kingdom, it’s virtually

impossible “to unpick the causal chain.” 

What researchers almost invariably meas-

ure, though, is how the entire body responds

to insulin, not how the individual tissues and

organs do. And how the body responds also

changes dramatically over the course of a

day, and from day to day, in response to food

intake or physical activity. “We’re studying a

phenomenon that is happening differentially

over a 24-hour period,” says O’Rahilly. “But

most studies are done when the subject or

patient is fasting. Those are essentially look-

ing at insulin’s dialog with the liver and how

sensitive the liver is to insulin. It tells you

very little about how sensitive the skeletal

muscle or the adipocyte is.” 

Fat overload 

In the mid-1970s, endocrinologists focused

on the insulin receptor itself as a likely key

to the puzzle. They assumed that resistance

was caused either by down-regulation of the

insulin receptor—a normal desensitization

process—or by a defect in the receptor itself

or the binding of insulin to the receptor. By

the mid-1980s, Jerrold Olefsky, now at the

University of California, San Diego, had

demonstrated that the primary defect was

downstream in the signaling pathway, not in

the receptor itself. 

Since the early 1990s, the obser-

vation that insulin resistance is asso-

ciated with elevated levels of free

fatty acids in the bloodstream has led

researchers to focus on lipid overload

as the precipitating event. Several

observations support the hypothesis.

The single best predictor for the pres-

ence of insulin resistance in young,

lean offspring of type 2 diabetics,

according to Gerald Shulman, an

endocrinologist at Yale University,

is the accumulation of fat inside

muscle cells. Shulman and his col-

leagues have also studied sedentary

populations of lean, healthy, elderly

subjects and obese, insulin-resistant

adults and children. In all those

cases, he says, “the more fat inside

the muscle cells, the more insulin

resistant they are.”

Using nuclear magnetic reso-

nance spectroscopy to do noninva-

sive measurements of metabolic

fluxes—what Shulman calls “basi-

cally real-time biochemistry in

humans”—Shulman and his col-

leagues have established that when

fat accumulates inside muscle cells,

it blocks an intracellular chain of

events that normally triggers glu-

cose transport into the cell. The spe-

cific culprit, according to Shulman,

is the buildup of diacylglycerols

(DAGs)—an intermediate product in the for-

mation of triglycerides, the form in which fat

is stored in cells. When DAGs accumulate

inside muscle cells or liver cells, Shulman

has found, they shut down the insulin-

signaling pathway. In the muscle cells, they

do so by inhibiting the translocation of a pro-

tein, glut4, to the cell membrane, where it

would normally work to pump glucose into

the cell. Insulin-stimulated glucose transport

Epidemic. Type 2 diabetes, a disorder of insulin
resistance, is on the rise.

Stimulated by
high blood glucose

Lowers blood glucose

Fatty acids + glycerolFat
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Insulin

Fuel economy. Among insulin’s many functions is as parti-
tioner of metabolic fuels—carbohydrates, fats, and protein—
for use and storage in tissues.
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no longer works efficiently, and the cell is

insulin resistant.

“Over the last decade,” says Shulman,

“we’ve been able to test this hypothesis using

the power of mouse genetics. In more than a

dozen transgenic gene knockout models, any

time we raise intracellular diaclyglycerols, the

mice get insulin resistance in the target tis-

sues; any time we lower it, we prevent insulin

resistance.” In March, Shulman and his col-

leagues reported in the journal Cell Metabo-

lism that DAG accumulation can also account

for insulin resistance in the liver caused by the

consumption of high-fructose diets. 

The way to think about this, says Shulman,

is that the concentration of DAG in a cell is

balanced between the delivery of fat to the

cells (in the form of fatty acids), the oxida-

tion of fat, and the storage of the fat as

triglycerides. “Any time you alter that bal-

ance to get a net accumulation of DAGs,

through more delivery or decreased oxida-

tion, you get insulin resistance. Anything that

flips the balance the other way”—by block-

ing entry of fatty acids into the cell, for

instance, promoting fatty acid oxidation, or

even promoting the conversion of DAGs into

triglycerides—“prevents insulin resistance.”

In that sense, the DAGs work

as both an intermediate form

of a storage molecule and a

signaling molecule that tells

the cell whether fatty acids

are accumulating and whether

it’s necessary or beneficial to

continue pumping in glucose.

Inflammation

Competing with the lipid

overload hypothesis is the the-

ory that inflammation is to

blame. The idea was sparked

in the mid-1990s, when

Gökhan Hotamisligil of the

Harvard School of Public

Health and Bruce Spiegelman of Harvard

Medical School reported that the inflamma-

tory cytokine TNF-α was overexpressed in

animal models of obesity. They demonstrated

that they could induce insulin resistance in fat

cells in vitro by exposing them to TNF-α.

They also showed that they could protect

obese strains of mice from insulin resistance

by knocking out the genes either for TNF-α
itself or for TNF-α receptors.

The hypothesis began to gain wide

acceptance after Steven Shoelson of the

Joslin Diabetes Center reported in 2001 that

he could make cells insulin resistant by over-

expressing IKK-β, a molecule that works in

signaling pathways to activate the inflamma-

tory mediator NF-κB. Among the com-

pounds that inhibit IKK-β are salicylates,

aspirin-like compounds that are used at

high doses to treat rheumatoid arthritis

and rheumatic fever, both inflammatory

conditions. “That struck a chord with me,”

says Shoelson, because “among the list of

things that can cause low blood sugar are

salicylates.” One obvious implication, he

says, is that “inflammation is a potential

pathogenic mediator of both insulin resist-

ance and type 2 diabetes.” 

Since then, Shoelson has

demonstrated in a series of studies

through 2005 that insulin resistance

can be induced in lean strains of

mice by overexpressing NF-κB in

their fat or liver cells and that obese

mice can be protected from insulin

resistance by inhibiting NF-κB

expression. Last year, Shoelson and

his colleagues published the results

of a pilot study in Diabetes Care demon-

strating that salicylate therapy could indeed

both control blood sugar and reduce inflam-

matory mediators in obese subjects. Mean-

while, Hotamisligil has linked yet another

molecule involved in inflammation, JNK, to

obesity and insulin resistance. JNK plays a

“predominant role” in the regulation of

insulin sensitivity, Hotamisligil wrote on 

5 September 2008 in PloS ONE: It is over-

expressed in animal models of obesity, and

knocking it out in these animals both

decreases their adiposity and protects them

from insulin resistance. 

Hotamisligil now believes that the pri-

mary cause of JNK activation is stress in the

cell’s endoplasmic reticulum, which func-

tions to synthesize and fold proteins. In fat

tissue, it works to package complex lipids

such as cholesterol and triglycerides. Stress

in the endoplasmic reticulum will activate

JNK, says Hotamisligil, and it’s easy to

imagine that the demands put on the endo-

plasmic reticulum by an expanding fat cell

are the source of the stress. 

The picture that’s coming together is that

obesity is a low-grade inflammatory state.

Excess fat or at least large, overstuffed fat

cells activate the immune system, promot-

ing “elevated levels of inflammatory

cytokines—IL6, TNF-α, JNK, all kinds of

stuff,” says Guenther Boden of Temple Uni-

versity in Philadelphia.

A primary source of these inflammatory

signals is now believed to be macrophages

trapped in the adipose tissue, a discovery

first made in 2002 by Anthony Ferrante and

his colleagues at Columbia University and,

independently, by Hong Chen and col-

leagues at Millennium Pharmaceuticals. In

lean humans or animals, says Ferrante, 5%

of the cells in adipose tissue will be

macrophages, compared with upward of

50% in obese humans or animals. What

recruits the macrophages into the adipose

“If you can’t store

fat properly, it’s

going to build up

in liver and muscle

and cause insulin

resistance.”
—GERALD I. SHULMAN,

HHMI AND YALE 

UNIVERSITY SCHOOL

OF MEDICINE

Fat as they come. Researchers made a

mouse that can accumulate huge amounts

of fat, as the one on the left does by over-

expressing adiponectin. The result: This

mouse was insulin sensitive.
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tissue is still an open question. Nonetheless,

says Hotamisligil, “it’s pretty clear that if

there are inflammatory cytokines or stress

signals around, the insulin receptor does not

function very well.”

Focusing on fat tissue
When researchers discuss their favored

hypotheses of insulin resistance, the

metaphor that often comes to mind is a Russ-

ian nesting doll. Elucidate one mechanism of

causation, and it immediately implies the

existence of yet another mechanism further

down the causal pathway that might be still

more fundamental. The end point in this pro-

gression, however, invariably seems to be the

fat tissue itself.

This has been a consistent theme in

insulin-resistance research going back to the

early days. Consider, for instance, that

impaired glucose uptake by skeletal muscle

has traditionally been perceived as the major

contributor to insulin resistance. But one rea-

son blood sugar is elevated in type 2 diabetes

after a meal, and the primary reason it

remains elevated during fasting conditions,

is because the liver continues to synthesize

glucose and pump it out into the bloodstream

even when that glucose is no longer needed. 

Insulin was always thought to suppress

this process directly, and researchers

believed that its failure to do so was a direct

manifestation of insulin resistance by liver

cells. But Richard Bergman of the University

of Southern California in Los Angeles and

his colleagues demonstrated in the mid-

1990s that this failure to inhibit glucose pro-

duction in the liver is actually an indirect

effect of insulin resistance, and that the real

location of the insulin resistance is at the fat

tissue. What happens, says Bergman, is that

the fat cells become resistant to insulin,

which then fails to efficiently suppress, as it

should, the release of fatty acids from these

cells. It’s those liberated fatty acids that in

turn stimulate the inappropriate production

of glucose by the liver. “We believe most of

the effect of insulin on the liver is indirect,”

Bergman says, “and it’s mediated by free

fatty acids” released from the fat tissue.

(Complicating matters further, some of the

apparent failure of insulin to suppress glu-

cose production in the liver, as Rossetti and

collaborators have demonstrated, also

appears to be mediated by insulin resistance

in the brain.)

Most researchers now believe that both

inflammation and DAG accumulation are

causal factors in insulin resistance, but this

raises the obvious question of what causes

the inflammation, and what causes the

DAGs to accumulate in muscle and liver

cells in the first place. One likely possibility,

says Shulman, is that people simply eat too

much for their level of physical activity. The

excess nutrients, in this scenario, then over-

whelm the fat tissue, causing the fat cells to

expand and secrete inflammatory mole-

cules, or they spill out of the fat tissue and

Main contenders. Two explanations for the mechanism of insulin resistance have emerged: inflammation (left) and lipid overload (right). In the inflammation
hypothesis, enlarged fat cells attract macrophages and excrete inflammatory signals that work in the muscle cell, via the kinase JNK, to block an insulin
receptor substrate (IRS-1) and shut down the insulin-signaling pathway. In the lipid-overload hypothesis, enlarged fat cells leak fatty acids, causing diacyl-
glycerols (DAGS) to accumulate in muscle cells. These inhibit insulin signaling through nPKCs and then block the insulin receptor substrate IRS-1.
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instead accumulate where they don’t belong.

But that doesn’t explain why some obese

individuals—often very obese—remain

resolutely insulin sensitive. This suggests

that something about the fat tissue itself, and

maybe its ability to absorb and retain fatty

acids and do so in a manner that doesn’t

induce inflammation, is the fundamental

defect, the critical factor determining

whether fatty acids will accumulate as

triglycerides in healthy fat depots or as

DAGs in liver and muscle cells. 

A telling piece of evidence, suggests

Shulman, is that insulin resistance is also

common in rare genetic disorders known as

lipodystrophies, which are characterized by a

deficiency or complete absence of fat cells.

Lipodystrophic individuals have little or no

place to temporarily store the calories they

consume before they use them for fuel, and

they are extremely insulin resistant.

Researchers have also created lipodystrophic

mouse models, genetically manipulated to

have no fat cells, and these are also

extremely insulin resistant. The fact that

insulin resistance occurs in mice and

humans lacking the fat cells necessary to

store excess nutrients, says Shulman, “sug-

gests that if you can’t store fat properly, it’s

going to build up in liver and muscle and

cause insulin resistance.” 

So what does it mean to store fat prop-

erly? The key, some researchers say, is the

ability to expand adipose tissue in a specific

way. When fat tissue can generate new

adipocytes, these researchers believe, it cre-

ates fresh storage capacity instead of shunt-

ing excess fat into existing, overstuffed fat

cells. According to this hypothesis, insulin

resistance develops when fat cells are over-

stuffed, stressing the endoplasmic reticulum

and attracting macrophages, releasing

inflammatory mediators, or leaking fatty

acids out into the circulation—or any com-

bination of these. 

Among the evidence supporting this

hypothesis is a transgenic mouse created by

Philipp Scherer of the University of Texas

Southwestern Medical Center at Dallas and

his colleagues in 2007. It happens to be, as

Scherer says, “probably the fattest mouse

ever made.” It’s also extremely insulin sen-

sitive. This particular mouse overexpresses

a molecule called adiponectin, discovered

by Scherer in 1995, that appears to stimu-

late the formation of new fat cells. Scherer

says his transgenic mouse continues to gen-

erate new small fat cells which can “deposit

all these calories taken in into an expand-

able healthy fat pad.” The liver stays in

pristine shape, he says: “There’s no lipid

accumulation [even in muscle cells], …

and there’s improved insulin sensitivity.”  

Another line of evidence supporting this

hypothesis comes from experience with

insulin-sensitizing drugs, known as thiazo-

lidinediones, used to treat type 2 diabetics.

These drugs target a receptor on cells, called

PPARγ, that also works in the subcutaneous

fat tissue to differentiate new adipocytes.

The diabetic patient gets fatter, but the

excess is stored in new small fat cells rather

than in overstuffed old ones. The patient

gains insulin sensitivity as a tradeoff for the

extra fat. “You redistribute fat out of the

muscle, liver, and beta cells into subcuta-

neous fat,” says Ralph DeFronzo, chief of

the diabetes division at the University of

Texas Health Science Center at San Antonio.

“As long as the fat is in subcutaneous

adipocytes, it can’t hurt you.” 

Good and bad fat cells?
While researchers have made considerable

progress elucidating these mechanistic con-

nections, every insight seems to come with

unanswered questions or observations that

remain stubbornly controversial. 

Take the critical observation that fatty

acid levels are elevated in obesity, and the

idea that this leads to DAG accumulation in

liver and muscle cells. At least some

researchers—Keith Frayn, for instance,

who studies adipose tissue metabolism at

the University of Oxford in the United

Kingdom—question whether this is true.

“Every review of insulin resistance talks

about an increase in free fatty acids” with

obesity, Frayn says. “We have been looking

at a collection of 1200 normal healthy indi-

viduals, and we see no correlation in that

collection between body mass index and

free fatty acids in plasma.”

The evidence that large, overstuffed fat

cells are the problem has also recently been

challenged. Reaven and Sam Cushman, a

fat metabolism researcher at the U.S.

National Institute of Diabetes and Diges-

tive and Kidney Diseases in Bethesda,

Maryland, reported in August 2007 that

when they look at subjects with the same

level of moderate obesity but different

degrees of insulin sensitivity, they f ind

that the insulin-resistant subjects actually

have fat cells that tend to be smaller, rather

than larger. 

“The conventional wisdom has been

that the obese have these very big fat cells,

and these secrete all these terrible things

[inflammatory cytokines in particular], and

these terrible things make you insulin

resistant,” says Reaven. “What we found is

that if you looked at the ratio of small fat

cells to large, insulin-resistant people had

the higher proportion of small cells.” To

Reaven, this suggests that the underlying

problem in insulin resistance isn’t the large

fat cells themselves but a relative inability

to expand smaller fat cells into larger ones

as needed. “If you can’t make good fat cells

to store fat,” he says, “then the fat may end

up in ectopic places where it does more

harm than good.” 

One observation that seems indis-

putable is that when individuals lose

weight, they become more insulin sensi-

tive. If nothing else, this has given

researchers the confidence to assume that

excess body fat—particularly in the

abdomen and around the internal organs—

is a fundamental cause of insulin resist-

ance. But that still avoids the question of

what causes insulin resistance in lean indi-

viduals. This is something few researchers

will even address, although one possibility

is that they, too, simply can’t store fat safely

in subcutaneous pads. 

“The biggest question in the whole field

of insulin resistance is still this direction of

causality,” says O’Rahilly. “Does obesity

make you insulin resistant? Or does under-

lying factor x cause both obesity and insulin

resistance?”

–GARY TAUBES

“It’s pretty clear that if there

are inflammatory cytokines or 

stress signals around, the

insulin receptor does not

function very well.”
—GÖKHAN. S. HOTAMISLIGIL, 

HARVARD SCHOOL OF 
PUBLIC HEALTH
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Next week marks 40 years since NASA first

put men on the moon. But trepidation about

the space agency’s future is dampening cel-

ebration of that milestone achievement.

“NASA is not what it was,” declared the

chair of the Senate Commerce, Science, and

Transportation committee during last

week’s confirmation hearing for Charles

Bolden Jr., President Barack Obama’s

choice to lead the agency.

Rather than inspiring the nation with won-

drous feats of science and exploration, said

Senator Jay Rockefeller (D–WV), NASA is

adrift. The agency’s biggest fan on Capitol

Hill agrees. “That magic is gone,” bemoaned

Senator Bill Nelson (D–FL), who once flew

on the soon-to-be-retired shuttle. Even

Bolden, a 62-year-old retired Marine general

and astronaut, joined the chorus of gloom

during a hearing in which legislators lauded

his fitness for the job.

But some remedies to this midlife crisis

are emerging. The day before Bolden testi-

f ied, the National Academies’ National

Research Council (NRC) released a report

urging the space agency to link its efforts to

broader national goals. Both the report and

Bolden suggest that NASA support more

basic research, as it once did, and take the lead

in monitoring the environment. Both thrusts

will require greater cooperation with other

nations, they add.

The biggest question facing NASA is

whether the 2004 vision of President

George W. Bush to return humans to the

moon by 2020 and then on to Mars is still

alive. During the presidential campaign,

Obama promised to build a large new rocket

that can put humans back on the lunar sur-

face, and Bolden told senators that is still in

the cards. “We will go on to the moon,” he

said. But he avoided mention of any time-

line and left up in the air the second phase of

Bush’s vision. “I want to go to Mars,”

Bolden declared, before noting that this

would be at least a 20-year venture.

Next month, a blue-ribbon panel chaired

by retired aerospace executive Norman

Augustine will lay out options for the

replacement of the shuttle and whether it will

be designed with a lunar base and a Mars

mission in mind. But the more

salient issue is how the White

House will react.

The academies’ report makes

some suggestions. America’s

Future in Space: Al igning 

the Civil Space Program with

National Needs argues that

NASA needs shaking up so that “a disciplined

space program can serve larger national

imperatives.” Toward that end, the panel rec-

ommends that NASA create a nimble research

shop modeled on the Defense Department’s

Defense Advanced Research Projects Agency.

In his Senate testimony, Bolden strongly

backed a renewed emphasis on basic science

and engineering, particularly aeronautics. His

nominated deputy, Lori Garver, told legisla-

tors that she foresees “a great future in utiliz-

ing the space station for biomedical research”

once the orbiting facility is completed. She

said the research would focus on human dis-

eases, an area largely ignored by the Bush

Administration, and on preparing astronauts

for long stints in space.

The academy report and Bolden also

agree that NASA must revitalize its Earth-

observation system and work with other

countries to gather data on the planet’s

environmental health. Strengthening inter-

national ties is essential on other fronts, too,

NASA science chief Edward Weiler warned

researchers meeting last week in Washington,

D.C.: “On our own, we can’t do what people

would like us to.”

Mars is a case in point. “We no longer have

a viable Mars program,” Weiler confessed to a

planetary science decadal study group. To help

build one, NASA and the European Space

Agency tentatively agreed early this month at

a meeting in Plymouth, U.K., on a cooperative

Mars robotic exploration effort. Although

details from that meeting have yet to be made

public, one NASA official said that finding

life on the Red Planet is high on the list.  

The NRC study also urged NASA to

expand its roster of partners in human explo-

ration beyond Europe, Japan, Canada, and

Russia. Neither Bolden nor the White House

has spoken publicly about this idea, but sev-

eral Washington off icials predicted that

Obama’s efforts to strengthen relationships

with other countries, notably China and India,

will eventually include space cooperation.

The former shuttle pilot also expects

help from the private sector. “The govern-

ment cannot fund everything we want to

do,” he said, calling for entrepreneurs to

take a larger role.

Bolden, who grew up in South

Carolina during segregation and

who would be the first African

American to lead NASA, faced

no tough questions during the

hearing. Nelson, who accompa-

nied Bolden on a 1985 shuttle

mission, called him an “overcomer” of per-

sonal, racial, and professional barriers. Con-

cerns about his role as an aerospace consult-

ant appear to have dissipated.

The Senate is expected to confirm Bolden

easily although not necessarily before it goes

on holiday in August. Once he takes the helm,

Bolden’s biggest challenge will be to win sup-

port from the White House for a new approach

to space exploration that fires the imagination

of Congress and the public. If he fails, the

agency may be left celebrating past triumphs

rather than working toward future milestones.

–ANDREW LAWLER

With reporting by Richard A. Kerr.C
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Isaac Newton inspired generations with his

vision of the planets, their moons, and all the

miscellaneous flotsam of the solar system as

one huge planetary clock that has kept precise

time over the eons. But planetary scientists are

finding that the most massive pendulums

within the planetary timepiece—the four outer-

most planets—haven’t always been orbiting

where they are today. They’ve moved, some a

considerable distance outward.

The most catastrophic scenario for such

planet migration, dubbed the Nice model

(after the French city), has been gaining

ground of late. It envisions the great reshuf-

fling as a brief, violent affair that not only

put the outer planets where they are today

but also created the Kuiper belt of small icy

bodies beyond Neptune, gave the planets

scores of oddly orbiting moons, and bom-

barded the solar system with a rain of aster-

oids and comets so fierce that it would have

cooked all but the deepest subterranean life

on early Earth.

If such a cataclysmic rearrangement did

indeed occur, “almost every nook and

cranny of planetary science has been

affected by it,” says planetary dynamicist

William Bottke of the Southwest Research

Institute (SwRI) in Boulder, Colorado. The

latest support for the Nice model, a new

explanation for primitive-looking asteroids,

appears this week in Nature. But the model

has more hurdles to clear, such as explaining

why the innermost planets—Earth and its

neighbors—weren’t reshuffled as well. 

A French quartet
Today, the sun’s planets fall tidily into two

neighborhoods: the inner solar system, home

of small, rocky Mercury, Venus, Earth, and

Mars; and the outer solar system, where enor-

mous Jupiter and its smaller (but still huge)

gaseous cousins Saturn, Uranus, and Neptune

trace out stately decades-long orbits. In

between lies a no planet’s land of rubble, the

asteroid belt.

About 10 years ago, planetary dynamicists

realized that the outer planets had moved over

time and that migrating planets could dump

small bodies such as comets and asteroids into

the inner solar system like salt from a shaker.

But there was a problem: The solar system had

formed 4.6 billion years ago, but astronomers

saw no sign of such a cosmic bombardment

until 700 million years later. How could tril-

lions upon trillions of bodies have been kept

locked up in the outer solar system for so long,

only to be suddenly unleashed?

Four planetary dynamicists had an idea

(Science, 3 December 2004, p. 1676). Harold

Levison of SwRI, Rodney Gomes of the

National Observatory in Rio de Janeiro,

Brazil, and Kleomenis Tsiganis of Aristotle

University of Thessaloniki, Greece, had all at

one time or another conducted research with

astronomer Alessandro Morbidelli at the

Observatory of the Côte d’Azur in Nice.

They began with a scheme in which the outer

planets had formed much closer to the sun

than they are now. Immersed in a disk of

planet-building debris, however, the planets

wouldn’t have stayed where they formed. Any

time a planet encountered a planetesimal and

gravitationally flung it away, the planet would

drift an infinitesimal amount in reaction.

Massive Jupiter barely budged, but Saturn

and the other relative lightweights crept inex-

orably away from the sun.

Eventually, Saturn’s outward drift would

have brought Jupiter and Saturn into their so-

called 1:2 resonance, in which Saturn made

two orbits in the time it took Jupiter to make

one. (Today, the ratio is closer to 1:2.5.) Then

Jupiter could repeatedly give Saturn a gravita-

tional nudge at the same point in Saturn’s orbit

so that the nudges could accumulate, the way

repeatedly pushing a swing at the same point

in its arc sends it higher.

The repeated orbital boosts would have

stirred the outer solar system into a frenzy.

The Nice group ran computer simulations of

the gravitational interactions of the planets

and planetesimals with the planets starting

bunched in close. Once locked in their reso-

nance, the model’s Jupiter excites the orbit of

Saturn, stretching its orbit until it can gravita-

tionally scatter the much smaller Uranus and

Neptune outward into a lingering disk of plan-

etesimals. In all the hubbub, the two outer-

most planets can even cross orbits and

exchange positions.

The model’s Neptune then sends plan-

etesimals every which way. A million billion

of them pummel Earth’s moon in less than

100 million years; the inner planets fare no

better. “This is a very violent event,” Levison

said at a workshop last November.* “The

solar system rearranges itself, and the inner

solar system gets clobbered.”

In three papers published in 2005, the Nice

group reported signs that such a rearrangement

and bombardment may have actually hap-

pened. The slightly tilted and elongated final

orbits of their model’s outer planets resemble

the planets’actual orbits, they reported. All ear-

lier modeling had left the outer planets with

perfectly circular orbits with no tilt.

Planetary forensics
Encouraged, the Nice group began looking

Shifting Orbits Gave Solar System 
A Big Shakeup, Model Suggests
Dynamicists simulating the solar system’s early days are finding that a violent reshuffling
of bodies large and small may explain many of today’s planetary mysteries

SOLAR SYSTEM EVOLUTION

Hard times. A catastrophic rearrangement of the
outer planets may have pummeled Earth’s moon
with huge impacts.

*Workshop on the Early Solar System Impact Bombard-
ment, 19–20 November 2008, Houston, Texas. C
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farther afield for clues to the early solar sys-
tem’s evolution. “It’s like a bloody crime
scene,” says Levison. “Sometimes the splat-
ters on the wall can tell you more about the
crime than the body itself.” First, the Nice
group looked at Jupiter’s Trojan asteroids,
the small bodies that lead and trail the giant
planet approximately in its own orbit.
According to a leading theory, they got there
when Jupiter’s growing envelope of gas
dragged planetesimals into the planet’s orbit,
but that theory never explained why some of
the Trojans move in steeply inclined orbits.

In Nice model simulations, when Jupiter
and Saturn cross their 1:2 resonance, the
Trojans naturally turn up just as they should,
the group reported in one of its 2005 papers.
The modeled Trojans’ range of orbits
matches the actual orbits “remarkably” well,
they wrote. The final number of Trojans in
the model fit the observed number. And the
model has them coming from the same
reservoir of icy planetesimals as the comets,
which would explain the Trojans’ cometlike
spectral color.

The Nice group also hypothesized that
similar resonances between migrating
Uranus and Neptune could produce the Tro-
jans in Neptune’s orbit. Planetary dynami-
cists David Nesvorný of SwRI (and a some-
time collaborator of Nice group researchers)
and David Vokrouhlickýof Charles Univer-
sity in Prague confirmed that prediction this
June in The Astronomical Journal.

Since 2005, Nice group mem-
bers and colleagues have found
more fingerprints of a sudden and
violent planetary rearrangement
all over the solar system, from the
asteroid belt to the solar system’s
outer limits. The four outer planets
have distant moons whose origins
and behavior have been hard to
explain. These moons wing about
every which way, half of them
revolving “backward.” Unlike the
inner, well-behaved moons, which
obviously formed like mini–solar systems
from disks of debris, the more distant, irregu-
lar satellites must have arrived from else-
where, but how they managed to get into orbit
remained a mystery.

In a 2007 paper in The Astronomical

Journal, Nesvorn ý, Vokrouhlick ý, and 
Morbidelli showed how close encounters of
two planets—like those in the Nice model’s
migration scenarios—can deflect a nearby
planetesimal into orbit around a planet. The
modeled orbits and the number of captured
moons compared well with observations for
moons around Saturn, Uranus, and Neptune.

“That’s another success,” says Levison.
Beyond the outer planets, Levison and

Nice colleagues used their model to try to
understand the Kuiper belt, the disk of icy
bodies orbiting the sun beyond Neptune. They
were “able to explain the basic mysterious
aspects of the [Kuiper belt] population,” says
Levison—no mean feat in a region where odd-
ities abound. For example, Kuiper belt objects
orbit inside the 1:2 resonance with Neptune,
as if it presented a barrier. Some belt objects
travel in resonance with Neptune, and some
do not. Some orbits are inclined, and some are
not. And some Kuiper belt bodies are sorted
into high- or low-inclination orbits depending

on their size and color. In Nice model simula-
tions that Levison and colleagues reported in
2008 in Icarus, seven of these peculiarities
appeared naturally in the Kuiper belt. “It looks
pretty good,” says Morbidelli. “Most features
are explained within one scenario.”

Levison and colleagues report this week in
Nature that the dark, organic-rich residents of
the outer asteroid belt could be icy interlopers
thrown there by migrating planets. Most theo-
rists have assumed that the outer belt’s water-
rich D-type asteroids formed where they are
now, at relatively low temperatures, whereas
the higher temperatures of the inner belt baked

out any water and organics, leaving rocky
bodies. But in Nice model runs, Jupiter slings
icy planetesimals inward where jovian reso-
nances capture them, tame their gyrating
orbits, and then move on, leaving the newly
arrived “asteroid” orbiting toward the outer
parts of the asteroid belt.

Growing acceptance
“It’s scary,” says Levison. “It’s a crazy idea,
and it’s working remarkably.” He’s particu-
larly impressed with the way the Nice model
creates gravitational conditions essential to
producing different aspects of the solar sys-
tem, such as the Trojans and irregular satel-
lites. No alternative explanation—such as the
slow migration of planets without a reso-
nance crossing—has those essential condi-
tions, Levison says.

Many other planetary scientists are
impressed, too. “The overall model has held
up quite well,” says planetary dynamicist
Stuart Weidenschilling of the Planetary Sci-
ence Institute in Tucson, Arizona. “It’s pretty
much accepted as the paradigm for how the
solar system could have evolved.” And
researchers in and out of the Nice group are
exploring for possible implications else-
where: the inner and outer Oort cloud of
comets far beyond the Kuiper belt; the interi-
ors of Jupiter’s large satellites; and the myste-
rious dark stuff coating some satellites of the
outer planets, among other places.

Although the Nice model may be on a
tear, “there’s still some more
work to be done,” says Weiden-
schilling, to prove that it really
happened that way. For one thing,
there’s a problem with Earth and
its fellow inner planets. “The
inner planets are not stable in the
Nice model,” notes planetary
dynamicist Renu Malhotra of the
University of Arizona, Tucson.
For example, in the model, Mars
might fly out of the solar system
as resonances of migrating outer

planets sweep through.
And delaying the heavy bombardment to

3.9 billion years ago is tricky. Even with the
1:2 resonance of Jupiter and Saturn to light
the fuse, it requires that material in a belt
beyond the newly formed outer planets “deli-
cately hang around for 700 million years,
essentially doing nothing,” says Malhotra.
“That seems very difficult.” The Nice group
is working on both problems and is guardedly
optimistic about solving them. “We haven’t
got much of an alternative,” says Morbidelli.
“The only coherent scenario is ours.”

–RICHARD A. KERRC
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A big kablooie. When the outer planets (colored orbits) rearranged themselves
(center), they scattered planetesimals (green dots), including Saturn’s 213-
kilometer irregular satellite Phoebe (above). 
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Cognitive Aging Data 

Will Take Time
IN A PERSPECTIVE ABOUT NONVERBAL IQ
(“Technology and informal education: What

is taught, what is learned,” 2 January, p. 69),

P. M. Greenfield appeals to the Flynn effect,

which describes an increase in global IQ over

the past 100 years, to show that cognitive

aging decreased between 1942 and 1992.

Greenfield alleges that there is now less loss

of nonverbal IQ with aging than there was in

the 1940s. However, the data she supplies can

neither support nor disconfirm the hypothesis

that there has been a reduction in cognitive

aging between 1942 and 1992. 

The problem is that each age group tested

in 1992 represents a different cohort, not the

same cohort at different ages. To test her claim

about cognitive aging, one would need to com-

pare the 25-year-olds tested in 1942 with the

75-year-olds tested in 1992. Such data are not

available. A close proxy is a comparison of the

25-year-olds of 1942 with the 65-year-olds of

1992. Such a comparison suggests that there

was no cognitive aging for that cohort. Hence,

there may not have been a change in cognitive

aging. We will be able to determine this only

when we test the 1992 25-year-old cohort

when they are 65 years old. K. BRAD WRAY

Department of Philosophy, State University of New York,
Oswego, Oswego, NY13126, USA. E-mail: kwray@oswego.edu

Response
WRAY MAKES A VALID POINT: BECAUSE THE
data in Figure 2 are cross-sectional (that is,

all ages were given the Raven’s nonverbal IQ

test in the same year, either 1942 or 1992),

there is a confound between age and cohort

(that is, at each time of testing, each age

increase of 10 years also represents cohorts

that were born 10 years earlier in time).

Because of this confound, the Figure 2 data

are compatible with either of two interpreta-

tions (or a combination of both): They are

compatible with (i) a decrease in cognitive

aging between 1942 and 1992, and (ii) a

decrease in the Flynn effect over the decades,

with earlier cohorts (people born earlier)

showing bigger differences in performance

between 1942 and 1992 than later cohorts. 

I agree with Wray that only two longitudi-

nal cohorts born in two different historical

periods can definitively answer the question of

whether cognitive aging has declined. My goal

in introducing the idea of a historical decrease

in cognitive aging in my Perspective was to
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Making the Most of 
Online Collaboration
IN HER PERSPECTIVE (“TECHNOLOGY AND INFORMAL EDUCATION:
What is taught, what is learned,” 2 January, p. 69), P. M. Greenfield

emphasizes that scientific thinking should go beyond mere visual liter-

acy to include “reflection, analysis, critical thinking, mindfulness, and

imagination.” Informal learning on the Internet can encompass facets

other than visual media. As avid readers

and writers of science at the online

international undergraduate The Journal

of Young Investigators (JYI) (1), we

believe that informal education through

Internet-based media promotes active

and critical scientific thought.

Despite the prevalence of visual

media, text remains the primary form of

communication and collaboration on

the Internet. Online science media such

as JYI provide opportunities for students to critically read and write

about literature by constructing logical scientific arguments.

Practicing scientists often note that 50% of the scientific process

involves strong written communication in the form of grant writing

and journal articles. Grant proposals in particular require students to

communicate their ideas compellingly to generalists and situate the

work in a broader context.

Undergraduate publication experience also introduces students to

the world of peer review, a cornerstone of scientific collaboration.

They are forced to address criticism of their own research experiments

or of their interpretation of the literature. The global reach of the

Internet ensures exposure to many schools of thought. JYI itself has

students from 60 undergraduate institutions across 14 countries. 

Such experiences give students an edge as budding scientists by not

only developing strong scientific writing and thinking, but also by

encouraging the habit of staying abreast of the latest advances in sci-

ence outside of the student’s area of specialization. Students gain a

broad understanding of science’s relationship to society, so that they

may advocate on science’s behalf.

In this way, informal online collaboration involving writing stimu-

lates critical discussion of scientific issues and allows students to

actively shape their own education.

JUSTIN CHAKMA1* AND BETTY PANG2

1McLaughlin-Rotman Centre for Global Health, University Health Network and University of
Toronto, Toronto, ON M5G 1L7, Canada. 2Department of Cellular and Molecular Biology,
University of Michigan, Ann Arbor, MI 48104, USA

*To whom correspondence should be addressed. E-mail: justin.chakma@utoronto.ca

References and Notes
1. The Journal of Young Investigators (www.jyi.org).
2. Science has provided editorial support to JYI.

C
R

E
D

IT
: 
IS

T
O

C
K

COMMENTARY

Published by AAAS



17 JULY 2009 VOL 325 SCIENCE www.sciencemag.org266

LETTERS

stimulate systematic empirical investigation

explicitly designed to test this hypothesis.
PATRICIA M. GREENFIELD

Department of Psychology, University of California, Los
Angeles, CA 90095, USA. E-mail: greenfield@psych.ucla.edu

Open Access: Increased

Citations Not Guaranteed
IN THEIR BREVIA “OPEN ACCESS AND GLOBAL
participation in science” (20 February,

p. 1025), J. A. Evans and J. Reimer report a

small but significant citation effect (about 8%)

that they attribute to free access to the scien-

tific literature. However, Evans and Reimer

only measure the effect of open access where

publishing is concerned, such as when a jour-

nal makes articles freely available after a

period of delay (1). They ignore other sources

of open-access articles, such as when authors

pay to make their articles freely available in

subscription-access journals (2) or use self-

archiving. In a randomized controlled trial of

open-access publishing, we were unable to

detect a citation advantage that could be attrib-

uted to access status, although we did observe

that open-access articles received more article

downloads from more visitors (3).
PHILIP M. DAVIS

Department of Communication, Cornell University, Ithaca,
NY 14853, USA. E-mail: pmd8@cornell.edu

References

1. HighWire Press (http://highwire.stanford.edu/lists/
freeart.dtl).

2. P. M. Davis, J. Am. Soc. Inf. Sci. Technol. 60, 3 (2009).
3. P. M. Davis et al., BMJ 337, a586 (2008).

Open Access: 

The Self-Selection Effect

IN THE BREVIA “OPEN ACCESS AND GLOBAL
participation in science” (20 February, p. 1025),

J. A. Evans and J. Reimer claim that open

access—i.e., free and unrestricted online

access to scientific publications—has little

influence on research attention, as measured

by article citation frequency. Their claim is

questionable, however, because it assumes

that open access is a randomly assigned jour-

nal attribute, whereas it is actually assigned by

publishers according to their objectives and

the characteristics of the journal.

Large, established, widely distributed jour-

nals naturally attract important papers and are,

consequently, highly cited. Converting such

journals to open access will likely cause a fall

in revenue unmatched by a comparable rise in

impact, making conversion an unappealing

option. Publishers of new stand-alone jour-

nals face a different situation. Unless they

have a captive market, such as a learned soci-

ety, they will likely have difficulty selling sub-

scriptions. In such cases, open access appears

to offer the best hope for gaining both visibil-

ity and a stream of contributions.

Although the Evans and Reimer study indi-

cates little about the influence of open access

on the impact of otherwise similar journals, it

does establish that, with open access, new jour-

nals can be as effective as the old in gaining

readership for the work that they publish. This

means that established journals have no inher-

ent monopoly over the literature and that the

creation of effective new options for distribut-

ing research findings remains possible.
ALFRED N. BURDETT

Heron Publishing, 202-3994 Shelbourne Street, Victoria, BC
V8N 3E2, Canada. E-mail: alfredburdett@heronpublishing.
com

Open Access: 

The Sooner the Better

IN THE BREVIA “OPEN ACCESS AND GLOBAL
participation in science” (20 February, p.

1025), J. A. Evans and J. Reimer argue that a

research article published online is only

modestly (8%) more likely to be cited if it is

freely available. This result would seem to

cast doubt on one important argument in

favor of free access—that it will increase the

visibility of a paper to colleagues. 

However, the 8% statistic that Evans and

Reimer highlight is misleading. The au-

thors’ supporting online material (figure

S1C) clearly shows that the impact of free

access on citations is heavily dependent on

the age of the article at the time free access

was provided. In particular, when articles

were made freely available within 2 years of

publication, their citations increased by

almost 20%. 

This far more dramatic effect is the one

scientists and journals should consider when

deciding when to provide free access. If this

decision is to be made purely on the basis of

citation impact, the upward trend of the

curve in figure S1C argues strongly in favor

of minimal delays. 

Unfortunately, it is hard to tell exactly how

short a delay the data support, because the

underlying citation information is not pro-

vided. That the raw data for such a provocative

paper is unavailable is an astonishing viola-

tion of the norms of science, and the explicitly

stated publication policies of Science.
MICHAEL EISEN1* AND STEVEN SALZBERG2

1Howard Hughes Medical Institute, Department of Mole-
cular and Cell Biology, University of California, Berkeley, CA
94720, USA. 2Center for Bioinformatics and Computational
Biology, Department of Computer Science, University of
Maryland, MD 20742, USA.

*To whom correspondence should be addressed. E-mail:
mbeisen@berkeley.edu

Editor’s Note: It is Science policy, as stated in

our online information to contributors, that

“After publication, all data necessary to

understand, assess, and extend the conclu-

sions of the manuscript must be available to

any reader of Science.” However, we do not

preclude our authors from obtaining data

from commercial sources when those are the

only sources of the data and when those data

are available to the scientific community. 
BRUCE ALBERTS

Editor-in-Chief

Response
DAVIS ACCURATELY OBSERVES THAT OUR
analysis of open access only accounts for scien-

tific literature provided by publishers. We

chose to analyze when journal volumes come

online through publisher Web sites because

publishers do not select specific articles for

availability; instead, they select a batch of arti-

cles (one or more years’ worth) based on dura-

tion since publication. The difficulty with ana-

lyzing the open-access effect for articles that

authors have paid or taken pains to post freely is

that authors likely select the best articles.

Moreover, in author-pays and self-archiving

analyses, articles cannot be compared with

themselves over time—they must be compared

with other articles that were not selected. As a

result, they report large open-access effects—

from 100% (1) to 286% (2). A reanalysis of one

of these studies using instrumental variables to

predict whether authors paid the open-access

fee suggests that much of the purported open-

access effect comes from author selection (3).

Davis recommends his recent open-access

experiment with 11 physiology journals that

finds no open-access effect (4). Truly ran-

domized, article-level experiments would

offer an improvement over current studies.

The problem with Davis’s experiment, how-

ever, is that it introduces another level of

selection suggested by Burdett’s letter:

Letters to the Editor
Letters (~300 words) discuss material published 
in Science in the previous 3 months or issues of
general interest. They can be submitted through
the Web (www.submit2science.org) or by regular
mail (1200 New York Ave., NW, Washington, DC
20005, USA). Letters are not acknowledged upon
receipt, nor are authors generally consulted before
publication. Whether published in full or in part,
letters are subject to editing for clarity and space.
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Established private journals like Nature or
Cell would never consider opening their con-
tent for an open-access experiment.  Journals
that do are often sponsored by scientific soci-
eties and post a much smaller sticker price.
Consider that the average price per article in
Davis’ sample of journals is $3.39 relative to
$14.55 for all 66 physiology titles indexed by
Thomson’s Web of Science and includes the
eight least expensive journals (the average
price in our open access sample was $10.28). It
should not be surprising that the cheapest jour-
nals post an indiscernible open-access effect.

This illustration validates Burdett’s criti-
cism of our analysis: The modest open-access
effect we report derives from the subset of
journal volumes that are at some but not all
points in the public domain by 2004. The
effect would likely be larger if the most expen-
sive journals from private publishers had
made their holdings available freely. 

Eisen argues that the 8% open-access
effect we report is misleading because he
interprets our figure S1C to suggest that the
effect is larger in recent years. A method-

ological challenge described in our support-
ing online material cautions against this
interpretation. Our analysis relies on esti-
mates of what citations would have been in
the absence of online access. Article citations
typically trace a log-normal distribution,
with a steep rise in citations followed by a
gradual fall (5). Whether one models this
path explicitly, as we do, or simply uses the
prior year’s citations, as we show in our sup-
porting material, the estimates become less
accurate as you approach the present. For
very recent years, these calculations under-
estimate expected citations because this is
when the citation trend rises most steeply.
This produces an inflated estimate of the
influence of free and commercial online
availability, exacerbated because journals
that become open access do so dispropor-
tionately in the last years of our study.

Burdett suggests that new journals can
gain quick access to the market for ideas
through an open-access model. Our published
analysis could not directly support this
claim—our estimation excluded journals

online at publication—but additional models
available from the author provide strong sup-
port for it. The only reasonable explanation is
that, following Eisen, the culture of modern
science and scholarship values the open-
access ideal (6).

The irony is not lost on us that we pub-
lished a paper about open access whose data
is not open access. It was collected and is
owned by private companies. It is, however,
widely available and licensed to thousands of
research institutions internationally for those
who would reassemble it and improve upon
our analyses. JAMES A. EVANS

Department of Sociology, University of Chicago, Chicago, IL
60637, USA. E-mail: jevans@uchicago.edu
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TECHNICAL COMMENT ABSTRACTS

COMMENT ON “Neodymium-142 Evidence for Hadean
Mafic Crust”

Rasmus Andreasen and Mukul Sharma

O’Neil et al. (Reports, 26 September 2008, p. 1828) presented neodymium-142 data
for rocks from northern Quebec, Canada, and suggested that these rocks may repre-
sent the oldest preserved crustal section on Earth. We argue that the age of the rocks
is based on a spurious correlation between rocks that are probably not co-genetic and
negative 142Nd anomalies that may be the result of an analytical artifact.

Full text at www.sciencemag.org/cgi/content/full/325/5938/267-a

RESPONSE TO COMMENT ON “Neodymium-142 Evidence for
Hadean Mafic Crust”

Jonathan O’Neil, Richard W. Carlson, Don Francis, Ross K. Stevenson

Andreasen and Sharma raise concerns about the neodymium-142 data and age that
we reported for rocks from the Nuvvuagittuq greenstone belt in Quebec, Canada. We
agree that the issue of accurate mass fractionation correction is important, but stand
by our discussion of this issue in our original report and our conclusion that the vari-
ation in 142Nd/144Nd ratios reflects the decay of 146Sm caused by Sm-Nd fractionation
within 300 million years of Earth’s formation.

Full text at www.sciencemag.org/cgi/content/full/325/5938/267-b

CORRECTIONS AND CLARIFICATIONS

Reports: “Halofuginone inhibits TH17 cell differentiation by activating the amino acid star-
vation response” by M. S. Sundrud et al. (5 June, p. 1334). Ralph Mazitschek’s affiliations
were listed incorrectly. His correct affiliations are as follows: Center for Systems Biology,
Massachusetts General Hospital, Harvard Medical School, 185 Cambridge Street, Boston,
MA 02114, USA; Department of Biological Chemistry and Molecular Pharmacology, Harvard
Medical School, Boston, MA 02142, USA; and Chemical Biology Program, Broad Institute,
Cambridge, MA 02142, USA. Also, Malcolm Whitman’s e-mail address was listed incorrectly.
The correct address is mwhitman@hms.harvard.edu.

This Week in Science: “Editing the genome” (15 May, p. 851).  The first two sentences
should have read, “The ciliate Oxytricha trifallax has an unusual genome with the coding

regions of genes scattered through the genome. These regions are then somehow knitted
together prior to their transcription and translation into proteins.”

News Focus: “Carbon sheets an atom thick give rise to graphene dreams,” by R. F. Service
(15 May, p. 875). The story stated that there is no easy way to peel graphene layers off of
silicon carbide wafers atop which they are sometimes grown. It should have noted that for
conventional electronic applications there is no need to transfer the material, as silicon car-
bide can be patterned using standard semiconductor lithographic techniques.

Letters: “Iraq study failed replication test” by M. Spagat (1 May, p. 590). The page number
in Ref. 1 should have been 1421. The page number in Ref. 2 should have been 273. The
page number in Ref. 3 should have been 484. 

Letters: “Iraq study response lacks objectivity” by F. Checchi (1 May, p. 590). The page
number in Ref. 1 should have been 1421.

Reports: “Function of mitochondrial Stat3 in cellular respiration” by J. Wegrzyn et al. (6
February, p. 793). There was an inadvertent omission of lines in Figs. 1B and 2 indicating
where images of the gels were
spliced because samples were not
placed in adjacent lanes. In Fig. 1B,
the original published version failed
to include the sample showing the
presence of cytochrome c in heart
cytoplasm; the corrected version
shows this sample in the lower left-
hand corner. In Fig. 2, the sample of
liver mitochondrial extract and the
IP of GRIM19 from this sample
using antibodies specific for com-
plex I were inadvertently switched;
the corrected version shows GRIM19
with a denser band in the mitochon-
drial extract as compared to the IP.

Fig. 1B

Fig. 2
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          I
n the last chapter of How and Why Spe-

cies Multiply ( 1), Peter and Rosemary 

Grant concluded that “[n]othing in evo-

lutionary biology makes sense 

except in the light of ecology.” 

In Ecological Developmen-

tal Biology, Scott Gilbert and 

David Epel argue that noth-

ing in developmental biology 

makes sense except in the light 

of ecology either.

Traditionally,  ecology—the 

study of the relations of organ-

isms to one another and to 

their physical surroundings—

has not featured prominently in developmen-

tal biology. Yet, as Gilbert and Epel (devel-

opmental biologists at Swarthmore Col-

lege and Stanford University, respectively) 

observe, biologists have known for at least 

a century that ecology is an essential partner 

in development: In 1909, Danish biologist 

Wilhelm Johannsen asserted that an organ-

ism’s appearance, physiology, and behavior 

(that is, its phenotype) derive from an inter-

action between its genes and its environment. 

Moreover, biologists long ago discovered that 

numerous external environmental factors—

such as temperature, diet, physical stress, and 

the presence of predators or competitors—

can alter an organism’s development, often 

by generating a phenotype that is well suited 

for its current environment. For example, 

some plants produce large, thin leaves (which 

enhance photosynthetic photon harvest) in 

low light, and narrow, thicker leaves (which 

conserve water) in high light; certain insects 

develop wings only if they live in crowded 

conditions (and hence are likely to run out of 

adequate food in their current location). Such 

environmentally contingent development is 

so commonplace that it can be regarded as a 

universal property of living things.

The emerging fi eld of ecological devel-

opmental biology (sometimes dubbed “eco-

devo”) explores how organisms develop 

and function in “real-world” environments 

( 2). Analyzing development among diverse 

organisms under different environments is 

a departure from how development has pre-

viously been studied. Traditionally, research 

has focused on a few species (“model organ-

isms”) in the laboratory ( 3). Because devel-

opment was typically studied in uniform envi-

ronments, past research 

fostered the erroneous 

view that environmen-

tally contingent develop-

ment is rare or unimport-

ant. However, knowledge 

of ecology’s role in devel-

opment is essential for a 

complete understanding 

of how organisms develop 

and evolve. Indeed, accord-

ing to Gilbert and Epel, “in 

addition to helping decide the survival of the 

fi ttest, the environment is also important in 

formulating the arrival of the fi ttest.”

Unraveling ecology’s role in development 

is not merely an academic exercise; it is also 

vital for matters of public health. Research-

ers have long known that certain environ-

mental agents (including some commonly 

used household and agricultural products) 

can induce phenotypic variation by altering 

gene expression rather than gene nucleotide 

sequences. These “epigenetic” changes can 

cause diseases such as cancers and diabe-

tes. In addition, because these environmen-

tal modifi cations can be passed stably from 

one generation to the next, conditions expe-

rienced by past generations can profoundly 

infl uence the health of subsequent genera-

tions. Yet, the descendants experiencing 

such health problems may live in a perfectly 

benign environment and have no (apparent) 

genetic predispositions for the disease. Thus, 

by understanding the infl uences on develop-

ment of both present and past environments 

we can gain crucial insights into the causes of 

disease that we might otherwise miss.

Understanding the connections between 

development and ecology is crucial for pre-

serving biodiversity. In a world of increasing 

biological invasions, anthropogenic chemi-

cal use, and climate change, many organ-

isms are experiencing unprecedented altera-

tions to their environment. Such changes can 

cause unanticipated modifi cations to devel-

opment, which can in turn severely affect 

the ecology, and even the survival, of natural 

populations. For instance, the pesticide DDT 

induces thin eggshells in birds, and atrazine 

(the second-largest-selling weed killer in the 

world) can cause sex change in many species 

of vertebrates ( 4). Ecological developmental 

biology is therefore highly relevant to con-

servation biology.

These are propitious and exciting times for 

integrating the fi elds of development, ecology, 

and evolution. Students and researchers are 

fortunate that (in addition to the present vol-

ume) several important books have appeared 

recently, including works by Carl Schlichting 

and Massimo Pigliucci ( 5), Mary Jane West-

Eberhard ( 6), and Eva Jablonka and Marion 

Lamb ( 7). Nevertheless, we have only begun 

to construct an integrated framework. Gilbert 

and Epel acknowledge the arduous task ahead 

and “hope that college students, still relatively 

undifferentiated, will come up with their own 

connections and syntheses and that they will 

see patterns that we haven’t yet imagined.” 

Ecological Developmental Biology will serve 

as an excellent guide for those interested in 

embarking on such a synthesis. More gener-

ally, this lucid and thought-provoking book 

should appeal to anyone interested in under-
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          W
hen I picked up The Age of Entan-

glement, the first thing to catch 

my eye was a quote on the back 

dustjacket, “for a moment I almost thought 

I understood quantum mechanics.” I thought, 

“Oh boy, this could be trouble.” Recollections 

danced in my noggin of uncomfortable con-

versations on crowded airplanes that begin 

with “Oh, you are a quantum physicist?—

Then you must have seen What the Bleep Do 

We Know!” But proceeding through the book, 

my fear was never realized. I instead found a 

witty, charming, and accurate 

account of the history of that 

bugaboo of physics—quan-

tum entanglement.

When I was a graduate stu-

dent in physics, I made the 

decision to spurn a respect-

able career in high-energy 

physics theory (if nowadays 

one can consider superstring 

theory to be respectable) and 

embraced a future in the foundations of quan-

tum mechanics. As Louisa Gilder repeatedly 

points out, in the mid-1980s such a career 

move was considered the kiss of death. At 

that time a respected professor pointedly told 

me, “This foundations of 

quantum mechanics is 

crackpot stuff—you will 

never get at job.” My, how 

times have changed.

There are many books 

out there on the history 

or foundations of quan-

tum mechanics. Some 

are more technical, others 

more historical, but none 

take the unique approach 

that Gilder has—to focus 

on the quantum weirdness 

of entanglement itself as 

her book’s unifying theme and to present it 

in an inviting and accessible way. The Age of 

Entanglement offers neither a technical nor a 

biographical account. Rather, as Gilder states 

up front, it provides a collection of recon-

structed conversations among some of the 

20th century’s greatest physicists. These con-

versations all revolve around the notion of 

quantum entanglement: the spooky, action-

at-a-distance effect predicted by quantum the-

ory but only slowly recognized as the theory’s 

defi ning feature and even more slowly shown 

to be experimentally verifi able.

Your opinion of the book will largely 

hinge on how you react to these reconstructed 

conversations. Concerning one such imag-

ined conversation between Albert Einstein 

and Niels Bohr on a streetcar in Copenhagen, 

Gilder notes, “We know that the conversation 

… happened, because Bohr mentioned it in 

an interview …. The content of the conver-

sation is easy to gather from a look at what 

the three men were working on … around the 

same time.” Rather than provide dry quota-

tions from original sources, Gilder decided 

to weave information from these sources 

into a series of imagined conversations. The 

author offers extensive docu-

mentation for these conver-

sations in the notes, so they 

are not flights of fancy. Her 

technique leads to text such 

as, “ ‘If, however’—and here 

[Einstein] looked straight at 

Heisenberg, who was leaning 

forward in his chair, his pale 

hair shining in the dim room—

‘as is obviously the case in 

modern atomic physics ….’  ” I suppose nei-

ther Einstein, Werner Heisenberg, nor anyone 

else recorded that Heisenberg’s pale hair was 

shining in the dim room, but it makes for a 

good story. For this protocol to work for me, I 

had to fi rst execute Coleridge’s “willing sus-

pension of disbelief ” and then engage Tol-

kien’s “secondary belief.” That done, I was 

enthralled and found the 

book delightful.

Gilder skillfully relates 

the early discomfort 

physicists felt concern-

ing some of the arcane 

predictions of quantum 

mechanics; how Einstein, 

Erwin Schrödinger, and 

others repeatedly distilled 

and titrated their misgiv-

ing until they were able 

in the 1930s to present the 

essence of their fears in 

the form of the Einstein-

Rosen-Podolsky paradox; Schrödinger’s cat; 

and the now famous notion of quantum entan-

glement—spooky action-at-a-distance that 

quantum theory must contain. Much in these 

older “discussions” was familiar to me from 

other sources. What I found most gratifying 

were the studiously documented dialogs of 

of later developments: Bell’s inequalities and 

the consequent experiments, which proved 

that nature is stranger than we can think. The 

details of the story of David Bohm and his 

trials, after constructing a nonlocal hidden 

variable theory, were new to me. The account 

of John Clauser and his cohorts in the race 

to demonstrate (by testing Bell’s theory) once 

and for all that this quantum weirdness did or 

did not exist was side-splitting. An old friend 

and collaborator, Clauser does in fact curse 

like a sailor, as Gilder often has him do. (He 

is a sailor, and I wonder whether the cursing 

or the sailing came fi rst.) I was spellbound by 

the details of the struggles of Clauser and col-

leagues with the massive, punch-tape spew-

ing, “coffi n” contraption clanking away, day 

after day, in the bowels of Berkeley. It is tragic 

that this apparatus now lies in mothballs in 

the attic of LeConte Hall instead of on display 

at the Smithsonian.

Gilder wraps up The Age of Entanglement 

with conversations among younger quantum 

technologists such as Artur Ekert, Nicolas 

Gisin, Daniel Greenberger, Michael Horne, 

Terrence Rudolph, and Anton Zeilinger. As I 

read these pages, I wondered if I should feel 

slighted—there is no mention of me. Then 

I happened upon this description of a col-

league and friend: “Meanwhile in the Sangre 

de Cristo Mountains of New Mexico, Paul 

Kwiat, an endearingly birdlike man in glasses 

and suspenders with boundless energy and 

encyclopedic knowledge, led his team in 

attempting various eavesdropping strategies 

on their Alice and Bob.” Thank goodness for 

small favors, I thought, smiling to myself.   

standing how organisms are built, function, 

and evolve or how anthropogenic environ-

mental change affects the health of ourselves 

and other organisms.   
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            R
ecent analyses of the energy and 

greenhouse-gas performance of alter-

native biofuels have ignited a con-

troversy that may be best resolved by apply-

ing two simple principles. In a world seek-

ing solutions to its energy, environmental, 

and food challenges, society cannot afford to 

miss out on the global greenhouse-gas emis-

sion reductions and the local environmental 

and societal benefi ts when biofuels are done 

right. However, society also cannot accept the 

undesirable impacts of biofuels done wrong.

Biofuels done right can be produced in sub-

stantial quantities ( 1). However, they must be 

derived from feedstocks produced with much 

lower life-cycle greenhouse-gas emissions 

than traditional fossil fuels and with little or no 

competition with food production (see fi gure, 

below). Feedstocks in this category include, 

but may not be limited to, the following:

1) Perennial plants grown on degraded 

lands abandoned from agricultural use. Use 

of such lands minimizes competition with 

food crops. This also minimizes the poten-

tial for direct and indirect land-clearing asso-

ciated with biofuel expansion, as well as the 

resultant creation of long-term carbon debt 

and biodiversity loss. Moreover, if managed 

properly, use of degraded lands for biofuels 

could increase wildlife habitat, improve water 

quality, and increase carbon sequestration in 

soils ( 1– 3). The key to carbon gains is to use 

land that initially is not storing large quanti-

ties of carbon in soils or vegetation and yet 

is capable of producing an abundant bio-

mass crop ( 4,  5). Some initial analyses on the 

global potential of degraded lands suggest 

that they could meet meaningful amounts of 

current global demand for liquid transporta-

tion fuels ( 5– 7).

2) Crop residues. Crop residues such as 

corn stover and straw from rice and wheat 

are produced in abundance. They are 

rich in elements (C, N, and P) essen-

tial for maintaining soil fertility and carbon 

stores, and they help minimize soil erosion. 

Recent research suggests that it is to the ben-

efi t of farmers to leave substantial quanti-

ties of crop residues on the land ( 8), but that, 

nonetheless, even conservative removal rates 

can provide a sustainable biomass resource 

about as large as that from dedicated peren-

nial crops grown on degraded lands ( 1).

3) Sustainably harvested wood and forest 

residues. Another abundant feedstock is resi-

dues from forestry operations, which include 

slash (branches, but not leaves or needles) 

that currently is left in place, unused resi-

dues from mill and pulp operations, and for-

est “thinnings” removed to reduce fi re risk 

or to allow select trees to attain merchant-

able sizes more quickly ( 9,  10).

4) Double crops and mixed cropping 

systems. Double crops grown between the 

summer growing seasons of conventional 

row crops and harvested for biofuel pro-

duction before row crops are planted in the 

spring are representative of a class of land-

use options with potential to produce bio-

fuel feedstocks without decreasing food 

production and without clearing wild lands 

( 11). Mixed cropping systems in which food 

and energy crops are grown simultaneously 

present similar opportunities ( 12,  13).
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5) Municipal and industrial wastes. Solid 

waste streams, which are frequently rich in 

organic matter, including paper, cardboard, 

yard wastes, and plastics, can be converted 

to liquid fuels ( 14,  15).

As global population and standards of 

living increase during the coming decades, 

both the urgency to lower greenhouse-gas 

emissions and the demand for transporta-

tion and meat may increase. Nonetheless, 

the fi ve biomass sources discussed above—

in combination with large reductions in 

fuel demand, achieved through increased 

effi ciency, and large increases in both food 

and biomass productivity on existing farm-

land—could produce enough biofuels to 

meet a substantial 

portion of future 

energy demand for 

transportation ( 1).

However, loom-

ing over the future of 

biofuels are several 

wrong options. Sometimes, the most profi t-

able way to get land for biofuels is to clear 

the land of its native ecosystem, be it rain-

forest, savanna, or grassland. The resulting 

release of carbon dioxide from burning or 

decomposing biomass and oxidizing humus 

can negate any greenhouse-gas benefi ts of 

biofuels for decades to centuries ( 16– 20). 

Decisions regarding land for biofuels can 

have adverse consequences far beyond the 

land directly in question. For example, if 

fertile land now used for food crops (such 

as corn, soybeans, palm nuts, or rapeseed) is 

used to produce bioenergy, this could lead, 

elsewhere in the world, to farmers clearing 

wild lands to meet displaced demand for 

crops. In this way, indirect land-use effects 

of biofuels can lead to extra greenhouse-

gas emissions, biodiversity loss, and higher 

food prices ( 21,  22).

Dramatic improvements in policy and 

technology are needed to reconfi gure agri-

culture and land use to gracefully meet 

global demand for both food and biofuel 

feedstocks. Good public policy will ensure 

that biofuel production optimizes a bundle 

of benefits, including real energy gains, 

greenhouse-gas reductions, preservation of 

biodiversity, and maintenance of food secu-

rity. Present legislation in the United States 

takes partial steps in the right direction by 

specifying minimally acceptable greenhouse 

benefi ts for certain types of bio fuels. Nota-

bly, the U.S. 2007 Energy Independence and 

Security Act states that cellulosic biofuels 

(such as ethanol made from cellulose) must, 

when both direct and indirect emission are 

taken into account, offer at least a 60% life-

cycle greenhouse-gas reduction relative to 

conventional gasoline ( 23).

The biofuels industry is positioned to 

undergo rapid growth. The attendant policy 

should anticipate and provide for a biofuels 

industry that meaningfully and positively 

addresses pressing sustainability and secu-

rity challenges. Biofuels should receive pol-

icy support as substitutes for fossil energy 

only when they make a positive impact on 

four important objectives: energy security, 

greenhouse-gas emissions, biodiversity, and 

the sustainability of the food supply. Perfor-

mance-based policies are needed that provide 

incentives proportional to the benefi ts deliv-

ered. Legislation that is vague could allow 

significant portions 

of the biofuels indus-

try to develop along 

counterproductive 

pathways. Comple-

mentary policies must 

directly target related 

goals, such as land- and water-effi cient food 

production, reduced agricultural greenhouse-

gas emissions, and the prevention of habitat 

loss from land-clearing ( 24,  25).

The recent biofuels policy dialogue in 

the United States is troubling. It has become 

increasingly polarized, and political infl u-

ence seems to be trumping science. The 

best available science, continually updated, 

should be used to evaluate the extent to 

which various biofuels achieve their mul-

tiple objectives, and policy should reward 

achievement. Three steps should be taken: 

meaningful science-based environmental 

safeguards should be adopted, a robust bio-

fuels industry should be enabled, and those 

who have invested in fi rst-generation biofu-

els should have a viable path forward.

In support of such policy, rigorous account-

ing rules will need to be developed that mea-

sure the impacts of biofuels on the effi ciency 

of the global food system, greenhouse-gas 

emissions, soil fertility, water and air quality, 

and biodiversity ( 26). Accounting rules should 

consider the full life cycle of biofuels produc-

tion, transformation, and combustion.

Unless new technologies and life-styles 

are adopted globally over the coming 

decades, the massive projected increases in 

global energy and food consumption will 

greatly elevate atmospheric greenhouse-gas 

levels from fossil fuel combustion, land-

clearing, and livestock production and will 

create immense biodiversity loss from habi-

tat destruction and climate change. The qual-

ity of human life will be compromised. A 

central issue for the coming decades, then, is 

how the environmental impacts and potential 

benefi ts associated with meeting the global 

demand for food and energy can be internal-

ized into our economic systems ( 27). This is 

a complex question that cannot be addressed 

with simplistic solutions and sound bites. It 

needs a new collaboration between environ-

mentalists, economists, technologists, the 

agricultural community, engaged citizens, 

and governments around the world.
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Dramatic improvements in policy 

and technology are needed to ... 

meet global demand for both food 

and biofuel feedstocks.
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          E
xpansion of tandem nucle-

otide repeats in the human 

genome—most often the 

triplets CAG and CTG—causes 

a number of inherited diseases 

such as Huntington’s disease, spi-

nocerebellar ataxia, and myotonic 

dystrophy. An expansion within 

the coding region of a gene can 

reduce the normal function of 

the corresponding protein and/

or cause an aberrant function ( 1), 

whereas expansions in noncoding 

regions can cause disease (such 

as myotonic dystrophy) without 

interfering with protein sequence. 

In myotonic dystrophy, RNA that 

is transcribed from DNA contain-

ing noncoding expansions is caus-

ative of disease pathogenesis. On 

 page 336 of this issue,  Wheeler et 

al. ( 2) present a potentially highly 

effective approach to neutralize 

the toxic effects of these RNAs.

The predominant form of myo-

tonic dystrophy in the United 

States, DM1, is caused by expansion of a CTG 

repeat located in the 3′untranslated region 

(3′UTR) of the DMPK gene, from a normal 

range of 5 to 35 repeats to a pathogenic range 

of 80 to >2500 repeats ( 3). The expanded 

allele is transcribed to produce RNA con-

taining expanded CUG repeats (CUGexp) that 

becomes stuck in nuclear foci, precluding its 

export to the cytoplasm for translation into 

DMPK protein ( 4). Although loss of  DMPK 

contributes to the disease, toxicity of CUGexp 

RNA plays the major role. CUGexp RNA folds 

into an imperfect hairpin structure ( 5) that 

resembles the natural binding site for the pro-

tein muscleblind-like 1 (MBNL1). MBNL is 

consequently sequestered by the RNA, not 

only resulting in loss of its normal function 

in RNA splicing, but enhancing formation 

of foci that trap CUGexp RNA in the nucleus 

( 6,  7). Another component of pathogenicity is 

aberrant activation of protein kinase C, which 

leads to increased activity of a second splicing 

regulator, CUG-binding protein 1 (CUGBP1) 

( 8). Both MBNL1 and CUGBP1 coordinately 

regulate the alternative splicing of precursor 

mRNA during development. CUGexp RNA 

disrupts this program, resulting in the aberrant 

expression of embryonic splicing patterns in 

adult tissues. One of the best-characterized 

misregulated splicing events in DM1 is of 

the RNA encoding the muscle-specifi c chlo-

ride channel (CLCN1). This results in skeletal 

muscle hyperexcitability, causing the myoto-

nia for which the disease is named ( 9).

The solution proposed by Wheeler et al. 

is to use a modifi ed (morpholino) DNA anti-

sense oligonucleotide (CAG25, which is 25 

nucleotides in length) to form base pairs with 

the CUGexp RNA, promote unwinding of the 

hairpin, and block access to RNA binding 

proteins (see the fi gure). The proof of princi-

ple was to test the effects of the oligonucle-

otide in a mouse model of DM1, in which 

expression of a transgene, containing 250 tan-

dem CTGs in the 3′UTR, reproduces DM1-

like features in skeletal muscle ( 10). The 

approach of “neutralizing” the correspond-

ing RNA is a winning strategy in three ways. 

MBNL1 is released from the RNA, reversing 

several splicing abnormalities; for instance, 

reversal of the CLCN1 RNA splicing defect 

resulted in the loss of myotonia in the mouse 

model. CAG25 also caused nuclear foci to 

dissipate, thus increasing the amount (and 

translation) of CUGexp RNA in the cytoplasm. 

This suggests the potential to reverse features 

that could result from DMPK haploinsuffi -

ciency in the human disease. Also, the overall 

amount of CUGexp RNA was reduced by 50%. 

Although this still leaves a pathogenic amount 

of RNA in the cell, it points to the potential 

for further manipulation. The mechanism that 

reduces the amount of CUGexp RNA remains 

unclear, but breaking up the RNA-protein 

complex may simply allow RNA degradation 

by endogenous processes.

Indeed, modified oligonucleotides are in 

clinical trials to treat a variety of diseases ( 11). 

As with all therapeutics, delivery is an issue, 

particularly for multisystemic diseases such as 

DM1, which severely affects skeletal muscle, 

heart, and brain. Wheeler et al. used injection 

combined with electroporation in skeletal mus-

cle to achieve long-lasting effects of CAG25 

in mice (a single injection reversed splicing 

abnormalities for at least 14 weeks). However, 

studies in Duchenne muscular dystrophy dem-

onstrated the importance of using systemic 

delivery to treat multiple tissues simultane-

ously, because improved skeletal muscle func-

tion can further challenge heart function, which 

is also compromised by the disease ( 12).

CUGexp RNA also activates protein 

kinase C, and it will be of interest to deter-

Neutralizing Toxic RNA

MOLECULAR BIOLOGY

Thomas A. Cooper 

Oligonucleotides that target aggregates of

RNA and protein show potential for treating 

myotonic dystrophy.

Handling repeats. An oligonucleotide (CAG25) frees an RNA binding protein (MBNL1) from toxic nuclear aggregates. The 
aggregates contain RNA with tandem trinucleotide repeats. In myotonic dystrophy, a gene encoding the protein DMPK can 
contain up to 2500 CUG repeats. Its corresponding RNA is implicated in disease pathogenesis.
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mine whether the oligonucleotide will ame-

liorate this effect. Another issue is whether 

redistribution of CUGexp RNA introduces a 

different toxicity; RNA binding proteins that 

function in the nucleus may also have cyto-

plasmic RNA processing functions ( 13). 

This is the case for CUGBP1 and at least 

one member of the MBNL family ( 14,  15). 

Because the mutant gene will produce toxic 

CUGexp RNA for the life of the individual, 

treatment with oligonucleotides could last 

for decades and it might be best to get rid of 

the CUGexp RNA altogether. One approach 

would be combined therapies such as the 

CAG25 oligonucleotide to release the RNA 

from nuclear foci and another differently 

modifi ed DNA oligonucleotide that allows 

RNA degradation by endogenous ribonu-

clease H ( 16). This double-pronged attack 

could produce additive if not synergistic 

molecular effects and a desirable long-term 

therapeutic result. 
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What Drives Climate Flip-Flops?

CLIMATE CHANGE

Axel Timmermann and Laurie Menviel 

A numerical modeling study questions the 

validity of a key paradigm in rapid climate 

change studies.

          T
he threat of rapid climate change con-

cerns politicians and climate scien-

tists alike. To assess whether abrupt 

transitions in the climate system are likely 

to occur in coming decades and centuries, 

an in-depth understanding of the conditions 

that led to past abrupt climate changes is 

required. On page 310 of this issue, Liu et 

al. ( 1) use a state-of-the-art general circula-

tion model to investigate a poster child for 

dramatic climate events in recent Earth his-

tory: the Bølling-Allerød transition (see the 

fi gure). The results suggest that this transi-

tion can be simulated simply as the North 

Atlantic climate response to a rapidly ceas-

ing glacial meltwater fl ow.

Around 14,600 years ago, the atmospheric 

circulation over the North Atlantic region 

fl ipped within just a few years to another state 

( 2); also, Greenland temperatures skyrock-

eted by >10°C over several decades ( 3), termi-

nating a cold phase known as Heinrich Event 

1. The global impacts of this Bølling-Allerød 

transition have been well documented with 

climate proxy records such as sediment cores 

and ice cores, but the physical conditions that 

triggered the transition remain controversial. 

The temperature evolution from the Heinrich 

Event 1 to the Bølling-Allerød and the sub-

sequent Younger Dryas cold phase (see the 

fi gure) is strikingly similar to the Dansgaard-

Oeschger cycles ( 4) that dominated North-

ern Hemispheric climate between 60,000 and 

30,000 years ago ( 5). Hence, unraveling the 

processes that triggered the Bølling-Allerød 

transition may also help to elucidate the mys-

terious, tantalizingly regular Dansgaard-

Oeschger cycles ( 6).

In one of the most epic numerical mod-

eling efforts of the climate community to 

date, Liu et al. have now set out to simulate 

the period from the Last Glacial Maximum 

(21,000 years ago) through the Heinrich 

event I and the Bølling-Allerød transition 

(see the fi gure). Prescribing the observed 

history of greenhouse gas concentrations 

from 22,000 years ago to 14,000 years ago, 

as well as time-varying solar insolation due 

to astronomical effects and reconstructions 

of ice-sheet topography and meltwater dis-

charge, the equations of one of the most 

sophisticated climate models (CCSM3) were 

solved numerically on the Jaguar supercom-

puter at the Oak-Ridge National Laboratory. 

After about one-and-a-half years of num-

ber crunching, the first 

results (1) provide an 

unprecedented view into 

the mechanisms of the 

last glacial termination 

and the emergence of the 

Bølling-Allerød transi-

tion. The fi ndings call for 

a paradigm shift in our 

understanding of abrupt 

climate change.

Inspired by theoreti-

cal considerations ( 7) 

and idealized climate 

modeling results ( 8), pre-

vious attempts to explain 

abrupt millennial-scale 

climate change during 

the last glacial period—

including Dansgaard-

Oeschger events and the 

Bølling-Allerød transi-

tion—have relied on the 

idea that for a wide range 

of North Atlantic fresh-

water inputs, the Atlantic 

International Pacifi c Research Center, School of Ocean and 
Earth Science and Technology (SOEST), University of Hawaii, 
Honolulu, HI 96822, USA. E-mail: axel@hawaii.edu; 
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North Atlantic sea-surface temperature evolution. The simulated North 
Atlantic temperature in the Iberian Margin region ( 1) agrees well with a 
reconstructed temperature index obtained by averaging different alk-
enone-based sea-surface temperature reconstructions from cores SU-8118 
( 13) and MD01-2443 ( 14). The Bølling-Allerød warming can be decom-
posed into contributions that originate from the recovery of the Atlantic 
meridional overturning circulation (AMOC), an overshooting effect, and 
the climate response to increasing greenhouse gas concentration and 
shrinking glacial ice sheets.
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Does Viral Diversity Matter?

EPIDEMIOLOGY

Graham F. Medley 1 and D. James Nokes 1 2 

Detailed analyses of population demograph-

ics and viral diversity should help predict the 

impact of childhood vaccination for endemic 

viruses such as rotavirus.

meridional overturning circulation (AMOC) 

has two different stable circulation regimes 

( 9). According to this paradigm, abrupt cli-

mate change emerges as a flip-flopping 

between these equilibrium states. Liu et al., 

however, question the mere existence of this 

ocean “ambivalence” under glacial condi-

tions.

By prescribing a Northern Hemispheric 

freshwater forcing scenario in which the 

discharge of meltwater from the retreating 

glacial ice sheets during Heinrich Event 1 

stops suddenly, Liu et al. are able to simu-

late an abrupt recovery of the AMOC that 

triggers the transition from Heinrich Event 

1 conditions to the Bølling-Allerød. The 

results are in good agreement with paleo-

climate reconstructions based on climate 

proxy records. The rapid AMOC recov-

ery described by Liu et al. also involves an 

overshooting effect (see the fi gure) that was 

noted in previous climate model simula-

tions ( 10) and that affects mostly high-lat-

itude climate in the Northern Hemisphere. 

Another contributor to the Bølling-Allerød 

warming is a 40 parts per million by volume 

increase in atmospheric carbon dioxide that 

accompanied Heinrich Event 1 ( 11) and fur-

ther accelerated the deglaciation. Its origin 

remains a mystery.

The Liu et al. study initiates a new era of 

paleoclimate modeling. Previous paleocli-

mate modeling studies using state-of-the-art 

climate models adopted the time-slice con-

cept to explore, for example, the climate of the 

Last Glacial Maximum or the mid-Holocene 

Optimum. In contrast, the transient modeling 

approach of Liu et al. simulates the climate 

evolution since the Last Glacial Maximum by 

prescribing the time evolution of the external 

boundary conditions based on astronomical 

theory, ice-sheet reconstructions, and the his-

tory of greenhouse gas concentrations. It thus 

offers the unique possibility to study the full 

spatiotemporal behavior of climate change, 

including the mechanisms of abrupt climate 

change, and to directly compare the resulting 

temporal features with paleoclimate data—for 

example, from sediment cores and ice cores.

However, such ambitious projects are 

computationally very demanding, and it 

might take several years before similar tran-

sient simulations can be carried out rou-

tinely with other coupled general circulation 

models. Even completing the CCSM3 simu-

lation ( 1) by running it into the present will 

require another 2 to 3 million CPU hours on 

the Jaguar supercomputer.

Climate models are tools to promote our 

understanding of the climate system and pre-

dict its future evolution. Efforts to elucidate 

the complex mechanisms of past climate 

change will rely not only on the most realistic 

models such as the CCSM, but also on Earth 

system models of intermediate complexity 

that can explore Earth’s long-term climate 

dynamics ( 12), and on conceptual models 

that have often initiated major shifts in our 

understanding of climate. Ultimately, break-

throughs in our understanding of Earth’s cli-

mate evolution will come from close interac-

tions between paleoproxy experts, paleocli-

mate modelers, and climate dynamicists. It 

is time to train a new generation of scientists 

familiar with all these fi elds. 

References
 1. Z. Liu et al., Science 325, 310 (2009).

 2. J. P. Steffensen et al., Science 321, 680 (2008).  

 3. J. P. Severinghaus, E. J. Brook, Science 286, 930 (1999).  

 4. S. J. Johnsen et al., Nature 359, 311 (1992).  

 5. M. Schulz, A. Paul, A. Timmermann, Geophys. Res. Lett. 

29, 2193 (2002).  

 6. M. Schulz, Paleoceanography 17, 1014 (2002).  

 7. H. Stommel, Tellus 13, 224 (1961).

 8. S. Manabe, R. J. Stouffer, Clim. Dyn. 1, 841 (1988).

 9. T. F. Stocker, Quat. Sci. Rev. 19, 301 (2000).  

 10. A. Ganopolski, S. Rahmstorf, Nature 409, 153 (2001).  

 11. E. Monnin, Science 291, 112 (2001).  

 12. O. Timm, A. Timmermann, J. Clim. 20, 4377 (2007).  

 13. E. Bard et al., Science 289, 1321 (2000).  

 14. B. Martrat et al., Science 317, 502 (2007).  

10.1126/science.1177159

          E
pidemic viruses, such as severe acute 

respiratory syndrome (SARS) and 

infl uenza A, cause diseases that rap-

idly spread to many people, and seem to 

attract more scientifi c and public attention 

than do endemic viruses, which are con-

tinually present in populations. Yet endemic 

viruses cause far greater disability and 

death. But epidemic viruses are endemic 

somewhere, or will become so, and endemic 

viruses are often recurrently epidemic. 

So developing a full understanding of the 

mechanisms that promote and drive ende-

micity is key to reducing the overall bur-

den of viral disease and reducing the risk of 

future, widespread pandemics. On page 290 

of this issue, Pitzer et al. ( 1) investigate the 

causes of epidemics of rotavirus, a major, 

global endemic virus.

Rotavirus and respiratory syncytial virus 

are endemic viruses with epidemic propen-

sity. They infect the epithelia of the gastro-

intestinal tract and respiratory tract, respec-

tively, and cause severe childhood diseases. 

Both are RNA viruses (with a high propensity 

for genetic and antigenic variation) that occur 

in regular (mostly annual) epidemics (see the 

fi gure), infect children at a young age, and 

reinfect people throughout their lives. Disease 

is primarily associated with the fi rst infec-

tion—acquired immunity reduces the severity 

of subsequent infections—but repeat infec-

tion is common and facilitated in part by viral 

antigenic diversity. New variants of rotavirus 

arise through mixing of its segmented genes 

during superinfection (simultaneous 

infection by two viral strains).

Innate and acquired immune 

responses severely limit survival of 

rotavirus and respiratory syncytial 

virus, so for a virus to persist, it must 

be transmitted to new, susceptible 

1Department of Biological Sciences, University of Warwick, 
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Rotavirus regularity. Rotavirus occurs in 
annual epidemics. Shown are the weekly 
number of rotavirus reports in Eng-
land and Wales from 1984 to 2007. The 
dashed line indicates that in 1999, most 
labs switched to antibody-based testing. 
The graph is taken from ( 8) with permis-
sion from Eurosurveillance.
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hosts within a population. Generally, there are 

two sources of susceptible hosts: births and 

waning immunity. The latter is a manifesta-

tion of either short-lived protection or viruses 

with different antigenic structure so that hosts 

who are immune to different viral types can 

be reinfected. Consequently, viruses that gen-

erate long-lasting immunity and cannot gen-

erate suffi cient diversity within a population 

are epidemic. For example, measles, mumps, 

and rubella have very limited antigenic diver-

sity and must wait for births to accumulate 

before an epidemic can sweep through the 

susceptible cohort ( 2). But if a virus has suf-

fi cient antigenic diversity to enable it to con-

tinually reinfect, then why should it be epi-

demic, and not maintain a constant preva-

lence all year round?

Pitzer et al. address this apparent paradox 

by showing that births play a role in generat-

ing epidemics of rotavirus, and use this result to 

predict the impact of vaccination. A corollary 

of their fi ndings is that fi rst infections (not rein-

fections) are intrinsically important to viral per-

sistence in a population, so that reducing these 

to negligible levels through mass childhood 

vaccination will eliminate an endemic virus.

However, one cannot fi rmly conclude that 

infection of susceptible hosts (newborns) is 

chiefl y responsible for driving the intrinsic 

epidemic cycle of rotavirus or respiratory 

syncytial virus. There is a dynamic inter-

action between host demography and viral 

diversity that determines epidemiology ( 3), 

so that epidemics may be created, or at least 

infl uenced, by strain variation ( 4). In devel-

oping countries, rotavirus is less seasonal 

than in the United States and Europe, perhaps 

infl uenced by higher birth rates. But the very 

high diversity of co-circulating rotavirus vari-

ants in Africa and other developing countries 

( 5) could indicate that reduced seasonality 

results from more continuous reinfections by 

antigenically different variants. Furthermore, 

contact patterns (that determine which viruses 

are circulating in a particular subgroup) vary 

( 6), and are likely to be different in develop-

ing countries (although specifi c data are cur-

rently lacking) and to vary with social cir-

cumstances and situation, including birth rate 

and contact between children and adults. This 

is a complex situation about which we under-

stand little, although the impact of vaccina-

tion will be revealing.

There are two possible, general outcomes 

to vaccination ( 7). One is that a vaccine will 

effectively reduce viral prevalence, disease, 

and diversity. If fi rst infections are critical 

for rotavirus persistence, then reinfections 

and viral diversity are essentially bystand-

ers. The other outcome is that the vaccine 

will reduce disease, but viral prevalence will 

remain unchanged. If rotavirus can survive in 

a population of already infected hosts, then, 

although diversity might be altered, it will 

remain high, and prevalence unaltered.

Current approaches to vaccines,  particularly 

live-attenuated vaccines, may be less effective 

in malnourished populations with high rates of 

infection (and superinfection) and may also be 

compromised by the presence of maternal anti-

bodies or immunological immaturity, so that 

very young children are less easy to protect. 

If there are substantial vaccine failures or the 

proportion of the population that is vaccinated 

is low, or if there is a need to vaccinate older 

age groups, then continued circulation of virus 

is unwelcome. So if the last situation pertains, 

then there is a rationale for developing steriliz-

ing vaccines that prevent reinfections.

Endemic infections generally are well 

adapted to their environments, which extend 

from the biologic into the economic, social, 

and political spheres. Because RNA viruses 

such as rotavirus and respiratory syncytial 

virus are highly adaptive, changes (such as 

birth rates) and interventions (such as vacci-

nation) will have long-term consequences that 

are diffi cult to predict and might be serious. 
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Is Quantum Theory Exact?
PHYSICS

Stephen L. Adler 1 and Angelo Bassi 2 

Future experiments may tell us if quantum 

mechanics is an approximation to a

deeper-level theory.

          Q
uantum mechanics has enjoyed many 

successes since its formulation in the 

early 20th century. It has explained 

the structure and interactions of 

atoms, nuclei, and subnuclear particles, and 

has given rise to revolutionary technologies, 

such as integrated circuit chips and magnetic 

resonance imaging. At the same time, it has 

generated puzzles that persist to this day.

These puzzles are largely connected with 

the role of measurements in quantum mechan-

ics ( 1). According to the standard quantum 

postulates, given the total energy (the Hamilto-

nian) of a quantum system, the state of the sys-

tem (the wave function) evolves with time in 

a predictable, deterministic way as described 

by Schrödinger’s equation. However, when a 

physical quantity—the quantum mechanical 

spin, for example—is “measured,” the out-

come is not predictable. If the wave function 

contains a superposition of components, such 

as spin-up and spin-down (each with a defi nite 

spin value, weighted by coeffi cients c
up

 and 

c
down

), then each run gives a defi nite outcome, 

either spin-up or spin-down. But repeated 

experimental runs yield a probabilistic distri-

bution of outcomes. The outcome probabilities 

are given by the absolute value squared of the 

corresponding coeffi cient in the initial wave 

function. This recipe is the Born rule.

How can we reconcile this probabilistic 

distribution of outcomes with the determinis-

tic form of Schrödinger’s equation? What pre-

cisely constitutes a “measurement?” At what 

point do superpositions break down, and defi -

nite outcomes appear? Is there a quantitative 

criterion, such as size of the measuring appa-

ratus, governing the transition from coherent 

superpositions to defi nite outcomes? These 

puzzles have inspired a large literature in 

physics and philosophy.

There are two distinct approaches. One is 

to assume that quantum theory is exact, but 

that the interpretive postulates must be modi-

fi ed to eliminate apparent contradictions. The 

second approach is to assume that quantum 

mechanics is not exact, but instead is a very 

accurate approximation to a deeper-level 

theory that reconciles the deterministic and 

probabilistic aspects. This may seem radical, 

even heretical, but looking back in the history 
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of physics, there are precedents. Newtonian 

mechanics was considered to be exact for 

several centuries, before it was supplanted by 

relativity and quantum theory. But apart from 

this history, there is another important moti-

vation for considering modifi cations of quan-

tum theory. Having an alternative theory, to 

which current and proposed experiments can 

be compared, allows a quantitative measure 

of the accuracy to which quantum theory can 

be tested.

We focus here on phenomenological 

approaches that modify the Schrödinger 

equation. A successful phenomenology must 

accomplish many things: It must explain why 

repetitions of the same measurement lead to 

defi nite, but differing, outcomes, and why the 

probability distribution of outcomes is given 

by the Born rule; it must permit quantum 

coherence to be maintained for atomic and 

mesoscopic systems, while predicting defi -

nite outcomes for measurements with realis-

tic apparatus sizes in realistic measurement 

times; it should conserve overall probability, 

so that particles do not spontaneously disap-

pear; and it should not allow superluminal 

transmission of signals.

Over the past two decades, a phenomenol-

ogy has emerged that satisfi es these require-

ments. One ingredient is the observation 

that rare modifi cations, or “hits,” acting on 

a system by localizing its wave function, do 

not alter coherent superpositions for micro-

scopic systems, but when accumulated over 

a macroscopic apparatus can lead to defi nite 

outcomes that differ from run to run ( 2). A 

second ingredient is the observation that the 

classic “gambler’s ruin” problem in probabil-

ity theory gives a mechanism that can explain 

the Born rule governing outcome probabili-

ties ( 3). Suppose that Alice and Bob each have 

a stack of pennies, and fl ip a fair coin. If the 

coin shows heads, Alice gives Bob a penny, 

while if the coin shows tails, Bob gives Alice 

a penny. The game ends when one player has 

all the pennies and the other has none. Math-

ematical analysis shows that the probability 

of each player winning is proportional to the 

size of their initial stack of pennies. By map-

ping the initial stack sizes into the modulus 

squared of the initial spin component coeffi -

cients (c
up

 and c
down

), and the random fl ips of 

the fair coin into the random “hits” acting on 

the wave function, one then has a mechanism 

for obtaining the Born rule.

The combination of these two ideas leads to 

a defi nite model, called the continuous sponta-

neous localization (CSL) model ( 4), in which 

a Brownian motion noise term coupled nonlin-

early to the local mass density is added to the 

Schrödinger equation. This noise is responsi-

ble for the spontaneous collapse of the wave 

function. At the same time, the standard form 

of this model has a linear evolution equation 

for the noise-averaged density matrix, forbid-

ding superluminal communication. Other ver-

sions of the model exist ( 5,  6), and an underly-

ing dynamics has been proposed for which this 

model would be a natural phenomenology ( 7).

The CSL model has two intrinsic param-

eters. One is a rate parameter, λ, with dimen-

sions of inverse time, governing the noise 

strength. The other is a length, r
C
, which 

can be interpreted as the spatial correlation 

length of the noise-fi eld. Conventionally, r
C
 is 

taken as 10−5 cm, but any length a few orders 

of magnitude larger than atomic dimen-

sions ensures that the “hits” do not disrupt 

the internal structure of matter. The reduc-

tion rate in the CSL model is the product of 

the rate parameter, times the square of the 

number of nucleons (protons and neutrons) 

within a correlation length that are displaced 

by more than this length, times the number 

of such displaced groups. Applying this for-

mula, and demanding that a minimal appara-

tus composed of ~1015 nucleons should settle 

to a defi nite outcome in ~10−7 s or less, with 

the conventional r
C
, requires that λ should be 

greater than ~10−17 s−1 ( 4,  5). If one requires 

that latent image formation in photography, 

rather than subsequent development, consti-

tutes a measurement, the fact that only 5000 

or so nucleons move appreciable distances in 

a few hundredths of a second in latent image 

formation requires an enhanced lower bound 

for λ a factor of ~108 larger ( 8).

An upper bound on λ is placed by the 

requirement that apparent violations of 

energy conservation, taking the form of spon-

taneous heating produced by the noise, should 

not exceed empirical bounds, the strongest of 

which comes from heating of the intergalac-

tic medium ( 8). Spontaneous radiation from 

atoms places another stringent bound ( 9), 

which can, however, be evaded if the noise is 

nonwhite, with a frequency cutoff ( 10– 12). 

Laboratory and cosmological bounds on λ 

(for r
C
 = 10−5 cm) are summarized in the fi gure, 

which gives for each bound the order of mag-

nitude improvement needed to confront the 

conventional CSL model value of λ.

Accurate tests of quantum mechanics that 

have been performed or proposed include dif-

fraction of large molecules in fi ne mesh grat-

ings ( 13) and a cantilever mirror incorporated 

into an interferometer ( 14). The fi gure shows 

the current limit on λ that has been obtained to 

date in fullerene diffraction and the limit that 

would be obtained if the proposed cantilever 

experiment attains full sensitivity ( 15). To con-

front the conventional (enhanced) value of λ, 

one would have to diffract molecules a factor 

of 106 (102) larger than fullerenes.

Experiments do not yet tell us whether 

quantum theory is exact or approximate. 

Future lines of research include refi ning the 

sensitivity of current experiments to reach 

the capability of making this decision and 

achieving a deeper understanding of the ori-

gin of the CSL noise fi eld.  
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          S
ince its creation in the early 1990s, the 

World Wide Web has evolved from its 

initial, static Web sites to the dynamic, 

interactive Web sites of today. But whereas 

existing Web sites merely respond directly to 

user input, there is growing interest in making 

them adaptive through the use of computa-

tional intelligence. A promising approach for 

this involves a family of optimization tech-

niques called evolutionary algorithms.

A typical evolutionary algorithm ( 1) 

starts with an initial population of randomly 

generated, digital solutions to a problem 

(“individuals”). These individuals are eval-

uated with a user-supplied fi tness function; 

on the basis of their fi tness scores, better 

individuals are stochastically selected to 

act as “parents.” Either one parent is cop-

ied while making a small change to it (muta-

tion), or parts of two parents are combined 

to make a new individual (recombination). 

This breeding process is repeated for a fi xed 

number of evaluations or until the problem 

has been solved.

Since the 1990s, evolutionary algorithms 

have been applied to architectural problems 

from arch dams and suspension bridges to 

building plans. In industrial and engineering 

design, they have found use in color design 

for knitwear, shape design for scissors, and 

car body styling, as well as for creating com-

plex devices such as gyroscopes and wind 

turbines. Examples are the nose cone of 

Hitachi’s Series N700 Bullet Train ( 2) and 

the communications antennas for the space-

craft in NASA’s ST-5 mission, a test mission 

to validate new space technologies and study 

the magnetosphere ( 3).

Traditional evolutionary algorithms 

optimize against explicit fi tness functions, 

but problems involving taste or aesthetics 

cannot be easily reduced to a mathemati-

cal function of goodness. Instead, a human 

user can perform evaluation manually, as 

fi rst proposed by Dawkins ( 4). Running on a 

standard PC, the fi rst interactive evolution-

ary algorithm showed the user computer-

generated images, of which the user would 

select one as the parent for the next genera-

tion. By iteratively selecting images on the 

basis of aesthetics, the algorithm produces 

more and more visually appealing images 

over time. This has become the standard 

interface for interactive evolutionary algo-

rithms (see the fi gure).

Since then, interactive evolutionary algo-

rithms have been used in various human-

computer interactive design systems. Most 

applications are visual, such as the evolution 

of images ( 5), three-dimensional shapes ( 6), 

and architectural forms ( 7), but they have 

also been used for musical tasks, including 

sound synthesis and composition. For exam-

ple, GenJam is an interactive evolutionary 

algorithm for real-time jazz improvisation 

( 8). Along with its creator, Al Biles, it forms 

a virtual jazz quintet that has performed at 

more than 100 private receptions.

The first Web browser that supported 

images (Mosaic) was released in April 1993. 

Soon afterward, the fi rst online interactive 

evolutionary algorithms appeared. The Inter-

national Interactive Genetic Art 1 (IIGA1) 

( 9) and its successor, IIGA2, had more than 

100,000 visitors who collectively created 

thousands of images over a period of 4 years. 

In an early commercial application, Affi nnova 

(www.affi nnova.com) has used an interac-

tive evolutionary algorithm–based system to 

design product packaging since 2000. Nym-

bler (www.nymbler.com) allows users to 

evolve baby names instead of images.

A key challenge for interactive evolution-

ary algorithms is user fatigue ( 10). For typi-

cal noninteractive evolutionary algorithms, 

tens of thousands of evaluations are needed to 

achieve interesting results—orders of magni-

tude more than can be expected from a single 

user. On the Web, many users are available, 

but even this multiplier effect may not over-

come user fatigue: Because the interactions 

are distributed in time, no single user is likely 

to experience evolution at a suffi ciently fast 

pace for it to be interesting.

Toward a Smarter Web
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respond to user preferences.
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Learning by doing it. An explicit interactive evo-

lutionary algorithm presents the user with several 

computer-evolved design options (A). On the basis 

of the user’s selection (red outline), a new set of 

evolved designs is presented (B).
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Given that user fatigue limits the number 

of interactions, one must make the most of 

what little data the user provides. The main 

approach to this is to automate most design 

evaluations and only selectively query the 

user. For parameterized design spaces ( 11), 

function approximation techniques can be 

used to assign a goodness score, based on 

similar designs evaluated by the user. But cre-

ating an adequate approximation is diffi cult, 

and this approach does not generalize to more 

open-ended, generative representations ( 11) 

for encoding designs. Another approach—

using mathematical heuristics of aesthetics—

has found some success in the interactive 

evolution of jewelry ( 12). The most prom-

ising long-term approach is to continuously 

learn and refi ne a model of user preferences 

( 13) while simultaneously using this model to 

perform most evaluations.

The interactive systems described above 

explicitly present the user with choices to 

select from. Interactive evolutionary algo-

rithms on the Web can also be invisible to 

the user. For example, the company SnapAds 

(www.snapads.com) uses an implicit interac-

tive evolutionary algorithm to evolve banner 

ads. Variations of an ad are placed on Web 

pages. On the basis of click-through rates, 

the ad layout evolves and is optimized over 

the course of a few days. With this approach, 

the company has improved click-through 

rates by as much as 1900% ( 14). The chal-

lenge in extending such implicit algorithms 

to other Web applications will be to convert 

user interactions into a fi tness assignment.

As interactive evolutionary algorithms 

improve and are adopted by Web site devel-

opers, we expect them to become increasingly 

useful for adding intelligence to interactive 

Web sites. Web sites with explicit interactive 

evolutionary algorithms could allow users to 

custom-design products by interactively brows-

ing through virtual catalogs that evolve as users 

surf through them. Implicit algorithms could 

enable search engines to adaptively improve 

their responses to search queries over time and 

produce user-customized responses. This intel-

ligent Web of the future will not just be pow-

ered by better algorithms, but will emerge from 

the interactions of millions of online users. 
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          S
olids can be divided into conductors 

and insulators. A new class of mate-

rials, called topological insulators, 

has been predicted ( 1,  2) that exhibit surface 

states that lead to quantized conductance of 

charge and spin. These surface states are heli-

cal edge states, which interconnect spin and 

momentum of the carriers. Observation of 

these states should not require application of 

a magnetic fi eld. On page 294 of this issue, 

Roth et al. ( 3) present compelling experi-

mental evidence for such helical edge states 

at the surface of a topological insulator—in 

this case, quantum wells of mercury tellu-

ride (HgTe). Related effects are seen in the 

quantum Hall effect, but only in the presence 

of high magnetic fi elds. In the quantum Hall 

effect, a magnetic field induces cyclotron 

motion of electrons that is essential for the 

formation of edge states.

In the band picture of solids, conduction 

in materials depends on where the chemical 

potential µ falls. In metals, it lies in the con-

duction band, but in insulators, it is at a lower 

energy and falls into the band gap between the 

valence and conduction bands. Topological 

insulators ( 1,  2) are band insulators with par-

ticular symmetry properties arising from spin-

orbit interactions. According to theory, the sur-

face edge states should refl ect the nontrivial 

topological properties of the band structure, 

leading to unidirectional carrier motion along 

the sample boundary. For the system to be 

time-invariant, the states must come in pairs 

so that along a horizontal bar of the material, 

each edge has a set of states allowing propaga-

tion to the left, and another allowing propaga-

tion to the right (see the fi gure, panel A).

At equilibrium, when both states of the 

pairs are equally populated, there is no net 

charge current. However, carriers moving 

to the right could all have spins pointing up 

and carriers moving to the left might all have 

spins pointing down. This situation would 

lead to a net circulating spin current that per-

sists at equilibrium. Such a robust effect nor-

mally requires an applied magnetic fi eld.

When a potential is applied, a net carrier 

fl ow is set up through a non-equilibrium pop-

ulation of edge states. In panel A of the fi gure, 

the fl ow is to the right, and the greater popula-

tion of states is depicted with a thicker line.

The closest analog to this system is the 

quantum Hall effect in a two-dimensional 

electron gas, in which the bulk is insulat-

ing but the sample edge has chiral states that 

describe electron motion along the sample 

boundaries. The situation is particularly 

simple in the integer quantum Hall effect, 

where each edge has an integer number of 

states, all of which carry charge in the same 

direction independent of the spin directions 
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but determined by the applied magnetic fi eld 

(see the fi gure, panel B). This system has the 

same conductance as the topological insu-

lator, but the two edge states that transport 

current in the integer quantum Hall effect 

are on the same (upper) side of the sample. 

In contrast, in the topological insulator, there 

is one edge state on each side of the sample 

(see the fi gure, panel A).

Molenkamp and co-workers provided 

experimental evidence for topological insu-

lators ( 4) by measuring a conductance con-

sistent with the theoretically predicted num-

ber of edge states. However, it remained to 

be shown that the observed conductance 

measurements arose from edge states. Roth 

et al. now show changes in conductance 

caused by a voltage probe. The theoretical 

predictions are based on a simple applica-

tion of the scattering theory of multiprobe 

conductance ( 5) to topological insulators 

with multiple contacts.

The main effect can be understood by 

considering the conductance of a three-probe 

conductor, with one contact playing the role 

of a voltage probe ( 1). At such a contact, the 

net current vanishes. Electrons that leave the 

conductor are replaced by electrons from the 

contact reservoir. In the quantum Hall effect 

sample, two edge states from the left source 

contact enter the voltage probe, and two edge 

states leave the probe to the right drain con-

tact (see the fi gure, panel D). The potential of 

the probe is equal to that of the source con-

tact, and the voltage probe has no effect on 

the overall conductance.

The situation is very different for a topo-

logical insulator (see the fi gure, panel C). 

Here, only one edge state is directed from 

the source contact to the voltage probe. Two 

other edge states lead away from the probe—

one to the source contact and one to the sink 

contact. To maintain zero current, it is suf-

fi cient to tune the chemical potential at the 

probe halfway between the potentials of the 

source and sink contact. Now, half the cur-

rent is directed back to the source contact (a 

channel that was not populated in the two-

terminal geometry in panel A). The volt-

age probe reduces the overall conductance 

by half a conductance quantum. Roth et al. 

observed this effect in several different mul-

tiprobe geometries.

In the topological insulator, a voltage 

probe that maintains zero charge current pro-

vides momentum relaxation, because it forces 

half the carriers back against their direction 

of incidence. Such a probe maintains zero net 

charge current into the contact. However, the 

spin current into the probe is nonzero and net 

spin up in the case depicted. Simultaneously, 

a spin current is induced into both the source 

and drain electrodes.

Conceptually, we could ask for a probe 

that nullifi es both the charge and the spin 

current. It would require separate potentials 

for spin-up and spin-down carriers. It would, 

in analogy to the quantum Hall effect, have 

no effect on conductance. The spin-up 

potential would be equal to the source 

contact and the spin-down potential equal 

to the sink contact. Only one edge state 

would be fi lled along both the upper and 

lower edges. Experiments that relied on 

unequally populated edge states ( 5) were 

used almost 20 years ago to prove the 

physical reality of edge states in the quan-

tum Hall effect ( 6– 8).

Much of the physics of topological 

insulators is still under active investiga-

tion. Weak disorder has no effect, but 

strong disorder has been found theoreti-

cally to lead to a new phase ( 9) termed a 

“topological Anderson insulating state.” 

The material used by Roth et al. is not 

the only topological insulator being 

explored. Martin et al. have proposed 

( 10) that applying gates to bilayer gra-

phene should generate edge states that 

are wide relative to the underlying lattice 

constants of graphene. Topological states 

may also exist at the interface of ferro-

magnets and superconductors deposited 

on top of a topological insulator ( 11,  12). 

Such heterostructures could be used to 

generate qubits (the working states of quan-

tum computers) that are largely immune to 

the limiting effects of decoherence.

Edge states can be used to direct electrons 

from one place to another, in a manner simi-

lar to directing beams of photons with optics. 

Such capabilities are of interest in quantum 

information and quantum processing. The 

fi rst steps in this direction will be the realiza-

tion in topological insulators of basic build-

ing blocks such as quantum point contacts, 

Mach-Zehnder interferometers, and the dem-

onstration of two-particle effects ( 13,  14) 

without the use of a magnetic fi eld. 
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Different at the edges. Both topological insulators (A and C) and quantum Hall conductors (B and D) have edge 
states that connect adjacent contacts. For the topological insulator in (A), the edge states are in pairs that allow 
spin transport (red, spin up; blue, spin down). In all these examples, the higher chemical potential for the left 
contact (µ

left
) leads to transport to the right. In the presence of transport, thick lines show greater occupancy of 

the states, versus the thin lines showing the unoccupied channels. The topological insulator has states with high 
occupancy on both sides of the sample, whereas in the quantum Hall conductor, states with higher occupation 
occur only on one side (B). Adding a probe with chemical potential (µ

probe
) has no effect for the quantum Hall 

conductor in (D), but for the topological insulator, a current fl ows back from the probe to the left contact, cutting 
the overall conductance by half a conductance quantum (C).
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Dyslexia: A New Synergy Between
Education and Cognitive Neuroscience
John D. E. Gabrieli

Reading is essential in modern societies, but many children have dyslexia, a difficulty in learning
to read. Dyslexia often arises from impaired phonological awareness, the auditory analysis of
spoken language that relates the sounds of language to print. Behavioral remediation, especially
at a young age, is effective for many, but not all, children. Neuroimaging in children with
dyslexia has revealed reduced engagement of the left temporo-parietal cortex for phonological
processing of print, altered white-matter connectivity, and functional plasticity associated with
effective intervention. Behavioral and brain measures identify infants and young children at risk
for dyslexia, and preventive intervention is often effective. A combination of evidence-based
teaching practices and cognitive neuroscience measures could prevent dyslexia from occurring in
the majority of children who would otherwise develop dyslexia.

The nexus of educational policies, evidence-
based teaching practices, and cognitive
neuroscience promises to use cutting-edge

scientific methods and concepts to promote the
growth and success of children. Reading is a focal
point in this new synthesis because it is the most
important portal to knowledge in our informa-
tion age, from books to blackboards to the In-
ternet. Learning to read is, however, perilous for
the 5 to 17% of children who have developmental
dyslexia, a persistent difficulty in learning to read
that is not explained by sensory deficits, cognitive
deficits, lack of motivation, or lack of adequate
reading instruction (1).

Here, I provide an overview
of research about the cognitive
and brain bases of dyslexia, its
treatment and brain plasticity
associated with successful treat-
ment, and how neuroscience
may interact with education to
help children with dyslexia. Par-
ticularly promising is the pos-
sibility that early identification
of risk for dyslexia, through
combined behavioral and neuro-
science measures, may allow for
preventive treatment such that
many children with dyslexia
who would otherwise fail to
read would, instead, succeed at
reading.

What Is Dyslexia and What Causes Dyslexia?
Definition of dyslexia. Most children have reading
difficulties for three broad reasons: (i) dyslexia,
which is characterized by a difficulty in under-
standing and using alphabetic or logographic

principles to acquire accurate and fluent reading
skills, (ii) reduced vocabulary and strategies needed
for text comprehension, and (iii) reduced mo-
tivation to read. The latter reasons for reading
failure often involve socioeconomic factors, at
home and at school, that are beyond the scope
of this review.

An initial difficulty in learning to read has
wide and prolonged consequences. Difficulty
in reading discourages children with dyslexia
to practice their reading outside of the class-
room, and lack of practice alone can impede
the growth of reading skill and the acquisition

of vocabulary and world knowledge (2). There
are massive reading practice differences be-
tween good and poor readers: Outside of school
in 5th grade, a good reader may read as many
words in 2 days as a poor reader does in an
entire year. Dyslexia is persistent: A student
who fails to read adequately in 1st grade has a
90% probability of reading poorly in 4th grade
and a 75% probability of reading poorly in high
school. Thus, difficulty in early reading limits

reading comprehension in the later years of edu-
cation, as students shift from learning to read to
reading to learn.

Dyslexia appears on a continuum with typ-
ical reading ability because specific psycho-
logical, neural, and genetic features of dyslexia
also correlate with reading performance in a
broad range of children. On one hand, this means
that dyslexia may be understood in terms of
normative psychological and computational
models of reading and that discoveries about
dyslexia may offer insights into mechanisms
of normal reading acquisition (3, 4). On the
other hand, education and research findings
depend on what behavioral boundary or crite-
ria is selected to operationally define dyslexia.
Dyslexia is often defined by a discrepancy be-
tween an average or above-average score on a
test of general intelligence [intelligence quo-
tient (IQ) test] and a low score on a standard-
ized reading test. The core mechanism of
dyslexia, however, appears to be similar in
dyslexic readers, regardless of IQ over a broad
range of IQ scores such that that children with
low reading and IQ scores benefit from the
same treatments as children with discrepant
scores (5). These findings are consistent with
the observation that dyslexia is independent of
other talents that allow some children with dys-
lexia to grow into remarkably successful adults.

Dyslexia is strongly (54 to 75%) heritable,
occurring in up to 68% of identical twins and
50% of individuals who have a parent or sibling
with dyslexia (6). Environmental factors are also

important in reading development, even in chil-
dren at genetic risk for dyslexia. For example,
heritability is greater among children whose par-
ents have a higher educational level (7). This
suggests that genetic risk factors account for more
variance in highly supportive environments, but
less so in environments that vary widely in sup-
port for reading. Identified candidate risk genes
(8) are implicated in neural migration and brain
development, which suggests that dyslexia may
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Typically reading
children

Children with dyslexia
before remediation

Children with dyslexia
after remediation

Fig. 1. Brain activation differences in dyslexia and its treatment [from (36)]. Functional magnetic resonance imaging
activations shown on the left hemisphere for phonological processing in typically developing readers (left), age-
matched dyslexic readers (middle), and the difference before and after remediation in the same dyslexic readers
(right). Red circles identify the frontal region, and blue circles identify the temporo-parietal region of the brain. Both
regions are hypoactivated in dyslexia and become more activated after remediation.
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be a consequence of atypical neural migration in
the developing brain.

Psychological bases of dyslexia. The causes
of dyslexia can be considered at multiple levels of
analysis and probably reflect multiple interacting
mechanisms that vary across children.Historically,
dyslexia was termed “word blindness”; however,
the most common psychological cause of dyslex-
ia for English speakers is a deficit in auditory
processing of the sounds of language (phono-
logical processing) (9). The diagnosis of dyslexia in
the United States is commonly made in children
ages 7 to 8 years old when reading difficulty is
clearly measurable, although there is consensus
that the roots of dyslexia begin before initial read-
ing instruction, around 6 years of age (1st grade).

Beginning readers must decode print to ac-
cess the identity and meaning of words. They
already know the meanings of words in spoken
language, but they have to learn to relate language
to print through explicit phonological awareness
that spoken words are composed of discrete
sounds (phonemes) that can be mapped onto
letters or syllables (graphemes). Children with
dyslexia frequently exhibit poor phonological
awareness, initially for spoken words and sub-
sequently for printed words. These children have
difficulty performing oral tasks that depend on
phonological awareness, such as deciding which
words start with the same sound as “hat”—“bat,”
“hot,” or “sun,” segmenting words into parts
(knowing that “hat” is composed of “h,” “a,” and
“t” sounds, or that those separate sounds can be
blended into “hat”), and selectively deleting a
sound within a word [what word remains if you
take the “l” sound out of “clap” (“cap”)]. For
older children who can read, phonological im-
pairment ismost evident when asked to read aloud
nonsense words (“twale”) that are unknown and
can only be pronounced or decoded on the basis of
grapheme-to-phoneme mapping principles. These
problems in phonological processing result in
inaccurate recognition of words.

The expression of phonological difficulty in
dyslexia varies as a consequence of differences
in written languages (orthographies) (10). In al-
phabetic languages, such as English and Spanish,
letters correspond to speech sounds, whereas in
logographic languages, such as Chinese, charac-
ters correspond to meanings (morphemes). Al-
phabetic languages vary in their regularity (how
consistently letters or letter clusters relate to one
speech sound). Spanish and Italian are far more
regular than English. Cross-cultural studies have
shown that learning to read singlewords (grapheme-
phoneme decoding) takes longer in less consistent
orthographies. Current research suggests that across
languages there are similar rates of dyslexia and
that weakness in phonological processing is the
most common etiology of dyslexia, but that the
precise relation of phonological processing to read-
ing and to the expression of dyslexia may vary
across orthographies.

The second major problem for many chil-
dren with dyslexia involves fluent reading of

text. Even children who improve their accuracy
for reading single words often continue to read
text laboriously and slowly; the effort expended to
read words in text often detracts from their ability
to construct the meaning of what they are reading.
This dysfluency may reflect a slowness evident
even for naming a series of objects or colors.
Children who have difficulties in both phonology
and speed are described as having a double deficit
(11). The dysfluency may also reflect difficulties
in making up for the enormous amount of reading
practice that these students miss out on when they
remain poor readers in middle or late elementary
grades (12). Much less is understood about the
fluency deficit than the phonological deficit in
dyslexia, but the fluency deficit is problematic
for older children who must read increasingly
sophisticated texts.

Scientists have been interested in discovering
whether broader perceptual deficits precede read-
ing deficits in dyslexia. Perhaps because these
perceptual processes are less directly measurable
in relation to reading and may exert their influ-
ences early in language development, there is
debate about their precise role in dyslexia. The
rapid temporal processing hypothesis derives
from studies of children with “specific language
impairment,” a developmental language disorder
estimated to occur in 7% of preschool children;
these children have a difficulty in phonological
awareness and/or morphosyntax, and they often
progress to having dyslexia (13). Many of these
children perform poorly at identifying the order
of rapidly presented tones (14), and it is hypoth-
esized that a broad auditory temporal processing
deficit compromises accurate discrimination of
language sounds that depends on very brief dif-
ferences in auditory inputs (e.g., “b” and “d” dif-
fer by 50 msec or less of auditory information).
The “magnocellular hypothesis” (15) is moti-
vated by postmortem evidence in dyslexia for
reduced area of the magnocellular layers of the
lateral geniculate nucleus of the thalamus (16),
which is part of the pathway mediating transient
visual percepts such as motion. Individuals with
dyslexia have exhibited subtle deficits in pro-
cessing rapidly changing visual nonverbal infor-
mation (e.g., gratings) and correlations between
degrees of such visual impairment and reading
difficulty (17). Other researchers report that chil-
dren with dyslexia have, instead, a perceptual
deficit in the exclusion of visual or auditory noise
(18, 19) or deficient stimulus-specific adaptation
mechanisms (20). Conflicting reports on the
presence or relation of these perceptual deficits
to dyslexia raise the possibility that the relation
between broader perceptual difficulties and read-
ing difficulty may vary across children with
dyslexia.

Brain basis of dyslexia. Functional neuro-
imaging studies have revealed differences in
brain function and connectivity that are char-
acteristic of dyslexia. Specific patterns of atyp-
ical brain activation in dyslexia relate to the
specific reading or language processes examined

in a neuroimaging study. When performing
tasks that demand phonological awareness for
print, such as deciding whether or not letters,
words, or pseudoword letter strings rhyme, typ-
ically developing child and adult readers recruit
several brain regions, including the left temporo-
parietal cortex. In contrast, children and adults
with dyslexia exhibit reduced or absent activa-
tion in this region (Fig. 1) (21–23). Hypoactiva-
tion of the left temporo-parietal cortex is evident
when dyslexic children are compared with typ-
ically developing readers who are three years
younger and reading at the same level as the
dyslexic children (24). Therefore, left temporo-
parietal hypoactivation appears to be related to
the etiology of dyslexia per se, rather than delayed
maturation or reading level. It is hypothesized
that this left temporo-parietal region supports the
cross-modal relation of auditory and visual pro-
cesses during reading. Atypical activations in
dyslexia are also found in the left prefrontal re-
gions associated with verbal workingmemory [in
some cases related to reading ability rather than
dyslexia (24)], left middle and superior temporal
gyri associated with receptive language, and left
occipito-temporal regions associated with visual
analysis of letters and words.

Functional neuroimaging studies have also
examined cultural and perceptual influences on
dyslexia. Adults with dyslexia in French, Italian,
and English exhibit similar hypoactivation in the
left temporal cortex (25). Chinese readers with
dyslexia exhibit atypical activation in the left
prefrontal cortex, but not in the left temporo-
parietal regions that are commonly atypical in
dyslexic individuals reading alphabetic languages
(26). Dyslexic children do not show activation
during the incidental auditory perception of
rapidly (relative to slowly) changing non-speech
stimuli that is shown in the left prefrontal cor-
tex by typically developing children, but dyslexic
children do show increased activation after re-
mediation with a computer-based program fo-
cused on improving rapid auditory processing
(27). There is also reduced or absent activation
in individuals with dyslexia in response to gratings
designed to preferentially stimulate the magno-
cellular pathway in visual cortices (28, 29). Fur-
ther, reading ability correlates with individual
differences in activation in response to these non-
verbal visual stimuli (29). Also, contrast respon-
sivity to nonverbal stimuli in the motion-sensitive
visual cortex correlates with behavioral mea-
sures of phonological awareness in children with
a wide range of reading skills (30).

White-matter pathways of the brain may
be characterized by diffusion tensor imaging
(DTI), which provides a quantitative index of
the organization of large myelinated axons con-
stituting the long-range connections of brain
networks. White-matter organization appears to
be weaker in the left posterior brain region of
people with dyslexia than is typical (31), and
this measure of organization correlates positive-
ly with reading scores among both typical and

www.sciencemag.org SCIENCE VOL 325 17 JULY 2009 281

REVIEW



dyslexic readers (Fig. 2) (31–33). DTI studies
of dyslexia also report greater-than-normal white-
matter connectivity in the corpus callosum, the
large white matter tract connecting homotopic re-
gions of the left and right hemispheres (34). These
findings suggest that, in dyslexia, white-matter
pathways supporting reading project too weakly
within the primary reading pathways of the lin-
guistic left hemisphere, but they project too
strongly between hemispheres (which may reflect
an atypical reliance on right-hemisphere regions
for reading that is observed in a number of func-
tional neuroimaging studies). DTI is suitable for
young children because its measurement does not
require task performance. Studies with children
conducted before reading instruction may deter-
mine whether the differential organization of
white matter is predictive of developing dyslexia
or is a consequence of reading practice.

Can Dyslexia Be Treated?
Remediation of dyslexia. Once children are diag-
nosed with dyslexia because of reading failure,
treatments are instructional. Typical public school
and special education interventions often stabi-
lize the degree of reading failure rather than
remediate (normalize) reading skill (35). Well-
controlled studies involving random assignment
to treatment and control groups consistently show

that instruction yields substantial improvement in
reading accuracy for many, but not all, children if
instruction ismore intensive (for instance, 100min
per day for 8 weeks), occurs in small groups (1 or
2 students per teacher), and includes explicit and
systematic instruction in phonological awareness
and decoding strategies (although the proportion
of such instruction relative to reading meaningful
text can vary widely with similar success). Gains
are maintained for at least a year or two by ~50%
of children after they return to the school’s stan-
dard curriculum. Those children who retain their
benefits improve from year to year, but they do
not further catch up to typical readers. Such im-
provements are much more likely to occur in
children who are beginning to read (ages 6 to 8)
than in older children and are much more
difficult to achieve for fluency than for accuracy.
Thus, these resource-demanding interventions
are effective for many children, but there are
still challenges in developing interventions that
are effective for all children.

How remediation of dyslexia alters the brain.
Functional neuroimaging studies have revealed
brain plasticity associated with effective inter-
vention for dyslexia. In general, effective reme-
diation is associated with increased activation,
or normalization, in the left temporo-parietal and
frontal regions that typically show reduced or

absent activation in dyslexia for phonological
processing of visually presented letters, words, or
sentences (36–40). Immediately after intervention,
increased right-hemisphere activations are also
observed (36–39). Typical reading development is
characterized by decreased right-hemisphere en-
gagement and increased left-hemisphere engage-
ment (41), which may reflect a shift in interpreting
visual inputs like letters and words from specific
percepts to categorical linguistic representations.
Thus, individuals with dyslexia receiving inter-
vention may engage, in a contracted period, both
right- and left-hemisphere mechanisms underly-
ing reading development. These changes in brain
function can be maintained for at least a year
after remediation is completed and students have
returned to their standard curriculum (37, 40).

Neuroimaging studies have not yet revealed
what is different in the brains of children who
do or do not respond to an intervention or sus-
tain the benefits of intervention. It would be es-
pecially useful if neuroimaging markers were
identified that could predict, before a specific
intervention is provided, which children would
benefit from a treatment, so that a given child
could be offered an intervention most likely to
help that child. To be informative, such neuro-
imaging studies would need to be longitudinal
and involve many participants so that variation

A

F G

B C D E

Fig. 2. Reading-related group differences in white matter as measured
by DTI [from (48)]. Top row (A to E) shows reading-related differences in
five independent studies; same locations of group differences are viewed

sagitally (F) and axially (G). Colors correspond to estimated directions of
white-matter pathways: left-right, red; anterior-posterior, green; inferior-
superior, blue.
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among children with dyslexia could be charac-
terized rigorously.

Can Dyslexia Be Predicted and Prevented?
A major goal for all behavioral disorders is their
prevention. Dyslexia is currently identified by
reading failure that is difficult for the child and
that discourages reading practice. If children at
risk for dyslexia could be identified before reading
instruction or early during this process (between
infancy and 1st grade), there is opportunity to in-
tervene therapeutically and minimize or eliminate
reading failure.

There is good evidence that dyslexia can be
predicted and prevented in many children. Indi-
vidually administered screening assessments for
children in kindergarten and 1st grade have been
developed that are brief and easy to give and
yield strong predictions about future reading abil-
ity; these assessments focus on knowledge of
letter names and sounds, phonological awareness,
and speed of naming. Further, when beginning
readers identified as “at risk” are provided with
the sort of intensive instruction described above,
56 to 92% of at-risk children across six studies
were brought within the range of average reading
ability (42). Further, early intervention reduces
the risk of the difficult-to-remediate fluency def-
icit that emerges in 4th grade.

One challenge regards the specificity of screen-
ing measures. It is estimated that to identify all
of the weakest 10% of beginning readers, cur-
rent measures would identify 20% of children as
being at high risk. Because effective prevention
is resource-demanding, more accurate identifi-
cation of at-risk children would be valuable.

Brain measures predict risk for language and
reading difficulty. Longitudinal studies have shown
that brain measures can predict future language
and reading problems in infants and young chil-
dren before reading instruction. These studies
measured event-related potentials (ERPs), which
are time-locked changes in electrical activity in
response to stimuli measured with scalp elec-
trodes that have excellent temporal (millisecond)
resolution, although the brain locations of the
sources of the electrical activity are uncertain.
ERPs can be performed readily with infants and
children, so that brain mechanisms relevant for
ultimate language and reading achievement can be
measured before overt manifestations of language
or reading. Most of these studies examined infants
and children with familial risk for reading dis-
orders to have a reasonably large percentage of
participants go on to exhibit reading difficulties.

Newborns from families with versus without
familial risk for dyslexia exhibit differences in
ERP responses to language sounds within hours
or days of birth, a finding all the more impres-
sive because only about half the newborns with
familial risk are expected to become dyslexic
years later (43). Longitudinal ERP studies have
shown impressive relations between brain re-
sponses at infancy and later language and read-
ing success or failure. ERP responses to speech

sounds within 36 hours of birth discriminated
with over 81% accuracy those infants who would
go on to become dyslexic readers at age 8 (44).
Newborns, tested within a week of birth, had ERPs
in response to speech sounds that correlated with
language scores at ages 2.5, 3.5, and 5 years of
age (45). These studies indicate that brain dif-
ferences are present near the time of birth that
greatly enhance the risk for and underscore the
developmental nature of dyslexia. The findings
also suggest that a deep understanding of the de-
velopmental pathways that lead to dyslexia de-
mand prospective, longitudinal studies, from birth
to early reading experience around ages 6 to 8.

Perhaps the most practical, near-term synergy
between education and cognitive neuroscience
arises from an integration of behavioral and brain
measures in the service of predicting reading dif-
ficulty and then offering intervention to avoid read-
ing failure. One example of this synergy comes
from a study focused on decoding, the ability to
determine the sound of a letter string from its
constituent letters and syllables (46). Children
identified by teachers as being at risk for reading
difficulty at the start of a school year received a
standardized test of decoding and 12 additional
behavioral measures of language and reading, and
they also underwent brain imaging. The behavioral
and brain measures taken at the beginning of the
school year were then related to the children’s
decoding ability at the end of the same school
year, which improved on average after a year of
education. The behavioral test scores and the brain
imaging values in the fall accounted for 65 and
57%, respectively, of the variance in end-of-year
decoding performance, but the combination of
behavioral and brain measures accounted for sig-
nificantly more of the variance (81%). Another
longitudinal study related ERP measures in kin-
dergarten to reading performance 5 years later
and found that the addition of the ERP measures
not only improved the prediction of reading abil-
ity over behavioral measures alone, but that only
the ERP measures significantly predicted read-
ing success in 5th grade (47). In both studies,
brain measures significantly enhanced accuracy,
beyond that possible with behavioral measures
alone, in predicting long-term reading outcomes
in children.

These findings suggest that the combination
of behavioral and brain measures, perhaps to-
gether with genetic and familial information, may
enhance the certainty with which dyslexia can be
predicted for a child and promote the possibility
of preventive intervention that allows many more
children to succeed at learning to read.
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Foundations for a New Science
of Learning
Andrew N. Meltzoff,1,2,3* Patricia K. Kuhl,1,3,4 Javier Movellan,5,6 Terrence J. Sejnowski5,6,7,8

Human learning is distinguished by the range and complexity of skills that can be learned and the
degree of abstraction that can be achieved compared with those of other species. Homo sapiens is
also the only species that has developed formal ways to enhance learning: teachers, schools, and
curricula. Human infants have an intense interest in people and their behavior and possess powerful
implicit learning mechanisms that are affected by social interaction. Neuroscientists are beginning
to understand the brain mechanisms underlying learning and how shared brain systems for
perception and action support social learning. Machine learning algorithms are being developed that
allow robots and computers to learn autonomously. New insights from many different fields are
converging to create a new science of learning that may transform educational practices.

Cultural evolution, which is rare among
species and reaches a pinnacle in Homo
sapiens, became possible when new forms

of learning evolved under selective pressure in
our ancestors. Culture underpins achievements in
language, arts, and science that are unprecedented
in nature. The origin of human intelligence is still
a deep mystery. However, the study of child de-
velopment, the plasticity of the human brain, and
computational approaches to learning are laying
the foundation for a new science of learning
that provides insights into the origins of human
intelligence.

Human learning and cultural evolution are sup-
ported by a paradoxical biological adaptation: We
are born immature. Young infants cannot speak,
walk, use tools, or take the perspective of others.
Immaturity comes at a tremendous cost, both to
the newborn, whose brain consumes 60% of its
entire energy budget (1), and to the parents. Dur-
ing the first year of life, the brain of an infant is
teeming with structural activity as neurons grow
in size and complexity and trillions of new con-
nections are formed between them. The brain
continues to grow during childhood and reaches
the adult size around puberty. The development of
the cerebral cortex has “sensitive periods” during
which connections between neurons are more
plastic and susceptible to environmental influence:
The sensitive periods for sensory processing areas
occur early in development, higher cortical areas

mature later, and the prefrontal cortex continues
to develop into early adulthood (2).

Yet immaturity has value. Delaying the matu-
ration and growth of brain circuits allows initial
learning to influence the developing neural archi-
tecture in ways that support later, more complex
learning. In computer simulations, starting the learn-
ing process with a low-resolution sensory system
allowsmore efficient learning than starting with a
fully developed sensory system (3).

What characterizes the exuberant learning that
occurs during childhood? Three principles are

emerging from cross-disciplinary work in psychol-
ogy, neuroscience,machine learning, and education,
contributing to a new science of learning (Fig. 1).
These principles support learning across a range of
areas and ages and are particularly useful in ex-
plaining children’s rapid learning in two unique
domains of human intelligence: language and so-
cial understanding.

Learning is computational. Discoveries in de-
velopmental psychology and in machine learning
are converging on new computational accounts
of learning. Recent findings show that infants and
young children possess powerful computational
skills that allow them automatically to infer struc-
tured models of their environment from the statis-
tical patterns they experience. Infants use statistical
patterns gleaned from experience to learn about
both language and causation. Before they are three,
children use frequency distributions to learn which
phonetic units distinguish words in their native
language (4, 5), use the transitional probabilities
between syllables to segment words (6), and use
covariation to infer cause-effect relationships in
the physical world (7).

Machine learning has the goal of developing
computer algorithms and robots that improve
automatically from experience (8, 9). For exam-
ple, BabyBot, a baby doll instrumented with a
video camera, a microphone, and a loudspeaker
(10), learned to detect human faces using the
temporal contingency between BabyBots’ pro-
grammed vocalizations and humans that tended to
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Fig. 1. The new science of learning has arisen from several disciplines. Researchers in developmental
psychology have identified social factors that are essential for learning. Powerful learning algorithms from
machine learning have demonstrated that contingencies in the environment are a rich source of infor-
mation about social cues. Neuroscientists have found brain systems involved in social interactions and
mechanisms for synaptic plasticity that contribute to learning. Classrooms are laboratories for discovering
effective teaching practices. [Photo credits: R. Goebel (neuroscience), iStockphoto.com/J. Bryson (education),
Y. Tsuno/AFP/Getty Images (machine learning)]
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respond to these babylike vocalizations. After 6
min of learning, BabyBot detected novel faces
and generalized to the schematic faces used in
studies of infant face recognition.

Statistical regularities and covariations in the
world thus provide a richer source of information
than previously thought. Infants’ pickup of this
information is implicit; it occurs without parental
training and begins before infants can manipulate
the physical world or speak their first words. New
machine learning programs also succeed with-
out direct reinforcement or supervision. Learning
from probabilistic input provides an alternative to
Skinnerian reinforcement learning and Chomskian
nativist accounts (11, 12).

Learning is social. Children do not compute
statistics indiscriminately. Social cues highlight
what and when to learn. Even young infants are
predisposed to attend to people and are motivated
to copy the actions they see others do (13). They
more readily learn and reenact an event when it is
produced by a person than by an inanimate device
(14, 15).

Machine learning studies show that system-
atically increasing a robot’s social-like behaviors
and contingent responsivity elevates young chil-
dren’s willingness to connect with and learn from
it (16). Animal models may help explain how
social interaction affects learning: In birds, neuro-
steroids that affect learning modulate brain activity
during social interaction (17). Social interaction
can extend the sensitive period for learning in
birds (18). Social factors also play a role in life-
long learning—new social technologies (for ex-
ample, text messaging, Facebook, and Twitter)
tap humans’ drive for social communication. Edu-
cational technology is increasingly embodying the
principles of social interaction in intelligent tutor-
ing systems to enhance student learning (19).

Learning is supported by brain circuits linking
perception and action.Human social and language
learning are supported by neural-cognitive systems
that link the actions of self and other.Moreover, the
brain machinery needed to perceive the world and
move our bodies to adapt to the movements of
people and objects is complex, requiring contin-
uous adaptation and plasticity. Consider what is
necessary to explain human imitative learning.
Newborns as young as 42min oldmatch gestures
shown to them, including tongue protrusion and

mouth opening (20). This is remarkable because
infants cannot see their own faces, and newborns
have never seen their reflection in a mirror. Yet,
newborns can map from observed behavior to
their ownmatching acts, suggesting shared repre-
sentations for the acts of self and others (15, 20).
Neuroscientists have discovered a striking over-
lap in the brain systems recruited both for the
perception and production of actions (21, 22).
For example, in human adults there is neuronal
activation when observing articulatory movements
in the cortical areas responsible for producing those
articulations (23). Social learning, imitation, and
sensorimotor experience may initially generate, as
well as modify and refine, shared neural circuitry
for perception and action. The emerging field of
social neuroscience is aimed at discovering brain
mechanisms supporting close coupling and at-
tunement between the self and other, which is the
hallmark of seamless social communication and
interaction.

Social Learning and Understanding
Human children readily learn through social in-
teractions with other people. Three social skills
are foundational to human development and rare
in other animals: imitation, shared attention, and
empathic understanding.

Imitation. Learning by observing and imitating
experts in the culture is a powerful social learning
mechanism. Children imitate a diverse range of
acts, including parental mannerisms, speech pat-
terns, and the use of instruments to get things
done. For example, a toddler may see her father
using a telephone or computer keyboard and
crawl up on the chair and babble into the receiver
or poke the keys. Such behavior is not explicitly
trained (it may be discouraged by the parent), and
there is no inborn tendency to treat plastic boxes
in this way—the child learns by watching others
and imitating.

Imitation accelerates learning and multiplies
learning opportunities. It is faster than individual
discovery and safer than trial-and-error learning.
Children can use third-person information (ob-
servation of others) to create first-person knowl-
edge. This is an accelerator for learning: Instead
of having to work out causal relations themselves,
children can learn fromwatching experts. Imitative
learning is valuable because the behavioral ac-

tions of others “like me” serve as a proxy for
one’s own (15).

Children do not slavishly duplicate what they
see but reenact a person’s goals and intentions.
For example, suppose an adult tries to pull apart
an object but his hand slips off the ends. Even at
18 months of age, infants can use the pattern of
unsuccessful attempts to infer the unseen goal of
another. They produce the goal that the adult was
striving to achieve, not the unsuccessful attempts
(14). Children choose whom, when, and what to
imitate and seamlessly mix imitation and self-
discovery to solve novel problems (24, 25).

Imitation is a challenging computational prob-
lem that is being intensively studied in the robotic
and machine learning communities (26, 27). It
requires algorithms capable of inferring complex
sensorimotormappings that go beyond the repeti-
tion of observed movements. The match must be
achieved despite the fact that the teacher may be
different from the observer in several ways (e.g.,
size, spatial orientation, morphology, dexterity).
The ultimate aim is to build robots that can learn
like infants, through observation and imitation
(28). Current computational approaches to imi-
tation can be divided into direct and goal-based
approaches. Direct approaches learn input-action
mappings that reproduce the observed behaviors
(26); goal-based approaches, which are more re-
cent and less explored, infer the goal of the ob-
served behaviors and then produce motor plans
that achieve those goals (29, 30).

Shared attention. Social learning is facilitated
when people share attention. Shared attention
to the same object or event provides a common
ground for communication and teaching. An early
component of shared attention is gaze following
(Fig. 2). Infants in the first half year of life look
more often in the direction of an adult’s head turn
when peripheral targets are in the visual field (31).
By 9 months of age, infants interacting with a
responsive robot follow its head movements, and
the timing and contingencies, not just the visual
appearance of the robot, appear to be key (32). It
is unclear, however, whether young infants are
trying to look at what another is seeing or are
simply tracking head movements. By 12 months,
sensitivity to the direction and state of the eyes
exists, not just sensitivity to the direction of head
turning. If a personwith eyes open turns to one of

Fig. 2. Gaze following is a mechanism that brings adults and infants
into perceptual contact with the same objects and events in the world,
facilitating word learning and social communication. After interacting

with an adult (left), a 12-month-old infant sees an adult look at one
of two identical objects (middle) and immediately follows her gaze
(right).
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two equidistant objects, 12-month-old infants look
at that particular target, but not if the person makes
the same head movement with eyes closed (33).

A blindfold covering the person’s eyes causes
12-month-olds to make the mistake of following
the head movements. They understand that eye
closure, but not a blindfold, blocks the other per-
son’s view. Self-experience corrects this error. In a
training study, 1-year-olds were given experience
with a blindfold so they understood that it made it
impossible to see. When the adult subsequently
wore the blindfold, infants who had received self-
experience with it treated the adult as if she could
not see (34), whereas control infants did not.
Infants project their own experience onto other
people. The ability to interpret the behavior and
experience of others by using oneself as a model
is a highly effective learning strategy that may be
unique to humans and impaired in children with
autism (35, 36). It would be useful if this could be
exploited in machine learning, and preliminary
progress is being made (37).

Empathy and social emotions. The capacity
to feel and regulate emotions is critical to under-
standing human intelligence and has become an
active area of research in human-computer inter-
action (38). In humans, many affective processes
are uniquely social. Controlled experiments lead
to the conclusion that prelinguistic toddlers en-
gage in altruistic, instrumental helping (39). Chil-
dren also show primitive forms of empathy. When
an adult appears to hurt a finger and cry in pain,
children under 3 years of age comfort the adult,
sometimes offering a bandage or teddy bear (40).
Related behavior has been observed with children
helping and comforting a social robot that was
“crying” (16, 41).

Brain imaging studies in adults show an over-
lap in the neural systems activated when people
receive a painful stimulus themselves or perceive
that another person is in pain (42, 43). These
neural reactions are modulated by cultural expe-
rience, training, and perceived similarity between
self and other (43, 44). Atypical neural patterns
have been documented in antisocial adolescents
(45). Discovering the origins of individual differ-
ences in empathy and compassion is a key issue
for developmental social-cognitive neuroscience.

Language Learning
Human language acquisition poses a major chal-
lenge for theories of learning, and major ad-
vances have beenmade in the last decade (46). No
computer has cracked the human speech code and
achieved fluent speech understanding across talk-
ers, which children master by 3 years of age (11).

Human language acquisition sheds light on the
interaction among computational learning, social
facilitation of learning, and shared neural circuitry
for perception and production.

Behavioral development.Early in development,
infants have a capacity to distinguish all sounds
across the languages of theworld, a capacity shared
by nonhuman primates (47). However, infants’
universal capacities narrow with development,

and by one year of age, infants’ ability to perceive
sound distinctions used only in foreign languages
and not their native environment is weakened.
Infants’ universal capacities become language-
specific between 9 and 12 months of age. Ameri-
can and Japanese infants, who at 7 months of age
discriminated /ra/ from /la/ equally well, both
change by 11 months: American infants improve
significantly while Japanese infants’ skills show a
sharp decline (48).

This transition in infant perception is strongly
influenced by the distributional frequency of sounds
contained in ambient language (4, 5). Infants’ com-
putational skills are sufficiently robust that labo-
ratory exposure to artificial syllables in which the
distributional frequencies are experimentally ma-
nipulated changes infants’ abilities to discriminate
the sounds.

However, experiments also show that the com-
putations involved in language learning are “gated”
by social processes (49). In foreign-language learn-

ing experiments, social interaction strongly influ-
ences infants’ statistical learning. Infants exposed
to a foreign language at 9 months learn rapidly,
but only when experiencing the new language
during social interchanges with other humans.
American infants exposed in the laboratory to
Mandarin Chinese rapidly learned phonemes and
words from the foreign language, but only if ex-
posed to the new language by a live human being
during naturalistic play. Infants exposed to the
same auditory input at the same age and for the
same duration via television or audiotape showed
no learning (50) (Fig. 3). Why infants learned bet-
ter from people and what components of social
interactivity support language learning are currently
being investigated (51). Determining the key stim-
ulus and interactive features will be important for
theory. Temporal contingencies may be critical (52).

Other evidence that social input advances lan-
guage learning comes from studies showing that
infants vocally imitate adult vowel sounds by

Fig. 3. The need for social interaction in language acquisition is shown by foreign-language learning
experiments. Nine-month-old infants experienced 12 sessions of Mandarin Chinese through (A) natural
interaction with a Chinese speaker (left) or the identical linguistic information delivered via television
(right) or audiotape (not shown). (B) Natural interaction resulted in significant learning of Mandarin
phonemes when compared with a control group who participated in interaction using English (left). No
learning occurred from television or audiotaped presentations (middle). Data for age-matched Chinese
and American infants learning their native languages are shown for comparison (right). [Adapted from
(50) and reprinted with permission.]
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5 months but not acoustically matched nonspeech
sounds that are not perceived as human speech
(53, 54). By 10 months, even before speaking
words, the imitation of social models results in
a change in the types of vocalizations children
produce. Children raised in Beijing listening to
Mandarin babble by using tonelike pitches char-
acteristic of Mandarin, which make them sound
distinctly Chinese. Children being raised in Seattle
listening to English do not babble by using such
tones and sound distinctly American.

Children react to a social audience by increas-
ing the complexity of their vocal output. When
mothers’ responses to their infants’ vocalizations
are controlled experimentally, a mother’s imme-
diate social feedback results both in greater num-
bers andmore mature, adultlike vocalizations from
infants (55). Sensory impairments affect infant
vocalizations: Childrenwith hearing impairments
use a greater preponderance of sounds (such as
“ba”) that they can see by following the lip move-
ments of the talker. Infants who are blind babble
by using a greater proportion of sounds that do
not rely on visible articulations (“ga”) (56).

Birdsong provides a neurobiological model of
vocal learning that integrates self-generated sen-
sorimotor experience and social input. Passerine
birds learn conspecific song by listening to and
imitating adult birds. Like humans, young birds
listen to adult conspecific birds sing during a sen-
sitive period in development and then practice that
repertoire during a “sub-song” period (akin to bab-
bling) until it is crystallized (57). Neural models
of birdsong learning can account for this gradual
process of successive refinement (58). In birds, as
in humans, a social context enhances vocal learn-
ing (59).

Neural plasticity. In humans, a sensitive pe-
riod exists between birth and 7 years of age when
language is learned effortlessly; after puberty, new
language learning is more difficult, and native-
language levels are rarely achieved (60, 61). In

birds, the duration of the sensitive period is ex-
tended in richer social environments (18, 62).
Human learning beyond the sensitive period may
also benefit from social interaction. Adult foreign-
language learning improves under more social
learning conditions (63).

A candidate mechanism governing the sensi-
tive period for language in humans is neural com-
mitment (11). Neural commitment is the formation
of neural architecture and circuitry dedicated to the
detection of phonetic and prosodic characteristics
of the particular ambient language(s) to which the
infant is exposed. The neural circuitry maximizes
detection of a particular language and, when fully
developed, interferes with the acquisition of a new
language.

Neural signatures of children’s early language
learning can be documented by using event-related
potentials (ERPs). Phonetic learning can be docu-
mented at 11 months of age; responses to known
words, at 14 months; and semantic and syntactic
learning, at 2.5 years (64). Early mastery of the
sound patterns of one’s native language provides a
foundation for later language learning: Children
who show enhanced ERP responses to phonemes
at 7.5months show faster advancement in language
acquisition between 14 and 30 months of age (65).

Children become both native-language listen-
ers and speakers, and brain systems that link per-
ception and action may help children achieve
parity between the two systems. In adults, func-
tional magnetic resonance imaging studies show
that watching lip movements appropriate for speech
activates the speech motor areas of the brain (66).
Early formation of linked perception-production
brain systems for speech has been investigated by
using brain imaging technology called magneto-
encephalography (MEG). MEG reveals nascent
neural links between speech perception and pro-
duction. At 6 months of age, listening to speech
activates higher auditory brain areas (superior
temporal), as expected, but also simultaneously

activates Broca’s area, which
controls speech production,
although listening to non-
speech sounds does not [(67);
see also (68)]. MEG technol-
ogywill allow linguists to ex-
plore how social interaction
and sensorimotor experience
affects the cortical process-
ing of language in children
andwhy young children can
learn foreign languagemate-
rial from a human tutor but
not a television.

New interactive robots
are being designed to teach
language to children in a
social-likemanner. Engineers
created a social robot that
autonomously interacts with
toddlers, recognizing their
moods and activities (16)
(Fig. 4). Interaction with the

social robot over a 10-day period resulted in a
significant increase in vocabulary in 18- to 24-
month-old children compared with the vocabu-
lary of an age-matched control group (41). This
robotic technology is now being used to test
whether children might learn foreign language
words through social games with the robot.

Education
During their long period of immaturity, human
brains are sculpted by implicit social and statis-
tical learning. Children progress from relatively
helpless, observant newborns to walking, talking,
empathetic people who perform everyday exper-
iments on cause and effect. Educators are turning
to psychology, neuroscience, and machine learn-
ing to ask: Can the principles supporting early
exuberant and effortless learning be applied to
improve education?

Progress is being made in three areas: early
intervention programs, learning outside of school,
and formal education.

Children are born learning, and how much
they learn depends on environmental input, both
social and linguistic.Many children entering kinder-
garten in the United States are not ready for school
(69), and children who start behind in school-entry
academic skills tend to stay behind (70). Neuro-
science work suggests that differences in learning
opportunities before first grade are correlated with
neural differences that may affect school learning
(71, 72).

The recognition that the right input at the right
time has cascading effects led to early interventions
for children at risk for poor academic outcomes.
Programs enhancing early social interactions and
contingencies produce significant long-term im-
provements in academic achievement, social ad-
justment, and economic success and are highly
cost effective (73–75).

The science of learning has also affected the
design of interventions with children with dis-
abilities. Speech perception requires the ability to
perceive changes in the speech signal on the time
scale of milliseconds, and neural mechanisms for
plasticity in the developing brain are tuned to
these signals. Behavioral and brain imaging ex-
periments suggest that children with dyslexia have
difficulties processing rapid auditory signals; com-
puter programs that train the neural systems re-
sponsible for such processing are helping children
with dyslexia improve language and literacy (76).
The temporal “stretching” of acoustic distinctions
that these programs use is reminiscent of infant-
directed speech (“motherese”) spoken to infants in
natural interaction (77). Children with autism spec-
trum disorders (ASD) have deficits in imitative
learning and gaze following (78–80). This cuts
them off from the rich socially mediated learning
opportunities available to typically developing chil-
dren, with cascading developmental effects. Young
children with ASD prefer an acoustically matched
nonspeech signal over motherese, and the degree
of preference predicts the degree of severity of
their clinical autistic symptoms (81). Children

Fig. 4. A social robot can operate autonomously with children in a
preschool setting. In this photo, toddlers play a game with the robot. One
long-term goal is to engineer systems that test whether young children
can learn a foreign language through interactions with a talking robot.
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with ASD are attracted to humanoid robots with
predictable interactivity, which is beginning to be
used in diagnosis and interventions (82).

Elementary and secondary school educators
are attempting to harness the intellectual curiosity
and avid learning that occurs during natural so-
cial interaction. The emerging field of informal
learning (83) is based on the idea that informal
settings are venues for a significant amount of
childhood learning. Children spend nearly 80%
of their waking hours outside of school. They
learn at home; in community centers; in clubs;
through the Internet; at museums, zoos, and aquar-
iums; and through digital media and gaming.
Informal learning venues are often highly social
and offer a form of mentoring, apprenticeship,
and participation that maximizes motivation and
engages the learner’s sense of identity; learners
come to think of themselves as good in tech-
nology or as budding scientists, and such self-
concepts influence children’s interests, goals, and
future choices (84, 85). A recent National Research
Council study on science education (83) cataloged
factors that enliven learning in informal learning
venues with the long-term goal of using them to
enhance learning in school.

In formal school settings, research shows that
individual face-to-face tutoring is the most ef-
fective form of instruction. Students taught by
professional tutors one on one show achievement
levels that are two standard deviations higher than
those of students in conventional instruction (86).
New learning technologies are being developed
that embody key elements of individual human
tutoring while avoiding its extraordinary financial
cost. For example, learning researchers have de-
veloped intelligent tutoring systems based on cog-
nitive psychology that provide an interactive
environment with step-by-step feedback, feed-
forward instructional hints to the user, and dy-
namic problem selection (19). These automatic
tutors have been shown to approximate the ben-
efits of human tutoring by adapting to the needs of
individual students, as good teachers do. Class-
rooms are becoming living laboratories as research-
ers and educators use technology to track and
collect data from individual children and use this
information to test theories and design curricula.

Conclusions
A convergence of discoveries in psychology, neu-
roscience, and machine learning has resulted in
principles of human learning that are leading to
changes in educational theory and the design of
learning environments. Reciprocally, educational
practice is leading to the design of new experi-
mental work. A key component is the role of “the
social” in learning.What makes social interaction
such a powerful catalyst for learning? Can key
elements be embodied in technology to improve
learning? How can we capitalize on social factors
to teach children better and to foster their natural
curiosity about people and things? These are
deep questions at the leading edge of the new
science of learning.
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Modern Riding Style Improves Horse
Racing Times
Thilo Pfau,* Andrew Spence, Sandra Starke, Marta Ferrari, Alan Wilson

Horse racing has existed in its current form
for over 200 years. The apparently un-
comfortable modern race riding posture

was developed in the United States in the late
19th century, introduced to the United Kingdom in
1897, and universally adopted by 1910. This change
in riding style (Fig. 1, A and B) corresponds to a
dramatic improvement of 5 to 7% in race times in the

United States between 1890 and 1900 and in the
United Kingdom between 1897 and 1910 (fig. S1),
strongly suggesting that the adopted posture bene-
fits racing performance. This improvement is greater
than that observed over the following century.

A jockey represents about 13% (~60 kg) of a
horse’s body mass (~450 kg), and both convention-
ally seated riders and sandbags elicit an increase in
mechanical and metabolic cost proportionate to the
mass of the load (1, 2). When weight is added to
racehorses’saddlecloths to handicap them, a propor-
tionate reduction in racing speed is observed (3). A

backpack frame that elastically rather than tightly cou-
ples the load to the wearer reduces the cost of load
carrying, possibly attributed to a reduction in the verti-
calmovement of thebackpack andhence thepotential
energy changes that thewearer’s legsmust produce (4).

Changes in kinetic energy and gravitational po-
tential energy of a horse during each stride of gallop
are substantial (5) and may be associated with the

metabolic cost of galloping (6), despite energy-
storing, springlike legs (7). We hypothesize that a
jockey (Fig. 1B) uncouples himself from the horse
bymoving relative to hismount. Fast-running quad-
rupeds appear insensitive to increases in weight (ef-
fective gravity) (8), but increased inertia (withweight)
is detrimental to athletic performance (1–3).

Wemeasured acceleration and calculated displace-
ment of horse (and jockey) by using Global Posi-
tioning System and two inertial sensors (9). Horse
displacementwas found to be 150T 8mmvertically,
and 100 T 7 mm in the fore-aft direction; jockey

displacement was 60 T 9 mm vertically, and 20 T
4mm in the fore-aft direction (Fig. 1C). The jockey’s
body moves little with respect to a world inertial
frame, and therefore the horse supports the jockey’s
weight but does not have to accelerate and decelerate
him or her through each stride cycle (Fig. 1C, top
left). The jockey’s legs oscillate in length while trans-
mitting a vertical force fluctuating about the jockey’s
bodyweight, resulting in substantialmechanical work
by the jockey (10). Interestingly, the jockey slightly
overcompensates for the horse’s motion (Fig. 1C).
Thus, displacement and velocity (hence kinetic en-
ergy) fluctuations of the jockey plus horse system
might be slightly smaller than that of the horse alone,
and the jockey could possibly “drive” the horse.

The crouched posture may confer an additional
small reduction in aerodynamic drag [≤130Wmech-

anical power (9); <2% horse mechanical
work at gallop (8)], but the modern posture
is highon thehorse (Fig. 1B) so there is little
change in frontal area and drag reduction is
unlikely to be the primary goal or benefit
(compare with a track cyclist’s posture).
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Fig. 1. (A) Jockeys demonstrating the tra-
ditional riding style in the United Kingdom
(finish photo of 1900 Derby Stakes). [Re-
printed from (11)] (B) The “martini glass”
posture in modern thoroughbred racing (2008
Epsom Derby Stakes). [Credit: Tom Stanhope,
Equine Action Images, www.equine-action-
images.com] (C) Fore-aft (or craniocaudal,
CC) and vertical (or dorsoventral, DV)movement
of jockey (top left, green) and horse (bottom left,
dark blue) with respect to constant velocity

motion; movement of jockey relative to horse (middle right, light blue). Black lines indicate mean stride, and arrows,
direction of movement. Phase in relation to contact of nonlead front leg (0%) is denoted by dots at 10% of stride
values on the mean trajectory; air phase around 40 to 60%. Horses show larger amplitudes than jockeys, notably in
the fore-aft direction. Horse and relative jockey movement are about 180° out of phase.
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Demographic Variability, Vaccination,
and the Spatiotemporal Dynamics of
Rotavirus Epidemics
Virginia E. Pitzer,1,2* Cécile Viboud,2 Lone Simonsen,3 Claudia Steiner,4
Catherine A. Panozzo,5 Wladimir J. Alonso,2 Mark A. Miller,2 Roger I. Glass,2
John W. Glasser,5 Umesh D. Parashar,5 Bryan T. Grenfell1,2,6

Historically, annual rotavirus activity in the United States has started in the southwest in late fall
and ended in the northeast 3 months later; this trend has diminished in recent years. Traveling
waves of infection or local environmental drivers cannot account for these patterns. A transmission
model calibrated against epidemiological data shows that spatiotemporal variation in birth rate can
explain the timing of rotavirus epidemics. The recent large-scale introduction of rotavirus vaccination
provides a natural experiment to further test the impact of susceptible recruitment on disease dynamics.
The model predicts a pattern of reduced and lagged epidemics postvaccination, closely matching the
observed dynamics. Armed with this validated model, we explore the relative importance of direct
and indirect protection, a key issue in determining the worldwide benefits of vaccination.

The importance of rotavirus as a leading
cause of severe diarrhea among children
in both developed and developing coun-

tries has captured the attention of policy-makers
and vaccine manufacturers in recent years. Rota-

virus is ubiquitous in the population; individuals
are infected multiple times during their life span,
usually via fecal-oral transmission (1). In adults,
infection is typically asymptomatic; however, for
children who have not been previously exposed

to the virus, infection can lead to severe diarrhea
and vomiting and may require hospitalization or
result in death. About 610,000 deaths per year
worldwide can be attributed to rotavirus (2, 3). In
the United States, it is estimated that rotavirus
annually leads to ~60,000 hospitalizations and 30
to 40 deaths among children <5 years of age (4).
Two live, attenuated oral vaccines have recently
been licensed in North America and Europe and
have been demonstrated in clinical trials to
prevent 79 to 98% of episodes of severe rotavirus
diarrhea in vaccinated infants (5–9). Such vac-
cines have the potential to prevent considerable
numbers of rotavirus-related hospitalizations and
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Fig. 1. Spatiotemporal pattern of rotavirus epidemics and birth rates in
the United States. (A) Map of mean week of rotavirus activity for the
period from 1991–1997 and 2000–2006. Mean timing of annual rotavirus
activity was calculated for states that reported rotavirus-positive specimens

to the NREVSS for at least four of the six rotavirus seasons. (B) Average
crude birth rates by state (live births per 1000 estimated population per
year) for 1991–1997 and 2000–2006 according to National Vital Sta-
tistics Reports.
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deaths worldwide. Analyzing the impact of vacci-
nation on the incidence of severe diarrhea, however,
requires an understanding of the underlying dy-
namics of rotavirus infection.

Analysis of rotavirus epidemiological data
from the continental United States indicates that
disease incidence is highly seasonal and spatially
structured. Until the late 1990s, annual epidemics
peaked in the southwest in December to January
and appeared to spread northeast, where epidem-
ics peaked in March to April (Fig. 1A) (10–12).
In recent years, this spatiotemporal pattern has
become less pronounced, primarily because epi-
demics have occurred later in southwestern states
(Fig. 1A) (13). The spatiotemporal pattern exhibited
by rotavirus differs from that of other acute seasonal
infections in the United States, notably influenza,
for which epidemics tend to begin in major popu-
lation centers relatively synchronously and spread
to less populous areas in correlation with work
commutes (14). Such hierarchical patterns are con-
sistent with “gravity models” (15), which assume
local extinction followed by annual reinvasion
from outside of the United States (16). By con-
trast, the available epidemiological and viral phy-
logenetic evidence for rotavirus suggests local
persistence of infection during epidemic troughs
in summer months (10, 17–19).

If rotavirus does persist locally, then geographic
differences in the timing of rotavirus epidemics must
be driven by local heterogeneities in demographic

or environmental factors. Although climatic factors
have traditionally been suspected to be the under-
lying cause of rotavirus seasonality and patterns of
spread (20), the spatiotemporal signature of rotavirus
in the United States is too complex to be explained
by a single environmental gradient (13).We quanti-
fied the impact of several environmental factors on
rotavirus epidemic patterns, including solar radia-
tion, precipitation, vapor pressure, and temperature.
Univariate and multivariate regression suggested
that such factors could not explain the observed
variability in timing of rotavirus epidemics either
across states or over time (10).

Alternatively, birth rates are known to play an
important role in epidemic dynamics and can
affect both regional spatial and temporal patterns
(21–23). Birth rates have traditionally been ~30%
higher in the southwestern United States than in
the northeast, but over the past decade rates have
declined by 10 to 25%, particularly in California
(Fig. 1B) (24, 25). We found that the state-to-
state and year-to-year variation in birth rates was
consistent with the observed variability in the
timing of rotavirus epidemics in the United States;
that is, earlier epidemics tended to occur in local-
ities having higher birth rates in the year leading
up to the rotavirus season (Pearson’s correlation
coefficient r = –0.57, P < 0.001). Furthermore,
regression analysis confirmed that birth rates were
strongly associated with rotavirus epidemic tim-
ing, explaining 65 to 71% of the spatial variation

across states and 61% of temporal trends (10)
(table S1).

Model description.Wedeveloped an age- and
state-stratified transmission model for rotavirus
to test whether the spatiotemporal signature of
epidemics could be generated by geographic var-
iability in birth rate. Themodel allows for individuals
to be infected multiple times over the course of their
life; each infection is followed by a temporary period
of complete immunity and confers an increased level
of incomplete protection, both against infection and
against severe diarrhea-given infection (Fig. 2A).
This reflects the current understanding of rotavirus
epidemiology and immunity (10).

The model assumes seasonal variation in the
instantaneous transmission rate: b(t) = b0{1 +
acos[2p(t – ϕ)]}; here, b0 is the baseline trans-
mission rate, a is the amplitude of seasonality, andϕ
is a seasonal offset parameter. We used data from
the State Inpatient Databases (SID) of the U.S.
Healthcare Cost and Utilization Project (HCUP)
(26) for a subset of 16 states with monthly hospi-
tal discharge data from January 1993 to December
2004. We explored four possible assumptions for
mixing between age groups and found that the
best-fitting model included an age-related peak in
the rate of transmission to children <3 years of age
[based on Akaike information criterion, (10)].

The rate of hospitalizations for rotavirus pre-
dicted by the model was similar to the reported
incidence (Fig. 2B), as was the age distribution of

M

S0 I1 R1

S1 I2 R2

S2 IA RA

Primary 
infection

Secondary 
infection

Subsequent 
asymptomatic infection

Births

Jan 1999 Jan 2000 Jan 2001 Jan 2002 Jan 2003 Jan 2004 Jan 2005
0

500

1000

1500

N
o.

 o
f r

ot
av

iru
s 

ho
sp

ita
liz

at
io

ns
  

(p
er

 m
on

th
)

 

Hospitalization data
Fitted model

0 mo 2 mo 4 mo 6 mo 8 mo 10 mo 1 yr 3 yr
0

0.1

0.2

0.3

0.4

P
ro

po
rt

io
n 

of
 c

as
es

 in
 a

ge
 c

la
ss

 

B

C

Hospitalization data
Fitted model

11 12 13 14 15 16 17 18 19 20
−10

−5

0

5

10

15

20

Crude birth rate (live births per 1,000 estimated population per year )

M
ea

n 
tim

in
g 

of
 ro

ta
vi

ru
s 

ac
tiv

ity
 (w

ee
k 

re
la

tiv
e 

to
 J

an
 1

)

D

 

 
Data for 23 states over 15 seasons

Relationship predicted by model

A

Fig. 2. Description of model and model fit. (A) Compartmental diagram
illustrating the transmission model. See (10) for a more detailed descrip-
tion. (B and C) Fit of the model to age-specific hospitalization data from
the California HCUP SID for (B) the number of hospitalizations per month
in children 0 to 4 years of age and (C) the age distribution of hospitalized
rotavirus cases (0 to 11 months and 1 to 4 years of age). (D) Timing of
rotavirus epidemics based on laboratory-confirmed NREVSS data versus
the state-specific crude birth rate in the preceding year. We calculated the
mean timing of annual rotavirus activity for each of the 23 states and 15
rotavirus seasons (1991 to 2006) by weighting each calendar week by the
proportion of rotavirus detections occurring that week. Observed data are
plotted in blue, whereas the red dots represent predictions from the fitted
model driven by birth rate. The relationship between the birth rate and
timing of epidemics predicted by ourmodel is given by the solid black line,
whereas the shaded area between dashed lines represents the 95%
confidence interval for the predicted relationship.
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cases (<0.025 difference in the proportion of
cases in any given 1-year age group) (Fig. 2C).
When we incorporated information on the de-
clining birth rate in California, the model predicted
a seasonal peak of rotavirus activity gradually
shifting from early January to February in this state
(Fig. 2B). If we modeled a constant birth rate over
this time period, the model was unable to capture
the observed change in the timing of rotavirus
epidemics and did not fit the data as well (10).

Effect of birth rate on epidemic timing across
the United States. We then tested the birth rate
effect for the entire country by using weekly data
on the total number of rotavirus-positive speci-
mens reported to the Centers of Disease Control
and Prevention (CDC) through the National Res-
piratory and Enteric Virus Surveillance System
(NREVSS). Laboratories throughout the United
States voluntarily reported weekly information
on rotavirus activity for the period from July
(calendar week 27) 1991 to June (calendar week
26) 2006. We focused our analysis on the 23
states with at least 40 positive specimens reported
each season over the study period.

The observed relationship between the timing
of annual rotavirus activity (10) and mean birth rate
was well captured by our fitted model (Fig. 2D).
When the recruitment of susceptibles was high
(around 20 live births per 1000 total population
per year), epidemics tended to occur earlier (late
November to early December), and when birth rate
was low (around 12 per 1000), epidemics occurred
on average 3 months later. A model with constant

average birth rate in space and time failed to capture
the spatiotemporal dynamics of the disease (10).

Impact of vaccination. In February 2006, the
RotaTeq vaccine (Merck) was introduced into
the routine vaccination schedule for U.S. infants.
Coverage with at least one dose of the vaccine by
3 months of age increased to about 60% by
March 2008 (10). Data from NREVSS and the
New Vaccine Surveillance Network (NVSN) in-
dicate that the 2007–2008 rotavirus season was
delayed by about 2 to 4 months and substantially
diminished in size relative to epidemics in previ-
ous years (Fig. 3A) (27). Because vaccination
effectively reduces the rate of recruitment of sus-
ceptible individuals, akin to a decline in birth rate,we
can validate our model by comparing the predicted
impact of vaccination to the observed dynamics.

We assumed that the vaccine conferred a pro-
tective effect similar to that of primary infection
(average vaccine efficacy of 80.3% against severe
diarrhea) (9). Although the vaccine does not com-
pletely protect against infection with rotavirus
(vaccine efficacy of 36.5% against infection), it
substantially decreases the probability of develop-
ing severe diarrhea (10). Weekly vaccine coverage
levels were interpolated on the basis of monthly
one-dose coverage estimates derived from health
insurance claims data for children <3 months of
age (10). We explored a variety of assumptions
about the relative effectiveness of the one-dose
coverage estimates compared with the proportion
who receive the full three-dose protective effect
conferred by the vaccine (10).

Our model predicted that the introduction of
the RotaTeq vaccine in 2006 would lead to a
small decrease in the incidence of severe diarrhea
during the initial 2006–2007 season (Fig. 3B)
and a larger decline and delay in the epidemic
during 2007–2008 (Fig. 3C). These predicted dy-
namics captured the observed effects of vaccina-
tion (Fig. 3, A to C). If the relative effectiveness
of the one-dose coverage estimates was assumed
to be ~70%, as compared with the full three-dose
vaccine schedule, then the model generated a good
quantitative match with the observed impact of
vaccination during 2007–2008 (Fig. 3, A to C).
Model predictions suggest that the 2008–2009
season will be characterized by somewhat ele-
vated rotavirus transmission during the summer
and fall and a smaller epidemic peak occurring
about 1 month later than in the prevaccination
era. Thereafter, there will be a similar pattern of
smaller yearly epidemics if vaccine coverage re-
mains at its current level (~68% coverage with
one dose) (Fig. 3D).

Lastly, we quantified the expected long-term
impact of rotavirus vaccination at a variety of
coverage levels. Vaccination is predicted to result
in both decreased incidence of severe diarrhea
and decreased prevalence of symptomatic and
asymptomatic infections (Fig. 4). However, a
single course of the vaccine will not eliminate the
disease completely if the effect of vaccination is
truly comparable to the protection provided by
primary infection. This is unsurprising given that
the duration of immunity against natural rotavirus
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Fig. 3. Effect of vaccination on the
size and timing of the epidemic in
the first and second years following
the introduction of the vaccine. (A)
Weekly number of rotavirus-positive
tests from participating NREVSS labo-
ratories, 1991–2006, compared with
2007–2008, by week of year. (B and
C) Weekly incidence of laboratory-
confirmed rotavirus detections pre-
dicted by the model for an average
prevaccination epidemic (black) and
the epidemic in the (B) first year and
(C) second year after the introduc-
tion of the vaccine, given one-dose
vaccine coverage estimates and as-
suming 50 to 100% relative effectiveness. (D) Time series of model predictions for effect of vaccination (introduced in 2006) on the incidence of laboratory-
confirmed rotavirus (blue), assuming vaccine coverage (red) remains at its current level (~68% with one dose, with 70% relative effectiveness).
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infection is not lifelong (28). Our model also in-
dicated that there is little or no indirect protection
against severe diarrhea (Fig. 4A). As the age at
immunization increases [i.e., if protection only
occurs after two or three doses of the vaccine
(10)], more individuals can be infected before
being fully immunized, thereby reducing the ben-
efit of vaccination. However, the decrease in clin-
ical severity (and thereby the infectiousness) of
subsequent infections in vaccinated individuals
leads to some indirect protection against infection
in general. Under all vaccination schemes, the
reduction in the prevalence of infection is greater
than that predicted by the direct effect of vac-
cination alone (Fig. 4B); for example, herd im-
munity provides an additional 15 to 25% reduction
in infection prevalence at 70% vaccine coverage.

The average age of severe diarrhea cases is pre-
dicted to increase with higher vaccine coverage (Fig.
4C). The decrease in prevalence of infection in the
population delays the time to primary (and secon-
dary) infection such that the average age of severe
diarrhea cases increases from 1.5 years old to 4.6 to
7.7 years old, depending on the age at immunization.
This increase in the average age of first infection
could lead to further decreases in the incidence of
severe diarrhea (beyond those predicted by the mod-
el) if cases in older children tend to be less severe
compared with those in infants (29).

As vaccine coverage level increases, the epi-
demic peaks occur later than prevaccination, but
there tends to be less seasonal variation in the

number of rotavirus cases; as a result, the mean
timing of rotavirus activity may occur slightly
earlier (Fig. 4D). This effect is similar to the birth
rate dropping below currently observed levels.
As vaccine coverage reaches about 70 to 80%,
our model indicates that rotavirus activity follows
a pattern of biennial epidemics (reflecting the non-
linear feedback of herd immunity). Still higher
vaccine coverage levels can lead to potentially
irregular dynamics (particularly if we consider
stochastic variations) and a period of years in
which there are very few cases of severe diarrhea.

Discussion. The analysis of spatiotemporal
epidemic patterns has considerable power to help
illuminate epidemic dynamics. Traveling waves of
infection originating in large population centers
have been noted and described for measles (21),
rabies (30), dengue (31), and influenza (14). Un-
like these pathogens, however, rotavirus infection
appears to persist throughout the year even in
relatively small populations, possibly through re-
curring infections in adults (10, 17, 18).

We propose that spatiotemporal variation in
birth rate can lead to secular changes in the pat-
tern of rotavirus epidemics. If individuals experi-
encing their first infection are the primary drivers
of epidemics, then demographic changes will have
a strong influence on epidemic dynamics. At cur-
rent rates of susceptible recruitment, small (~5%)
seasonal variation in transmissibility can lead to
strongly seasonal outbreaks of rotavirus resulting
from the annual depletion of infants susceptible

to primary infection. The observed variation in
birth rates over time and space dictates the rela-
tive timing of epidemics across the United States,
as evidenced by a state-specific rotavirus trans-
mission model calibrated against rich epidemio-
logical data sets. Qualitatively similar relationships
between rotavirus dynamics and the recruitment
of susceptibles have been observed in other coun-
tries and time periods (10). By contrast, other
nondemographic factors may explain why trans-
missibility tends to be slightly greater in the winter
in the United States and elsewhere (10).

The large-scale introduction of pediatric rota-
virus vaccination in the United States provides
a natural experiment to validate our model, by
reducing the recruitment rate of fully susceptible
individuals. Incorporating this effect into themodel
predicts the changes in spatiotemporal dynamics of
epidemics associated with early vaccination efforts,
verifying our demographic hypothesis. Vaccination
against rotavirus has reduced the incidence of se-
vere diarrhea and could lead to changes in the
average age of cases and the timing of epidemics.
Furthermore, the vaccination program is predicted
to decrease the overall prevalence of infection by a
degree that is greater than that predicted by the
direct effect of vaccination alone.

Although ourmodel reproduced several features
of the spatiotemporal dynamics of rotavirus in the
United States, further refinement of the model may
be necessary (10).Wehave only implicitly accounted
for the interaction between different strains of rota-

Fig. 4. Population dy-
namic impact of vacci-
nation. Vaccination was
included in the model
assuming coverage (c)
between 0 and 100%
and age at immunization
of 0 (blue), 4 (green), or
8 (red) months of age
(comparable to assuming
acquisition of immunity
after first, second, or last
dose of the vaccine). Plots
show the effect of vacci-
nation predicted by the
model 10 years after the
vaccine is introduced on
(A) the average incidence
of severe diarrhea, (B) the
prevalence of symptomatic
and asymptomatic infec-
tion, (C) the average age
of severe diarrhea cases,
and (D) the timing of epi-
demics relative to the pre-
vaccination timing. The
dots represent the model-
predicted timing, while the
lines represent the fitted
relationship for coverage =
0 to 70%. Note that ep-
idemics occur biennially
when vaccination cover-
age exceeds 70%. The dotted black lines in (A) and (B) represent the direct effect of vaccination assuming immunization at birth.
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virus, for which there may be varying degrees of
homotypic and heterotypic immunity (32). Sec-
ondary infections may occur only when individ-
uals encounter a strain that substantially differs
from the one causing primary infection. Further-
more, the true effect of vaccination may differ
slightly from that suggested by our model. If vac-
cination conferred highly protective immunity com-
parable to that exhibited after two natural infections,
our model suggests that the level of herd immunity
generated by vaccination could lead to the elimina-
tion of the infection from the population at very high
coverage levels (10). However, one cannot rule out
the possible emergence of new rotavirus strains in
response to vaccine pressure, and information on
rotavirus genetic diversity will be crucial to under-
stand the long-term effectiveness of any immuni-
zation program.

We can extend our U.S.-based analysis to the
context of developing countries, where rotavirus
remains a substantial cause of childhood morbidity
and mortality and disease dynamics differ. The high
birth rates typical of developing countries may help
explainwhy rotavirus exhibits less seasonal varia-
tion in such settings (33), although climatic factors
could also play a role. In addition, rotavirus vaccine
efficacy remains somewhat unclear in developing
country settings and could be lower than in the
United States because of several factors that might
interfere with vaccine performance (e.g., presence
of maternal antibodies, high levels of coinfection
with other enteropathogens, higher rates of mal-
nutrition, and greater prevalence of uncommon
rotavirus strains). Efficacy trials of rotavirus vac-
cines are ongoing in several countries of Asia and
Africa, and results are expected in the next 6 to 12
months. Differences in population demographics,

epidemiology of rotavirus disease, and, potentially,
vaccine effectiveness, would need to be carefully
considered when predicting the benefits of vacci-
nation in developing countries, and the vaccine ex-
perience of industrialized nations may not directly
translate to countries with high rotavirus mortality
burden. Introducing vaccination would likely de-
crease the overall burden of disease but could have
important dynamic consequences, which are key
to explore in future research.
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Nonlocal Transport in the
Quantum Spin Hall State
Andreas Roth,1 Christoph Brüne,1 Hartmut Buhmann,1 Laurens W. Molenkamp,1*
Joseph Maciejko,2,3 Xiao-Liang Qi,2,3 Shou-Cheng Zhang2,3

Nonlocal transport through edge channels holds great promise for low-power information
processing. However, edge channels have so far only been demonstrated to occur in the quantum
Hall regime, at high magnetic fields. We found that mercury telluride quantum wells in the
quantum spin Hall regime exhibit nonlocal edge channel transport at zero external magnetic
field. The data confirm that the quantum transport through the (helical) edge channels is
dissipationless and that the contacts lead to equilibration between the counterpropagating spin
states at the edge. The experimental data agree quantitatively with the theory of the quantum
spin Hall effect. The edge channel transport paves the way for a new generation of spintronic
devices for low-power information processing.

The search for topological states of quantum
matter has become an important goal in
condensed matter physics. Inside a topolog-

ical insulator, the conventional laws of electro-
dynamics are substantially altered (1), which may
have applications in constructing novel devices
for the processing of (quantum) information. The

quantum spin Hall (QSH) state (2, 3) is a topo-
logically nontrivial state of matter that exists in
the absence of any external magnetic field. It has
a bulk energy gap but gapless helical edge states
protected by time reversal symmetry. In the QSH
regime, opposite spin states forming a Kramers
doublet counterpropagate at the edge (4, 5). Re-

cently, the QSH state was theoretically predicted
in HgTe quantum wells (6). There is a topolog-
ical quantum phase transition at a critical thick-
ness dc of the quantum well, separating the trivial
insulator state for d < dc from the QSH insulator
state for d > dc. Soon after the theoretical pre-
diction, evidence for the QSH state was observed
in transport measurements (7). In the QSH re-
gime, experiments measured a conductance G
close to twice the quantum unit of conductance
G = 2e2/h (where e is the charge on the electron
and h is Planck’s constant); this value is con-
sistent with quantum transport due to helical edge
states. However, such a conductance quantization
in small Hall bar geometries does not allow us to
distinguish experimentally between ballistic and
edge channel transport in a convincing manner.
Thus, it is important to be able to prove experi-
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plex Material Systems, Universität Würzburg, Am Hubland,
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mentally in an unambiguous manner the exis-
tence of edge channels in HgTe quantum wells.

Ohm’s law versus nonlocal transport. In
conventional diffusive electronics, bulk transport
satisfies Ohm’s law. The resistance is proportional
to the length and inversely proportional to the cross-
sectional area, implying the existence of a local

resistivity or conductivity tensor. However, the exis-
tence of edge states necessarily leads to nonlocal
transport, which invalidates the concept of local
resistivity. Such nonlocal transport has been experi-
mentally observed in the quantumHall (QH) regime
in the presence of a large magnetic field (8), and the
nonlocal transport is well described by a quantum

transport theory based on the Landauer-Büttiker
formalism (9). These measurements constitute de-
finitive experimental evidence for the existence of
edge states in the QH regime.

We report nonlocal transport measurements
in HgTe quantum wells that demonstrate the exis-
tence of the predicted extended edge channels. We
have fabricated structures more complicated than a
standardHall bar that allow a detailed investigation
of the transport mechanism. In addition, we present
the theory of quantum transport in the QSH regime,
and uncover the effects of macroscopic time ir-
reversibility on the helical edge states.

Device structure. We present experimental
results on four different devices. The behavior
in these structures is exemplary for the ~50 de-
vices we studied. The devices were fabricated
from HgTe/(Hg,Cd)Te quantum well structures
with well thicknesses of d = 7.5 nm (samples
D1, D2, and D3) and 9.0 nm (sample D4). Note
that all wells have a thickness d > dc ≈ 6.3 nm,
and thus exhibit the topologically nontrivial in-
verted band structure. At zero gate voltage, the
samples are n-type and have a carrier density of
ns ≈ 3 × 1011 cm–2 and a mobility of 1.5 × 105

cm2 V–1 s–1, with small variations between the
different wafers. The devices are lithographi-
cally patterned using electron-beam lithography
and subsequent Ar ion-beam etching. Devices
D1 and D2 are micrometer-scale Hall bars with
exact dimensions as indicated in the insets of
Fig. 1. Devices D3 and D4 are dedicated struc-
tures for identifying nonlocal transport, with
schematic structure given in Fig. 2. All devices
are fitted with a 110-nm-thick Si3N4/SiO2 multi-
layer gate insulator and a Ti (5 nm)–Au (50 nm)
gate electrode stack.

By applying a voltage Vg to the top gate, the
electron carrier density of the quantum well can
be adjusted, going from an n-type behavior at
positive gate voltages through the bulk insulator
state into a p-type regime at negative gate volt-
ages. For reasons of comparison, the experimental
data in Figs. 1, 3, and 4 are plotted as a function
of a normalized gate voltage V* = Vg – Vthr (Vthr
is defined as the voltage for which the resistance
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Fig. 1. Two-terminal (R14,14) (top two traces) and four-terminal (R14,23) (bottom traces) resistance versus
(normalized) gate voltage for the Hall bar devices D1 and D2 with dimensions (length × width) as indicated.
The dotted blue lines indicate the resistance values expected from the Landauer-Büttiker approach.

Fig. 2. Schematic layout
of devices D3 (A) and D4
(B). The gray areas are the
mesas, the yellow areas
the gates, with dimensions
as indicated. The numbers
indicate the coding of the
leads.

Fig. 3. Four- and two-terminal
resistance measured on device
D3: (A) R14,23 (red line) and R14,14
(green line) and (B) R13,54 (red
line) and R13,13 (green line). The
dotted blue lines indicate the ex-
pected resistance value from a
Landauer-Büttiker calculation.
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is largest). Measurements were performed at a
lattice temperature of 10 mK for samples D1,
D2, and D3 and at 1.8 K for sample D4, using
low-frequency (13 Hz) lock-in techniques under
voltage bias. The four-terminal resistance (Fig. 1)
shows a maximum at about h/2e2, in agreement
with the results of (7). The contact resistance should
be insensitive to the gate voltage and can be mea-
sured from the resistance deep in the metallic region.
By subtracting the contact resistance, we find that
the two-terminal resistance has its maximum at
about 3h/2e2 (Fig. 1). This value is exactly what is
expected from the theory of QSH edge transport
obtained from the Landauer-Büttiker formula.

Transport on the edge. Within the general
Landauer-Büttiker formalism (10), the current-
voltage relationship is expressed as

I i ¼ e2

h
∑
j
ðTjiV i − TijV jÞ ð1Þ

where Ii is the current flowingout of the ith electrode
into the sample region, Vi is the voltage on the ith
electrode, and Tji is the transmission probability
from the ith to the jth electrode. The total current is
conserved in the sense that∑ iIi = 0. Avoltage lead
j is defined by the condition that it draws no net
current (i.e., Ij = 0). The physical currents are left
invariant if the voltages on all electrodes are shifted
by a constant amount m, implying that∑iTij =∑iTji.
In a time reversal–invariant system, the transmis-
sion coefficients satisfy the condition Tij = Tji.

For a general two-dimensional sample, the
number of transmission channels scales with the
width of the sample, so that the transmission matrix
Tij is complicated and nonuniversal. However, a
tremendous simplification arises if the quantum
transport is entirely dominated by the edge states.
In the QH regime, chiral edge states are respon-
sible for the transport. For a standard Hall bar with
N current and voltage leads attached (compare the
insets of Fig. 1 with N = 6), the transmission
matrix elements for the n = 1 QH state are given
by T(QH) i+1,i = 1, for i = 1, …, N, and all other
matrix elements vanish identically. Here we peri-
odically identify the i =N + 1 electrode with i = 1.
Chiral edge states are protected from backscatter-
ing; therefore, the ith electrode transmits perfectly
to the neighboring (i + 1)th electrode on one side
only. In the example of current leads on electrodes

1 and 4, and voltage leads on electrodes 2, 3, 5,
and 6, one finds that I1 = –I4 ≡ I14, V2 – V3 = 0,
and V1 – V4 = (h/e2)I14, giving a four-terminal
resistance of R14,23 = 0 and a two-terminal resist-
ance of R14,14 = h/e2.

In the case of helical edge states in the QSH
regime, opposite spin states form a Kramers pair,
counterpropagating on the same edge. The helical
edge states are protected from backscattering due to
time reversal symmetry, and the transmission from
one electrode to the next is perfect. From this point
of view, the helical edge states can be viewed as
two copies of chiral edge states related by time re-
versal symmetry. Therefore, the transmission matrix
is given by T(QSH) = T(QH) + T†(QH), imply-
ing that the only nonvanishing matrix elements are
given by

T(QSH)i+1,i = T(QSH)i,i+1 = 1

Considering again the example of current leads
on electrodes 1 and 4 and voltage leads on elec-
trodes 2, 3, 5, and 6, one finds that I1 = –I4 ≡
I14, V2 – V3 = (h/2e2)I14, and V1 – V4 = (3h/e2)I14,
giving a four-terminal resistance ofR14,23 = h/2e

2

and a two-terminal resistance of R14,14 = 3h/2e2.
The experimental data in Fig. 1 confirm this
picture. For both micro–Hall bar structures D1
and D2 that differ only in the dimensions of the
area between voltage contacts 3 and 4, we ob-
serve exactly the expected resistance values for
R14,23 = h/ 2e2 and R14,14 = 3h/ 2e2 for gate
voltages where the samples are in the QSH regime.

Dissipationless transport. Conceptually, one
might sense a paradox between the dissipation-
less nature of the QSH edge states and the finite
four-terminal longitudinal resistance R14,23, which
vanishes for the QH state. We can generally as-
sume that the microscopic Hamiltonian governing
the voltage leads is invariant under time reversal
symmetry; therefore, one would naturally ask
how such leads could cause the dissipation of
the helical edge states, which are protected by
time reversal symmetry. In nature, the time re-
versal symmetry can be broken in two ways: at
the level of the microscopic Hamiltonian, or at
the level of the macroscopic irreversibility in
systems whose microscopic Hamiltonian respects
the time reversal symmetry. When the helical edge

states propagate without dissipation inside the
QSH insulator between the electrodes, neither form
of time reversal symmetry breaking is present.
As a result, the two counterpropagating channels
can be maintained at two different quasi–chemical
potentials, leading to a net current flow. However,
once they enter the voltage leads, they interact
with a reservoir containing infinitely many low-
energy degrees of freedom, and the time reversal
symmetry is effectively broken by the macroscop-
ic irreversibility. As a result, the two counterprop-
agating channels equilibrate at the same chemical
potential, determined by the voltage of the lead.
Dissipation occurs with the equilibration process.
The transport Eq. 1 breaks the macroscopic time
reversal symmetry, even though the microscopic
time reversal symmetry is ensured by the relation-
ship Tij = Tji. In contrast to the case of QH state,
the absence of dissipation of the QSH helical edge
states is protected by Kramers’ theorem, which
relies on the quantum phase coherence of wave
functions. Thus, dissipation can occur once the
phase coherence is destroyed in the metallic leads.
By contrast, the robustness of QH chiral edge
states does not require phase coherence. The result
of a more rigorous and microscopic analysis on
the different role played by a metallic lead in
QH and QSH states (11) agrees with the simple
transport Eqs. 1 and 2. These two equations, which
correctly describe the dissipationless quantum
transport inside the QSH insulator and the dis-
sipation inside the electrodes, can be subjected
to more stringent experimental tests than the
two- and four-terminal experiments of Fig. 1 by
considering devices D3 and D4 (Fig. 2).

Helical versus chiral. A further difference
between helical and chiral edge channels is evident
fromour experiments on the six-terminal deviceD3
(Fig. 3).When the longitudinal resistance of device
D3 is measured by passing a current through con-
tacts 1 and 4 and by detecting the voltage between
contacts 2 and 3 (R14,23), we find, similar to the
results of Fig. 1, a resistance value of h/2e2 when
the bulk of the device is gated into the insulating
regime (Fig. 3A). However, the longitudinal resist-
ance is markedly different in a slightly modified
configuration, where the current is passed through
contacts 1 and 3 and the voltage is measured be-
tween contacts 5 and 4 (R13,54) (Fig. 3B). We now
find R13,54 ≈ 8.6 kilohms, which is markedly
different from what one would expect for either
the QH transport or the purely diffusive transport,
where this configuration would be equivalent to
the previous one. Application of Eqs. 1 and 2
actually predicts that the observed behavior is
indeed what one expects for helical edge chan-
nels. This resistance value can again be expressed
as an integer fraction of the inverse conductance
quanta e2/h: R13,54 = h/3e2. This result shows that
the current through the device is influenced by
the number of ohmic contacts in the current path.
These ohmic contacts lead to the equilibration of
the chemical potentials between the two counter-
propagating helical edge channels inside the
contact. There are also some devices for which

Fig. 4. Nonlocal four-terminal resist-
ance and two-terminal resistance mea-
sured on the H-bar device D4: R14,23
(red line) and R14,14 (green line). Again,
the dotted blue line represents the the-
oretically expected resistance value.

(2)
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the maximal resistance does not match the the-
oretical value obtained from Eqs. 1 and 2, but still
remains an integer fraction of the quantum h/e2.
This result can be naturally understood as due to
inhomogeneities in the gate action (e.g., due to
interface trap states) inducing some metallic drop-
lets close to the edge channels while the bulk of
the sample is insulating. A metallic droplet can
cause dephasing of the electronic wave function,
leading to fluctuations in the device resistance.
For full dephasing, the droplet plays the role of an
additional ohmic contact, just as for the chiral
edge channels in the QH regime (8). More details
on the effects of additional ohmic contacts in the
QSH state are given in (11).

Another measurement that directly confirms
the nonlocal character of the helical edge chan-
nel transport in the QSH regime is in Fig. 4,
which shows data obtained from device D4, in
the shape of the letter H. In this four-terminal
device, the current is passed through contacts
1 and 4 and the voltage is measured between
contacts 2 and 3. In the metallic n-type regime
(low gate voltage), the voltage signal tends to zero.
In the insulating regime, however, the nonlocal
resistance signal increases to ~6.5 kilohms, which
again fits perfectly to the result of Laudauer-
Büttiker considerations: R14,23 = h/4e2 ≈ 6.45
kilohms. Classically, one would expect only a
minimal signal in this configuration (from Pois-
son’s equation, assuming diffusive transport, one
estimates a signal of about 40 ohms), and cer-
tainly not one that increases so strongly when
the bulk of the sample is depleted. This signal
measured here is fully nonlocal and can be taken
(as was done 20 years ago for the QH regime) as
definite evidence of the existence of edge chan-
nel transport in the QSH regime. A similar non-
local voltage has been studied in a metallic spin

Hall system with the same H-bar geometry (12),
in which case the nonlocal voltage can be under-
stood as a combination of the spin Hall effect
and the inverse spin Hall effect (13). The quan-
tized nonlocal resistance h/4e2 we find here is
the quantum counterpart of the metallic case.
For example, if we assume that the chemical po-
tential in contact 1 is higher than that in contact
4 (compare to the layout of D4 in Fig. 2B), more
electrons will be injected into the upper edge
state in the horizontal segment of the H-bar than
into the lower edge state. Because on opposite
edges the right-propagating edge states have op-
posite spin, this implies that a spin-polarized cur-
rent is generated by an applied bias V1 – V4,
comparable to a spin Hall effect. When this spin-
polarized current is injected into the right leg of
the device, the inverse effect occurs. Electrons
in the upper edge flow to contact 2 while those
in the lower edge flow to contact 3, establishing
a voltage difference between those two contacts
due to the charge imbalance between the edges.
The right leg of the device thus acts as a detector
for the injected spin-polarized current, which cor-
responds to the inverse spin Hall effect.

Concluding remarks. The multiterminal and
nonlocal transport experiments on HgTe micro-
structures in the QSH regime demonstrate that
charge transport occurs through extended helical
edge channels. We have extended the Landauer-
Büttiker model for multiterminal transport in
the QH regime to the case of helical QSH edge
channels and have shown that this model con-
vincingly explains the observations. Logic de-
vices based on the complementary metal oxide
semiconductor design generate considerable heating
due to the ohmic dissipation within the channel.
Our work on conductance quantization demon-
strates that electrons can be transported coherently

within the edge channel without ohmic dissipa-
tion. Such an effect can be used to construct logic
devices with improved performance.
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Higher-Order Photon Bunching in a
Semiconductor Microcavity
M. Aßmann,1 F. Veit,1 M. Bayer,1* M. van der Poel,2 J. M. Hvam2

Quantum mechanically indistinguishable particles such as photons may show collective behavior.
Therefore, an appropriate description of a light field must consider the properties of an assembly
of photons instead of independent particles. We have studied multiphoton correlations up to
fourth order in the single-mode emission of a semiconductor microcavity in the weak and strong
coupling regimes. The counting statistics of single photons were recorded with picosecond time
resolution, allowing quantitative measurement of the few-photon bunching inside light pulses. Our
results show bunching behavior in the strong coupling case, which vanishes in the weak coupling
regime as the cavity starts lasing. In particular, we verify the n factorial prediction for the
zero-delay correlation function of n thermal light photons.

The discovery of two-photon bunching in
thermal light byHanburyBrown andTwiss
(1) marked a turning point for the develop-

ment of quantum optics (2) and has also found appli-

cations in a variety of fields, from particle physics
(3) to ultracold quantum gases (4). Photon bunch-
ing is the tendency of indistinguishable photons,
emitted by a thermal or chaotic light source, to show

an enhanced joint detection probability compared
with statistically independent particles that are
emitted, for instance, by lasers. The explanation of
this bunching relies on quantum interference be-
tween indistinguishable n particle probability ampli-
tudes leading to excess joint detections if the photon
number follows the Bose-Einstein distribution (5, 6).

The quantity describing bunching for two
photons is the second-order intensity correlation
function defined as

gð2Þðt,tÞ ¼ 〈:n%ðtÞn%ðt þ tÞ:〉
〈n%ðtÞ〉〈n%ðt þ tÞ〉 ð1Þ

where n% ¼ a% †a% is the photon number operator, t
and t + t are the detection times of the two

1Experimentelle Physik II, Technische Universität Dortmund,
D-44221 Dortmund, Germany. 2DTU Fotonik, Technical Uni-
versity of Denmark, DK-2800 Kongens Lyngby, Denmark.
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photons, and the double stops denote normal and
apex ordering of the underlying photon creation
and annihilation operators a% † and a% . This normal
ordering accounts for the change of the light field
by the detection of a photon (i.e., when one
photon is destroyed). g(2)(t,t) gives the average
value of joint detections normalized by the product
of the average photon numbers at times t and t + t.
The latter is the number of joint detections one
would expect if the photons were statistically
independent particles. In particular, the equal
time correlation function g(2)(t,0) is a direct quan-
titative measure of the joint detection probability.

Bunching is not limited to two-particle prob-
ability amplitudes, but it can be extended to the
interference of n particle probability amplitudes.
The second-order correlation function can be ex-
tended to arbitrary higher orders, thereby pro-
viding the most complete characterization of the
light field possible (7). The nth-order correlation
function is the average value of the joint de-
tections of n photons at times ti (where i = 1,…,n)
divided by the average photon numbers at the
respective times

gðnÞðt1:::tnÞ ¼
〈:∏n
i¼1

n%ðtiÞ:〉
∏
n

i¼1
〈n%ðtiÞ〉

ð2Þ

Because of the factorial increase of possible
permutations of amplitudes with increasing n for
indistinguishable photons, bunching is expected
to be even more prominent in higher orders: The
increase of the equal time joint detection probability
of n indistinguishable photons compared with the
case of statistically independent particles is predicted
to follow an n factorial dependence (8). In this gen-
eral form, the definition applies to stationary light
fields as well as to pulsed light fields. The only
difference is that the average in g(n) denotes a
time average in the stationary case, whereas it is
an average over an ensemble of equal pulses in
the nonstationary case. We will focus on equal
time correlations; that is, all ti in the definition of
g(n) are the same, and we average over all times t.
We will refer to this fixture as g(n)(t = 0).

However, photons are only indistinguishable
if the delays between their emission times do not
exceed the coherence time. For larger delays,
photon distinguishability switches the photon
number distribution to a Poissonian one, which
is the distribution of statistically independent
particles. In this case, no bunching will occur,
and g(n)(t = 0) will equal 1 for all orders of n.

Usual schemes for measuring photon bunch-
ing need precise alignment of n separate detec-
tors and suffer from insufficient time resolution
to measure the real g(n)(t = 0) (9), as the coher-
ence time is on the order of picoseconds (10).
Additionally, most of these schemes are only
suitable for stationary light fields or measure the
joint detections without any normalization (11)
or consecutive photon pairs (12). In all of these
cases, one needs to make assumptions about

g(n)(t = 0) to reconstruct it (13). It is therefore
desirable to be able to access photon bunching
directly on short time scales.

Here we studied g(n)(t = 0) of photons from
the radiative decay of microcavity polaritons. At
low densities, microcavity polaritons can be con-
sidered as bosons, which are created by the strong
coupling of photons confined in a cavity to exci-
tons confined in a semiconductor quantum well.
The resulting composite boson is of a mixed ex-
citonic and photonic nature. Accordingly, the far
field emission of the microcavity gives informa-
tion about the coherence properties of the polar-
itons as the emitted photons are a part of the
polaritonic wave function (14). As a consequence
of their steep dispersion, polaritons have a small
effective mass leading to a low density of states
and also to a high-state occupancy, which is a
prerequisite for efficient demonstration of photon
bunching of a single mode. Unfortunately, the
small effectivemass also results in a short lifetime of
the polaritons, on the picosecond scale. The coher-
ence time is expected to be on the order of pico-
seconds, which is much shorter than the time
needed to reach thermal equilibriumwith the lattice.

Nevertheless, in a regime where the ground state is
populated dominantly by direct carrier scattering
and polariton-polariton scattering is suppressed, one
can still achieve emission with thermal character-
istics [supporting online material (SOM) text (15)].

In this regime, one expects the microcavity to
be a chaotic light source with g(n)(t = 0) = n!.
Under high excitation power, polaritons no longer
follow the model of weakly interacting bosons
because of the fermionic nature of electrons and
holes. Coulomb interactions play a pronounced
role with increasing polariton density and man-
ifest as a substantial blue shift of the lower
polariton (LP) branch up to the point where the
strong coupling regime is bleached. The micro-
cavity turns into a vertical cavity surface-emitting
laser, where population inversion and, thus, con-
ventional photon lasing occurs. In this regime, one
expects g(n)(t = 0) = 1 for all orders of n.

We present experimental results of a photon-
bunching measurement scheme using a streak
camera, which directly measures all orders of
g(n)(t = 0) within a light pulse with a time res-
olution sufficient for semiconductor light sources.
We use a redesigned streak camera, in which the

Fig. 1. Integrated intensity
of 200,000 pictures com-
pared with a single snapshot.
(Insets) Exemplaric enlarged
binning areas of 10 ps con-
taining two-, three-, and
four-photon combinations.

Fig. 2. Momentum distribution of the polaritons as measured by angle-resolved photoluminescence for
three different excitation densities: (A) 50 mW (far below the lasing threshold), (B) 1.5 mW (at the lasing
threshold), and (C) 10 mW (above threshold). The false color scale is linear. The black dashed lines
indicate the dispersion of the LP and the bare cavity mode.
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photons hit a photocathode and are converted
into photoelectrons. These photoelectrons are
then accelerated by time-dependent voltages and
hit a phosphorus screen. Single pictures of the
afterglow of this screen are recorded by a charge-
coupled device’s (CCD) camera. Because of the
precisely controllable ramp voltage, the vertical
position of the electron hitting the phosphorus
screen is a direct measure of the arrival time of
the photon with picosecond time resolution.
Another slow, horizontal ramp voltage allows us
to record the emission after several pulsed exci-
tations on one screen, with the horizontal po-
sition of the photon hitting the phosphorus screen
enabling us to distinguish between different pulses.
Then pixel binning is performed. The horizontal
width of the binning area is determined by the
pulse width on the CCD. The vertical length of the
binning area determines the time window con-
sidered as simultaneous and, therefore, also the

time resolution of the system. In this case, we chose
a time window of 10 ps. To determine g(n)(t = 0)
from the experimental data, we count all n-photon
combinations in the single pulses and divide this
value by the expected number of n-photon combi-
nations, which is the product of the averaged in-
tensities at n times. The averaged intensity is easily
accessible by summing up all single pictures; we do
not need to make any additional assumptions. The
results are directly derived from the measured data
sets. A single screen compared with the integrated
intensity of all screens is shown in Fig. 1. The insets
show some binning areas containing two-, three-,
and four-photon combinations. See the SOM for
further technical details on the experimental setup.

The sample we studied consists of a GaAs/
AlGaAs microcavity grown by molecular beam
epitaxy. It contains one 10-nm-wide quantum
well placed in the electric field antinode of a
slightly wedged l cavity especially designed to

avoid charge accumulation in the quantum well
(here, l is the wavelength of the light confined
in the cavity) (16). The sample displays a vacuum
Rabi splitting of 3.9 meV. The polariton dispersion
for different excitation densities (Fig. 2) shows an
apparent bleaching of the strong coupling regime
with increasing excitation power. Additionally, we
found the LP ground state to be only weakly
populated far below the lasing threshold. There-
fore, polariton-polariton scattering is also weak in
this regime. We investigated the far-field emission
of the LP branch at a negative detuning of –2meV.
The Fourier plane of the emission was either
imaged onto the entrance slit of a monochromator
for measuring the dispersion or onto the entrance
slit of a streak camera for photon counting mea-
surements. Photons, which are emitted at an angle
of q, directly correspond to polaritons with energy
E and in-plane wave vector of k∥¼ E

ℏc sinq (where
ħ is Planck’s constant h divided by 2p and c is the
speed of light). Thus, in the first case, the entrance
slit of the monochromator selects a narrow stripe
with kx,|| = 0. In the second case, only the k|| = 0
state of the LP branch is selected with an angular
resolution of ~1° by using a pinhole. Additionally,
an interference filter with a 1-nm width is used to
ensure that only a single mode contributes to the
signal.With increasing excitation density, the filter
is tuned so that the central transmission wave-
length follows the blue shift of the polariton dis-
persion as shown in Fig. 3.

The measured time-averaged normalized in-
tensity correlation functions g(n)(t = 0) up to the
fourth order (Fig. 4) show that, for high excitation
densities, all orders approach the expected value
of 1, denoting conventional photon lasing. With
decreasing excitation density, a smooth transition
toward the thermal regime occurs, which is ac-
companied by photon bunching. At an excitation
power of ~1.5 mW, the bunching effect saturates
at values of approximately 2 and 6, which are the
expected values of n factorial for the second and
third orders of g(n)(t = 0). The fourth order also
shows an increase of the joint detections, but the
number of detected four-photon combinations is
too small at low excitation densities to give sta-
tistically significant results in the thermal light re-
gime. The results for different orders of g(n)(t = 0)
at the same excitation power are derived from the
same data set.

To assure that we measured single-mode ther-
mal emission from the k|| = 0 state, we also
increased the collection angle by opening the
pinhole. By doing so, we increase the number of
modes contributing to the signal and, therefore,
leave the regime of indistinguishable photons. As
can be seen in the right inset of Fig. 4, photon
bunching is only present at collection angles below
1.5°, suggesting that we are indeed operating in
the single-mode thermal regime. To further ensure
that our experimental results are the result of pho-
ton bunching and not just a consequence of some
dominating noise source when the signal gets
weaker, we also studied the blue shift of the LP
and the input-output curve of the microcavity, as

Fig. 3. Black squares indi-
cate integrated intensity of
the lasing mode measured at
normal incidence as a func-
tion of the nonresonant exci-
tation power at a detuning of
–2 meV. Blue circles repre-
sent emission energy around
normal incidence as a func-
tion of the excitation energy.
Dashed lines indicate the
linear dependence of the
emitted intensity on the ex-
citation power below (lower
curve) andabove (upper curve)
the lasing threshold.

C

Fig. 4. Second- (black triangles), third- (red spheres), and fourth-order (green open circles) intensity
correlation function versus excitation power. (Left inset) Close-up of the second- and third-order intensity
correlation on a normalized linear scale. A value of 0 corresponds to g(n)(t = 0) = 1, and a value of
1 corresponds to g(n)(t = 0) = n!. (Right inset) Second-order intensity correlation function in the thermal
regime for several total collection angles. Error bars indicate the variation of the correlations, resulting
from the SDs of the detected photon numbers used for calculating g(2) and g(3).
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shown in Fig. 3. The onset of the decrease of
g(n)(t = 0) coincides with the beginning of the
LP blue shift and the onset of a nonlinear in-
crease in the input-output curve. This shows
that the system leaves the strong coupling regime
and starts to lase. At high excitation powers, well-
defined lasing at the bare cavity mode builds
up as expected (Fig. 2). It is obvious that the
thresholds, where the g(n)(t = 0) begin to decrease
toward a value of 1, do not occur at the same
excitation density. This shift can be explained in
terms of the low photon numbers inside the cavity
at the lasing threshold. Stimulated emission sets in
at a mean photon number p of the order of unity
inside the mode of interest, but in the threshold
region, there is still a superposition of thermal and
stimulated emission present. Because of the stronger
photon number fluctuations in chaotic fields, their
contribution to n-photon combinations will still be
substantial, whereas p is smaller than n.

Our results verify that, under nonresonant ex-
citation, the ground state of a semiconductor
microcavity in the strong coupling regime is a
single-mode thermal light source and shows par-

ticularly pronounced bunching effects, even in
higher orders. In terms of applications, our find-
ings are promising for applications in quantum-
optical coherence tomography or ghost imaging
optics and allow for thermal light imaging, of-
fering high temporal resolution and massively
improved sensitivity for n-photon processes as
compared with coherent light. From a more fun-
damental point of view, the demonstrated exper-
imental technique is a versatile tool for studying
quantum fluctuations and phase transitions and
might especially provide further insight into the
intensely debated physics of polariton lasers and
the spontaneous phase transition toward polariton
Bose-Einstein condensates (17).
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Band Formation from Coupled Quantum
Dots Formed by a Nanoporous
Network on a Copper Surface
Jorge Lobo-Checa,1*†‡ Manfred Matena,1† Kathrin Müller,2 Jan Hugo Dil,3,4 Fabian Meier,3,4
Lutz H. Gade,5 Thomas A. Jung,2‡ Meike Stöhr1‡

The properties of crystalline solids can to a large extent be derived from the scale and
dimensionality of periodic arrays of coupled quantum systems such as atoms and molecules. Periodic
quantum confinement in two dimensions has been elusive on surfaces, mainly because of the
challenge to produce regular nanopatterned structures that can trap electronic states. We report
that the two-dimensional free electron gas of the Cu(111) surface state can be trapped within the
pores of an organic nanoporous network, which can be regarded as a regular array of quantum
dots. Moreover, a shallow dispersive electronic band structure is formed, which is indicative of
electronic coupling between neighboring pore states.

The electronic and optical properties of crys-
talline solids exhibit properties that derive
to a large extent from the periodic arrange-

ment and interactions of their component quantum
systems, such as atoms or molecules. Extending
the principle of such periodic coupling beyond the

molecular regime has given rise tometamaterials,
which are composed of regularly repeated units
(1), in most cases, nanoparticles (2, 3). Quantum
effects that arise from confinement of electronic
states have been extensively studied for surface
states of noble metals, which are characterized by
a quasi–two-dimensional (2D) electron gas. These
may be visualized by scanning tunneling micros-
copy (STM) as standingwave patterns arising from
scattering at steps and defects (4, 5) or at large
organic molecules (6). Examples of such surface
state confinement comprise thin films (7), artificial
nanoscale structures (8, 9), vacancy and ad-atom
islands (10, 11), self-assembled 1D chains (12, 13),
vicinal surfaces (14–16), and quantum dots (2, 17).

In spite of these previous examples, periodic
quantum confinement in 2D at surfaces has always
been elusive, mainly because of the difficulties
encountered in the production of strictly regular

nanopatterned structures that can trap electronic
states. However, we note that Collier et al. ob-
served coupling phenomena between quantum
dots at a solid-liquid interface, namely between
colloidal particles arranged in a Langmuir mono-
layer (17).

Periodic confinement in 2D is expected to in-
duce regularly distributed discrete energy levels
that could be experimentally observed through the
appearance of nondispersive subbands, as previ-
ously reported for thin films (7) or 1D systems
(13, 15, 16). The size of the confining entities
embedded within the 2D periodic nanostructures
should be larger than or comparable to a critical
length of ~2 nm, as experimentally observed for
1D structures (15). The design of such structures
is more readily achieved by using molecules as
building blocks rather than atomic units, given
the fundamental dimensions of these arrays. Po-
tential candidates for molecular systems that might
exhibit this zero-dimensional (0D) periodic elec-
tronic confinement are porous molecular surface
networks. Their production is based on molec-
ular self-assembly, which makes use of concepts
established in supramolecular chemistry and has
the advantage that identical parts are produced at
once. This is in contrast, for instance, to assembly
based on atom-by-atom positioning techniques
(8, 9). Self-assembled nanoporous networks have
been obtained by using either hydrogen bond-
ing motifs (18) or metal-complexation (19) on
metal surfaces. Within the pores of these molec-
ular nanoporous networks, electronic confine-
ment is to be expected (20).

We report on the interplay of the surface state
electrons of Cu(111) with a supramolecular po-
rous network adsorbed on the Cu surface that
leads to the formation of a 2D electronic band
structure through the coupling of confined elec-
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tronic states. We chose a perylene derivative, 4,9-
diaminoperylene-quinone-3,10-diimine (DPDI),
as the organic building block (Fig. 1A), which
forms a highly ordered network on Cu(111) upon
thermal dehydrogenation (21). By choice of the
appropriate molecular coverage before annealing
(22) a highly stable hexagonal p(10x10) organic
superstructure is generated (Fig. 1B) (21, 23).
Each pore of the network confines the surface
state of the Cu substrate in what can be described
as a 0D quantum dot. Because of the imperfect
confinement observed for all 0D cases studied so
far on surfaces (8–12), coupling of quantum dots
with their neighbors results in shallow dispersive
electronic bands. Our results may suggest pos-
sible modifications of these artificially created
electronic structures, such as changes to the di-
mensions of the molecular network periodicities

together with the appropriate choice of the
substrate.

We used scanning tunneling spectroscopy (STS)
to probe the local (electronic) density of states
(LDOS) (24). Spectra recorded inside a pore dis-
play a peak at –0.22 V that is not seen on the bare
metal (Fig. 2A). Given the previous observations
of discrete states in 2D nanostructures (8–11), we
assign this peak to the confinement of the surface
state electrons inside the pore. The confinement
of this discrete state is demonstrated by recording
simultaneously topography (Fig. 2B) and dI/dV
(differential conductance) signal (Fig. 2C) at the
peak energy, the latter showing in first order the
local distribution of this state. Because each pore
features a confined state, it can be considered as a
single quantum dot that confines electrons in all
three directions. The inherent periodicity of the

molecular network generates a regular “quantum
dot array” (Fig. 2C).

The width of the STS peak in Fig. 2A sug-
gests imperfect confinement, which has been pre-
viously observed for isolated 2D nanocavities
(8–11) as well as for 1D confinement (12). Such
cases can be explained by lossy scattering at the
confining boundary; inelastic electron-electron
and electron-phonon scattering in small nano-
cavities are thought to be less important (11).
Likewise, for our 2D periodic dehydro-DPDI
network,which is commensuratewith theCu(111)
substrate, the confined electronic states are ex-
pected to “leak” into neighboring pores. This leak-
age would electronically couple quantum wells
of neighboring pores, and this coupling should be
visible in the electronic structure of the system.

The electronic structure of our quantum dot
array was investigated with angle-resolved photo-
emission spectroscopy (ARPES). This laterally
averaging surface-sensitive technique determines
the binding energy of the occupied states of the
system as a function of the electron momentum.
In Fig. 3A, ARPES normal emission spectra
recorded at room temperature (RT) are shown for
the clean Cu substrate and for the Cu substrate
covered by different amounts of the dehydro-
DPDI network. For the extreme cases (the clean
Cu substrate and the highest molecular cover-
age), the spectra display a single component line
shape, whereas all the other spectra exhibit a
double-peak line shape. A detailed analysis of the
spectra (fitted by using two Lorentzian compo-
nents together with a constant background and
multiplied by a Fermi-Dirac distribution) shows
that the double peak consists of the components
observed for the extreme cases, whereas only
their relative intensities vary depending on the
network coverage (Fig. 3B). The component
marked red is attributed to the clean surface
state and maintains its binding energy and width

Fig. 1. Interaction of the dehydro-DPDI network
with the surface state of the underlying substrate.
The formation of this porous network is based on a
thermally induced dehydrogenation of DPDI on
Cu(111). (A) Molecular structure of DPDI and its
dehydrogenated form. (B) STM image for sub-
monolayer coverage of DPDI deposited on Cu(111)
after thermal annealing at 500 K. Dehydro-DPDI acts as both hydrogen-bond donor and acceptor to produce
a very stable self-assembled porous network (image size: 29 nm by 29 nm, –0.1 V, 50 pA) (21). The network
periodicity is 2.55 nm with a pore diameter of ~1.6 nm. Standing wave patterns in the Cu surface state arise
from the scattering of the delocalized electronic states at the border of the adsorbate adlayer. This can be
observed at low tunneling bias (4–6).

Fig. 2. Study of the electronic confinement of the
surface state within the pores of the network, corre-
sponding to an array of 0D quantum dots. (A) STS
spectra obtained at 5 K on the clean Cu surface (red)
and inside a pore of the dehydro-DPDI network (black). The latter spectrum
exhibits a maximum at –0.22 V, which is attributed to a confined surface state
(lock-in: Vrms = 6 mV, f = 513 Hz, initial tip parameters: –0.8 V/80 pA). (B)
STM image of the porous network (13.6 nm by 13.6 nm, –0.20 V, 70 pA) and
(C) simultaneously recorded dI/dVmap at 5 K (lock-in: Vrms = 8mV, f = 513 Hz).
A confined electronic state is observed inside the molecular pores. The black

hexagons highlight the molecular positions. Defective pores severely affect the
confined state (red hexagons), although not every defect annihilates the
confined state (green hexagons). In some cases, the confined state is affected
although topography does not indicate any defects (blue hexagons). These
observations could be explained by irregularities of the substrate within the pore
(e.g., trapped Cu ad-atoms or holes).
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throughout the molecular coverage range, but its
intensity decreases as the molecular network cov-
erage increases. It will be referred to below as the
pristine state. The component marked black, how-
ever, is related to the influence of the molecular
network and increases with increasing coverage.
In analogy to the pristine case, it has a constant
width and a constant binding energy. Its value of
0.23 T 0.03 (experimental error) eVis in very good
agreement with the STS spectrum shown in Fig.
2A. Because its binding energy and peak width are
independent of the surface coverage, its origin can
be attributed to a single pore with its surrounding
molecular border, whereas the overall island size
shows no influence. This component will be re-
ferred to below as the confined state.

Isolated nanocavities exhibit discrete electronic
states, but the periodic influence of the porous
network on the 2D free electron gas of the surface
state, along with the imperfection of its confine-
ment, is expected to induce an electronic band in
analogy to the band structure of a solid created by
the periodic potential of its atoms. The existence
of such cooperative behavior can be investigated
by studying with ARPES the electronic structure
of both the pristine Cu(111) surface state and the
confined state as a function of the surface parallel
momentum. The ARPES data displayed in Fig.
3C exhibit for both states dispersive bands. One
band (highlighted in red) follows the character-
istic parabolic dispersion of the Cu surface state
(25), whereas the second band (highlighted in
black) is related to the periodic potential of the
porous network. This interpretation is supported
by the periodic continuation of the band within
Brillouin zones of higher order that possess the
same periodicity as the molecular network (10
times smaller than the substrate). This periodicity

is indicated by white lines in Fig. 3C, which are
separated by |kparallel| = 0.142 Å−1. Furthermore,
weak photoemission intensity very near the Fermi
energy and around the Μ symmetry points can
also be observed in Fig. 3C, especially for the
case of 0.55 monolayer (ML), which was acquired
at 60 K. In analogy to the 1D case (15, 16), we
attribute this intensity to the existence of the
second subband, which has its lowest binding
energy at ~60 meV. This value matches perfectly
the onset of the second peak observed in the pore
STS spectrum of Fig. 2A. Thus, the energy gap
between the subbands originating from the con-
fined network is ~90 meV.

The rather shallow dispersing band (bandwidth
of ~80 meV) is an indication of the strong con-
finement of the surface state inside the pores. Fur-
ther evidence for our interpretation stems from both
STS measurements performed on top of dehydro-
DPDI molecules and photoemission spectra ac-
quired on a sample fully covered by a close-packed
structure of dehydro-DPDI (21, 23). For this non-
porous organic network of the same building
block, no evidence of the surface state was found,
which additionally corroborates the strong con-
finement of the surface state within the pores. In
analogy to the textbook case of electronic states
in the solid crystal (26), it is the balance of con-
finement and coupling between neighboring quan-
tum systems that leads to the formation of an
electronic band. In our case, the final electronic
structure results from the dimensions of the po-
rous network together with the interaction of the
molecular backbone with the 2D surface elec-
tronic state.

Our results provide conclusive experimental
evidence of periodic 2D confinement by a porous
molecular network, which can be regarded as a

regular array of 0D quantum dots. A notable conse-
quence of such periodic influence on the otherwise
free electron–like surface state is the formation of
an artificial electronic band structure. The estab-
lished and prospective possibilities to control the
structures of porous networks, together with
the characteristic degree of coupling between
ad-molecules and the surface state, will allow the
fabrication of related systems with different band
structures, resulting in 2D electronic metamate-
rials in analogy to the well-established optical
metamaterials (27, 28). These findings may also
provide new insight into the behavior of molec-
ular guests within porous host networks on sur-
faces (29, 30), and the expected influence of the
guests on the electronic band structure may even
induce long-range effects in their host-guest be-
havior (31). Moreover, the resulting electronic
bands may play a decisive role in the stabilization
of the porous networks themselves.
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CH Stretching Excitation in the
Early Barrier F + CHD3 Reaction
Inhibits CH Bond Cleavage
Weiqing Zhang,1,2 Hiroshi Kawamata,1 Kopin Liu1*

Most studies of the impact of vibrational excitation on molecular reactivity have focused on
reactions with a late barrier (that is, a transition state resembling the products). For an early
barrier reaction, conventional wisdom predicts that a reactant’s vibration should not couple
efficiently to the reaction coordinate and thus should have little impact on the outcome. We report
here an in-depth experimental study of the reactivity effects exerted by reactant C-H stretching
excitation in a prototypical early-barrier reaction, F + CHD3. Rather counterintuitively, we find
that the vibration hinders the overall reaction rate, inhibits scission of the excited bond itself
(favoring the DF + CHD2 product channel), and influences the coproduct vibrational distribution
despite being conserved in the CHD2 product. The results highlight substantial gaps in our
predictive framework for state-selective polyatomic reactivity.

Not all forms of energy are equally effec-
tive in driving chemical reactions. Sev-
eral decades of theory and experiment

in reaction dynamics culminated in the Polanyi
rules (1, 2), which predict that, in reactions of an
atom with a diatomic molecule, reactant vibra-
tion and translation have different impacts on
the rate. When the barrier is located late along
the reaction coordinate (i.e., the transition state
resembles products more than reactants), the vi-
bration is considered the more effective driver;
the reverse is true for reactions with early bar-
riers (3). A similar line of thought underlies ef-
forts directed toward mode-selective chemistry
in reactions involving polyatomics. It is now
well documented, both in the gas phase (4–14)
and at surfaces (15–17), that excitation of dif-
ferent vibrational motions of a polyatomic reac-
tant can exert a profound influence on chemical

reactivity. An intuitively appealing picture emerg-
ing from these studies is that exciting a vibra-
tional mode with large displacements along a
particular reaction coordinate can preferentially
promote the system over the barrier of that path-
way, leading to mode-dependent reactivity. The
atomic-level mechanism governing this selectiv-
ity remains elusive, however.

Previous mode-specific studies have focused
on reactions with a late barrier, which seems
sensible from the perspective of an extended
Polanyi rule framework (10). In an early-barrier
reaction, reactant vibrations are commonly be-
lieved not to couple efficiently to the reaction
coordinate. Contrary to this current perception,
we report on an experiment that poses serious
challenges to our fundamental understanding,
even in a qualitative sense, of the vibrational ef-
fect on reactivity.

The reaction of F + CHD3 is highly exo-
thermic, enthalpy of reaction ~ –31 kcal/mol, and,
based on Hammond’s postulate (1), can be re-
garded as a prototypical early-barrier reaction.
Consistent with this characterization, a recent, ac-
curate ab initio calculation of the global potential
energy surface indicates a reactant-like transition
state structure, Fig. 1, left (18). Experimentally,

both the thermal rate constant data (19) and the
crossed-beam scattering results (20) suggest a
small (<0.4 kcal/mol) barrier to reaction. Previ-
ously, comprehensive crossed-beam investigations
of the ground state reaction have revealed roughly
equal branching to two isotopic product chan-
nels, HF + CD3 and DF + CHD2 (20); numerous
rovibrational product states were populated in
each channel (21–23). We explored the impact
on this reaction of one quantum excitation of the
C-H stretching vibration (v1 = 1) of CHD3.

On the basis of the extended Polanyi rule
framework described above, we considered sev-
eral qualitative predictions of the outcome. Given
the early barrier, would the vibrational excitation
increase the rate relative to the ground state re-
action at fixed translational energy? The previ-
ously observed equal branching to HF and DF
products in the ground state reaction was a clear
sign of nonstatistical behavior (20). Would ini-
tial deposition of vibration energy directly into
the C–H bond facilitate its breakage to form HF +
CD3 preferentially? Lastly, the localized nature
of the C-H stretch mode suggests that this bond
should act as a spectator if the F atom were to
attack the D atoms. In keeping with this spec-
tator model (5), would the local CH stretching
motion retain its vibrational character during the
reaction, favoring the CHD2 product with one-
quantum excitation of the CH stretching mode
(v1 = 1) over ground state CHD2 (v = 0)?

To seek answers to these questions, we per-
formed a crossed-beam scattering experiment
under single-collision conditions. The experimen-
tal apparatus consisted of two rotatable pulsed
molecular beams and a fixed detector assembly
housed in a vacuum chamber (23, 24). The F
atom beam was generated by a pulsed high-
voltage discharge of 5% F2 seeded in a pulsed
supersonic expansion of Ne at 6 atm. The CHD3

beam was also produced by pulsed supersonic
expansion of 35% CHD3 seeded in He at 6 atm.
Both beams were collimated by double skimmers
and crossed in a differentially pumped scatter-
ing chamber; collision energy (Ec) was tuned by
varying the intersection angle of the two mo-
lecular beams. A pulsed laser operating near
333 nm probed the nascent distribution of CHD2
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and CD3 radicals at the intersection region by
(2 + 1) resonance-enhanced multiphoton ioniza-
tion, REMPI (23), and a time-sliced velocity im-
aging technique mapped the recoil vector of the
CHD2

+ or CD3
+ ions (25). For studies with CH

stretch-excited CHD3, an infrared (IR) laser was
coupled to a multipass ring-reflector (26) situated
just in front of the first skimmer. The narrow
band of the IR laser (bandwidth ~ 0.05 cm−1)
ensured preparation of CHD3 in a single rovibra-
tional (v1 = 1, j = 2) state.

REMPI spectra of the CHD2 products from
the F + CHD3 reaction at Ec = 3.6 kcal/mol are
shown in Fig. 1. The ground state reaction (IR-
off) produces predominantly ground state CHD2

(shown as the 000 Q head band) and smaller
amounts of vibrationally excited CHD2 (the
overlapped 211=3

1
1=5

1
1 bands) (27, 28). With the

IR laser on, the intensities of those bands dimin-
ished and a new band 111 appeared, signifying the
formation of CHD2 (v1 = 1) product. Vibrational
excitation induced substantial (45%) depletion
of the 000 Q head but less depletion (i.e., smaller
than 000 by about 10%) of the 211=3

1
1=5

1
1 bands.

To interrogate the influence of CH stretching
excitation on other product states, including
CHD2 (411), CD3 (000, 1

1
1, 2

1
1, 2

0
2, 3

1
1, and 411),

and several combination bands (21–23), we
fixed the probe laser wavelengths at the peak
of respective bands and recorded the signals al-
ternatively for IR-on and IR-off. Surprisingly,
they all displayed around 25% IR-associated de-
pletion (when the concurrent 000 bands were
depleted by 33%, as shown in figs. S1 and S2),
suggesting that the yields of all product states
except CHD2 (v1 = 1) in the F + CHD3 (v1 = 1)
reaction are notably smaller than the corre-
sponding yields in the ground state reaction.
This result contrasts sharply with the behavior
of the late-barrier Cl + CHD3 (v1 = 1) reaction,
where IR irradiation enhanced the formation of
vibrationally excited product states that are nearly
absent in the ground state reaction (10).

Also overlaid in Fig. 1 are the two IR-on im-
ages of the probed CHD2 (v = 0) and (v1 = 1)
products. Thanks to the time-sliced velocity im-
aging approach, even the raw data can be easily
interpreted by inspection. The energetics of this
reaction are well defined, and the vibrational
CHD2 product states were selectively detected.
By conservation of energy and momentum, the
maximum velocities of the DF coproducts recoil-
ing from the selected state of CHD2 were cal-
culated for different final vibrational states and
are depicted as dashed lines in Fig. 1. The succes-
sive rings in each image can thus be unambigu-
ously assigned to the vibrational states of the
dark DF coproduct. The intensity around each
ring then gives an immediate impression about
the preferred scattering direction of the coinci-
dently formed DF products. Energetically, the
initial rovibrational excitation of CHD3 (v1 =
1, j = 2) adds 8.63 kcal/mol to the total energy
for the IR-on image, and the formation of CHD2

(v1 = 1) products requires at least 8.90 kcal/mol.
This near degeneracy (only 0.27 kcal/mol of
energy difference) results in energetically similar
ring radii of the DF coproduct states in the F +
CHD3 (v = 0)→ CHD2 (v = 0) + DF (v') and F +
CHD3 (v1 = 1) → CHD2 (v1 = 1) + DF (v')
reactions. Remarkably, the angular distributions
in the two images are also nearly identical, im-
plicating similar pathways in the two reactions,
again at marked variance with the Cl + CHD3

(v1 = 1) reaction, for which the angular dis-
tributions differ vastly from that of ground state
reaction (9, 10). The 000 Q head image with IR-
off proved identical to that with IR-on (fig. S1).
We therefore concluded that, as predicted, F +
CHD3 (v1 = 1) does not produce CHD2 (v = 0)
and that the change in the 000 Q signals upon IR
irradiation is due solely to depletion of ground
state reactants.

Images acquired for the overlapped 211=3
1
1=5

1
1

bands as well as other product states all exhibit
very similar features, regardless of whether IR

irradiation is applied (figs. S1 and S2). This result
confirms the conjecture from the IR-attenuated
REMPI bands that the formation of those product
states from the stretch-excited reactant are at most
a small fraction of the corresponding product yields
in the ground state reaction. On the basis of the
degrees of the attenuation of all other CHD2 and
CD3 product states, we estimated their collective
yields in F + CHD3 (v1 = 1) to be no more than
the single product state of CHD2 (v1 = 1). This
highly mode-specific behavior is quite unex-
pected and important. Although enhanced pro-
duction of CHD2 (v1 = 1) in F + CHD3 (v1 = 1)
is anticipated by the spectator model, we did not
expect it to be the only detectable product state.
The observation of a diminishingly small cross
section for the H-atom transfer channel upon C-H
stretching excitation, that is, HF < DF, is counter-
intuitive and exemplifies a strong bond selectiv-
ity. We inferred that, upon vibrational excitation,
the long-range anisotropic interaction of F atom
with a stretched/compressed C-H must change
in such a way that it effectively steers the trajectory
away from the transition state, practically shutting
down the C–H bond scission channel. The mech-
anism is reminiscent of the stereodynamical ef-
fect, induced by the anisotropic van der Waals
forces in the reactant valley, that was proposed
previously for a preferential formation of DCl over
HCl in the Cl + HD ground state reaction (29).

More quantitative information about the pre-
dominant CHD2 (v1 = 1) + DF channel can be
deduced through image analysis that accounts
for density-to-flux transformation (25). Figure 2
summarizes the resultant dynamical attributes
from images at Ec = 1.2 kcal/mol. Depicted in
Fig. 2A are the product speed distributions of
the two images, IR-on and IR-off, acquired at
the peak of the CHD2 (1

1
1) band. From the CHD2

(000) depletion measurement, we found that ~ 30%
of CHD3 reactants were stretch-excited in this
case. By scaling down the IR-off distribution by
0.3 and subtracting it from the IR-on data set,

Fig. 1. (Left) Reaction path
energetics for reactant CHD3
initially in the v = 0 (black ar-
row) and v1 = 1 (red) vibration-
al states. The curve represents
schematically a cut through the
multidimensional potential en-
ergy surfaces governing reactivity.
The numbers in the parentheses
indicate the vibrational quanta
of the product pairs relevant to
this study. (Right) Two normal-
ized REMPI spectra of the probed
CHD2 products, with IR-on (red)
and IR-off (black), at Ec = 3.6
kcal/mol. Two product images,
both with IR-on, are shown for
probing of the 11

1Q and 00
0Q

bands, respectively. Superim-
posed on the images are the
scattering directions; the 0°
angle refers to the initial CHD3 beam direction in the center-of-mass frame.
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we obtained the genuine distribution for the
CHD2

≠ (v1 = 1) product from F + CHD3 (v1 = 1)
(the red curve in Fig. 2B). On energetic grounds,
the product pair labeled as (vDF, 11)

≠ can readily
be identified. [The superscript ≠ indicates the state
pair that is produced in the F + CHD3 (v1 = 1)
reaction.] Also displayed in Fig. 2B is the speed
distribution from the IR-off image acquired at
the CHD2 (000) peak (in black); the DF in this

case is vibrationally hotter than in the IR-excited
reaction. Such distinct distributions provide com-
pelling evidence that, although the initial C-H
stretching excitation of CHD3 transforms adiabat-
ically into the C-H stretching motion of the CHD2

product, it also influences the vibration branching
of the DF coproduct. Hence, the locally excited
CH bond does not act entirely as a spectator
when the F atom attacks the unexcited CD bond.

Unlike the speed distributions, the product
angular distributions of the two reactions (Fig. 2,
C and D) are practically identical (the subtle dif-
ference is merely due to the different DF vibra-
tional branching ratios), confirming the initial
impression from inspection of the raw images.
This contrast in state and angular distributions
of the two reactions is instructive. In general the
correlated angular distribution, for which the
scattering angle should be governed mainly by
the trajectories of the two heavy atoms, must
also carry the imprint of the initial impact pa-
rameter and orientation, that is, a global trait. The
correlated DF vibrational distribution, on the
other hand, reflects mostly the concerted mo-
tions of the transferred D atom and the methyl
moiety near the transition state region and is
thus more susceptible to local interactions. As
such, we reasoned that the differential DF vibra-
tional branching of the two reactions could pro-
vide a clue as to how the initial C-H stretching
motion affects subsequent events along the re-
action trajectory. Because the effects of slight
changes in local interaction potential on reac-
tivity tend to more readily manifest at lower
collision energies, we examined the Ec depen-
dence of the correlated vibrational branching of
DF products in the ground state (Fig. 3A) and
stretch-excited (Fig. 3B) reactions. The disparity
in the two correlated DF vibrational distribu-
tions is substantial for Ec < 2 kcal/mol but be-
comes negligibly small as Ec rises. (Figs. S3 and
S4 show the speed and angular distributions,
respectively, at higher collision energies.)

Returning to the REMPI spectra shown in
Fig. 1, we noted that the enhancement of CHD2

(111) band intensity is smaller than the concur-
rent depletion of the CHD2 (0

0
0) band. Because

CHD2 (v1 = 1) is the only product state showing
any appreciable formation with IR irradiation,
the implication of this discrepancy is that one
quantum of CH stretching excitation of CHD3

may actually decelerate the reaction. Repeating
the image measurements for both CHD2 (v1 = 1)
and CHD2 (v = 0) and normalizing them under
different collision energies, we obtained the re-
active excitation function s(Ec), which is the
dependence of the integral cross section on Ec,
for the ground state and stretch-excited reactants
(Fig. 4). To determine the relative cross sections,
we exploited an IR-ultraviolet double resonance
technique to quantify the relative detection sen-
sitivity S111 of the 111Q and 000Q REMPI bands
(30) and found that probing the CHD2 (111Q)
band is 1.9 T 0.7 times more sensitive than prob-
ing the CHD2 (000Q) band. Taking this factor
into account, Fig. 4 shows that one quantum
excitation of CH stretch mode of CHD3 slows
down the reaction rate by about 10-fold and that
within our experimental uncertainty the ratio
of s≠ð11Þ=sð00Þ in the DF + CHD2 isotope
channel exhibits little if any Ec dependency.
Because numerous product states are formed
abundantly in the ground state reaction, the sup-
pression of overall reactivity by a stretch-excited

Fig. 2. (A) The normalized product speed distributions P(m) deduced from the IR-on and IR-off images of
the CHD2 (11

1) band at Ec = 1.2 kcal/mol. (B) The genuine speed distribution of the F + CHD3 (v1 = 1) →
DF (v) + CHD2 (v1 = 1) reaction depicted in red after analysis as described in the text. The distribution in
black is derived from the IR-off image of the CHD2 (00

0) band, corresponding to the ground state reaction.
On energetic grounds, the peak features can be assigned to the state pairs of the two products, as
labeled. The small energetic difference of the two reactions is evident from the slight shift of the peak
positions of the (4, 00) and (4, 11)

≠ product pairs. (C and D) Pair-correlated angular distributions from
the stretch-excited reaction and ground state reaction, respectively; the quantum number v′ refers to the
DF coproduct.

Fig. 3. Collisional energy de-
pendence of the correlated DF
vibrational branching ratio for
the ground state reaction (A)
and the stretch-excited reaction
(B). The vertical dashed arrows
indicate the respective energetic
thresholds for forming the DF
(v' = 4) state.
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CHD3 reactant is more significant than that shown
in Fig. 4.

As alluded to earlier, most studies of vibra-
tional effects on chemical reactivity have fo-
cused on late barrier reactions. Several studies
of atom plus diatom reactions with early barriers
showed vibrational enhancement (31–33), al-
though extra translational energy accelerated the
reactions even more, corroborating the Polanyi
rules (3, 10). In contrast, we observed a pro-
nounced negative impact of reactant vibration
on total reactivity in F + CHD3 (v1 = 1). More-
over, the initial C-H stretching motion plays a
subtle yet decisive role in controlling dynamical
attributes. It not only effectively blocks the H
atom transfer channel, yielding a counterintui-
tive product isotope distribution, but also re-
motely affects the cleavage of the unexcited CD
bond, resulting in different pair-correlated dis-
tributions in DF + CHD2. In contrast, previous
experiments on the Cl + CHD3 (v1 = 1) reaction
(5, 9, 10) demonstrated a rate enhancement by
vibration at fixed translational energy, a prefer-
ential cleavage of the excited CH bond yielding
more HCl than DCl, and the formation of nu-
merous rovibrationally excited CD3 and CHD2

products that are not populated in the ground
state reaction. Such a sharp contrast of the re-
active behaviors between CHD3 (v1 = 1) with F
and CHD3 (v1 = 1) with Cl is particularly il-
luminating and underscores the pivotal role of
the barrier location in directing mode-selective
chemistry. Clearly, a conceptual framework of
vibrational effects on chemical reactivity is far
from complete.
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Deep-Sea Temperature and Ice Volume
Changes Across the Pliocene-Pleistocene
Climate Transitions
Sindia Sosdian*† and Yair Rosenthal

Earth has undergone profound changes since the late Pliocene, which led to the development
[~2.7 million years ago (Ma)] and intensification (~0.9 Ma) of large-scale Northern Hemisphere ice
sheets, recorded as transitions in the benthic foraminiferal oxygen isotope (d18Ob) record. Here
we present an orbitally resolved record of deep ocean temperature derived from benthic
foraminiferal magnesium/calcium ratios from the North Atlantic, which shows that temperature
variations are a substantial portion of the global d18Ob signal. The record shows two distinct
cooling events associated with the late Pliocene (LPT, 2.5 to 3 Ma) and mid-Pleistocene (MPT, 1.2
to 0.85 Ma) climate transitions. Whereas the LPT increase in ice volume is attributed directly to
global cooling, the shift to 100,000-year cycles at the MPT is more likely to be a response to an
additional change in ice-sheet dynamics.

Two pronounced shifts in the composition
of the global benthic foraminifera isotope
record (d18Ob) mark the intensification of

Northern Hemisphere glaciation (NHG) during the
period from the mid-Pliocene to the late Pleisto-
cene (1). The first, starting at ~3.2 to 2.7 million
years ago (Ma), marks the late Pliocene transition
(LPT) from warm, relatively ice-free conditions

to a colder and more glaciated climate in the NH,
manifested by increased amplitude of the 41-
thousand-year (ky) obliquity cycles in the d18Ob

record (Fig. 1). The onset of large NH glacial/
interglacial cycles is marked by the appearance of
ice-rafted debris (IRD) in North Atlantic and North
Pacific sediments at 2.7 Ma (2, 3), associated with
increased stratification of North Pacific surface

Fig. 4. (Top) Normalized
excitation functions of the
ground state and stretch-
excited reactions. (Bottom)
Dependence of the ratio of
two excitation functions on
the collisional energy. The
scale on the right ordinate is
from the raw results, whereas
that on the left gives the true
reactivity ratio. The solid curve
and the horizontal dashed line
are the two possible fits to
the experimental results. The
vertical bar associated with
each data point represents
one standard deviation error
limit of four to five repeated
measurements.
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water (4). It has been debated, however, whether
these singular events are linked to a threshold re-
sponse to a shift in background climate state,
driven by a decrease in atmospheric carbon di-
oxide concentration [a decrease in the partial
pressure of CO2 (PCO2) (5)], or just a regional ex-
pression of a gradual global cooling as suggested
by tropical and subtropical records (6, 7). A sec-
ond shift from ~1.2 to 0.7 Ma, termed the mid-
Pleistocene transition (MPT), marks the transition
in the dominant periodicity from low-amplitude
41-ky cycles to large-amplitude 100-ky cycles.
Mechanisms proposed to explain the MPT in-
clude a threshold response to deep ocean cooling
and changes in sea-ice growth (8), hypothetically
caused by a secular decrease in atmospheric PCO2

(9). An alternative mechanism known as the
regolith hypothesis maintains that the exposure
of basal rocks under the ice sheets, after long and
intense erosion, enabled the buildup of taller ice
sheets, independent of changes in background
climate (10).

Choosing between the different mechanisms
hinges, however, on our ability to separate the
d18Ob record into its temperature and ice volume
components. To date, there is only one orbitally
resolved reconstruction of Pliocene-Pleistocene
variability in deep ocean temperature (11). The
study, based on a ostracodeMg/Ca record from the
deep North Atlantic, shows an increase in glacial-
interglacial peak-to-peak amplitude [∆(G-I)] from
3.6°C during the late Pliocene 41-ky glaciations
to 4.5°C during themid- to late Pleistocene 100-ky
glaciations, driven mainly by a decrease in glacial
temperatures. Because the ostracode record of
bottom-water temperature (BWT) covers only
the late Pliocene (2.3 to 3.2 Ma) and late Pleisto-
cene [0 to 220 thousand years ago (ka)] intervals,
a comprehensive assessment of the evolution of
deep ocean temperature, its relationship to NHG,
and the transition to the 100-ky G-I cycles has
been difficult.

We determined BWT in the deep North At-
lantic from Mg/Ca ratios in the benthic forami-
nifera Cibicidoides wuellerstorfi and Oridorsalis
umbonatus. We used this record to deconvolve
changes in the oxygen isotopic composition of
seawater (dw) and estimate ice volume variations
as related to changes in deep ocean temperature.
The 3.2-million-year (My) record was derived
from Deep Sea Drilling Project (DSDP) site 607
(41°N, 32°W; water depth 3427 m) and supple-
mented with measurements from a nearby piston
core (Chain 82-24-23PC; 43°N, 31°W; water depth
3406 m) (Fig. 1) (12). Both sites are currently
bathed in North Atlantic Deep Water [NADW,
temperature (T ) = 2.6°C, salinity = 35] and are
thus linked to the hydrographic conditions at the

high latitudes (where NADW forms), which are
under the direct influence of NH ice sheets. The
location and relatively high sedimentation rate at
site 607 make it an ideal site for evaluating the
role of the deep ocean in Pliocene-Pleistocene
climate evolution at orbital-scale resolution (3-ky
resolution) (13, 14).

We convertedMg/Ca ratios to paleotemperature
using a regional Mg/Ca-temperature calibration
(Mg/Ca = 0.15 × BWT + 1.16; fig. S2) that ac-
counts for both temperature and carbonate satura-
tion effects on foraminiferal Mg/Ca (15, 16). It has
recently been suggested that the ~0.2 mmol/mol
Holocene (HL)–Last Glacial Maximum (LGM)
change in Mg/Ca observed in another deep sea
core north of site 607 (BOFS 5K) was largely
(>70%) driven by a ~20 mmol/kg decrease in
CO3 concentration [CO3] (17). In contrast, mid-
to late Pleistocene Mg/Ca ∆(G-I) at site 607
varies between 0.4 and 0.6 mmol/mol, and [CO3]

variations may account for only 30 to 40% of the
signal. The estimated error of BWT estimation is
T1.1°C (12).

Our temperature record suggests that climate
cooling over the past 3.2 My occurred primarily
through two distinct events associated with the
LPT and MPT shifts in the global d18Ob record.
BWT variations generally covary and are coher-
ent with the d18Ob record in frequency, average
trend, andG-I amplitude (Fig. 1). Across the LPT
(2.5 to 3.0 Ma), average BWT decreases from
4.5° to 2.5°C, whereas average d18Ob increases
by 0.71 per mil (‰) (Table 1). In contrast with
the ostracode record (11), we showed that the de-
crease occurs in both interglacial and glacial tem-
peratures. Spectral analysis of the BWT record
from 1000 to 2500 ka shows a dominant 41-ky
peak, coherent with the d18Ob record, signaling
the development of obliquity-paced G-I temper-
ature variability after the LPT (fig. S5) (12).
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Fig. 1. Down-core records from western North Atlantic DSDP site 607. (A) Benthic oxygen isotope record
[in‰, using the Pee Dee belemnite (PDB) standard] from (13) and (14). (B) Evolutionary spectra of BWT
between 500 and 1500 ka, showing that the BWT record is dominated by 41-ky cycles before the MPT and
by 100-ky cycles after the transition. (C) Benthic foraminiferal Mg/Ca record, derived from C. wuellerstorfi
and O. umbonatus, converted to BWT with the equation Mg/Ca = 0.15 × BWT + 1.16. (D) Benthic carbon
isotope record (d18Ob ‰ PDB) from (13) and (14). (E) SST record from DSDP site 607 based on census
counts from (13). The MPT and LPT are highlighted by shading. Black lines represent average signals for
each variable, determined by applying a Gaussian filter with a cutoff frequency of 400 ky.
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Across the MPT (1150 to 850 ka), average
BWT decreases from 2.5° to 1.2°C, whereas av-
erage d18Ob increases by 0.39‰. As during the
LPT, the MPT cooling occurs in both glacial and
interglacial temperatures. An evolution spectrum
reveals that the 100-ky frequency starts to appear
as a broad band around 800 ka but becomes the
dominant frequency only at the culmination of the
cooling trend, around 700 ka (Fig. 1B). The fact
that the cooling and ∆(G-I) amplitude increase
precede the frequency shift suggests that either
Earth’s climate passed a critical threshold or that
cooling might not solely have driven the MPT.
Subsequently, G-I BWT variability resembles the
asymmetric sawtooth pattern of the d18Ob record,
with gradual cooling into glacial periods followed
by abrupt warming during deglaciations.

The BWTrecord demonstrates that cooling of
the deep ocean is a substantial portion of the in-
crease in d18Ob at both transitions. For the aver-
age long-term temperature trend, cooling accounts
for ~70 T 5% of the positive d18Ob shifts across
both transitions. During the LPT, BWT ∆(G-I)
increases from 2° to 3.3°, whereas d18Ob ∆(G-I)
increases from 0.6 to 1.2‰, suggesting that on
orbital scales, the contribution of temperature to
d18Ob variability is also ~70 T 5%. During the
MPT, BWT ∆(G-I) increases from 3.3° to 3.9°C,
whereas d18Ob ∆(G-I) increases from 1.2 to 1.9‰,
indicating that temperature accounts for only ~50%
of the d18Ob ∆(G-I) variability. The decrease in
the BWT/ice ratio suggests an increase in the
sensitivity of NH ice sheets to changes in global
temperature (i.e., more ice per degree of cooling)
during the mid- to late Pleistocene.

Cross-spectral analysis between d18Ob and
BWT reveals that BWT leads d18Ob during the
late Pliocene to early Pleistocene by 3 T 2 ky in
the obliquity band and by 11 T 5 ky during the
mid- to late Pleistocene in the eccentricity band
(Fig. 2). Around 700 ka, the lead increases in
association with the appearance of a narrow band
of 100-ky variability. The BWT lead in the mid–
late Pleistocene is in agreement with other deep
ocean temperature studies (11, 15). The phase
relationship between BWT and d18Ob represents
the time constant of ice sheet response to changes
in insolation (18). The increase in the phase
relationship, coincident with the emergence of
100-ky cycles, indicates that there was a switch in
the response time of the NH ice sheets related to a
change in their size. Before the MPT, ice sheets
were smaller and responded linearly to summer
insolation forcing; however, after 700 ka, with
the emergence of the 100-ky climate regime, ice
sheets grew larger, which delayed their response
time to changes in high-latitude temperatures.

The BWT record at site 607 reflects a combi-
nation of changes in global temperature and local
changes due to water mass variability (13, 14, 19).
The d13Cb record (Fig. 1D) shows that for the past
3.2 My, site 607 was predominantly bathed dur-
ing interglacials by relatively warm, salty, and
carbonate [CO3]–saturated NADW,mainly reflect-
ing northern Atlantic sea surface conditions. Dur-

ing glacial periods, the site was bathed, to a large
extent, by the relatively cold, fresher, and less sat-
urated Antarctic BottomWater (AABW), which is
linked to surface conditions in the Southern Ocean.
The relative proportions of NADW (T = 2.6°C)
and AABW (T = 0°C), estimated from d13Cb (9),
vary on both long and orbital time scales. From
3.2 to 2.7 Ma, NADW dominated site 607, re-
flecting warmer NH polar surface temperature,
probably due to strong meridional overturning
circulation (20). The decrease in BWTacross the
LPT occurred in both interglacial and glacial tem-
peratures and thus is attributed mostly to global
cooling related to the initiation of NH glaciations.
After 2.7 Ma, NADW production decreased but
was not completely replaced byAABW, and thus
the increase in BWT ∆(G-I) primarily reflects
global variability related to the waxing and waning
of NH ice sheets. Our record, showing conspic-
uous cooling during the LPT, contrasts with the
ostracode-based reconstruction of (11), which
shows no discernible cooling trend across the
LPT, and with the results of (7) who, based on an
alkenone-derived record of sea surface temper-
ature (SST) from the eastern equatorial Pacific,
suggested that climate cooled monotonically from
the Pliocene to the late Pleistocene. Here we sug-
gest that our record more accurately reflects a
global temperature trend, whereas tropical SST
records are also imprinted by regional effects.

From 1150 to 850 ka, the variability in BWT
∆(G-I) reflects high-latitude surface water cool-

ing with a growing influence of water mass var-
iability. After accounting for HL-LGM change in
[CO3], we estimate a ∆(G-I) BWT change of
~3.1°C, which is entirely consistent with the
∆d18Ob change of about 1.5‰ in Chain 82-24-
23PC, assuming HL-LGM ∆dw =0.8‰ in the
North Atlantic (12). Support for our interpreta-
tion of theMg/Ca record in terms of temperature
rather than changes in saturation comes from
several lines of evidence. Whereas Mg/Ca shows
strong similarity with the d18Ob record, it differs
significantly in both the general trend and timing
of transitions from changes in the deep Atlantic
[CO3] saturation as reflected in the d13Cb and
CaCO3 preservation records (12). On an orbital
scale, BWT leads changes in d13Cb (table S2),
suggesting that circulation-driven changes in car-
bonate saturation are not the dominant control of
Mg/Ca. We estimate that changes in ocean cir-
culation contributed <0.5°C to the total glacial
cooling of 1.3°C, suggesting an average decrease
of BWT of about 0.9°C during both glacial and
interglacial maxima due to high-latitude cooling.
Indeed, the trend, ∆(G-I), and frequency changes
are entirely consistent with SST records from site
607 (Fig. 1E), Ocean Drilling Program (ODP) site
982 (21), and tropical upwelling regions, suggesting
that we are capturing a global climate shift (13, 22).

We use the paleotemperature equation [T =
16.9 – 4.0 (d18Ob – dw)] to calculate the d18O
composition of seawater (23). We assume that dw
variability mainly reflects variations in global ice
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Table 1. Statistical summary of the primary features of the Mg/Ca-BWT and dw record, specifically
the mean (M), glacial (G), and interglacial (I) trends and glacial-interglacial ∆(G-I) amplitude from
different time intervals.

Mg/Ca-BWT (°C) dw (‰)
Time interval (ky) M G I D(G-I) M G I D(G-I)
0 to 850 1.2 –0.5 3.3 3.9 0.35 0.91 –0.08 0.99
1150 to 2500 2.5 0.7 4.2 3.3 0.28 0.62 0.02 0.60
3000 to 3150 4.5 3.4 6.0 2.0 0.07 0.18 –0.13 0.31
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volume, where a 10-m change in sea level equates
to a 0.1‰ change in dw (24), which is on the upper
side of, though consistent within, uncertainties
with estimates of changes in dw (25), and yields
the best fit with sea level reconstructions over the
past 450 ky (Fig. 3) (21). Given an error of T1.1°C
in BWTestimation and an uncertainty of ~0.2‰
in d18Ob (12), the uncertainty of sea level recon-
struction is T32 m for ∆(G-I) amplitude and T21 m
for the mean trend (12). The dw record shows a
gradual increase in continental ice from the mid-
Pliocene to the late Pleistocene, primarily due to
an increase in ice volume during glacial intervals.
Between ~2.7 and 1.2 Ma, average ∆(G-I) sea
level fluctuations are about 60 to 80m, increasing
to 120 T 32 m in the late Pleistocene. It is note-
worthy that interglacial ice extent inferred from
the dw record has been relatively constant since
3.2 Ma, in contrast with the benthic d18O record
without temperature correction.

Our sea level reconstruction is generally con-
sistent with previous studies suggesting 40 to 70m
of peak-to-peak ∆(G-I) in the late Pliocene and the
increase in glacial ice toward the late Pleistocene
(11, 12, 26). However, our new record provides
critical details necessary for assessing the evolution
of NH ice sheets in relation to changes in the
climate background state. Our record shows that
the LPTcooling is associated with an average sea
level drop of ~22 T 21 m due to 44- and 15-m
drops during glacial and interglacial intervals, re-
spectively (Table 1). Within errors, these esti-
mates are consistent with previous estimates of

30 to 35 m of sea level fall (11, 26, 27, ). Across
the MPT, glacial sea level drops by ~20 T 21 m,
whereas interglacial sea level stays relatively sta-
ble, resulting in an average increase in ice volume
of about 8 T 21 m, associated with a global cool-
ing of ~0.9°C. The glacial estimate is consistent
with a reconstruction of low sea level stands,
based on depositional sequences from shallow
marine sediments, which found a 20 to 30 m de-
crease from 1000 to 900 ka (28). An additional
and comparable drop in glacial sea level occurs in
the late Pleistocene, after the transition to 100-ky
periodicity. However, our records show that this
last interval is also characterized by more ex-
treme deglaciations manifested by higher (15 T
32 m) interglacial sea level stands. Apparently,
after the MPT, less NH ice persisted in inter-
glacial periods despite the cooler climate.

The divergence in sea level and similarity in
deep ocean temperature history across the LPT
and MPT suggest that each transition may be re-
sponding to a different set of forcings. The global
cooling of the deep ocean and concomitant in-
crease in ice volume across the LPTmay reflect a
high-latitude response to a secular decrease in
atmospheric PCO2 (5). Our 2°C cooling across the
LPT is consistent with modeling studies suggest-
ing that the inception of NHGmay be linked to a
substantial drop in air temperature during the late
Pliocene (29, 30). Deep ocean cooling associated
with the MPT has been highlighted as another
threshold response to radiative forcing driven by
a decrease in atmospheric PCO2, which resulted in

a larger areal extent of NH ice sheets. This would
have led to larger fluctuations of planetary albedo,
resulting in enhanced BWT ∆(G-I) and sea level
amplitudes due to colder and “icier” glacials and
warmer, less icy interglacials. Alternatively, the
regolith hypothesis maintains that changes in basal
rock conditions enabled the buildup of taller (rather
than expanded) ice sheets, independent of G-I
changes in albedo (10). Our record shows that
deep ocean cooling from 1150 to 825 ka precedes
the major expansion of ice sheets and the fre-
quency shift from 41-ky to 100-ky glaciations at
700 ka, thereby suggesting that although cooling
might have played an important role, it was not
sufficient to explain the MPT. Two lines of evi-
dence support this hypothesis. First, the decrease
in G-I BWT–to–ice volume ratio during theMPT
suggests an increase in the sensitivity of NH ice
sheets to changes in global temperature, which
cannot be directly attributed to increased albedo.
Second, although the glacial increase in ice vol-
ume suggested by the dw record is consistent with
the cooling of glacial intervals, the interglacial
decrease of ice volume is inconsistent with the
cooling of interglacial intervals. Both observa-
tions point to a fundamental change in ice-sheet
dynamics rather than just a threshold response to
global cooling. This corollary is consistent with
the fact that the frequency change occurs after the
major cooling interval.

Our data support the hypothesis that the MPT
represents a fundamental change in ice-sheet dy-
namics that is consistent with the growth of thicker,
more unstable ice sheets that fully deglaciate during
interglacial periods (10, 30). The increased abun-
dance of IRD after the MPT is consistent with an
increase in ice-sheet thickness (31) and with geo-
logical evidence suggesting that ice sheets grew
in height rather than areal extent (10). We con-
clude that the cooling associated with the MPT
might have preconditioned the NH to allow the
growth of taller glacial ice sheets but cannot ac-
count for the shift in frequency or sea level history.
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Transient Simulation of Last
Deglaciation with a New Mechanism
for Bølling-Allerød Warming
Z. Liu,1,2,3* B. L. Otto-Bliesner,4 F. He,3 E. C. Brady,4 R. Tomas,4 P. U. Clark,5 A. E. Carlson,6
J. Lynch-Stieglitz,7 W. Curry,8 E. Brook,5 D. Erickson,9 R. Jacob,10 J. Kutzbach,3 J. Cheng1,3

We conducted the first synchronously coupled atmosphere-ocean general circulation model
simulation from the Last Glacial Maximum to the Bølling-Allerød (BA) warming. Our model
reproduces several major features of the deglacial climate evolution, suggesting a good
agreement in climate sensitivity between the model and observations. In particular, our model
simulates the abrupt BA warming as a transient response of the Atlantic meridional overturning
circulation (AMOC) to a sudden termination of freshwater discharge to the North Atlantic
before the BA. In contrast to previous mechanisms that invoke AMOC multiple equilibrium and
Southern Hemisphere climate forcing, we propose that the BA transition is caused by the
superposition of climatic responses to the transient CO2 forcing, the AMOC recovery from
Heinrich Event 1, and an AMOC overshoot.

The last deglaciation (~21 to 11 ka) (ka:
1000 years ago) experienced the last ma-
jor natural global warming and was punc-

tuated by several abrupt climate changes (1, 2).
Particularly notable changes occurred in the
North Atlantic region where the surface climate

experienced cooling during Heinrich Event 1 (H1,
~17 ka), followed by an abrupt warming at the
onset of the Bølling-Allerød (BA, ~14.5 ka)
(Fig. 1) (2–11). These abrupt climate changes
were accompanied by large changes in the At-
lantic meridional overturning circulation (AMOC),
suggesting a causal linkage through the AMOC
and its associated heat transport (5, 6) (Fig. 1C).

Climate evolution during the last deglacia-
tion has been studied in transient simulations
with climate models of intermediate complexity
(12). In particular, some intermediate models
simulated abrupt warming events like the BA by
triggering a resumption of the AMOC either lo-
cally by a reduced meltwater flux (MWF) (13)
or surface warming (14) over the North Atlantic,
or remotely by an increased MWF (15) or sur-
face warming (16) over the Southern Ocean. In
all the cases, the abrupt warming occurred in re-
sponse to a gradually varying forcing (17) through
a strong hysteresis associated with AMOC ad-
vection and North Atlantic convection (18). Long
transient simulations, however, have not been car-
ried out in synchronously coupled atmosphere-
ocean general circulation models (CGCMs), which

include the most advanced climate physics and
are currently being used for future climate projec-
tions. Here we present a transient simulation of
the climate evolution from the Last Glacial Max-
imum (LGM, ~21 ka) to BA using a state-of-art
CGCM: the National Center for Atmospheric
Research Community Climate System Model ver-
sion 3 (NCAR CCSM3) (19). Through realistic
changes in boundary conditions and forcing,
our simulation captures many major features
of the deglacial climate evolution, including the
magnitude of the climate response as inferred
from observations.

Starting from a previous LGM simulation
(20), our model was integrated from 22 toward
14 ka, forced by changes in insolation (21), at-
mospheric greenhouse gas (GHG) concentrations
(22) (Fig. 1A), continental ice sheets and coast-
lines (23, 24), and MWF over the North Atlantic
and Gulf of Mexico (Materials and Methods 1).
From 22 to 19 ka, the model climate changes
slowly, primarily due to insolation forcing. The
simulated Atlantic Ocean at 19 ka, which we call
the glacial state, captures important features of
the LGM circulation as reconstructed from var-
ious proxy records (25, 26), including a shallower
North Atlantic Deep Water (NADW) accom-
panied by a southward shift of deep convec-
tion from the Nordic Seas to the Greenland Sea,
a reduced AMOC transport, and a volumetric
expansion of Antarctic Bottom Water (Fig. 2,
A and D and figs. S1A and S2) (Materials and
Methods 1).

From 19 to 17 ka, we applied a MWF de-
rived from Northern Hemisphere ice sheets to
the North Atlantic and Gulf of Mexico at a rate
consistent (within uncertainties) with the record
of sea-level rise (23, 27), gradually reaching a
peak flux of 20 m per thousand years (ky) at H1
(Fig. 1, B and C). The MWF was then reduced in
two scenarios: a linear decrease to zero at 14.2 ka
(DGL-B) and a constant flux (of 15 m/ky) until
a sudden shut-off at 14.67 ka (DGL-A) (Mate-
rials and Methods 2). Because the meltwater ter-
mination scenarios DGL-B and DGL-A represent
the slowest and fastest possible MWFs, the
two corresponding experiments represent two
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end members for simulations under more real-
istic MWF.

The increase in MWF starting at 19 ka in-
duces a gradual decrease in the AMOC (Fig.
1D). The associated freshwater anomaly is con-
fined initially to the upper North Atlantic at H1
(fig. S1B) and is then transported in the upper
ocean into the Southern Ocean, where it even-
tually spreads northward in the deep ocean, sub-
stantially freshening the glacial bottom water by
the time of the BA (fig. S1C). From 17 ka to the
BA, the MWF decreases in both experiments,
leading to increases in the AMOC. The AMOC
increases gradually toward the BA following the
gradual decrease in MWF in DGL-B, but it

resumes abruptly at the BA following the abrupt
termination of MWF in DGL-A (Fig. 1D). Re-
gardless of the recovery speeds, however, the
AMOC in both experiments peaks at ~19 sverdrup
(1 sverdrup = 106 m3/s) at the onset of the BA, or
~6 sverdrup greater than the glacial-state transport
(~13 sverdrup), and is characterized by a deeper
and stronger circulation (Fig. 2C), comparable
with that in a Holocene simulation (not shown).
The simulated transient responses of the AMOC
from 19 to 14 ka, especially in experiment DGL-A,
are in overall agreement with a reconstruction of
changes in the AMOC export (Fig. 1D) (5).

Accompanying these changes in the AMOC
is a bipolar seesaw response in surface temper-

ature until H1, followed by a global warming that
peaks at the BA. The bipolar seesaw response is
characterized by a cooling over the Northern
Hemisphere and a warming over the Southern
Hemisphere (Fig. 3A) and is caused by a de-
crease in the northward heat transport of the
AMOC (28–30). The suppression of convection
also contributes to the strong surface cooling in
the North Atlantic. Aweak warming also occurs
over North America and northern Europe due to
the lowering of the ice sheets and the associated
response of the planetary waves (31). By con-
trast, the warming from H1 to BA is global, with
the maximum warming relative to H1 exceed-
ing 20°C in the North Atlantic and Arctic (Fig.
3B). A large fraction of this BA warming, or
that part relative to the glacial state (Fig. 3C),
is characterized by a polar amplification in
both hemispheres.

The simulated global temperature evolution
closely resembles paleoclimate reconstructions
[supporting online material (SOM) Text 1], al-
though there is a tendency for a model-data dis-
crepancy before 19 ka, which may be attributed
partly to our initial state of an equilibrium cli-
mate at LGM. Focusing on the Atlantic sector
here, the simulated annual temperature closely
follows the trajectory of temperature reconstruc-
tions from Greenland (Fig. 1E) and Antarctic
(Fig. 1F) ice cores. From 21 to 19 ka, both Green-
land and Antarctica show a weak early warming
of ~0.5°C, which we attribute to increased ob-
liquity and associated sea-ice feedback (32, 33).
With the increased MWF from 19 to 17 ka, tem-
perature decreases by 4°C over Greenland but
increases by 2°C over Antarctica, reflecting
the bipolar seesaw response (Fig. 3A). The most
pronounced changes occur in response to the
decrease in MWF from 17 to 14 ka. Simulated
Greenland temperature increases by 15°C at the
BA onset, comparable with temperature recon-
structions (7, 34). By contrast, Antarctic temper-
ature continues to increase toward the BA, as in
ice-core reconstructions (35), which is caused
primarily by the rapid increase in GHG concen-
trations during this period (SOM Text 2).

The characteristic North Atlantic temporal
evolutionary structure of H1 cooling followed
by BA warming simulated by CCSM3 is also
in good agreement with sea-surface temperature
(SST) reconstructions from the eastern subtrop-
ical gyre off the Iberian Margin (Fig. 1G). Over
the tropical Atlantic, model SSTs first decrease
toward H1 and then recover sharply at the BA,
accompanied by a suppression of rainfall toward
the H1 and a subsequent recovery toward the
BA. The simulated rainfall suppression toward
H1 (enhancement at BA) is caused by the south-
ward (northward) migration of the Intertropical
Convergence Zone (ITCZ), which is induced by
the surface ocean warming south (north) of the
equator in response to the increased (decreased)
freshwater forcing (36). The simulated abrupt
increase of SSTs and rainfall at the onset of the
BA, especially in experiment DGL-A, generally

Fig. 1. Data-model com-
parison for several bench-
mark time series. (A) June
insolation at 60°N (pur-
ple) (21) and atmospheric
CO2 concentration (green)
(22). ppmv, parts per mil-
lion by volume. (B) Sea
level from the reconstruc-
tion (gray) (23) and mod-
el [meters of equivalent
global sea level (ESL) for
meltwater]. (C) Freshwater
fluxes (FWF) in the model.
(D) Pa/Th ratio at Bermuda
(GGC5 core) as a proxy for
AMOC export (5), andmod-
el maximum AMOC trans-
port (below 500 m). (E)
Greenland surface air tem-
perature (SAT) based on
Greenland Ice Sheet Project
2 (GISP2) d18O reconstruc-
tion with borehole tem-
perature calibration (34)
and in the model (model
offset by −3°C). (F) Ant-
arctic surface air temper-
ature based on Dome C
d18O reconstruction (35)
and in the model. (G) SST
from the Iberian Margin
from reconstructions (8, 9)
and model. (H) SST from
the Cariaco Basin from
reconstruction (10) and
model (model offset by
4°C). (I) Rainfall in Cariaco
Basin from reconstruction
(11) and model. In (B) to
(I), gray is used for the
reconstruction, and red
and blue for experiments
DGL-A and DGL-B, re-
spectively. The five circles
on DGL-A in (D) represent
the glacial state (GLA,
19 ka), H1 (17 ka), PreBA
(14.7 ka), Recovery (REC, 14.5 ka), and BA (14.35 ka). All model variables are annual means with a 20-year
running average. Overall, model simulations, especially DGL-A, are in good agreement with the proxy
records, especially outside the tropical Atlantic. BP, before present.
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agree with the Cariaco Basin reconstructions
(Fig. 1, H and I), although the simulated earlier
decrease in the SST and rainfall toward H1 seems
to be largely absent in the reconstructions. Over-
all, the model overestimates the climate variabil-
ity associated with the ITCZ over the tropical
Atlantic. This overestimation is likely caused by
a double ITCZ bias in the model tropical Atlantic
climatology—a common deficiency in most
current CGCMs (37).

In contrast to the bipolar seesaw temperature
response at the ocean surface, the subsurface ocean
warms throughout the Atlantic during the MWF
period from H1 to the BA (Fig. 2, E and F), pro-
viding a heat reservoir potentially important for
the subsequent BAwarming. The subsurface warm-
ing is largely consistent with previous experiments
and observations (38). In the North Atlantic, the
surface freshening suppresses the convective
heat exchange, cooling the surface but warming
the subsurface. The subsequent reduction of the
AMOC and associated northward heat transport
warms the entire South Atlantic water column,
but further cools the surface North Atlantic.

Previous studies of the BA in simplified mod-
els found that the abrupt warming was caused
by a sudden resumption of the AMOC in re-
sponse to a gradual perturbation forcing, reflecting
a strongly nonlinear response to MWF associated
with substantial AMOC hysteresis (13–16). By
contrast, CCSM3 simulates the BAwarming large-
ly as a linear response to MWF, with most of the
abrupt warming occurring only in response to a
sudden termination of the MWF. Indeed, CCSM3
has no appreciable hysteresis (SOM Text 3). This
is best illustrated in experiment DGL-B from 19 to
14 ka (39, 40), whereby the AMOC decreases
gradually from 19 to 17 ka when the MWF in-
creases gradually, but then recovers gradually
from 17 to 14.2 ka when the MWF decreases
slowly, eventually overshooting beyond the glacial
transport (Fig. 1, C and D) (41).

Both experiments DGL-A and DGL-B sim-
ulate a ~15°C warming over Greenland from H1
to BA, comparable with temperature recon-
structions (7, 34) (Fig. 1). Of this amount, 5°C
is associated with the AMOC recovery from
H1 back to the glacial state, and the remaining
10°C results from the CO2-induced warming
and an AMOC overshoot (the AMOC recovery
beyond the glacial-state transport). The approx-
imate contributions of the three mechanisms can
be assessed from experiment DGL-A. First, the
total radiative warming due to CO2 and orbital
forcing in the absence of AMOC change can be
estimated as the difference between the pre-BA
(14.67 ka) and H1 states. In this period, the
MWF and, in turn, the collapsed AMOC remain
unchanged in DGL-A (Fig. 1, C and D), so that
the warming is caused primarily by the radiative
forcing. Indeed, from H1 to pre-BA, both Green-
land and Antarctica exhibit a similar gradual
warming of ~4°C (Fig. 1, E and F). This sym-
metric warming (fig. S6A) is consistent with the
symmetric radiative forcing of CO2 and annual

insolation. Our further sensitivity experiments
show, however, that this warming is dominated
by the CO2 forcing, whereas the contribution of
the orbital forcing is weak (SOM Text 2). In-
deed, the period from 17 to 14.6 ka saw the first
major rise of the GHGs, with a 40-ppm (parts
per million) increase in CO2 accounting for about
half of the glacial-interglacial change (Fig. 1A).
This large increase in CO2 induces a symmetric
global warming background for the subsequent
BA warming.

Upon the suspension of the MWF after
14.67 ka in experiment DGL-A, the AMOC re-
covers rapidly to its glacial level by ~14.5 ka,
with a 5°C warming over Greenland (Fig. 1, D
and E). This recovery warming is of the same
magnitude as the H1 cooling, reflecting a nearly
linear dependence of Greenland temperature on
AMOC strength. In contrast to the bipolar re-
sponse to the MWF during H1 (Fig. 3A), how-
ever, the rapid warming due to AMOC recovery
is confined to the North Atlantic and Arctic re-
gions (Fig. 1, E to H, and fig. S6B).

Finally, after the recovery at 14.5 ka, Green-
land temperature increases by another 6°C, peak-
ing at 14.35 ka (Fig. 1E), accompanied by an
AMOC overshoot beyond its glacial level by ~6
sverdrup (Fig. 1D). This BA overshoot, which
generates a strong warming over the Nordic Sea
region (Fig. 1, E to H, and fig. S6C), is caused
by a natural overshoot of the AMOC at the end
of MWF, which is further enhanced by the long
duration of the MWF and the large CO2 rise

from H1 to the BA. The overshoot appears to be
caused by convective instability in the Nordic
Sea on a background of deep-ocean warming
(Fig. 2, E and F), as well as a basin-wide ad-
vective adjustment of salinity (SOM Text 4).

In contrast to the robust warming magnitude,
the warming rate of the BA in CCSM3 depends
critically on the MWF scenario. A faster reduc-
tion in MWF induces a more rapid BA warm-
ing, as seen by comparing experiments DGL-A
and DGL-B. The sudden termination of MWF
in DGL-A produces an abrupt BAwarming that
strongly resembles proxy records (Fig. 1), al-
though the model warming is somewhat slower
than in these records (300 versus 150 years, fig.
S4). Because the natural adjustment time of the
AMOC is ~300 years (as seen in experiment
DGL-A), a similar abrupt BA warming can be
induced in this model as long as there exists a
substantial reduction of MWF several centuries
before the Bølling onset. Because the two MWF
scenarios DGL-A and DGL-B represent the end
members, a more realistic MWF scenario that
lies in between may also induce a rather rapid
BAwarming in CCSM3 (42). We conclude that
the critical factor for producing the abruptness
of the BAwarming in CCSM3 is that the MWF
to the North Atlantic keeps the AMOC near its
off-state to within centuries of the Bølling onset,
while other details of the meltwater history may
not be essential.

We find that CCSM3 is able to simulate an
abrupt BA warming as a transient response to a
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Fig. 2. AMOC streamfunction (in sverdrup) and Atlantic zonal mean temperature and temperature changes
in experiment DGL-B (in °C). AMOC at (A) GLA, (B) H1, and (C) BA. Temperature at (D) GLA and tem-
perature changes from the glacial state for (E) H1-GLA and (F) BA-GLA. The AMOC collapses in H1 and
overshoots beyond the glacial state at BA. The subsurface ocean warms throughout the Atlantic, whereas
the SST exhibits a bipolar seesaw response. (Each state is defined in Fig. 1D).
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sudden termination of the North Atlantic MWF.
The amplitude of the simulated BA is compa-
rable to the amplitude reconstructed from paleo-
climate proxies, notably in the North Atlantic
and Antarctic regions. Our simulation suggests
that the large BAwarming is caused by the super-
position of climate responses to increased atmo-
spheric CO2, the recovery of the AMOC from
H1, and an AMOC overshoot. It remains uncer-
tain if CCSM3 is successful in simulating the

abruptness of the BAwarming inferred in proxy
records. CCSM3 can produce the abruptness of
the BA onset only if the MWF in the North
Atlantic terminates within centuries before the
BA. This is in contrast to previous work in
simplified models, which exhibit a substantial
AMOC hysteresis (39) such that an abrupt warm-
ing can be induced by a gradual change in MWF.
The behavior of CCSM3, however, is typical of
the current generation of CGCMs without flux

adjustment, which show little sign of substantial
hysteresis (30, 43). Therefore, our results sug-
gest that the current generation of CGCMs, like
CCSM3, may not be able to induce an abrupt
onset of BAwarming under a gradual forcing. Is
the current generation of CGCMs deficient in
generating the abruptness of climate changes (44)?
Is the AMOC hysteresis a fundamental feature
of the real-world AMOC as suggested in inter-
mediate models, or not essential as suggested in
current CGCMs? Current observations are insuf-
ficient to address these questions unambiguous-
ly (SOM Text 5). We suggest that the critical
observational evidence needed to clarify these
fundamental issues is an accurate reconstruction
of the rate of MWF before the BA.
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Undulatory Swimming in Sand:
Subsurface Locomotion of the
Sandfish Lizard
Ryan D. Maladen,1 Yang Ding,2 Chen Li,2 Daniel I. Goldman1,2*

The desert-dwelling sandfish (Scincus scincus) moves within dry sand, a material that displays solid
and fluidlike behavior. High-speed x-ray imaging shows that below the surface, the lizard no longer
uses limbs for propulsion but generates thrust to overcome drag by propagating an undulatory
traveling wave down the body. Although viscous hydrodynamics can predict swimming speed in
fluids such as water, an equivalent theory for granular drag is not available. To predict sandfish
swimming speed, we developed an empirical model by measuring granular drag force on a small
cylinder oriented at different angles relative to the displacement direction and summing these
forces over the animal movement profile. The agreement between model and experiment implies
that the noninertial swimming occurs in a frictional fluid.

The locomotion of organisms (1, 2),
whether by running, flying, swimming,
or crawling, is the result of multiple-

degree-of-freedom nervous and musculoskeletal
systems interacting with an environment that
often flows and deforms in response to move-
ment. Nearly all experiments and models of ter-
restrial locomotion have been developed for
running and walking on rigid, flat, no-slip fric-
tional substrates for which the complication of
substrate flow is not considered. In contrast, com-
plexity in interaction with the environment in
aquatic and aerial locomotion (swimming and
flying) is well recognized (3). Determining mech-
anisms for propulsion or lift in these media is

always possible in principle because the rules
of interaction with fluids are worked out: They
require solving Navier-Stokes hydrodynamics
in the presence of moving boundary conditions.
A major challenge in biology is to understand
the locomotion of organisms that walk, crawl,
or burrow on or within terrestrial substrates like
sand (4), soil (5), and muddy sediments (6) that
display both solid and fluidlike behavior. In such
materials, validated theories such as the Navier-
Stokes equations for fluids do not exist, and
visualization techniques [such as particle image
velocimetry in fluids (7)] are nearly nonexistent.
Understanding of the mechanics of subsurface
movement has ecological importance and could
reveal how the actions of small burrowing or-
ganisms can transform entire landscapes (8).

Animal burrowing and movement within
granular media is relevant to desert organisms
like scorpions, snakes, and lizards that move
within sand to escape heat and predators and hunt

for prey (9, 10). Desert sand [which covers 6 to
10% of land surface (11)] is an example of a
granular material, a collection of dissipative par-
ticles that interact through contact forces and in
bulk can display solid and fluidlike features (12)
when disturbed. A key parameter that controls
the response of granular media to intrusion is the
volume fraction f, the ratio of material volume to
total occupied volume. In dry granular media in
natural environments, f depends on the history of
the sand (for example, perturbations by wind or
animal burying and digging), and can vary be-
tween 0.57 and 0.64 (13). The response of gran-
ular media to intrusion depends on f: Closely
packed material at high f must expand to flow,
whereas loosely packed material at low f con-
solidates (14). The effects of f on drag are largely
unexplored, although we have recently found that
vertical penetration resistance doubles as f in-
creases by just 0.08 (15).

To investigate how rheological features of the
material influence the locomotor mode and
performance of an organismmoving within sand,
we used high-speed x-ray imaging to study a
small (~10 cm) desert-dwelling lizard, the
sandfish, that inhabits the Saharan desert of Africa
and moves within granular media of different f.
The sandfish’s above-ground burial process has
been described (9), and it is hypothesized that its
counter-sunk lower jaw and smooth scales with
low friction and low wear properties (16) aid
swimming and digging. However, little is known
about how the animal moves subsurface. Al-
though it has been hypothesized that body
motion plays an important role in thrust produc-
tion (9, 17) in sand-dwelling lizards, a recent
study using nuclear magnetic resonance (NMR)
to visualize subsurface motion proposed that the
sandfish used its limbs in a paddling motion
along with undulations on its body to generate
thrust subsurface (18). However, the observa-
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tional quality and number of trials were limited.
We show through detailed biological experiment
and development of a model of the locomotion
that subsurface sandfish motion is not driven by
limbs but by an undulatory gait without use of
limbs. Thrust and drag result from frictional grain
flow, which leads to features of the swimming
that are intermediate to movement in fluids and

on solid surfaces, and surprisingly are indepen-
dent of f.

To perform controlled studies of the burial and
swimming of the sandfish (11 animals; mass =
16.2 T 4 g, body length L = 8.3 T 3.3 cm, de-
fined as the length from snout tip to the base of
the tail), we used a fluidized bed (fig. S1) (19)
to prepare a 10-cm-deep container of 0.27 T

0.04 mm glass beads into naturally occurring
loosely packed and closely packed volume
fractions f = 0.58 and f = 0.62, respectively.
The sandfish took 672 T 239 ms to complete its
entire burial process, independent of volume
fraction (Student’s t test, P > 0.05) (movie
S1). Once below the surface, the dorsal x-ray
video imaging (movies S2 and S3) revealed that
the animal no longer used limbs for propulsion.
Instead, the animal placed its limbs against its
sides and executed an undulatory motion (Fig.
1, E and F) with large-amplitude axial oscilla-
tion, using its body to propel itself at speeds of
up to ~10 cm/s. We observed similar limbless
undulatorymotion in beads withmean diameters
ranging from 0.1 mm to 3 mm. To quantify the
lack of limb use, we measured the distance
between pairs of limbs (fore and hind) (Fig. 1G).
As the animal ran across the surface, this inter-
limb distance oscillated around 2.75 T 0.59 cm,
indicating the sprawl of the limbs during the
diagonal gait (1, 9). As it began to bury, the inter-
limb distance decreased significantly (Student’s
t test, P < 0.01) until it became a constant (1.72 T
0.53 cm) close to body width (1.23 T 0.51 cm)
because limbs were placed close to the side of the
body. Like in (18), side-view x-ray imaging of the
sandfish subsurface showed that the animal
undulates in a plane at ~ 22.2 T 3.7° with respect
to the horizontal and buries consistently to a
depth of 2.1 T 0.5 cm (surface to top of mid-point
of the back), independent of volume fraction
(Student’s t test, P > 0.05).

We characterized the undulatory kinematics
by digitizing the midline from the dorsal x-ray
images (Figs. 1F and 2A). The undulatory
motion fit well (r2 > 0.85, P < 0.01) the form
of a posteriorly traveling single-period sinusoidal
wave (Fig. 2A) such that y = Asin 2p(x + vwt)/l,
with y the displacement away from themidline of
a straight animal, A the amplitude, l the wave-
length, f the wave frequency, and vw = f l¸ the
wave speed. From the fit, we deduced these
parameters as well as the forward swimming
speed of the center of mass vx (which was not
equal to the wave speed; see discussion below).
During a swim, there was no change in either A
(P = 0.12) or l (P = 0.66), and neither A nor l
varied significantly for the different f (P > 0.05
comparing each treatment by using a repeated
measures one-way analysis of variance) (Fig. 2B).
The large-amplitude undulations over the entire
body are unlike the kinematics of other undula-
tory swimming organisms on the sandfish-sized
scale [such as eels (20)], which tend to increase in
amplitude posteriorly. The undulations do resem-
ble those of eel movement on land (20) as well as
small (<1 mm) swimmers (for example, nemat-
odes) in fluids at low Reynolds (Re) number, in
which the inertia of the material surrounding the
organism plays no role (21, 22).

The sandfish increased swimming speed by
increasing wave frequency f (Fig. 2C) (Stu-
dent’s t test, P < 0.01), and the slope of the vx
versus f relationship was independent of vol-
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ume fraction (Student’s t test, P > 0.05). We
found, however, that vx is not simply the product
of f and l, but instead the slope is reduced by a
constant factor h so that vx = h f (Fig. 2C) with h =
0.54 T 0.12 and h = 0.49 T 0.09 for loosely and
closely packed material, respectively. Because
vw= lf, this implies that the average forward speed
is a fraction of the wave speed. Thus, the animal is
not moving in a tube because successive undu-
lations do not trace a continuous path; this can be
seen in Fig. 1F. Instead, tracer particles placed in the
bulk reveal that there is backward displacement of
material as the animal moves forward. Slipping
while progressing is common to undulatory swim-
mers in deformablemedia across length scales (for
example, eels and spermatozoa in fluids) (1) and is
characterized by the wave efficiency (h) (21), de-
fined as the ratio between the forward speed of the
animal (vx) and the velocity of the wave traveling
down its body (vw): h = vx/vw. Because l for the
sandfish is independent of f in our experiments, h
is the slope of the vx/l versus f curve and is shown
in Fig. 2C. Typical wave efficiencies of organisms
in moving in fluids at low Re (such as nematodes)
are 0.25 (23), nearly a factor of two smaller than
the sandfish, whereas organisms undulating (creep-
ing) along the solid surface of an agar-air inter-
face can have h close to unity [h ~ 0.8 − 0.9 (21)]
because deformations in the surface allow move-
ment that is effectively in a tube. h for the sand-
fish in granular media is intermediate to that for
fluids and solids and is independent of f, even
though materials with different f have penetra-
tion resistances that can vary by a factor of 2 (15).

Prediction of h for undulatory movement in
fluids and solids has been accomplished by use of
models of interaction of the organism and the
environment: In low Re Newtonian fluids, forces
are purely viscous (Stoke’s law) such that force is
proportional to instantaneous velocity (22, 23),
and in undulatory crawling on solids force is
determined with static/dynamic friction coeffi-
cients (22). Although the equivalent force laws
are not available in granular media, features of the
sandfishmotion allow us to hypothesize about the
medium in which it swims: (i) It is well known
that for slow enough disturbances, the drag in
granular systems is dominated by friction be-
tween flowing grains, and thus this makes drag
independent of velocity (14, 24–26). (ii) At the
observed body speeds and accelerations during
undulatory motion, inertial forces due to accel-
erating material are small as compared with fric-
tional drag forces (ma/F ≈ 0.2, where F ≈ 2 N is
estimated for a small cylinder dragged in sand
and ma ≈ 0.4 N is found from the product of the
acceleration of the sandfish body and a mass of
sand surrounding it), and thus inertia can be ne-
glected. (iii) Because grain interactions are dissi-
pative, disturbances typically dampen in short
times, and thus changes in the static configuration
dominate the drag force.

Therefore, we hypothesize that the animal
swims in a so-called “frictional fluid” (27), such
that flowing grain-grain and grain-animal friction

determine the thrust and drag forces. Such a
frictional fluid superficially resembles low Re
swimming in that there is no inertia, but the
mechanism for drag is frictional, rather than
viscous. Movement in a frictional fluid differs
from noninertial crawling on a surface in which
anisotropic friction [originating from, for exam-
ple, deforming the surface and pushing off as
does nematode on agar (21) or using overlapping
belly scales or changes in weight distribution as
does a snake (28)] generates net propulsive force
without net flow of material.

To test this hypothesis, we developed amodel
inspired by similar local force, noninertial models
[typically called Resistive Force Theory (RFT)
(23)] such that the body of the organism is
partitioned into elements, each of which generates
thrust and experiences drag whenmoving through
a media and whose forces are not influenced by
force fields from other segments. If FN and FL are
the normal and lateral forces (perpendicular and
parallel to the element respectively) acting on the
sides of the sandfish body, net forward force on the
element can be written as Fx = FN sinq − FL cosq,
where q is the angle between the forward direction
of the animal and the orientation of an element
of the organism (Fig. 3A). The forces for each
element are integrated over the length of the body
(snout to tail tip) and for a full period of a
traveling wave to obtain average swimming
speed. Unlike in fluids, we have no validated
theory to calculate the force on an intruder as a
function of its angle relative to displacement or

for varying f. Therefore, we used a combination
of measurements (19) of the granular thrust and
drag forces on a stainless steel cylindrical rod
[with grain-surface friction coefficient similar to
the sandfish (16)], insights from Fig. 3B, and an
empirical fitting function that incorporates drag
on the sidewalls and end-faces of the cylinder
(equation S8) so as to approximate FN and FL for
elements of the sandfish body as:

FN = 2lr(CS sinb0 + CF siny)
FL = 2lrCF cosy (1)

where tanb0 = cotg0 sin y, y is the angle of the
segment with respect to its local velocity vector, l
and r are the length and radius of the segment (as-
sumed cylindrical), and the constantsCS,CF, and g0
characterize the material response to drag. Plots of
FN andFL as a function ofy are shown in Fig. 3, C
and D. Equation 1 represents the data well (R2 =
0.97) (solid lines shown in Fig. 3, C andD), and the
fit coefficients are given in table S1.

FL is well approximated by the cosine func-
tion, similar to viscous fluids or frictional ma-
terial, indicating that its source is the resolved
component of friction between the grains and the
body. The form of FN is not well approximated
by the corresponding sine component (Fig. 3C,
dashed gray lines) but rather increases more
rapidly for y < 30° and increases more slowly for
y > 30°. We hypothesize that above this angle
[close to the angle at which internal slip planes
or shear bands form and move (14)], the force

Fig. 2. Kinematics of
the undulatory sandfish
motion. (A) Traveling
wave moving down the
body of the sandfish
opposite to the direction
of the sandfish forward
motion (sampled every
0.04 s). For each time in-
stant, the instantaneous
lateral displacement of a
tracked section of the
sandfish is represented
in color. The black curves
represent the tracked
midline (for example,
Figure 1E, snout tip to
tail tip) of the sandfish.
(B) The amplitude A and
wavelength l of the si-
nusoidal fit to the tracked
midline of the sandfish
(inset), for loosely and
closely packed media.
(C) Red circles (closely packed, n = 24 trials), and blue triangles (loosely packed, n = 22 trials) show
dependence of swimming velocity on wave frequency. The slope of green line is the approximate wave
efficiency h ≈ 0.5 of animal (Fig. 4A) and the dashed black line represents h = 1. The horizontal and
vertical blue and red bars (mean T 2 SD) represent the range of frequencies and forward velocities
(normalized by l) accessed in loosely packed (2.10 T 0.75Hz, 0.98 T 0.27 per second) and closely packed
(2.63 T 1.13 Hz, 1.28 T 0.37 per second), respectively. The average frequency and average speed are
greater in closely packed than in loosely packed material (Student’s t test, P < 0.01). n = 46 trials
were recorded.
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increases slowly because of the formation of a
solid region of grains that moves along with the
rod (14, 26). Preliminary numerical simulation
indicates that the size of the solid region grows
slowly with y for y > 20°. The fitting function
(Eq. 1) incorporates these effects in FN and FL
through terms proportional to the angular com-
ponent of CS (which is determined primarily by
grain-object frictional forces) and an extra term
in FN that increases rapidly and then saturates
for y > 20°. In this term, the coefficientCS is set
by grain-grain frictional force and g0, which is
related to the internal slip angle. CF ≈ CS/2, in-
dicating that grain-grain friction is larger than
grain-surface friction.

To determine the wave efficiency (and thus
swimming speed for a given frequency), we
balanced thrust and drag over a cycle (net force,
Fx = 0 in equation S7, assuming constant cycle
average speed vx). Because vx and vw appear only
as a ratio (from the kinematics in equation S2) in
the argument of the integral in Equation S7, and
do not appear in the FN and FL terms (fig. S2B),
the force balance predicts h. Numerical integration
of the model over a measured organism sinus-
oid from Fig. 2 with constant cylindrical cross-
section predicts 0.4 ≤ h ≤ 0.65 independent of f
(Fig. 4A), which is in accord with experimental
observation; the bounds on h are set by assum-
ing the head drag is zero or that of a flat plate
because measurements for the drag force on an
object with the exact morphology of the shovel-

shaped head are unavailable. The model predicts
a maximum in forward progress per cycle when
A/l ≈ 0.2, and we find that the measured kin-
ematics fall close to this speed (Fig. 4B). The
maximum is due to a competition between in-
creased h (less slipping) from increased A and
decreased l because for an inextensible ani-
mal l decreases as A increases. An analytic low-
amplitude approximation (equations S9 to S14)
demonstrates the relevant scaling of h.

It is remarkable that h does not change sig-
nificantly for different f, especially because drag
forces between closely and loosely packed ma-
terial differ by ≈ 80%. The model indicates that h
is essentially constant because FN and FL scale
by the same ratio of 2.1 between closely and
loosely packed material (Fig. 3, C and D, insets),
and it is this ratio that determines h (equation S14).
The model implies that h is greater than in low-Re
fluids because of the greater thrust to drag force
ratio in the frictional granular media.

The agreement between experiment and
model indicates that the assumptions of velocity
independence, local interaction, and the use of
the average FN and FL for all phases of the
motion are good approximations at these slow
swimming speeds. Although the assumption that
all body and head segments encounter material
with the same f is probably not true (because the
body encounters grains disturbed by the head and
other body segments), because FN and FL scale
in the same ratio in all f and this ratio determines

h, wave efficiency should be independent of
position along the body. The model assumptions
break down in the approximation that the in-
stantaneous force (Fig. 3B) can be replaced by
the average force. This is a good approximation
except forFN in closely packedmaterial (Fig. 3B,
red curves); enhancement of FN because of peak
stress significantly greater than the mean could ex-
plain why, contrary to expectation, the range of f
(and vx) that the animal accessed was greater in
closely packedmaterial and themaximal swimming
speed the animal was able to access was ≈50%
larger in closely packed material (Fig. 2C).

In conclusion, we used high-speed x-ray
imaging to show that the sandfish lizard pro-
pels itself within granular media using a large-
amplitude traveling-wave oscillation of its body
without using its limbs and that the wave effi-
ciency of this motion is independent of the vol-
ume fraction of the medium. Using a model that
balances thrust and drag with measured granular
drag laws, we can predict the wave efficiency and
optimal kinematics. We demonstrated that the
animal swims in a medium with properties inter-
mediate to those of low Re viscous fluids and
frictional solid surfaces and that are unique to
dense granular beds, namely velocity-independent
forces and enhanced normal-drag forces. Our
results demonstrate that burrowing and swimming
in complex media can have similar complexity to

Fig. 4. Comparison of experimental results and
model predictions; blue denotes loosely packed
and red denotes closely packedmaterial. (A) Animal
wave efficiencies from experiment are represented
by solid bars (loosely packed average h = 0.54 T
0.12; closely packed average h = 0.49 T 0.09).
Shaded bars correspond to model predictions
assuming head drag of a flat disk (FH) and no head
drag (NH). (B) Predicted swimming speed (in body-
length per cycle) versus amplitude normalized by
wavelength. The dashed lines are model predictions
with no-head (short-dashes) and flat-head (long-
dashes) for loosely packed and closely packed ma-
terial. Squares denote themeasured average animal
swimming speed for loosely packed and closely
packed material. The range of frequency and speed
accessed is given by the extent of the solid lines. n =
46 trials were recorded.
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dicular) and FL (parallel) on a given element of a sinusoidal traveling wave. (B) Representative total
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movement in air or water, and that organisms can
exploit the solid and fluidlike properties of these
media to move effectively within them.
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Targeted Retrieval and Analysis of
Five Neandertal mtDNA Genomes
Adrian W. Briggs,1* Jeffrey M. Good,1 Richard E. Green,1 Johannes Krause,1 Tomislav Maricic,1
Udo Stenzel,1 Carles Lalueza-Fox,2 Pavao Rudan,3 Dejana Brajković,4 Željko Kućan,3
Ivan Gušić,3 Ralf Schmitz,5,6 Vladimir B. Doronichev,7 Liubov V. Golovanova,7
Marco de la Rasilla,8 Javier Fortea,8 Antonio Rosas,9 Svante Pääbo1

Analysis of Neandertal DNA holds great potential for investigating the population history of this
group of hominins, but progress has been limited due to the rarity of samples and damaged state
of the DNA. We present a method of targeted ancient DNA sequence retrieval that greatly reduces
sample destruction and sequencing demands and use this method to reconstruct the complete
mitochondrial DNA (mtDNA) genomes of five Neandertals from across their geographic range.
We find that mtDNA genetic diversity in Neandertals that lived 38,000 to 70,000 years ago was
approximately one-third of that in contemporary modern humans. Together with analyses of
mtDNA protein evolution, these data suggest that the long-term effective population size of
Neandertals was smaller than that of modern humans and extant great apes.

Currently, DNA sequences determined from
multiple Neandertals are restricted to short
fragments [120 to 360 base pairs (bp)] of

the hypervariable regions (HVRs) ofmitochondrial
DNA (mtDNA) (1, 2). These data have demon-
strated that Neandertal mtDNA is distinct from
that of modern humans (3). However, collecting
sequence data from the rest of the mtDNA ge-

nome has proven difficult due to numerous tech-
nological difficulties (4). Recently, the complete
mtDNA genome sequence of a ~38,000-year-old
Neandertal individual from Vindija Cave, Croatia,
was determined by high-throughput shotgun se-
quencing from total DNA extract (5). A similar
approach has been used to recover complete
mtDNA sequences from permafrost-preserved
mammoths and a human (6, 7). However, the
amount of shotgun sequencing needed to retrieve
complete mtDNA sequences is prohibitive for
most ancient bone specimens due to the high
fraction of environmental DNA that they contain.
For example, only 0.001% of DNA sequences
determined from typical well-preservedNeandertal
specimens are derived from mtDNA (table S1).
Thus, a simple shotgun approach would require
hundreds or thousands of high-throughput pyro-
sequencing runs to recover a single Neandertal
mitochondrial genome (table S1). Direct poly-
merase chain reaction (PCR) is also poorly suited
for retrieving complete Neandertal mtDNA ge-
nomes, because DNA extracted from the fossils

is so fragmented that hundreds of overlapping
amplicons would be necessary, either requiring
highly multiplexed primer mixes that present
severe difficulties for avoiding modern human
contamination, or many parallel amplification re-
actions that consume large amounts of precious
ancient DNA extracts (8).

We have developed a method—primer ex-
tension capture (PEC)—that directly isolates spe-
cific DNA sequences from complex libraries of
highly degraded DNA (Fig. 1). PEC uses 5′-
biotinylated oligonucleotide primers and a DNA
polymerase to capture specific target sequences
from an adaptor-ligated DNA library. It combines
the high specificity of PCR primers with the nu-
merous advantages of a library sequencing approach,
including immortalization through reamplifica-
tion from adaptor priming sites (9) (fig. S1), con-
tamination control with project-specific barcodes
(5, 10), access to very short fragments predom-
inant in ancient extracts (11), and quantification of
the number of unique ancient DNA molecules,
which is necessary to identify nucleotide misin-
corporations (10–12).

We used PEC to recover the entire Neandertal
mtDNA genome [supporting online material
(SOM)] of five individuals from four sites across
the geographic range of Neandertals (Fig. 2 and
table S2). One individual (Vindija 33.25) from
Vindija Cave, Croatia, is undated but was found
in an older stratigraphic layer than the previously
sequenced bone (5) (Vindija 33.16), which was
dated to ~38,000 years before present (yr B.P.) (3).
Two individuals (Feldhofer 1 and 2, the former be-
ing theNeandertal type specimen) come fromKleine
Feldhofer Grotte, Neander Valley, Germany, and are
dated to~40,000yrB.P. (13).One individual (Sidron
1253) comes from El Sidron Cave, Spain, and is
dated to ~39,000yrB.P. (14), and one (Mezmaiskaya
1) comes fromMezmaiskaya Cave, Russia, and is
dated to 60,000 to 70,000 yr B.P. (15).

We generated between 170,330 and 521,680
sequence reads per individual on the 454 FLX
platform and processed them with a mapping
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assembly program (SOM), taking the Vindija
33.16mtDNA sequence (5) as a reference. Between
18.2 and 40.2% of sequences were identified as
mitochondrial, representing a raw target enrich-
ment of 3640- to 80,400-fold (table S1). Nontarget
sequences were enriched in sequence motifs from
the 3′ ends of PEC primers (fig. S2), suggesting the
occurrence of some false priming events. All five
individuals showed continuous coverage across the
entire mtDNA genome with an average unique
read depth of 18.0 to 56.3× (fig. S3). As reported
previously for Neandertal mtDNA (5), average
fragment lengths were short (51.3 to 79.3 bp, fig.
S4), coverage was positively correlated with GC
content (fig. S5), and bases differing from the
consensus were dominated by C/G→T/A sub-
stitutions (fig. S6), consistent with deamination of
cytosine (10, 11, 16) clustered toward the ends of
fragments (10, 11) (fig. S7). However, the rate
of C/G→T/A misincorporations varied among
the fossils and was negatively correlated with av-
erage fragment length (fig. S8), likely reflecting
differential hydrolytic damage suffered by DNA
in different depositional environments. To deter-
mine if sequencing coverage in each assembly
was sufficient to overcome misincorporations and
other sequencing errors, we calculated the pro-
portion of reads at each position that matched the
assembly consensus base (fig. S9). Apart from a
single ambiguous position (see fig. S10 for reso-
lution of this position), support across the 82,865
alignedpositions (five 16,565-bpmtDNAgenomes)
was high (mean = 98.5%, minimum 60.0%). At
all 43 positions with support lower than 75%, we
observed a minor base consistent with deami-
nation of cytosine. Sites that differed from the
Neandertal reference had coverage (mean = 32.0×)
and support (mean = 98.7%) similar to those that
matched the reference (mean coverage = 36.5×;
mean support = 98.5%). None of these sites had
support lower than 78% (table S3), and their
locations were not correlated with PEC primer
sites (all P > 0.50, Fisher’s exact test; table S4).
These data suggest that the five consensus
sequences are unlikely to have been affected by
sequencing or base damage errors, because such
errors would tend to create sequence differences
that would be poorly supported and located in
regions of low coverage.

We quantified the level of modern human
DNA contamination in each of our assemblies by
counting Neandertal versus contaminating frag-
ments at all positions (124 to 130 positions per
individual) where the Neandertal was found to
differ from a worldwide panel of 311 aligned
modern human mtDNA genomes (5). From 876
to 2969 fragments overlapping these positions
per Neandertal assembly, we estimated that mod-
ern human contamination ranged from 0.2 to 1.4%
(table S5). At these levels, contamination is highly
unlikely to affect the determination of consensus
sequences. Finally, the PEC-derived Neandertal
mtDNAgenomeswere compared toPCR-amplified
HVR sequences from the same individuals (13, 17)
(SOM and fig. S11). Aligned sequences were iden-

tical between the two methods for every individual
except Feldhofer 1, where some previously postu-
lated errors for PCR-derived positions (13) were
confirmed as such by PEC.

Comparison among the six completeNeandertal
mtDNA genomes revealed a total of 55 variable
positions across 16,565 aligned nucleotides (Table
1). On average, the six Neandertal mtDNAs differ
by 20.4 substitutions. We contrasted Neandertal
mtDNA diversity with variation among modern
humans as represented by the revised Cambridge
reference sequence (18) and a previously pub-
lished worldwide sample of 53 individuals (19).
Variation among the Neandertals was approxi-
mately one-third of that estimated for modern
humans worldwide, approximately half that of
individuals from non-African populations, and
similar to that of the nine Europeans in this
sample (Table 1). When compared to a broader
survey of 30 modern Europeans (Table 1 and
SOM), Neandertals had 37% lower mtDNA di-
versity. Because the Neandertal sequences stem
from several distinct time points spanning thou-
sands of years, we used coalescent simulations
(20, 21) to assess the magnitude of any bias in-
troduced by the temporal sampling and found
that it may cause up to a ~20% overestimate of
Neandertal genetic diversity (table S6) relative to
a sample drawn from a single point in time. Thus,
the observation that mtDNA diversity is lower in
Neandertals than in modern humans appears to be
conservative with respect to sampling over time.

Estimation of phylogenetic relationships con-
firmed the reciprocally monophyletic status of
Neandertal andmodern humanmtDNAs (Fig. 2).
Among the six Neandertal mtDNAs, the sequence

from Mezmaiskaya is more divergent from the
other five (44.4 mean pairwise differences) than
the latter are among themselves (8.4 mean pair-
wise differences). As observed previously (5),
the Neandertal branch in the phylogeny appears
shorter than that of modern humans. Simulations
show that this asymmetry is well within the ex-
pected range of stochastic variation given that the
Neandertal mtDNA sequences are at least 38,000
years old (fig. S12).

With a Bayesian approach (22) calibrated with
the fossil ages of the five dated Neandertal se-
quences and a human-chimpanzee divergence of
~6million years (see SOM), we estimated the time
to the most recent common Neandertal mtDNA
ancestor to be ~109,800 yr B.P. [84,630 to 138,500
yr B.P., 95% highest posterior density (HPD);
table S7]. This is ~80% of the mean coalescent
time estimated for modern human mtDNA with
the same approach (mean time to the most recent
common ancestor = 136,100 yr B.P.; 94,930 to
178,700, 95% HPD). Assuming that positive se-
lection has not influenced Neandertal mtDNA
variation, a recent coalescent time despite a ~38,000-
year truncation of the Neandertal lineage suggests
that the effective population size of Neandertals
(Ne) was small and probably included fewer than
3500 females (mean Ne = 1476; 268 to 3510, 95%
HPD). The recovery of identicalmtDNAsequences
from Vindija in Croatia and the Neander Valley in
Germany, which are more than 850 km apart, sup-
ports the inference of a small effective population
size in Neandertals. Given the temporal sampling
and a constant effective size of 1500, the probability
of sampling at least two identical mtDNA genomes
among six is reasonably high (P= 0.25). In contrast,

Fig. 1. Primer extension capture
(PEC). (i) 5′-Biotinylated oligonu-
cleotide primers (PEC primers) are
added to a 454 library [in which
the A and B adaptor molecules carry
a project-specific barcode (10)] and
are allowed to anneal to their re-
spective target sequences. (ii) A sin-
gle Taq DNA polymerase extension
step is performed, resulting in a
double-stranded association between
primer and target that includes the
5′ adaptor sequence. (iii) Excess PEC
primers are removed by spin column
purification, and the biotinylated
primer:target duplexes are captured
by streptavidin-coatedmagnetic beads.
The beads are washed stringently
above the melting temperature of
the PEC primers, to ensure that tem-
plates upon which extension occurred
will preferentially remain associated
with the primers. (iv) Captured and
washed targets are eluted from the
beads, amplified with adaptor prim-
ing sites, and subjected either to a
second round of extension and cap-
ture or directly to 454 emulsion PCR
(full details are in the SOM).
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only one pair of identical sequences was identified
among the 30 Europeans, as expected given the re-
cent population expansion of modern humans (23).

The observation that the most divergent mtDNA
genome was retrieved from the oldest and eastern-
most individual analyzed (Mezmaiskaya 1) raises
the possibility that genetic structure existed between
Neandertals from different geographic regions
and/or time points (1). Unaccounted-for popula-
tion structure within the sample of Neandertals
could inflate the estimate of effective population
size (24). We therefore used PEC to retrieve a
partial mtDNA genome (13,568 bp, SOM) from a
second, more recent individual fromMezmaiskaya
Cave [Mezmaiskaya 2, ~41,000 yr B.P. (15); table

S2]. This mtDNA sequence unambiguously groups
with the five complete mtDNAs from the western
sites (fig. S13). Thus, no obvious phylogeographic
structure can be discerned among the sevenmtDNAs
analyzed. Analysis of additional individuals from
different times and locations will be necessary to
examine broader patterns of temporal and/or geo-
graphic variation in Neandertal genetic diversity (1).

Low mtDNA diversity may reflect a low ef-
fective population size of Neandertals over a large
part of their ~400,000-year history. Alternatively, it
might be typical only of late Neandertals, whomay
have experienced a reduction in population size
due to direct or indirect influences from modern
humans expanding out of Africa. Of relevance for

this question is the observation that the first com-
plete Neandertal mtDNAgenome had a higher rate
of protein evolution (measured as the ratio of per
site amino acid replacement to per site silent sub-
stitutions, dN/dS) than humans and great apes (5).
This pattern is consistent with a long-term reduc-
tion in the effective population size of Neandertals,
because purifying selection is expected to be less
effective at purging weakly deleterious mutations
in small populations (25). We tested this by parti-
tioning dN/dS into polymorphic and fixed differ-
ences along both the Neandertal and modern
human lineages. dN/dS for fixed differences was
about twice as high along the Neandertal lineage
(0.168) as along the modern human lineage (0.082;
Fig. 2) or the lineages of chimpanzees and bonobos
(dN/dS < 0.08; table S8). Furthermore, a likelihood
model (26) in which dN/dS is higher in Neandertals
versus the other lineages best explains patterns of
protein evolution across all groups (fig. S14). Al-
though this difference appears pronounced, our
estimate is based on relatively few amino acid
substitutions overall, and lineage-specific variation
in dN/dS provides only an indirect assessment of
long-term effective population size. Nonetheless,
patterns of mtDNA protein evolution are consist-
ent with the notion that the effective population
size of Neandertals was small not only among
late Neandertals but over a longer period of their
existence. Clearly, the recovery of nuclear se-
quences frommultiple Neandertals will be neces-
sary to arrive at a more complete picture of their
population history. Encouragingly, PEC and other
targeted resequencing approaches (27–29) now
make this feasible.
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Table 1. Mitochondrial DNA variation in Neandertals and modern humans.

Sample Length* N† Hap‡ S§ MPWD|| qp (%)¶
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Neandertals 16,565 6 5 55 20.4 0.123
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*Number of aligned positions excluding alignment gaps. †Number of sequences. ‡Number of distinct mtDNA
sequences (haplotypes). §Number of variable sites. ||Mean number of pairwise differences. ¶Average percentage
of pairwise differences per site. #Expanded to include additional, previously published complete mtDNA genomes. See
SOM for details. **Based on a 10,725-bp concatenated alignment of the 12 mtDNA genes coded on the same strand,
excluding regions with overlapping reading frames.
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The Human SepSecS-tRNASec

Complex Reveals the Mechanism of
Selenocysteine Formation
Sotiria Palioura,1 R. Lynn Sherrer,1 Thomas A. Steitz,1,2,3 Dieter Söll,1,2* Miljan Simonović4*

Selenocysteine is the only genetically encoded amino acid in humans whose biosynthesis occurs on
its cognate transfer RNA (tRNA). O-Phosphoseryl-tRNA:selenocysteinyl-tRNA synthase (SepSecS)
catalyzes the final step of selenocysteine formation by a poorly understood tRNA-dependent
mechanism. The crystal structure of human tRNASec in complex with SepSecS, phosphoserine,
and thiophosphate, together with in vivo and in vitro enzyme assays, supports a pyridoxal
phosphate–dependent mechanism of Sec-tRNASec formation. Two tRNASec molecules, with a fold
distinct from other canonical tRNAs, bind to each SepSecS tetramer through their 13–base pair
acceptor-TYC arm (where Y indicates pseudouridine). The tRNA binding is likely to induce a
conformational change in the enzyme’s active site that allows a phosphoserine covalently attached
to tRNASec, but not free phosphoserine, to be oriented properly for the reaction to occur.

The 21st amino acid, selenocysteine (Sec),
is distinct from other amino acids not only
because it lacks its own tRNA synthetase,

but also because it is the only one that is syn-
thesized on the cognate tRNA in all domains of
life [reviewed in (1–4)] in a process that is rem-
iniscent of the tRNA-dependent synthesis of glu-

tamine, asparagine, and cysteine in prokaryotes
(4). The importance of Sec is illustrated by the
embryonic lethal phenotype of the tRNASec knock-
out mouse (5) and by the presence of Sec in the
active sites of enzymes involved in removing re-
active oxidative species and in thyroid hormone
activation (6, 7). It is intriguing that the codon for

Sec is UGA, which is normally a translational
stop signal (1). During translation of selenopro-
tein mRNAs, UGA is recoded by the interaction
of a specialized elongation factor, SelB in bacteria
and EFsec in humans, with a downstream Sec-
insertion sequence element that forms a stem
loop (1, 3).

The first step in Sec formation involves the
misacylation of tRNASec by seryl-tRNAsynthetase
(SerRS) to give Ser-tRNASec [reviewed in (3, 8)].
Although the tertiary structure of tRNASec was
unknown, it was proposed that the mischarging
reaction is possible because of similarities be-
tween the tRNASec and tRNASer structures (3, 8). In
archaea and eukaryotes, the g-hydroxyl group of
Ser-tRNASec is subsequently phosphorylated by
O-phosphoseryl–tRNA kinase (PSTK) (9) to give
O-phosphoseryl–tRNASec (Sep-tRNASec), which is
then used as a substrate for the last synthetic
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Fig. 1. Structure of human SepSecS in complex with unacylated tRNASec.
(A) Surface representation of the physiological complex of SepSecS with
tRNASec. The subunits of the catalytic dimer are dark and light blue, those
of the noncatalytic dimer are dark and light red; the backbone and the
bases of tRNASec are green and gray, respectively. (B) The catalytic dimer
interacts with the acceptor arm of tRNASec through helices a14 and a15

(blue). The a1 helix (red) of the noncatalytic dimer interacts with the rest of
the acceptor-TYC arm. The regions of tRNASec that interact with SepSecS are
shown in orange; the rest is green. One tRNASec molecule is shown for
clarity. (C) Interactions between the discriminator base G73 and the con-
served Arg398 in the a14-b11 loop. The protein side chains are gold, and
tRNASec is green.
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enzyme, SepSecS (8, 10). SepSecS catalyzes
the conversion of the phosphoseryl moiety into
the selenocysteinyl group by using selenophos-
phate as the selenium donor. An early observa-
tion that autoantibodies isolated from patients

with type I autoimmune hepatitis targeted a ribo-
nucleoprotein complex containing tRNASec led
to the identification and characterization of the
archaeal and the human SepSecS (2, 11). The
crystal structures of the archaeal and murine

SepSecS apo-enzymes and phylogenetic analysis
suggested that SepSecS forms its own branch
in the family of fold-type I pyridoxal phosphate
(PLP) enzymes that goes back to the last uni-
versal common ancestor (12, 13).

Fig. 2. Structure of human tRNASec. (A) Ribbon diagram of the human tRNASec molecule observed in
complex with SepSecS. The major structural elements are colored as follows: the acceptor arm is red, the
D-arm is blue, the anticodon arm is light blue, the variable arm is orange, and the TYC arm is dark red.
(B) The view is rotated by ~90° clockwise around the vertical axis. (C) Secondary structure diagram of
human tRNASec derived from the crystal structure.

Fig. 3. Ligand binding
to the active sites in the
SepSecS-tRNASec com-
plex. In (A), (C), (D), (E),
and (F), the catalytic PLP-
monomer is purple, the
P-loop monomer is light
blue, Sep is gold, tRNA
is green, and PLP is ma-
genta. In (A) and (B),
the unbiased omit elec-
tron density map (green
mesh) is contoured at 3.5
s. (A) Phosphoserine binds
to the catalytic sites in
two orientations (SepP and
SepN). (B) Thiop (orange)
binds only to the non-
catalytic site. The PLP-
monomer is brown, and
the P-loop monomer is
pink. (C) The SepN amino
group is~12Åaway from
the Schiff base. Arg97,
Gln105, and Arg313 co-
ordinate phosphate, and
the carboxyl group inter-
acts with Lys173. (D) The
amino group of SepP in-
teracts with Gln172 and
is 3.5 Å away from the
Schiff base. The carbox-
yl group interacts with
Gln172, whereas Ser98,
Gln105, and Arg313 coordinate phosphate. (E) The P-loop adopts different con-
formation after tRNASec binding. The noncatalytic dimer is pink, the catalytic
dimer is light blue. Steric clashes between the noncatalytic P-loop and SepN

are shown (double arrow). (F) A model of CCA-SepP (gold) in the catalytic
active site. A76 binds between the side chains of Arg97 and Lys173, whereas
C75 interacts with Arg97.
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In contrast to its closest homologue, SepCysS,
which functions as a dimer to convert Sep-tRNACys

to Cys-tRNACys in archaea (14, 15), SepSecS forms
a stable tetramer (12, 13). SepSecS acts on phos-
phoserine that is linked to tRNASec and not on
free phosphoserine or Ser-tRNASec (8, 13). How-
ever, the molecular basis for substrate discrimi-
nation and the roles of PLP and tRNASec in the
mechanism of Sep to Sec conversion are not clear.
To explore these questions, we have determined
the crystal structure of the quaternary complex
between human SepSecS, unacylated tRNASec,
and a mixture of O-phosphoserine (Sep) and thio-

phosphate (Thiop) to 2.8 Å resolution. The ob-
served intensity divided by its standard deviation
[I/s(I)] of the x-ray diffraction data are 2 at 3.0 Å
resolution, but the data out to 2.8 Å resolution,
where I/s(I) drops to 1, were included in the struc-
ture refinement.

Human SepSecS forms a tetramer that is
bound to two tRNASec molecules in the crystal
(Fig. 1, A and B, and fig. S1). Computational
modeling suggests that the tetrameric enzyme
could potentially bind up to four tRNASec mole-
cules (fig. S2), but these additional tRNA-
binding sites are blocked by crystal packing in

our crystal (16). Electron density for the 23
N-terminal and 15C-terminal residues of SepSecS,
as well as for the anticodon loop (nucleotides 31
to 38) and A76 of tRNASec, was of poor quality,
and these residues were not included in the final
model. Each SepSecS monomer has a PLP co-
factor covalently linked to the Ne-amino group of
the conserved Lys284 by means of formation of
a Schiff base (internal aldimine). Two SepSecS
monomers form a homodimer, and two active
sites are formed at the dimer interface. The two
homodimers associate into a tetramer through in-
teractions between the N-terminal a1-loop-a2

Fig. 4. The PLP-dependent mechanism of Sep to Sec conversion. (A) The phos-
phoseryl moiety of Sep-tRNASec is bound to the active site similar to SepP. The
amino group is oriented for attack on the Schiff base, whereas the phosphoryl
group is stabilized by the side chains of Ser98, Gln105, and Arg313. Hydrogen
bonds are shown in dashed lines. (B) After the formation of the external
aldimine, the side chain of Lys284 rearranges and abstracts the Ca proton from
Sep. The protonated pyridine ring of PLP stabilizes the carbanion. (C) Electron
delocalization leads to a rapid b-elimination of phosphate and to the formation

of dehydroalanyl-tRNASec. Free phosphate dissociates, and selenophosphate binds
to the active site. (D) An unidentified base (−B) activates water that hydrolyzes
selenophosphate. Free phosphate dissociates again, and selenium attacks the
dehydroalanyl-tRNASec. Lys284 returns the proton to the Ca carbon, and the
selenocysteinyl moiety is formed. (E) The reaction of reverse transaldimination is
shown. Lys284 forms the Schiff base, with PLP leading to a release of the oxidized
form of Sec-tRNASec (red box). (F) The free amino group of Sec-tRNASec is pro-
tonated, and the active site of SepSecS is regenerated.
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motifs (Fig. 1B). Given that SepCysS is a dimer
and that the active sites of one homodimer do
not communicate with the active sites of the
other homodimer in the apo-SepSecS tetramer
(12, 13), the reason for the tetrameric organiza-
tion of SepSecS was not known. The mode of
tRNASec binding to SepSecS provides an answer
to this question.

The CCA ends of both tRNASec molecules
point to the active sites of the same homodimer,
which we shall refer to as the catalytic dimer (Fig.
1A). The other homodimer, which we shall refer
to as the noncatalytic dimer, serves as a binding
platform that orients tRNASec for catalysis (Fig.
1A). The structure reveals that SepSecS binds
only to the acceptor-, TYC-, and variable arms of
tRNASec (Fig. 1B and fig. S3A). (Y, pseudo-
uridine.) The tip of the acceptor arm interacts
with the C terminus of the catalytic dimer, where-
as the rest of the acceptor-, TYC-, and variable
arms wrap around a monomer from the noncat-
alytic dimer (Fig. 1, A and B, and fig. S3A). The
most important binding element is an interaction
between the discriminator base G73 of tRNASec

and the conserved Arg398 of the catalytic dimer
(Fig. 1C). The guanidinium group of Arg398 forms
hydrogen bonds with the Hoogsteen face of
G73. The discriminator base G73 of tRNASec is
universally conserved in archaea and eukaryotes.
Neither adenine nor cytidine in position 73 could
form hydrogen bonds with Arg398 because they
have amino groups instead of the keto group.
Also, if a cytidine or uridine were in position 73,
theC5 andC6 atoms of the pyrimidine ringwould
clash with the side chain of Thr397 and thus pre-
vent the interaction of these bases with Arg398.

Moreover, the side chain of Lys463 from the
C-terminal helix a15 forms a hydrogen bond
with the backbone oxygen of G69 from the ac-
ceptor arm. We propose that autoantibodies bind
to an interface that lies between the a15 helix
of SepSecS and the tip of the acceptor arm of
tRNASec (Fig. 1B), which enables them to pre-
cipitate the entire ribonucleoprotein complex (11).
The interaction of the antibody with a region that
lies close to the acceptor stem–active site interface
may inhibit the function of SepSecS. This would be
similar to the mechanism of autoimmune hepatitis
type 2, where LKM-1 autoantibodies (anti–liver-
kidney microsomal antibodies) inhibit cytochrome
P450 isoenzyme 2D6 (CYP2D6) and contribute
to the pathogenesis of the disease (17).

The tRNASec molecule is anchored to the
SepSecS tetramer, on one end by interactions
between the tip of its acceptor arm (G73) and
the catalytic dimer (Arg398) (Fig. 1C) and on the
other end by interactions between its variable arm
(C46L) and the noncatalytic dimer (Arg271) (fig.
S3B). The rest of the interactions between the
a1 helix of the noncatalytic dimer of SepSecS
(Arg26, Lys38, and Lys40) and the acceptor-TYC
arm (C2, G50, and C64) further stabilize the
complex (fig. S3C). For instance, the side chain
of Arg26 forms hydrogen bonds with the phos-
phate backbone of C2-C3 of the acceptor arm

and the Ne-amino group of Lys38 is within the
hydrogen bonding distance from both the O2′-
hydroxyl group and the O2 atom of C64 (fig.
S3C), whereas the side chain of Lys40 interacts
with the phosphate oxygen of G50 from the TYC
arm (fig. S3C). The interactions between SepSecS
and tRNASec seen in the crystal are consistent
with in vivo activity assays of SepSecS mutants
(fig. S4A) (16). For example, replacing Arg398

with either alanine or glutamate renders the en-
zyme completely inactive, which suggests that
the interaction between the discriminator base
and the highly conserved Arg398 of the catalytic
dimer is critical for tRNASec recognition (fig. S4A).

Human tRNASec contains 90 nucleotides rather
than the conventional 75 nucleotides of canon-
ical tRNA molecules. The structure shows that
human tRNASec adopts a unique 9/4 fold with a
13–base pair (bp) acceptor-TYC arm (where 9
and 4 reflect the number of base pairs in the ac-
ceptor and TYC arms, respectively) and a long
variable arm (Fig. 2) (16). This resolves a con-
troversy between conflicting models in which
the 7/5 model suggested 12 bp in the acceptor-
TYC arm, as found in all known tRNA structures
(18), whereas the 9/4 model suggested a unique
13-bp acceptor-TYCarm (19). The 13-bp acceptor-
TYC arm and a long variable arm are distinct
structural features that serve as major recogni-
tion motifs for binding to SepSecS (Fig. 1, A
and B, and fig. S3). Indeed, based on our mod-
eling analysis with tRNAAsp, we suggest that
tRNASer, which contains both the G73 discrim-
inator base and a long variable arm, is not able to
bind to SepSecS because of its shorter acceptor-
TYC arm (fig. S5, A, B, and C). This is reminis-
cent of the rejection of tRNASec by bacterial EF-Tu
(20). However, modeling of the SerRS-tRNASec

complex based on the crystal structure of the
bacterial SerRS in complex with tRNASer (21)
suggests that SerRS can recognize the variable
arm of tRNASec similarly to tRNASer, which pro-
vides an explanation for the inability of SerRS
to discriminate between tRNASer and tRNASec

(fig. S5D). Finally, the observations that the
archaeal PSTK and SepSecS can act on E. coli
tRNASec in vivo; that human SepSecS can use
E. coli tRNASec in vivo, as well as the archaeal
tRNASec in vitro (8); and that the bacterial seleno-
cysteine synthase can use both archaeal and mu-
rine tRNASec in vitro (10) suggest that the length
of the acceptor-TYC arm of tRNASec, the posi-
tion of the variable arm, and the mode of tRNASec

recognition are likely to be conserved in all do-
mains of life.

To explore the mechanism by which the
phosphoryl group is converted to the selenocys-
teinyl moiety, we soaked crystals of the binary
SepSecS-tRNASec complex in a solution con-
taining a mixture of O-phosphoserine and thio-
phosphate. Sep and Thiop were used as mimics
of the phosphoseryl group attached to tRNASec

and selenophosphate, respectively. Although
both ligands were used in the soaking experi-
ments, Sep bound only to the active sites of the

catalytic dimer (Fig. 3A), whereas Thiop bound
only to the active sites of the noncatalytic dimer
(Fig. 3B), i.e., Sep can bind to an active site
only in the presence of tRNASec. Both Thiop
and the phosphoryl group of Sep bind to the
same binding pocket (Fig. 3, A and B), which
suggests that a specific active site can accom-
modate only one ligand at a time. Sep binds to
the catalytic active site in either of two different
orientations (Fig. 3A). The phosphoryl group
occupies a similar location in the two orienta-
tions, whereas the seryl moieties are rotated by
~90° around the phosphate group. In the non-
productive orientation of Sep (SepN), its seryl
group is sandwiched between the side chains of
Arg97 and Lys173 at the catalytic dimer inter-
face, whereas its amino group lies ~12 Å away
from the PLP Schiff base (Fig. 3C). Thus, it is
unlikely that SepSecS would act on SepN, unless
a PLP-independent mechanism is utilized. In
the productive-like orientation of Sep (SepP),
the amino group of Sep is ~3.5 Å away from
the Schiff base, yet it is not positioned for at-
tack because of a hydrogen bond with Gln172

(Fig. 3D). The carboxyl group of SepP also forms a
hydrogen bond with the side chain of Gln172,
whereas its phosphoryl group anchors the lig-
and into the active site through its interactions
with the side chains of Ser98, Gln105, and Arg313.
That the phosphoryl group is required to prop-
erly position the ligand for catalysis explains
why the obligate substrate for SepSecS is Sep-
tRNASec and not Ser-tRNASec, which is the phys-
iological substrate for the bacterial selenocysteine
synthase.

A comparison of the catalytic and noncata-
lytic sites reveals that Sep binds to the active site
only in the presence of tRNASec because the con-
formation of the P-loop (residues Gly96 to Lys107)
differs between the two active sites (Fig. 3E). In
the noncatalytic dimer, the guanidinium group of
Arg97 and the side chain of Gln105 are rotated
toward the phosphate-binding groove, where they
coordinate Thiop (Fig. 3, B and E). In the catalytic
dimer, the side chain of Arg97 rotates away from
the phosphate-binding groove and forms a hydro-
gen bondwith the 2′-OH group of C75. Gln105 also
rotates away from the phosphate, and this concerted
movement of Arg97 and Gln105 in the P-loop on
tRNASec binding allows Sep to bind to the active
site (Fig. 3E). Free Sep enters the active site through
the gate formed by the side chains of Arg97, Gln105,
and Lys173 and gets trapped in the SepN orientation.
Electron density for both the amino and the car-
boxyl groups of SepP is weak, which suggests
higher mobility in this part of SepP, presumably be-
cause of free rotation around the Ca-Cb bond. This
explains why the free amino group of SepP cannot
be positioned appropriately for attack onto the
Schiff base and why the reaction does not occur
in the crystal. Thus, the covalent attachment of
Sep to tRNASec is necessary for the proper place-
ment of the Sepmoiety into the active site and for
orienting the amino group of Sep for attack onto
the Schiff base of PLP (Fig. 3F).

17 JULY 2009 VOL 325 SCIENCE www.sciencemag.org324

REPORTS



We used both in vivo and in vitro activity as-
says to investigate the mechanism of Sep-tRNA
to Sec-tRNA conversion by human SepSecS. First,
the reduction of the Schiff base by sodium boro-
hydride to form a chemically stable secondary
amine and thus to cross-link PLP to Lys284 ren-
ders SepSecS completely inactive in vitro (fig.
S4B). The catalytic activity of SepSecS is also
quenched on removal of PLP by treatment with
hydroxylamine (fig. S4B). Some residual activity
that is observed after hydroxylamine treatment is
probably because of incomplete removal of PLP
(fig. S4B). Second, we show that the Arg75Ala,
Gln105Ala, and Arg313Ala mutants are inactive
in vivo (fig. S4A). These residues are involved in
coordinating either the phosphate group of PLP
or that of Sep. Finally, the in vivo activities of the
Arg97Ala, Arg97Gln, Lys173Ala, and Lys173Met
mutants are indistinguishable from that of the
wild-type enzyme, which confirms that Arg97 and
Lys173 are involved only in the nonproductive
binding of free Sep (fig. S4A).

On the basis of our findings, we propose the
following PLP-based mechanism of Sep-tRNA to
Sec-tRNA conversion. The reaction begins by the
covalently attached Sep being brought into the
proximity of the Schiff base when Sep-tRNASec

binds to SepSecS. The amino group of Sep can
then attack the Schiff base formed between Lys284

and PLP, which yields an external aldimine (Fig. 4,
A and B). The reoriented side chain of Lys284 ab-
stracts the Ca proton from Sep (Fig. 4C), and the
electron delocalization by the pyridine ring assists
in rapid b-elimination of the phosphate group,
which produces an intermediate dehydroalanyl-
tRNASec (Fig. 4, C and D). After phosphate dis-
sociation and binding of selenophosphate, the
concomitant attack of water on the selenophos-
phate group and of the nucleophilic selenium onto

the highly reactive dehydroalanyl moiety yield an
oxidized form of Sec-tRNASec (Fig. 4D). The pro-
tonated Lys284, returns the proton to the Ca carbon
and then attacks PLP to form an internal aldimine
(Fig. 4E). Finally, Sec-tRNASec is released from
the active site (Fig. 4F).

This mechanism is clearly distinct from the
persulfide-intermediate mechanism in the Sep-
tRNACys to Cys-tRNACys reaction (22) and ex-
plains why SepSecS does not group together with
its closest homolog, SepCysS, in the family tree
of fold-type I PLP enzymes (12). Moreover, the
proposed mechanism for SepSecS is similar to
the one used by the bacterial SelA that also pro-
ceeds through a dehydroalanyl-tRNASec interme-
diate (23). SepSecS therefore uses a primordial
tRNA-dependent catalytic mechanism in which
the PLP cofactor is directly involved, while using
a tetrameric fold-type I architecture as the scaf-
fold for binding the distinct structure of tRNASec.
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Tiger Moth Jams Bat Sonar
Aaron J. Corcoran,1* Jesse R. Barber,2 William E. Conner1*

In response to sonar-guided attacking bats, some tiger moths make ultrasonic clicks of their own.
The lepidopteran sounds have previously been shown to alert bats to some moths’ toxic chemistry
and also to startle bats unaccustomed to sonic prey. The moth sounds could also interfere with, or
“jam,” bat sonar, but evidence for such jamming has been inconclusive. Using ultrasonic recording
and high-speed infrared videography of bat-moth interactions, we show that the palatable tiger
moth Bertholdia trigona defends against attacking big brown bats (Eptesicus fuscus) using
ultrasonic clicks that jam bat sonar. Sonar jamming extends the defensive repertoire available to
prey in the long-standing evolutionary arms race between bats and insects.

The ability to pinpoint airborne insects in
darkness, by echolocation (1), allowed bats
to master nocturnal insectivory (2) and set

the stage for the evolution of defensive counter-
measures by insect prey (3). Some insects gained
ears (4) and evasive maneuvering (5). Tiger moths
(Lepidoptera: Arctiidae) developed the ability to
click ultrasonically in response to attacking bats
(6, 7). Decades of research on moth click de-

fenses have led to three, not mutually exclusive,
hypotheses regarding their function—startle (8),
acoustic aposematism (“warning”) (8–14), and
sonar interference (“jamming”) (15–17). When
ultrasonic clicks are paired with unpalatable prey,
bats learn to perceive clicks as a warning of un-
profitability (8, 10–14). Moth clicks also startle
inexperienced bats or bats that have not heard
clicks for multiple days (8). Because bats habit-

uate to startle quickly, its effectiveness as a de-
fense requires clicking moths to be rare. This
situation does not appear typical in nature (12).

Finally, moth clicks may disrupt the sonar of
an attacking bat (15–17). Clicks might diminish
a bat’s acuity in determining target distance
(17–19) or feign echoes from objects that do not
exist (15). However, evidence that moth clicks
can disrupt bat attacks by jamming sonar is lack-
ing. One recent study found that moth clicks had
no discernible effect on attacking bats unless
clicks were paired with defensive chemistry (13).
All previous studies, however, tested moths with
relatively low duty cycles, or sound production
per unit time (20). High-duty-cycle moth clicks,
such as those of Bertholdia trigona (Fig. 1 and
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table S2), are more likely to jam bats (17, 18),
including the big brown bat (Eptesicus fuscus),
which co-occurs with B. trigona in much of Cen-
tral America and northward to Colorado, USA.

To determine whether the clicks of B. trigona
startle, warn, or jam bats, we pitted E. fuscus
against B. trigona in a flight room equipped
with high-speed infrared video cameras and an
ultrasonic microphone (21). The pattern of a
naïve bat’s success in catching clicking moths,
when measured over several days, should dif-
fer for each of the three proposed moth click
functions (Fig. 2A) (13). For a warning sound,
bats initially capture and drop distasteful moths,
then learn to abort attacks on hearing clicks
(8, 13, 22). Alternatively, a bat could be ini-
tially startled by the clicks but would quickly
habituate to the sounds (8, 23). A jamming de-
fense, however, would immediately deter attack-

ing bats, and the effect of the defense would
persist with time (Fig. 2A).

We trained three naïve juvenile E. fuscus (bats
J1, J2, and J3) and one adult E. fuscus (bat A1)
to capture tethered moths in a sound-attenuated
flight room. Naïve bats allow us to control prior
experience, whereas an adult bat’s prior expe-
rience catching insects may allow it to better
overcome moth defense. On each of nine con-
secutive nights, 16 tethered moths—4 B. trigona;
4 silent, palatable, size-matched noctuid novelty
controls; and 8 silent, palatable wax moths (fe-
maleGalleria mellonella, used in pre-experiment
bat training)—were presented to each bat indi-
vidually in a random order. Bats were allowed
up to 1 min or five approaches for each moth.
We presented unaltered B. trigona to the bats
on nights one through seven and B. trigona
lacking the ability to click (from tymbal abla-

tion) on nights eight and nine. Seventy-eight
percent of the B. trigona (87 of 112) responded
acoustically to bat sonar. The few intact B. trigona
that did not produce sound in response to bat
attack were excluded from the analysis. We used
contact with the moths as our measure of attack
success. Palatability of B. trigona to each bat
was taken as the proportion of captured moths
eaten rather than dropped. We conducted feed-
ing trials with silenced moths and four additional
stationary bats to further assess the palatability
of B. trigona. Finally, we analyzed echolocation
recordings to measure bat behavioral response to
moth clicks (21).

In stationary feeding trials with silenced moths,
three bats regularly ate B. trigona (J4, 92%, n =
12; J5, 92%, n = 12; J6, 83%, n = 6), and one did
not (J7, 0%; n = 8). Similarly, of the bats cap-
turingmoths in flight, three regularly ate B. trigona
(J1, 94%, n = 16; J2, 50%, n = 14; A1, 89%, n =
18), and one did not (J3, 0%, n =12). The ob-
served differences between individuals may re-
flect a greater reluctance of some individuals to
incorporate new items into their diet, as has been
reported for some birds (24). B. trigona appears
palatable; the six bats ate the moths with no de-
tectable ill effects. Becausewarning and jamming
are not mutually exclusive defense functions (25),
our ability to detect a jamming effect is diminished
for the bat that rejected B. trigona—any moth
avoidance could be caused by jamming, warning,
or both. Thus, to unambiguously test the hy-
pothesis of sonar jamming, we focus our analysis
on the three bats that ate B. trigona in flight (J1,
J2, and A1).

Each of the three bats contacted control moths
over 400% more often than clicking B. trigona
(Table 1 and movie S1). In contrast, bats con-
tacted 100% of B. trigonawhen themoths’ tymbals

Fig. 1. Jamming acoustic complex.
(A) Scanning electron micrograph
of B. trigona sound-producing or-
gan (tymbal). Some scales were
removed for clarity. (B) Example
oscillogram (time × voltage) and
(C) spectrogram showing a simulated E. fuscus echo, reflected off of B. trigona at 1 m (left), and two
overlapping B. trigona click modulation cycles (right). Echo and clicks are presented at average estimated
intensities at the bat’s location 1.0 m from the moth (21).

Fig. 2. Predicted and observed success rates for E. fuscus
attacking moths using various defensive strategies. (A) Predicted
bat attack success over successive nights for three proposed moth
click functions: startle, aposematism, and jamming. (B) Observed
bat attack success rates for three E. fuscus (J1, circles; J2, triangles;
A1, squares) on B. trigona (closed symbols) and noctuid con-
trols (open symbols). The solid line shows mean values for attacks
on B. trigona. (C) Success rates of bats attacking intact (sound-
producing) and silenced B. trigona. Means T SEM. Some values
were offset slightly for display.
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were ablated (Fig. 2C and movie S2). This con-
firms that the bats’ poor performance on B. trigona
was caused by the moth clicks. Rates of contact
with sound-producingmoths did not change during
the experiment (Fig. 2B) [Friedman nonparametric
analysis of variance (ANOVA), c2 = 2.63, df = 6,
P = 0.85]. Thus, prior learning was not required
for the defense to be effective, nor did the bats
habituate to the clicks. Bat contact rates did not
improve on succeeding attacks on the samemoth—
attacks that often occurred within seconds of each
other (table S1) (Friedman nonparametric ANOVA,
c2 = 2.55, df = 4, P = 0.64). This renders startle
unlikely because nearly all mammals, including
bats, habituate to startle (8, 23). Echolocation
recordings (Fig. 3) showed bats persisting in at-
tack attempts after onset ofmoth clicks to varying
degrees throughout the experiment (fig. S1A). In
contrast, bats in a previous study quickly learned
to abort attacks on the noxious Cycnia tenera
(fig. S1B) (22). This further suggests that the bats
in our study did not learn to take the moth clicks
as a warning—the bats continued attacks despite
hearing the sounds. It also indicates that moth
clicks are not generally aversive to bats [support-
ing online material (SOM) text]. Together, we

take the above results as strong evidence for a
jamming function of the moth sound. The defense
was effective immediately and persistently on ju-
venile and adult E. fuscus (Fig. 2B) that frequently
tried to capture the clicking moths (fig. S1A) but
had much difficulty doing so.

We also observed atypical echolocation be-
havior in response to B. trigona clicks. Each bat
attacked all control moths by progressing through
the approach, track, and terminal phases [e.g.,
(26, 27)]. However, in about a third (J1, 21%, n =
19; J2, 40%, n = 15; A1, 28%, n = 25) of attacks
on B. trigona, the bat reversed the attack phase
from track to approach or terminal to track, and
then continued the attack (Fig. 3). This behavior
did not diminish with experience (Friedman non-
parametric ANOVA, c2 = 4.5, df = 6, P = 0.61),
as would be expected with startle. It appears to be
a direct response of the bats to the sonar inter-
ference caused by the moth clicks.

The ultrasonic clicks of B. trigona appear
well-suited for jamming echolocation (SOM text).
Under all proposed jamming mechanisms, high-
duty-cycle sounds made by highly developed
tymbals (Fig. 1) should better jam echolocation
(15, 17–19). Empirical evidence now supports

this prediction; the high-duty-cycle sounds of
B. trigona jammed bats, whereas the low-duty-
cycle sounds of Euchaetes egle were ineffective
jamming signals under nearly identical conditions
(13). The use of tiger moth sound for aposematic
signaling requires only simple tymbal structure and
appears widespread in the Arctiidae (7, 10–13).
Thus, acoustic aposematism may have been a
stepping-stone in the evolutionary development
of a jamming signal, a unique acoustic counter-
measure in the long-standing arms race between
bats and their insect prey.
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Table 1. Contact rates of big brown bats on B. trigona and noctuid control moths.

Bat

B. trigona Noctuid control

c2 df Pn
Percent
contact n

Percent
contact

J1 19 16 28 93 28.45 1 <0.001
J2 15 20 28 100 27.22 1 <0.001
A1 25 20 28 86 23.02 1 <0.001

Fig. 3. Example echolocation attack sequence. (A) Spectrogram showing a big brown bat attacking a
clicking B. trigona. (B) Pulse-interval graph of echolocation attack. Each circle connected by solid lines
indicates the time of a sonar pulse and the duration of the following pulse interval. Open triangles indicate
moth click half modulation cycles. The dotted line shows an attack on a control moth for reference.
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Functional Amyloids As Natural
Storage of Peptide Hormones
in Pituitary Secretory Granules
Samir K. Maji,1* Marilyn H. Perrin,2 Michael R. Sawaya,3 Sebastian Jessberger,4
Krishna Vadodaria,4 Robert A. Rissman,5 Praful S. Singru,6 K. Peter R. Nilsson,7
Rozalyn Simon,7 David Schubert,8 David Eisenberg,3 Jean Rivier,2 Paul Sawchenko,2
Wylie Vale,2 Roland Riek1,9†

Amyloids are highly organized cross–b-sheet–rich protein or peptide aggregates that are associated
with pathological conditions including Alzheimer’s disease and type II diabetes. However, amyloids
may also have a normal biological function, as demonstrated by fungal prions, which are involved
in prion replication, and the amyloid protein Pmel17, which is involved in mammalian skin
pigmentation. We found that peptide and protein hormones in secretory granules of the endocrine
system are stored in an amyloid-like cross–b-sheet–rich conformation. Thus, functional amyloids in
the pituitary and other organs can contribute to normal cell and tissue physiology.

Cells transport newly synthesized secreto-
ry proteins and peptides in vesicles via the
endoplasmic reticulum (ER) and Golgi

for release into the extracellular space (1, 2).
Some secretory cells, such as neuroendocrine
cells and exocrine cells, store secretory proteins
and peptides for extended time periods in a
highly concentrated form in membrane-enclosed
electron-dense cores termed “secretory granules”
(1, 3, 4), which are derived from the Golgi com-
plex. The dense cores of these granules are made
up of large, insoluble secretory protein and pep-
tide aggregates that are formed by self-association
(4–6). The granules are not amorphous but pos-
sess a distinct molecular organization, possibly of
crystalline structures (7) or large intermolecular
aggregates (5, 8).

Amyloid fibrils are cross–b-sheet structures
that are primarily associated with several neu-
rodegenerative diseases including Alzheimer’s
disease. However, amyloid fibril formation also
provides biologically functional entities termed
functional amyloids (9) that are present in Esch-
erichia coli (10), silkworms (11), fungi (12), and
mammalian skin (13). The cross–b-sheet motif
is composed of intermolecular b sheets along

the fibril axis with the b strands aligned per-
pendicularly to the fibril axis. An amyloid-like
structure of peptide and protein hormones in
secretory granules could explain most of their
properties.

To address the question of whether peptide
and protein hormones are stored in secretory
granules in an amyloid-like aggregation state,
we first asked whether a diverse set of peptide
and protein hormones could form amyloids in
vitro at granule-relevant pH 5.5. We randomly
selected 42 peptide and protein hormones from
multiple species and organs, some linear and
some cyclic, with a variety of different three-
dimensional structures (table S2). This set of
hormones was assayed for a capacity to form
amyloids by the amyloid-specific dyes thioflavin
T (Thio T) and Congo Red (CR), by luminescent
conjugated polyelectrolyte probes (LCPs), by the
conformational transition into b-sheet–rich struc-
ture measured by circular dichroism (CD) spec-
troscopy, and by the presence of fibrils in electron
microscopy (EM) images. Furthermore, x-ray fiber
diffraction was measured for a subset of hormones
(table S1). Only 10 of the 42 hormones showed
considerable formation of amyloids (table S1 and
figs. S1 and S2).

Given that only one-quarter of peptides
spontaneously formed amyloid fibrils in vitro
(table S1) and the possible involvement of
glycosaminoglycans (GAGs) in the formation
of both secretory granules and amyloid fibrils
(14–22), the amyloid formation of all 42 pep-
tides and proteins was monitored in the presence
of low molecular weight (LMW) heparin as a
representative of GAGs. After 2 weeks of in-
cubation in the presence of heparin, most hor-
mones formed amyloid fibrils (table S1) as
assessed by EM (Fig. 1A and fig. S3), Thio T
binding (fig. S1), CD (table S1 and fig. S4), CR
binding (table S1 and figs. S5A and S5B), LCP
binding (fig. S5C), and x-ray fiber diffraction
(fig. S5D). In addition, the algorithm TANGO
predicted 18 hormones to be aggregation-prone

(fig. S6). Thus, of the 42 hormones, 31 formed
amyloid fibrils in the presence of heparin by all
methods studied. Nonconclusive data were ob-
tained for four hormones (23) and the a-helical
corticotropin-releasing factor (a-CRF) served as
a negative control (23). Possible explanations
for the lack of amyloid aggregation of the remain-
ing six hormones may be that these hormones do
not form amyloid-like aggregates when stored in
secretory granules, that fibrillization conditions
were not optimal, and/or that another substance
might be required for aggregation. Indeed, hu-
man prolactin did not form amyloids in the
presence of heparin, but did in the presence of
chondroitin sulfate A, which is a GAG found in
prolactin-specific granules (16) (Fig. 1A, table
S1, and fig. S1).

None of the adrenocorticotropic hormones
(ACTHs) studied formed amyloid-like aggregates
(table S1). Because ACTH and b-endorphin
are processed from the same prohormone (pro-
opiomelanocortin) and secreted together in a
regulated secretory pathway, we hypothesized
that ACTH might need the amyloid-forming b-
endorphin as an aggregation partner for storage
in secretory granules. An ACTH–b-endorphin
1:1 mixture in the presence of heparin formed
amyloid fibrils (Fig. 1B) that comprised ACTH,
as measured by dot plot (Fig. 1C) and Trp flu-
orescence (Fig. 1D). The Trp/Tyr measurements
also indicate that the ACTH–b-endorphin amy-
loid fibrils are composed of a 1:2 ratio of ACTH
and b-endorphin present either in mixed or
individual fibrils (Fig. 1D). Because seeding ex-
periments of ACTH with b-endorphin fibrils failed,
we suggest that ACTH and b-endorphin form
mixed fibrils. Because fibril-forming hypothalamic
human CRF was not able to induce aggregation
of the pituitary ACTH, the ACTH–b-endorphin
aggregation appeared to be specific [fig. S8, D
and E; see also (23) and fig. S7]. Coaggregation
between b-endorphin and ACTH was further
supported by a colocalization study of the two
hormones in the tumor cell line AtT20 using
double immunohistochemistry (Fig. 1E and
fig. S7). A detailed analysis revealed that all the
stained ACTH colocalized with b-endorphin,
whereas some b-endorphin did not colocalize
with ACTH, which supports the in vitro observa-
tion that ACTH aggregates only in the presence
of b-endorphin. To show that the ACTH coag-
gregation with b-endorphin was not an isolated
case, we document coaggregation of ghrelin with
obestatin in (23) and fig. S8.

The concept that peptide and protein hor-
mones are stored in secretory granules in an
amyloid-like aggregation state is challenged by
the notion that amyloid fibrils are very stable
and do not release monomers [but see (21)], a
prerequisite upon granule secretion. To demon-
strate that amyloid fibrils formed by hormones
are able to release monomers, we performed an
amyloid release assay (21) for a selection of
hormone fibrils both at granule-relevant pH 6
and at pH 7.4, at which the hormone aggregates
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are exposed upon secretion (Fig. 2 and fig. S9).
The monomer release was monitored outside the
membrane by CD (Fig. 2B) and by ultraviolet
absorption spectroscopy or Trp fluorescence spec-
troscopy (fig. S9), and the remaining aggregates
(inside the dialysis membrane) were monitored
by Thio T binding (Fig. 2A and fig. S9). All hor-
mone fibrils studied appeared to release mono-
meric hormone upon dilution, because with time
a drastic decrease of the Thio T binding was ap-
parent and monomers were present outside the
membrane. To show that the released monomers
were functional, we investigated the monomer
release of human CRF from its amyloid entity in
more detail. The CD spectrum (Fig. 2B) indi-
cated that the released human CRF comprises its
functional helical structure. Furthermore, mono-

meric and aggregated human CRF activate
cyclic adenosine monophosphate (cAMP) with
similar efficacy in CHO cells expressing stably
human type 1 CRF receptor (Fig. 2C), indicating
that CRF amyloid fibrils release active monomer.
The in vitro dialysis experiments with amyloid
fibrils therefore resemble qualitatively the release
abilities of isolated secretory granules (24).

Amyloid fibrils are thought to be toxic to
neuronal cells (25). To test whether amyloids
of hormones are toxic, we used the 3-(4,5-
dimethylthiazol-2-yl)-2,5-diphenyl tetrazolium
bromide–formazan assay (MTT assay) with the
neuronal cell line B12 (25). Upon addition of
20 mM Ab(1-40) fibrils, MTT reduction was de-
creased by 40% (fig. S10A). In contrast, many of
the hormone amyloids formed in the presence

of LMW heparin and all hormones that did not
aggregate into amyloids induced no considera-
ble decrease in MTT reduction at 20 mM.
However, in contrast to monomers, amyloids of
ovine CRF, mUcnIII, hUcnIII, human growth
hormone–releasing factor, and GLP-2 showed a
response similar to that of Ab(1-40), whereas
glucagon amyloids interfered with the reduction
of MTT almost twice as much (26). To further
support the observation that some amyloids
from hormones are moderately toxic, we
measured the neuronal cell survival of E18 rat
hippocampal neurons after the addition of
amyloid fibrils of Ab(1-42) and human CRF,
which showed a moderate effect in the MTT assay
(fig. S10, B and C). Although Ab(1-42) fibrils
appeared to be one order of magnitude more

Fig. 1. Amyloid-like aggregation and coaggregation of hormones. (A) EM
images of 10 hormones incubated for 14 days, indicating the formation of
amyloid fibrils. The entire set of 42 hormones studied is shown in fig. S3.
The aggregations of the hormones were followed at 37°C at a concentration
of 2 mg/ml in the presence of 0.4 mM LMW heparin in 5% D-mannitol (pH
5.5) under slight agitation. Human prolactin (hPRL) was fibrillized in the
presence of 400 mM chondroitin sulfate A. Transmission electron microscopy
(TEM) of negative stained samples was performed. Scale bars, 500 nm. (B to
E) Coaggregation of ACTH with b-endorphin measured by (B) EM, (C) dot
blot, (D) Trp and Tyr fluorescence, and (E) colocalization in AtT20 cells. (B)
EM of ACTH–b-endorphin mixture at 37°C at hormone concentrations of
1 mg/ml each in the presence of 0.4 mM LMW heparin in 5% D-mannitol
(pH 5.5) incubated under slight agitation for 14 days. (C) The presence of
ACTH in these amyloid fibrils of the ACTH–b-endorphin mixture was iden-
tified by dot blot staining with ACTH antibody of the aggregates harvested
by centrifugation (p). For a positive control of the antibody staining, ACTH
monomer (m) was used. (D) Trp and Tyr fluorescence was measured for an
aggregated sample of ACTH–b-endorphin mixture, labeled with (f) and
shown in black. High-speed centrifugation at 120,000g for 1 hour was per-
formed with this sample, and the Trp and Tyr fluorescence was measured for

the corresponding pellet (p) in red, as well as the supernatant (s) in green.
Furthermore, a fresh solution of a mixture of ACTH–b-endorphin (m) in blue,
a fresh solution of ACTH (m) in cyan, a fresh solution of b-endorphin (m) in
yellow, and an aggregated b-endorphin fibrillar sample (f) in violet were
measured accordingly. The Trp fluorescence signal in pellet suggests that
ACTH is present in fibrils because only ACTH has a Trp. The lmax of the
Trp signal is blue-shifted by 15 nm when compared to monomeric/
nonfibrillated ACTH, which suggests that the Trp is less solvent-exposed
in the fibril structure than in its monomeric state. The fluorescence study
suggests the aggregation of about half of the ACTH, because the Trp
fluorescence intensities of the pellet containing fibrils and the corresponding
supernatant containing ACTH monomer were similar. Because the Tyr
fluorescence of monomeric b-endorphin, the b-endorphin fibrils harvested
by centrifugation, and the harvested ACTH–b-endorphin fibrils were similar
in intensity and no Tyr fluorescence signal was observed in the corre-
sponding supernatant, the entire b-endorphin population appeared to have
aggregated into amyloid fibrils. (E) Colocalization of the two hormones in
the tumor cell line AtT20 by double immunohistochemistry with mouse ACTH
(red) and rabbit endorphin antibodies (green). The nuclear marker 4´,6-
diamidino-2-phenylindole is shown in blue.
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toxic than human CRF fibrils, human CRF
amyloids also influenced the survival of neurons
with a median inhibitory concentration of ~20 mM.
Although some hormone amyloids appear to
be moderately toxic, their actual toxicity might
be substantially diminished in vivo by their
membrane-encapsulated state in the granules.

The above biophysical analysis of hormones
supports the hypothesis that hormones are stored
as amyloids in secretory granules. Below we
offer direct evidence that secretory granules of
the mouse pituitary tumor neuroendocrine cell
line AtT20 are composed of amyloids. The AtT20

cell line synthesizes precursors to corticotro-
pin (i.e., ACTH and b-endorphin) and correctly
glycosylates, cleaves, and stores them in secre-
tory granules (27). Secretory granules of AtT20
cells with and without membrane were purified
(fig. S11) and showed typical ACTH-containing
electron-dense granules with a diameter of 200
to 600 nm surrounded by membrane (fig. S11, B
to D). The purified granules from AtT20 cells were
amyloid-like in nature, as determined by amyloid-
specific antibody (Fig. 3A), Thio T binding (Fig.
3B), CR binding (fig. S12), and CR birefringence
(Fig. 3C). Finally, x-ray fiber diffraction was

measured of purified membraneless secretory
granules (fig. S11B). A near–membrane-free prep-
aration of granules was used because membrane
lipids contribute a very strong reflection at 4.1 Å,
close to the 4.7 Å reflection expected for a cross–b-
sheet structure. The major reflections observed
were at 4.7 Å, interpreted as the spacing between
strands in a b sheet, and a diffuse reflection at
~10 Å, interpreted as the spacing between b
sheets (Fig. 3D). These reflections are typically
observed for amyloid-like fibrils. The circular
profiles of these reflections, rather than the nor-
mal orthogonal positions for the two reflections,

Fig. 2. Release of monomeric, a-
helical, and functional CRF from
its amyloid fibrils. CRF amyloid
fibrils were dialyzed against buffer
with a 10-kD cutoff membrane. (A)
Time-dependent decrease of Thio T
fluorescence inside the membrane
at two pHs as labeled. The decrease
of Thio T indicates loss of amy-
loid fibrils due to dialysis. (B)
Time-resolved CD spectroscopy out-
side the membrane measuring
released CRF. The time-dependent increase of the signal indicates release of
CRF from the amyloid. The released CRF is likely to be monomeric because of
the 10-kD cut-off of the dialysis membrane. The CD spectrum of the released
CRF is of helical structure, which corresponds to the active conformation of

CRF. (C) Functional studies of monomeric and amyloid fibrillar sample of CRF
by measuring in a hormone concentration–dependent manner the activation
of intracellular cAMP in CHO cells stably expressing CRF-R1. Both samples
show similar potencies.

I

Fig. 3. Purified secretory granules from the AtT20 cell line and from rat
pituitary are composed of an amyloid-like structure as determined by an
amyloid-specific antibody OC (A and E), the amyloid-specific dye Thio T (B
and F), CR birefringence (C and G), and x-ray fiber diffraction (D, H, and I).
(A) Dot blot staining of purified secretory granules from AtT20 cells against
the amyloid-specific antibody OC. As positive controls, stains of amyloid fibrils
of Ab(25-35) fibrils and b-endorphin fibrils (in presence of LMW heparin) are
shown. As negative controls, stains of monomeric human ACTH and b-
endorphin are shown. (B) Thio T fluorescence between 460 and 500 nm is
shown for purified secretory granules (black) and buffer only (red). Thio T
was excited at 450 nm. The strong binding of Thio T to secretory granules
suggests that they are composed of amyloid-like structures. (C) Congo Red
birefringence of purified secretory granules. CR birefringence is shown that
suggests the presence of ordered (amyloid) aggregates. The picture

represents the bright-field microscope image with 10× resolution. The same
section is shown under cross-polarized light with 10× magnification,
respectively. (D) X-ray fiber diffraction of purified membrane-depleted
secretory granules that were treated with 1% Lubrol PX. The two reflections
at 4.7 Å and ~10 Å consistent with cross–b-sheet structure are labeled. [(E) to
(I)] Purified light (L) and heavy (H) secretory granules from rat pituitary are
composed of amyloid-like structure as assessed by an amyloid-specific antibody
OC (E), the amyloid-specific dye Thio T (F), CR birefringence (G), and x-ray fiber
diffraction [(H) and (I)]. The same measurement parameters as in [(A) to (D)]
were used. In (I) the x-ray fiber diffraction measurements of purified
membraneless secretory granules are shown as a full image radial profile.
The two reflections at ~4.7 Å and ~9.3 Å consistent with cross–b-sheet
structure are labeled. In addition, a strong reflection at 4.1 Å is present,
attributed to the remaining lipid content of the granules under study.
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show that the amyloid-like entities in granules
are not strongly aligned.

Similarly, secretory granules of type light (L)
and heavy (H) purified from rat pituitary (fig.
S13) also contained amyloid-like material, as
evidenced by amyloid-specific antibody binding
(Fig. 3E), Thio T binding (Fig. 3F), CR binding
(fig. S12, C and D), and birefringence (Fig. 3G)
(23). Furthermore, the x-ray diffraction pattern
with membraneless granules of type L show the
typical cross–b-sheet reflections at 4.7 Å and at
~10 Å, in addition to a 4.1 Å reflection attributed
to remaining membrane (Fig. 3, H and I). The
circular profiles for these reflections indicate that
the amyloid-like entities in granules are not
strongly aligned.

Immunohistochemical studies were performed
with mouse pituitary tissue to probe whether se-
cretory granules in neuroendocrine tissues are
amyloid-like in nature. The positive binding of
the amyloid-specific dye Thio S both in the in-
terior and posterior lobes of the pituitary was indi-
cative of the abundant presence of amyloids in the
mouse pituitary (Fig. 4). To examine whether the
Thio S–detected amyloids were composed of
endocrine hormones, we measured colocaliza-
tion of Thio S with hormone-specific antibodies.
There was almost complete colocalization between

Thio S and the hormones ACTH, b-endorphin,
prolactin, and growth hormone (GH) in the in-
terior lobe, ACTH in the intermediate lobe, and
oxytocin and vasopressin in the posterior lobe of
the pituitary, respectively (Fig. 4), strongly sup-
porting their storage in the secretory granules to
be extensively amyloid-like. Similar results were
obtained for a colocalization study between the
fibril-specific antibody OC and the correspond-
ing hormone antibodies.

The proposed amyloid-like conformation of
peptide/protein hormones in secretory granules
may explain the processes of granule formation
including hormone selection, membrane surround-
ing and inert hormone storage, and subsequently
the release of hormones from the granules (fig.
S14). We propose that in the Golgi, amyloid
aggregation of the (pro)hormone is initiated sponta-
neously above a critical (pro)hormone concentration
and/or in the presence of helper molecules such
as GAGs in parallel to a possible prohormone
processing. Alternatively, because the prohor-
mone may aggregate less into an amyloid entity
than its hormone counterpart (28), the prohor-
mone processing at critical hormone concen-
trations may initiate the aggregation. Because
the formation of amyloid fibrils is amino acid
sequence–specific, the initiated amyloid aggre-

gation of the (pro)hormone is selective, yielding
granule cores composed of specific hormones
only. Specific coaggregation of some hormones
may be possible because some amyloid proteins
are able to cross-seed (29) (Fig. 1). The amyloid
aggregation thereby sorts the protein/peptide hor-
mones into secretory granule cores, concentrates
them to the highest density possible, and excludes
non–aggregation-prone, constitutively secreted pro-
teins. During the aggregation process, the hormone
amyloids become surrounded by membrane, sepa-
rate from the Golgi, and form mature granules.
The membrane attraction may be spontaneous
because membrane binding seems to be an in-
herent property of amyloid aggregates (30). Al-
ternatively, because the cross–b-sheet represents
a single structural epitope, it may serve as a pos-
sible recognition motif of an unknown granule-
recruiting membrane protein. Once the secretory
granules are formed, they can be stored for long
durations because the amyloid entity provides a
very stable depot. Upon signaling, secretory gra-
nules are secreted and the cross–b-sheet struc-
ture of the amyloid enables a controlled release
of monomeric, functional hormone (21), which
might be supported by chaperones.

The functional amyloid state of many endo-
crine hormones in secretory granules of the pi-

Fig. 4. Immunohistochemical stain-
ing of the mouse pituitary with Thio
S (green) and polyclonal antibodies
(red) to (A) prolactin, (B) and (C)
ACTH, (D) growth hormone (GH), (E)
oxytocin, and (F) vasopressin. Re-
gions of the pituitary selected are
anterior lobe [(A), (B), and (D)],
intermediate lobe (C), and posterior
lobe [(E) and (F)]. Scale bars, 20 mm.
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tuitary (Fig. 4), and possibly the hypothalamus
(e.g., CRF) and pancreas (e.g., somatostatin), con-
trasts directly the historical disease association
of amyloids both in the brain (e.g., tau, a-
synuclein, Ab, and prion protein) and in the pan-
creas (e.g., insulin and amylin). On the one hand,
this challenges once more the “amyloid hypothe-
sis” that amyloids are the most toxic culprit in
amyloid diseases (31). On the other hand, hor-
mone amyloids may not be (very) toxic because
the hormone amyloids are stored inside the
granules and the amyloid aggregation of hormones
for secretory granule formation may be highly
regulated. This regulation may include the pro-
cessing of prohormones that aggregate more slow-
ly than the hormone counterpart (28) or the
required presence of helper molecules to induce
aggregation, as demonstrated for prolactin (note
that prolactin lacks a prohormone). Furthermore,
the hormone amyloids are stored in an “inert”
membrane container and the amyloid fibrils dis-
sociate upon secretion. Such regulation requires
a functional protein homeostasis. If the protein
homeostasis is altered under certain conditions
such as diet, stress, or age, hormone aggregation
may be out of control and disease-associated amy-
loid aggregation of hormones may occur (see be-
low). Whether such aggregations cause disease, or
are an indirect effect of the protein homeostasis
altered by disease, remains to be determined.

There are many associations between amyloid
processing and function of secretory granules: (i)
Aggregation of hormones into secretory granules
is an intracellular process, and upon secretion not
all of the aggregates dissolve completely (32).
Similarly, Ab may be present in granules (33), and
Ab aggregation may be initiated intracellularly
and end up as a pathological hallmark in the ex-
tracellular space (31). (ii) The malaria drug chloro-
quine interferes with the formation of secretory
granules as well as prion infectivity (34, 35). (iii)
The natural compound curcumin interferes with
both the progression of Alzheimer’s disease (36)
and the release of endocrine hormones (37). (iv)
Several endocrine hormones that may be stored
in secretory granules in an amyloid-like state are
present as amyloids in amyloid diseases. These
include amylin associated with diabetes type II,
calcitonin associated with medullary carcinoma
of the thyroid, and atrial natriuretic factor with
atrial amyloidosis (38). Hence, the presence of
many functional amyloids in the body, together
with the apparent tight link between functional and
disease-associated amyloids in their processing,
biophysical, and biochemical properties, requires a
rethinking of the relationship between aggregation
and function of polypeptides, and the correlation
between amyloid aggregation and toxicity.

References and Notes
1. R. B. Kelly, Science 230, 25 (1985).
2. R. B. Kelly, Nature 326, 14 (1987).
3. P. Arvan, D. Castle, Biochem. J. 332, 593 (1998).
4. P. S. Dannies, Mol. Cell. Endocrinol. 177, 87 (2001).
5. P. Arvan, B. Y. Zhang, L. Feng, M. Liu, R. Kuliawat,

Curr. Opin. Cell Biol. 14, 448 (2002).

6. S. A. Tooze, Biochim. Biophys. Acta 1404, 231 (1998).
7. F. Miller, E. de Harven, G. E. Palade, J. Cell Biol. 31, 349

(1966).
8. C. Keeler, M. E. Hodsdon, P. S. Dannies, J. Mol. Neurosci.

22, 43 (2004).
9. D. M. Fowler, A. V. Koulov, W. E. Balch, J. W. Kelly, Trends

Biochem. Sci. 32, 217 (2007).
10. M. M. Barnhart, M. R. Chapman, Annu. Rev. Microbiol.

60, 131 (2006).
11. V. A. Iconomidou, G. Vriend, S. J. Hamodrakas, FEBS Lett.

479, 141 (2000).
12. M. L. Maddelein, S. Dos Reis, S. Duvezin-Caubet,

B. Coulary-Salin, S. J. Saupe, Proc. Natl. Acad. Sci. U.S.A.
99, 7402 (2002).

13. D. M. Fowler et al., PLoS Biol. 4, e6 (2006).
14. S. O. Kolset, K. Prydz, G. Pejler, Biochem. J. 379, 217

(2004).
15. H. A. Reggio, G. E. Palade, J. Cell Biol. 77, 288 (1978).
16. A. Zanini et al., J. Cell Biol. 86, 260 (1980).
17. P. Rosa, A. Zanini, Eur. J. Cell Biol. 31, 94 (1983).
18. S. S. Carlson, R. B. Kelly, J. Biol. Chem. 258, 11082 (1983).
19. R. Kisilevsky, J. Struct. Biol. 130, 99 (2000).
20. J. A. Cohlberg, J. Li, V. N. Uversky, A. L. Fink,

Biochemistry 41, 1502 (2002).
21. S. K. Maji et al., PLoS Biol. 6, e17 (2008).
22. J. Y. Suk, F. Zhang, W. E. Balch, R. J. Linhardt, J. W. Kelly,

Biochemistry 45, 2234 (2006).
23. See supporting material on Science Online.
24. G. Giannattasio, A. Zanini, J. Meldolesi, J. Cell Biol. 64,

246 (1975).
25. Y. Liu, D. Schubert, J. Neurochem. 71, 2322 (1998).
26. S. Onoue et al., Pharm. Res. 21, 1274 (2004).
27. B. Gumbiner, R. B. Kelly, Proc. Natl. Acad. Sci. U.S.A. 78,

318 (1981).
28. I. T. Yonemoto, G. J. Kroon, H. J. Dyson, W. E. Balch,

J. W. Kelly, Biochemistry 47, 9900 (2008).
29. B. I. Giasson et al., Science 300, 636 (2003).
30. G. P. Gellermann et al., Proc. Natl. Acad. Sci. U.S.A. 102,

6297 (2005).
31. J. A. Hardy, G. A. Higgins, Science 256, 184 (1992).

32. M. G. Farquhar, in Subcellular Structure and Function
in Endocrine Organs, H. Heller, K. Lederis, Eds.
(Cambridge Univ. Press, Cambridge, 1971), pp. 79–122.

33. V. Hook, I. Schechter, H. U. Demuth, G. Hook, Biol.
Chem. 389, 993 (2008).

34. H. P. Moore, B. Gumbiner, R. B. Kelly, Nature 302, 434
(1983).

35. C. Korth, B. C. May, F. E. Cohen, S. B. Prusiner,
Proc. Natl. Acad. Sci. U.S.A. 98, 9836 (2001).

36. F. Yang et al., J. Biol. Chem. 280, 5892 (2005).
37. M. Miller, S. Chen, J. Woodliff, S. Kansra, Endocrinology

149, 4158 (2008).
38. F. Chiti, C. M. Dobson, Annu. Rev. Biochem. 75, 333 (2006).
39. We thank S. Maji for the cartoon drawing in fig. S14;

S. Pisani and C. Peto for technical assistance; C. R. Grace
and C. Tzitzilonis for valuable suggestions; P. S. Dannies
and M. E. Hodsdon for valuable suggestions and the
plasmid of human prolactin; and C. Glabe for the OC
antibody. Supported by the Swiss National Foundation,
Clayton Medical Research Foundation Inc., and National
Institute of Diabetes and Digestive and Kidney Diseases
(NIDDK) grant PO1 DK026741-29. The content is
solely the responsibility of the authors and does not
necessarily represent the official views of NIDDK or NIH. W.V.
is a cofounder, consultant, equity holder, and member of the
Board of Directors and Scientific Advisory Board of Neurocrine
Biosciences Inc. and Acceleron Pharma Inc. J.R. is founder
and owner of Sentia Medical Sciences Inc. and is coinventor
in several patents covering CRF receptor ligands.

Supporting Online Material
www.sciencemag.org/cgi/content/full/1173155/DC1
Materials and Methods
Figs. S1 to S14
Tables S1 and S2
References

6 March 2009; accepted 18 May 2009
Published online 18 June 2009;
10.1126/science.1173155
Include this information when citing this paper.

RIP3, an Energy Metabolism Regulator
That Switches TNF-Induced Cell
Death from Apoptosis to Necrosis
Duan-Wu Zhang,1 Jing Shao,1 Juan Lin,1 Na Zhang,1 Bao-Ju Lu,2 Sheng-Cai Lin,1
Meng-Qiu Dong,2 Jiahuai Han1*

Necrosis can be induced by stimulating death receptors with tumor necrosis factor (TNF) or other agonists;
however, the underlying mechanism differentiating necrosis from apoptosis is largely unknown. We
identified the protein kinase receptor-interacting protein 3 (RIP3) as a molecular switch between
TNF-induced apoptosis and necrosis in NIH 3T3 cells and found that RIP3 was required for necrosis in
other cells. RIP3 did not affect RIP1-mediated apoptosis but was required for RIP1-mediated necrosis and
the enhancement of necrosis by the caspase inhibitor zVAD. By activating key enzymes of metabolic
pathways, RIP3 regulates TNF-induced reactive oxygen species production, which partially accounts for
RIP3’s ability to promote necrosis. Our data suggest that modulation of energy metabolism in response to
death stimuli has an important role in the choice between apoptosis and necrosis.

Cell death occurs through morphologically
distinct processes of apoptosis and ne-
crosis (1). Some necrosis is regulated, via

pathways differing from those controlling clas-
sical apoptosis, although necrosis/apoptosis in-
terconnectivity has been observed (1–4). Caspase
inhibition, which distinguishes apoptotic and non-
apoptotic cell death, sometimes shifts apoptosis
to necrosis or enhances necrosis (5–8). Receptors
containing death domains can induce a form of

regulated necrosis through kinase activity of RIP1
(receptor-interacting protein 1) (3, 5, 6). Mito-
chondrial generation of reactive oxygen species
(ROS) is essential for this type of necrosis (9). A
genome-wide small interfering RNA (siRNA)
screen has identified a number of genes involved
in the signaling network of death domain receptor–
mediated necrosis (10), but the precise mechanisms
underlying programmed necrosis and the apoptosis/
necrosis molecular switch remain unclear.
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Although NIH 3T3 cells typically undergo
apoptosis in response to tumor necrosis factor
(TNF) stimulation (10), caspase-independent cell
death has been reported in one NIH 3T3 line
(termed N cells here) (11). We compared the
caspase-dependence of TNF-induced cell death
between NIH 3T3 cells obtained from American
Type Culture Collection (termed A cells here)
and N cells. Benzyloxycarbonyl-Val-Ala-Asp-
fluoromethylketone (zVAD) inhibited TNF-induced
cell death in A cells (Fig. 1A) but enhanced it in
N cells (Fig. 1B). TNF- or TNF+zVAD–treated N
cells had necrotic morphologies. Because both
cell lines were derived from the same cell popula-
tion, gene expression changes in the N cells could
explain the switch from apoptosis to necrosis in
the NIH 3T3 cells. Affymetrix microarray analysis
revealed that a few genes that have the potential to
regulate cell death or TNF signaling were ex-
pressed differently in A and N cells (table S1). The
expression of RIP3, Calpain 5, Serpinb1a, and
Serpinb9b increased in N cells, whereas expres-
sion of Calpain 6, Aifm1, and Serpine2 decreased.
TNF or zVAD treatment had no effect on the ex-
pression of these genes in either A or N cells. We
decreased expression of the increased genes and
increased expression of the decreased genes in
N cells, then analyzed TNF-induced cell death and
zVAD enhancement of TNF-induced cell death.
Only the siRNA-knockdown of RIP3 in N cells
inhibited zVAD’s enhancement of cell death (fig.
S1). We therefore focused on RIP3.

RIP3 is a protein kinase that has an N-terminal
kinase domain similar to that found in RIP1,
RIP2, and RIP4, but its C-terminal domain has
no sequence similarity to any known protein do-
mains (12, 13). Transient expression of RIP3 in
some cell lines causes cell death (12). Cleavage of
RIP3, RIP1, and RIP4 by caspases was observed
after activation of death receptors (8, 13, 14).
Modulating nuclear factor kB (NF-kB) activation
by means of RIP3 overexpression was observed
(15, 16); however, deletion of RIP3 caused no signs
of deregulated NF-kB signaling (16). The biolog-
ical function of RIP3 is thus largely unknown.

Differing expression of RIP3 in A and N cells
was confirmed by means of Western blotting
(Fig. 1C) (17). To study the role of RIP3, we used
lentiviral vectors to deliver short hairpin RNA
(shRNA) or cDNA into A, N, or other cells be-
cause lentivirus can infect with 100% efficiency.
RIP3 knockdown by means of siRNA in N cells
appeared to switch the type of cell death to that of
A cells because TNF-induced cell death in RIP3-
knockdown N cells was not enhanced but rather
inhibited by zVAD (Fig. 1D). A lacZ-targeting
siRNA (Ctrl) showed no effect on the type of cell
death in N cells (Fig. 1D). RIP3 expression in A
cells switched TNF-induced apoptosis to caspase-

independent cell death (Fig. 1E). zVAD did not
inhibit but rather enhanced cell death (Fig. 1E).
RIP3 kinase activity was required to change the
type of cell death because a catalytically inactive
RIP3 mutant (RIP3-K51A) did not cause A cell
death to become caspase-independent (fig. S2).
Deletion and point mutations revealed that the
RIP1-interacting RHIM (RIP homotypic inter-
action motif) domain in RIP3 is required for
necrosis (fig. S2).

Although zVAD may also participate in the
induction of cell death in some cell lines (10, 18),
we established that RIP3 has a role in necrosis in
the absence of zVAD because it is required for
TNF-induced necrosis in L929 cells (fig. S3A).
We then analyzed whether RIP3 is required for

zVAD-mediated necrosis. zVAD can trigger ne-
crosis of lipopolysaccharides (LPS)– or TNF-
stimulated primary peritoneal macrophages (19)
but failed to promote cell death of RIP3−/−

macrophages stimulated with TNF or LPS (Fig.
1F). It appears that RIP3 functions in necrosis
induced by physiological stimuli and is required
for zVAD to induce or enhance necrosis. Thus,
RIP3 is essential for some forms of necrosis.

RIP1 is required for death receptor agonists to
activate necrosis (5, 6, 8, 18). Although we de-
tected no difference in RIP1 expression in A and
N cells, depletion of RIP1 with shRNA in N
cells inhibited TNF+zVAD–induced necrosis (Fig.
2A). Similarly, depletion of RIP1 from L929 cells
also blocked TNF-induced necrosis (fig. S3B).

1Key Laboratory of the Ministry of Education for Cell Biology
and Tumor Cell Engineering, School of Life Sciences, Xiamen
University, Xiamen, Fujian 361005, China. 2National Institute
of Biological Sciences, Beijing 102206, China.

*To whom correspondence should be addressed. E-mail:
jhan@xmu.edu.cn

Fig. 1. Effects of RIP3 on type of cell death. (A) Viabilities of A cells treated with medium (Ctrl), zVAD (20
mM), TNF (30 ng/ml), or TNF+zVAD. (B) Viabilities of N cells treated as described in (A). (C) Immunoblotting
analysis with antibody to RIP3. (D) Viabilities of N cells treated with or without (–) a lentiviral vector
encoding LacZ shRNA (Ctrl) or RIP3-shRNAs for 48 hours then stimulated with or without TNF or TNF+zVAD
for 24 hours. RIP3 protein amounts in these cells were analyzed by means of immunoblotting 48 hours after
infection. (E) Viabilities of A cells infected with a lentivirus encoding nothing (vector) or RIP3 for 36 hours
then stimulated with or without TNF or TNF+zVAD for 24 hours. RIP3 protein amounts were analyzed 36
hours after infection. (F) Viabilities of wild-type and RIP3−/− mouse peritoneal macrophages treated with
medium (Ctrl), zVAD, TNF, TNF+zVAD, LPS (100 ng/ml), or LPS+zVAD for 24 hours. Data are the mean T SD
of triplicates [(A), (B), and (D) to (F)] and are representative of two to five experiments [(A) to (F)].

www.sciencemag.org SCIENCE VOL 325 17 JULY 2009 333

REPORTS



Therefore, both RIP1 and RIP3 are required for
TNF-induced and zVAD-enhanced necrosis.

Transient RIP1 expression caused cell death
in both wild-type and RIP3−/− mouse embryo
fibroblast (MEF) cells (Fig. 2B). zVAD inhibited
RIP1-induced cell death in RIP3−/− cells but not in
wild-type cells, so RIP3 may have a role in deter-
mining the type of RIP1-induced cell death. Con-
sistently, RIP3-induced cell death was not inhibited
by zVAD. Analyzing RIP1 and RIP3 expression in
the knockout cell lines revealed that the previously
described RIP1−/−MEF line (6) is defective in both
RIP1 and RIP3 expression, and we therefore named
it RIP1−/−RIP3d (Fig. 2B, top). We reconstituted
RIP3 expression in this cell line and named it
RIP1−/−*. RIP1- and RIP3-overexpression–induced
death in RIP1−/−* cells was similar to that ob-
served in wild-type MEF cells, and cell death in
RIP1−/−RIP3d cells was similar to that in RIP3−/−

cells (Fig. 2B), supporting the idea that RIP1
induces apoptosis in the absence of RIP3 and
induces necrosis when RIP3 is present.

RIP1 overexpression induced apoptosis in A
cells and necrosis in RIP3-rich N cells, whereas
RIP3 overexpression induced necrosis in both A
and N cells (Fig. 2C). Unlike MEF cells, necrosis
in these cells was enhanced by zVAD, but only
when RIP3 was present (Fig. 2C). We then found
that zVAD did not enhance RIP1-induced N cell
death when RIP3 was depleted (Fig. 2D). Thus,
RIP3 is required for zVAD to enhance necrosis.

To find RIP3 targets, we identified interacting
proteins during necrosis. Using a lentiviral vector,
we expressed flag-tagged RIP3 in A cells and con-
firmed that flag-RIP3 changed the death type of A
cells to that of N cells. Flag-RIP3 was then purified
in a complex with its associated proteins from A
cells treated with nothing or TNF+zVAD for 30 or
120 min. Protein constituents were identified by
means of liquid chromatography–tandem mass
spectrometry (LC-MS/MS). The raw data set con-
taining nonredundant proteins (table S2) indicated
dynamic changes in the RIP3 complex because
proteins identified in TNF+zVAD–treated sam-
ples were different from the untreated sample.
Seven metabolic enzymes—glycogen phosphoryl-
ase (PYGL), glutamate-ammonia ligase (GLUL),
glutamate dehydrogenase 1 (GLUD1), fructose-
1,6-bisphosphatase 2 (FBP2), fumarate hydratase
(FH), glycosyltransferase 25 domain containing
1 (GLT25D1), and isocitrate dehydrogenase 1
(IDH1)—were identified in the RIP3 complex in
TNF+zVAD–treatedcells. PYGL,GLUL, andGLUD1
were confirmed to interact with RIP3 by means
of coimmunoprecipitation of coexpressed proteins
in 293T cells (fig. S4).

PYGL catalyzes the rate-limiting step in the
degradation of glycogen by releasing glucose-1-
phosphate, thereby having a key role in using
reserved glycogen as an energy source. We sought
to determine whether RIP3 and PYGL interact
during necrosis, but were unable to obtain an
antibody to detect endogenous PYGL in N cells.
We therefore established an N cell line stably ex-
pressing hemagglutinin (HA)–PYGL. Immuno-

precipitation using antibodies to RIP3 revealed that
TNF+zVAD treatment for 120 min induced inter-
action of RIP3 and HA-PYGL (Fig. 3A). RIP3
and PYGL interaction was induced by TNF but
not zVAD (Fig. 3B). We incubated flag-PYGL (pu-
rified from 293T cells) with or without glutathione
S-transferase (GST)–RIP3 orGST-RIP3-K51A (pu-
rified from Escherichia coli) in a kinase buffer and
found that RIP3, but not RIP3-K51A, enhanced
PYGL activity in vitro (Fig. 3C). BecauseRIP3may
directly target one or more proteins copurified with
flag-PYGL, we currently can only conclude that
RIP3 directly or indirectly activates PYGL in vitro.
By measuring PYGL activity in N cells and RIP3-
or RIP1-knockdown cells before and after TNF or

TNF+zVAD treatment, we found that RIP3 and
RIP1 are required for TNF- and TNF+zVAD–
increased PYGL activity (Fig. 3D and fig. S5).
The role of RIP3 in regulating PYGL was con-
firmed by use of RIP3−/− peritoneal macrophages
(Fig. 3E). Additionally, expression of RIP3 with
PYGL in 293Tcells enhanced PYGL activity (fig.
S6). To determine whether PYGL is involved in
necrosis, we used siRNAs to deplete PYGL in N
cells and found that reduction of PYGL partially
inhibited TNF+zVAD–induced cell death (Fig. 3F).
Thus, PYGL activation by RIP3 appears to con-
tribute to necrosis.

GLUL is a cytosolic enzyme that catalyzes
the condensation of glutamate (Glu) and ammo-

Fig. 2. Role of RIP3 and RIP1 in apoptosis and necrosis. (A) Viabilities of N cells treated with or without
(–) a lentiviral vector encoding control or RIP1-shRNAs for 48 hours then stimulated with or without TNF or
TNF+zVAD for 24 hours. RIP1 protein amounts were analyzed by means of immunoblotting 48 hours after
infection. (B) Wild-type, RIP3−/−, RIP1−/−*, and RIP1−/−RIP3d MEF cells infected with a lentiviral vector en-
coding RIP1 or RIP3, treated with or without zVAD. Viabilities and RIP1 and RIP3 expression were analyzed
36 hours after infection. (C) N and A cells were treated and analyzed as described in (B). (D) RIP1 and RIP3
expression levels and viabilities of N cells infected with lentiviral vectors expressing control shRNA and RIP3;
RIP1-shRNA and RIP3; control shRNA and RIP1; or RIP3-shRNA and RIP1 and treated with or without zVAD.
Data are the mean T SD of triplicates and are representative of two to three experiments [(A) to (D)].

17 JULY 2009 VOL 325 SCIENCE www.sciencemag.org334

REPORTS



nia to form glutamine (Gln). Gln can transfer
into the mitochondria to function as an energy
substrate. GLUD1 is a mitochondrial matrix en-
zyme that converts Glu to a-ketoglutarate. GLUL
and GLUD1 are essential for the use of amino
acid Glu or Gln as substrates for adenosine tri-
phosphate production by means of oxidative
phosphorylation. Enzymatic pathways specifi-
cally used in the mitochondrial oxidation of Gln
have been suggested to sensitize the mitochon-
dria to TNF-induced perturbation (20). We de-
tected increased interaction of endogenous RIP3
with GLUL and GLUD1 after N cells were treated
with TNF or TNF+zVAD (figs. S7, A and B,
and S8, A and B). Recombinant RIP3, but not
RIP3-K51A, can directly increase GLUL activity

(fig. S7C). We were unable to prepare a functional
recombinant protein of GLUD1, but coexpres-
sion of RIP3 with GLUD1 in 293T cells enhanced
activity of GLUD1 (fig. S8C). We were unable
to detect the activities of endogenous GLUL and
GLUD1 in N cells, and therefore were unable to
address their activation in cells. Deletion of either
GLUL or GLUD1 by means of siRNA reduced
TNF+zVAD–induced cell death in N cells (figs. S7D
and S8D), suggesting that GLUL- and GLUD1-
mediated use of Glu or Gln as energy substrates
contributes to necrotic cell death.

Because ROS production is required for
TNF- or TNF+zVAD–induced necrosis in L929
cells, MEFs, and macrophages (6, 9, 19), we
hypothesized that RIP3 might increase energy

metabolism–associated ROS production. We con-
firmed that ROS is required for necrosis of N cells
but not apoptosis of A cells (fig. S9). We found
that depletion of RIP3 in N cells reduced ROS
concentration in TNF+zVAD–treated cells (Fig.
4A) and that increasing RIP3 levels in A cells in-
creased TNF+zVAD–induced ROS production
(Fig. 4B). RIP3 dependence of ROS production
was also confirmed by use of RIP3−/− mac-
rophages (fig. S10). In all cases, the amount of
ROS correlated with caspase-independent cell
death (Fig. 1, D to F). Depletion of PYGL,
GLUL, and GLUD1 by means of siRNA reduced
TNF+zVAD–induced accumulation of ROS
(Fig. 4C and fig. S11), which correlated with cell
death (Fig. 3F and figs. S7D and S8D). Exper-
iments performed by use of energy metabolism
inhibitors suggested that mitochondrial ROS
generated at the ubisemiquinone site has a key
role in TNF cytotoxicity inN cells (fig. S12), which
is consistent with a previous report on L929 cells
(21). Because increasing glucose by breaking down
glycogen and promoting the use of Glu and Gln as
energy substrates all function upstream of ubi-
semiquinone so as to increase energy metabolism,
the role of RIP3 in apoptosis/necrosis switching
should at least partly occur through increasing
energy metabolism–associated ROS production.

A metabolic increase may be needed when
cells are treated with a pleiotropic cytokine such
as TNF. In cells that have sufficient RIP3 expres-
sion, the gateways to using glycogen and Gln or
Glu are readily opened after TNF stimulation.
zVAD may enhance RIP3 function because RIP3
and RIP1 are reported to be cleaved by caspases
(fig. S13) (8, 14). The enhanced metabolism
should be accompanied by increased ROS produc-
tion, which is probably responsible in part for the
function of RIP3 in mediating necrosis (Fig. 4D).
The role of RIP3 in determining the type of cell
death supports the idea that energy metabolism
affects cell-death mechanisms (22, 23).

Necrosis occurs under various physiological
and pathological conditions, and some might
occur in vivo when caspases are inactivated by
S-nitrosylation or other means. Because inhibi-
tion of necrosis by a RIP1 inhibitor has a bene-
ficial effect on ischemic brain injury and other
animal disease models (3, 24), inhibition of RIP3
could be beneficial for diseases that are associ-
ated with necrosis, such as diabetes and cerebral
ischemia. Indeed, deletion of RIP3 improved the
condition of acute pancreatitis in a mouse model
(table S3). RIP3 is a potential drug target for
necrosis-related diseases.
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Reversal of RNA Dominance
by Displacement of Protein
Sequestered on Triplet Repeat RNA
Thurman M. Wheeler,1 Krzysztof Sobczak,1 John D. Lueck,2 Robert J. Osborne,1
Xiaoyan Lin,1 Robert T. Dirksen,2 Charles A. Thornton1*

Genomic expansions of simple tandem repeats can give rise to toxic RNAs that contain expanded repeats.
In myotonic dystrophy, the expression of expanded CUG repeats (CUGexp) causes abnormal regulation
of alternative splicing and neuromuscular dysfunction. We used a transgenic mouse model to show
that derangements of myotonic dystrophy are reversed by a morpholino antisense oligonucleotide,
CAG25, that binds to CUGexp RNA and blocks its interaction with muscleblind-like 1 (MBNL1), a
CUGexp-binding protein. CAG25 disperses nuclear foci of CUGexp RNA and reduces the overall burden
of this toxic RNA. As MBNL1 is released from sequestration, the defect of alternative splicing regulation
is corrected, thereby restoring ion channel function. These findings suggest an alternative use of
antisense methods, to inhibit deleterious interactions of proteins with pathogenic RNAs.

Myotonic dystrophy type 1 (DM1) is rep-
resentative of a group of dominantly
inherited disorders in which expression

of a toxic RNA leads to neuromuscular degen-
eration (1–5). A feature common to these path-
ogenic RNAs is the presence of an expanded

repeat. In DM1, the disease-inducing transcript
is the DM protein kinase (DMPK) mRNA con-
taining an expanded CUG repeat in its 3′ untrans-
lated region (3′UTR) (6). These CUG repeats
bind to muscleblind-like 1 (MBNL1), a splicing
regulator, with high affinity (7, 8). Because each
mutant transcript typically contains thousands of
CUG repeats, the capacity for protein binding is
large, causing MBNL1 to become sequestered in
ribonucleoprotein complexes. These complexes
are observed in DM1 cells as foci of CUGexp-
MBNL1 aggregates in the nucleus (7, 9–11).

If sequestration of MBNL1 contributes to
symptoms of DM1, inhibitors of MBNL1-CUGexp

binding may reverse these effects. To test this pos-
sibility, we used CAG25, an antisense 25-nucleotide
morpholino oligonucleotide composed of CAG
repeats. Antisense morpholinos do not trigger
cleavage of their target RNAs (12), which sug-
gests that they could be used to bind CUGexp

RNA and release sequestered proteins, without
risk of degrading other transcripts that contain
CUG repeats. A potential obstacle for this ap-
proach, however, is that CUGexp RNAs form

Fig. 4. Activation of PYGL, GLUL, and GLUD1 by RIP3
contributes to TNF+zVAD–induced ROS production.
(A) ROS levels in N cells treated with a lentiviral vector
expressing control shRNA or RIP3-shRNAs for 48
hours then stimulated with TNF+zVAD for 12 hours.
(B) ROS levels in A cells infected with or without a
lentivirus encoding nothing or RIP3 for 36 hours then
stimulated with TNF+zVAD for 6 hours. (C) ROS levels
in N cells infected with a lentivirus expressing control
shRNA, PYGL-shRNA, GLUL-shRNA, or GLUD1-shRNA
for 48 hours then stimulated with TNF+zVAD for 12
hours. (D) Proposed mechanism for RIP3 in necrosis.
When RIP3 is absent, RIP1-mediated cell death is
apoptotic. High levels of RIP3 switch apoptosis to
necrosis in some cell systems. RIP3 activates PYGL,
increasing the availability of energy substrate glucose;
RIP3 also activates GLUL and GLUD1, increasing Glu
and Gln consumption as energy substrates. These lead
to an increase in energy metabolism and subsequent
overproduction of the oxidative metabolism product,
ROS. ROS is at least in part responsible for RIP3-
mediated necrosis.
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hairpins with high thermal stability (13, 14) and
extensive MBNL1 binding (8), which potentially
could limit their access to antisense oligonucleo-
tides. In vitro CAG25 was able to invade CUGexp

hairpins and form a stable RNA-morpholino het-
eroduplex (Fig. 1A and figs. S1 and S2). CAG25
was also able to block the formation of CUGexp-
MBNL1 complexes and disrupt complexes that
had already formed (Fig. 1, B to D).

To examine whether CAG25 can influence
CUGexp interactions in vivo, we tested its effects
in a transgenic mouse model of DM1. HSALR

transgenic mice express human skeletal actin
transcripts that have (CUG)250 inserted in the
3′UTR. These mice accumulate CUGexp RNA

and MBNL1 protein in nuclear foci in skeletal
muscle (1), a process that is thought to depend
on CUGexp-MBNL1 interaction (15). We there-
fore examined the effect of CAG25 on foci in
muscle cells. We loaded CAG25 into muscle
fibers by intramuscular injection followed by in
vivo electroporation. Muscle tissue was exam-
ined 1 to 3 weeks later by means of fluorescence
in situ hybridization, using probes that hybrid-
ize to the CUG repeat or to sequences flanking
the repeat. Injection of CAG25, but not a con-
trol morpholino of unrelated sequence, caused a
marked reduction of nuclear foci and a redis-
tribution of MBNL1 protein (Fig. 1, E and F,
and fig. S3).

To determine whether CAG25 can reverse the
biochemical consequences of MBNL1 seques-
tration, we examined its effects on alternative
splicing. HSALR transgenic mice show alternative
splicing changes similar to those observed in
human DM1 (10). The splicing misregulation is

improved when MBNL1 levels are increased
(16), aggravated when MBNL1 levels are reduced,
and reproduced by ablation of Mbnl1 (17), sug-
gesting that splicing defects in this model are
primarily caused by MBNL1 sequestration. For
each DM1-affected exon that we examined, the
alternative splicing was normalized or nearly
corrected at 3 weeks after injection of CAG25
(Fig. 2). Effects of CAG25 on alternative splic-
ing persisted at 14 weeks (fig. S4, A and B) but
not at 8 months after a single injection. In con-
trast, CAG25 did not correct the misregulated
splicing of these same exons in Mbnl1 knockout
mice or alter their splicing patterns in wild-type
(WT) mice (fig. S5), indicating that its effects are
mediated through CUGexp RNA rather than acting
directly on the respective precursor mRNAs (pre-
mRNAs). The Capzb and Itgb1 transcripts also
show developmentally regulated alternative splic-
ing in skeletal muscle, but they do not depend on
MBNL1, they are not misregulated in HSALR
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University of Rochester, Rochester, NY 14642, USA. 2Depart-
ments of Pharmacology and Physiology, University of Rochester,
Rochester, NY 14642, USA.

*To whom correspondence should be addressed. E-mail:
charles_thornton@urmc.rochester.edu

Fig. 1. CAG25 inhibits formation of CUGexp-MBNL1
complexes. (A) Gel shift assay demonstrates that addition
of CAG25 (indicated concentration) to labeled (CUG)109
(2 nM) results in slower migration of (CUG)109-CAG25
heteroduplex. (B) CAG25 prevents CUGexp-MBNL1 com-
plex formation (top) and displaces MBNL1 protein from
preformed complex (bottom). Lane C shows migration of
labeled (CUG)109 hairpin. Addition of excess MBNL1
produces complexes of variable size that migrate as a
broad smear (lane 0.0). Addition of CAG25 at increasing
concentration reconstitutes (CUG)109-CAG25 hetero-
duplex as the dominant band (27). (C) Microtiter plate/
gel assay confirms that CAG25 prevents the formation of
(CUG)109-MBNL1 complex (top) and displaces MBNL1
from preformed complexes (bottom). Bands indicate the
amount of recombinant MBNL1 protein that remains in
ribonucleoprotein complex at the indicated concentration
of CAG25 (27). (D) The percent of MBNL1 bound to

CUGexp is expressed as the mean T SD of protein retained on plate. Median inhibitory concentration (IC50) for “prevention” is 462 T 31 nM and for “displacement” is
1032 T 117 nM. (E) Fluorescence in situ hybridization of single flexor digitorum brevis (FDB) muscle fibers from HSALR mice. Probe (red) binds to HSALR transcripts
upstream from CUG repeat; nuclei are blue. CAG25, but not control morpholino, causes dispersal of RNA foci. (F) MBNL1 (immunofluorescence, green) shifts from
punctate to diffuse nuclear distribution after injection of FDB with CAG25. Scale bars, 5 mm.
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mice (10), and CAG25 had no effect on splicing
of either transcript.

To determine whether CAG25 can rescue
the physiological deficits of DM1, we examined
the expression and function of chloride channel
1 (ClC-1), the muscle-specific chloride channel.
Delayed muscle relaxation and repetitive action
potentials (myotonia) are cardinal features of DM1,
resulting from loss of ClC-1 channels (18, 19).
Affected individuals and mouse models show in-
clusion of an additional exon in the ClC-1 mRNA,
resulting in frameshift and loss of channel activity
(20). CAG25 corrected the defect of ClC-1 alterna-
tive splicing (Fig. 2 and fig. S4, A and B) and
restored the expression of ClC-1 protein to the
surface membrane (Fig. 3A and fig. S4C). Fur-
thermore, transmembrane chloride ion conduct-
ance was normalized (Fig. 3B), and myotonia

was markedly reduced (Fig. 3C and figs. S4D
and S7).

The effects of MBNL1 sequestration on gene
expression are not limited to alternative splicing.
For example, transcription of Eda2r, Uchl1, and
Sarcolipin is highly upregulated inMbnl1 knock-
out mice, and similar changes are induced by the
expression of CUGexp (21). Although the mech-
anism for this effect has not been determined, it
was partially reversed by CAG25 (fig. S6). These
data indicate that CAG25 ameliorates both tran-
scriptional and posttranscriptional effects of toxic
RNA.

We next determined whether CAG25 can over-
come the nuclear retention of CUG-expanded
transcripts (22). Despite reducing the overall level
of CUGexp RNA in muscle (see below), CAG25
increased the amount of this transcript in the cyto-

plasm (Fig. 4A and fig. S8). Moreover, because
reduced translation of DMPK mRNA may con-
tribute to cardiac symptoms of DM1 (23), we also
tested whether CAG25 could enhance the trans-
lation of CUGexp-containing transcripts. We de-
rived transgenic mice that express luciferase mRNA
containing (CUG)270 in the 3′UTR. The lucifer-
ase transcript is retained in nuclear foci, and basal
levels of luciferase activity are accordingly re-
duced. In vivo bioluminescence imaging showed
that CAG25 induced a focal increase of luciferase
activity in the injected hindlimb (Fig. 4B), which is
consistent with increased translation of the CUG-
expanded mRNA.

CAG25 caused a ~50% reduction in the over-
all burden of CUGexp RNA (Fig. 4C). There was
no parallel reduction of transgene pre-mRNA
(fig. S9), suggesting that downregulation of this

Fig. 2. Reversal of misregulated alternative splicing by CAG25. (A) Reverse
transcription polymerase chain reaction (RT-PCR) analysis of alternative splicing
for ClC-1, Serca-1, m-Titin, and Zasp, 3 weeks after a single injection of CAG25
in tibialis anterior (TA) muscle of HSALR transgenic mice. The contralateral (con)
TA was injected with vehicle (saline, mice 1 and 2) or morpholino with inverted

sequence (GAC25, mice 3 and 4). Splice products from untreated HSALR trans-
genic and WT TA muscle (n = 3 mice) are shown. Int 6, intron 6 retention. (B)
Quantification of results in (A), expressed as the percentage of splice products
that include or exclude the indicated exon. *P = 0.003 and **P < 0.001 for
CAG25 versus contralateral (Student’s t test). untr, untreated HSALR.

Fig. 3. ClC-1 protein expression and function are rescued by
CAG25. (A) Immunofluorescence for ClC-1 protein expression
in sections from HSALR TA muscle. Scale bar, 20 mm. (B) ClC-1
current density in FDB fibers isolated from 15-day-old HSALR

mice injected with CAG25 or control morpholino. Fibers from
WT mice injected with CAG25 or control morpholino serve as
controls (fig. S6). (C) Electromyographic myotonia analysis 3
weeks after injection of CAG25 into TA muscle. The contralateral
side was injected with vehicle (saline) alone or control morpholino
(27). n= 11mice examined; *P< 0.0001 for CAG25 versus saline
(Student’s t test).
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transcript results from accelerated decay. However,
previous work has shown that antisense morpho-
linos do not support RNA cleavage by ribonucle-
ase H (RNase H) (12). Consistent with these
observations, CAG25 did not induce cleavage of
CUGexp RNA by recombinant RNase H or by
HeLa cell extracts in vitro, whereas an equivalent
DNA oligonucleotide caused extensive CUGexp

degradation (Fig. 4, D and E). Moreover, CAG25
did not reduce levels of endogenous CUG-repeat-
containing transcripts (fig. S10), nor did it reduce
transgene mRNA in mice that express an equiva-
lent HSA transcript containing a nonexpanded
CUG repeat (fig. S11). Taken together, these results
are consistent with an indirect effect of CAG25 on
the accumulation of CUGexp RNA. However, ther-
apeutic effects of CAG25 do not derive solely from
downregulation of the repetitive RNA because
the residual levels of CUGexp were not below the
threshold for inducing RNA disease (fig. S12).

DM1 presents a complex phenotype that re-
sults from trans-dominant effects of mutant RNA
on many different transcripts. To intervene at an
upstream site and accomplish a general correction
of DM1, we used an antisense methodology to
inhibit the protein interactions of expanded RNA
repeats. This strategy has several effects that are
potentially beneficial, including the release of
MBNL1 protein from ribonucleoprotein foci, en-
hanced transport of CUGexp transcripts to the
cytoplasm, and a reduced burden of CUGexp

RNA. The mechanism for the latter effect remains
to be determined, but we postulate that it may
result from accelerated decay of CUGexp RNA
once it has been transported to the cytoplasm.
Considering that the extent of MBNL1 sequestra-
tion in DM1 is variable in different nuclei from the

same individual (10), and that ~50% of normal
MBNL1 levels are sufficient to ensure normal
splicing regulation in mice (10, 17), even partial
release of sequestered MBNL1 probably improves
splicing abnormalities in DM1. The mass of
CUGexp RNA in muscle from HSALR mice is two-
to eightfold higher than in muscle tissue from
patients with DM1 (fig. S13), suggesting that sim-
ilar therapeutic effects can be achieved in humans
if the antisense can be effectively delivered. In-
deed, treatment with CAG25 of DM1 cells in tis-
sue culture led to a reduction of intranuclear RNA
foci (fig. S14). Among several CUGexp-protein in-
teractions that may contribute to DM1 pathoge-
nesis, we have focused on MBNL1 because it has
the highest CUGexp-binding affinity (8, 24) and
most complete sequestration (11) of any factor so
far identified. However, it seems likely that inter-
actions of CUGexp with other RNA-binding pro-
teins, such as CUG-binding protein 1 (25), will
also be inhibited by this approach, which may
favorably affect signaling abnormalities in DM1
(26). Taken together, these data supply proof of
concept that agents inhibiting deleterious RNA-
protein interactions have therapeutic potential in
RNA-dominant disorders.
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Fig. 4. CAG25 increases the cytoplasmic level and
translation of CUGexp-containing mRNA despite reduc-
ing the overall level of CUGexp RNA. (A) RT-PCR assay
of transgene mRNA in the cytoplasm. Human (trans-
gene) and mouse (endogenous) skeletal actin tran-
scripts were coamplified by the same primers; the
species origin was revealed with AluI cleavage (27). h,
human muscle. (Bottom) Depletion of nuclear RNA
from cytoplasmic fraction (c) relative to nuclear pellet
(n), analyzed by means of RT-PCR for the 5′ external
transcribed spacer (5′ETS) (nuclear-retained) of ribo-
somal RNA (rRNA). Numbers refer to different mice
treated with CAG25. (B) CAG25 increases luciferase
activity in LLC9/Rosa-CreER bitransgenic mice. (Top)
LLC9 transgene for conditional expression of CUGexp

RNA. (Bottom) In vivo bioluminescence imaging (BLI)
of different bitransgenic mice (27). For quantification,
luciferase activity (indicated in yellow and orange)
in CAG25-injected muscle was normalized to the

contralateral side that was injected with saline or control morpholino (n = 7 mice). (C) Northern blot of
total cellular RNA shows decreased HSALR mRNA in muscle injected with CAG25 as compared with
contralateral muscle injected with vehicle (saline). Mouse actin is loading control. (D) CUGexp-CAG25
heteroduplex is not cleaved by RNase H. (CUG)109 RNA was incubated with CAG25 morpholino or DNA
oligonucleotide of identical sequence (CAG25-DNA). The heteroduplex was incubated with the indicated
concentration of RNase H then separated on polyacrylamide gels. Lane c is the control with (CUG)109
alone. (E) (CUG)109 RNA was incubated with CAG25 morpholino or CAG25-DNA to form heteroduplex as
in (D), to which HeLa cell extract was added for the indicated time.
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Genome-Wide RNAi Screen Identifies
Genes Involved in Intestinal
Pathogenic Bacterial Infection
Shane J. F. Cronin,1* Nadine T. Nehme,2* Stefanie Limmer,2 Samuel Liegeois,2
J. Andrew Pospisilik,1 Daniel Schramek,1 Andreas Leibbrandt,1 Ricardo de Matos Simoes,3
Susanne Gruber,1 Urszula Puc,1 Ingo Ebersberger,3 Tamara Zoranovic,1 G. Gregory Neely,1
Arndt von Haeseler,3 Dominique Ferrandon,2†‡ Josef M. Penninger1†

Innate immunity represents the first line of defense in animals. We report a genome-wide in vivo
Drosophila RNA interference screen to uncover genes involved in susceptibility or resistance to
intestinal infection with the bacterium Serratia marcescens. We first employed whole-organism
gene suppression, followed by tissue-specific silencing in gut epithelium or hemocytes to identify
several hundred genes involved in intestinal antibacterial immunity. Among the pathways
identified, we showed that the JAK-STAT signaling pathway controls host defense in the gut by
regulating stem cell proliferation and thus epithelial cell homeostasis. Therefore, we revealed
multiple genes involved in antibacterial defense and the regulation of innate immunity.

Drosophila melanogaster provides a pow-
erful model that allows the dissection of
the innate immune response at the orga-

nism level. In Drosophila, innate immunity has
a humoral and a cellular immune response. The
majority of our knowledge of Drosophila im-
munity is based on injection of nonpathogenic
bacteria (1–3); however, this bypasses the initial
steps of naturally occurring infections—namely,
the physical barriers and the local, mucosal im-
mune response. Intestinal immunity is currently the
focus of intense research (4). In contrast to the hu-
man digestive tract, Drosophila lacks mammalian-
like adaptive immunity and so relies entirely upon
an innate immune system for protection against
invading pathogens.

The intestinal infection model using pathogenic
Serratiamarcescens allows for the detailed analysis
of local intestinal immunity and phagocytosis (5).
S. marcescens is a gram-negative, opportunistic
pathogen that can infect a range of hosts including
Drosophila,Caenorhabditis elegans, andmammals
(6, 7). Using ubiquitous RNA interference (RNAi)–
mediated suppression, we performed an inducible
genome-wide in vivo screen inDrosophila for novel
innate immune regulators after S. marcescens in-
fection (8) [Fig. 1A, fig. S1, A and B, and sup-
porting onlinematerial (SOM) text]. To confirm our
experimental approach we assayed various mem-
bers of the Immune deficiency (IMD) and Toll
pathways, the two major fly immune signaling cas-
cades (Fig. 1B) (1–3). RNAi lines targeting several

IMD members resulted in significantly reduced
survival on infection with S. marcescens, whereas
suppression of Toll pathway components had a less
dramatic effect, which supports previous reports
that the immune response to S. marcescens is
IMD-dependent and Toll-independent (Fig. 1B)
(5). Notably, not all members of the IMD path-

way, such as imd, rel, and ird5, were picked up
by our screening criteria, most likely because of
inefficient RNAi silencing (Fig. 1B) (9).

We assayed 13,053 RNAi lines (9) represent-
ing 10,689 different genes (78% of the genome)
against intestinal infection with S. marcescens
(fig. S2A and tables S1 and S2). Of these, 8.3%
(885 genes) were defined as hits, the majority of
which (89.3%; 790 genes) were susceptible can-
didates (fig. S2A and table S3). On the basis of
gene ontology (GO) annotations, susceptible can-
didates were classified according to their predicted
biological processes. Genes involved in signaling,
intracellular protein transport, and transcriptional
regulation were overly represented among the
entire data set (Fig. 1C). We also found marked
enrichment for genes that regulate phagocytosis,
defense responses, vesicle trafficking, and proteoly-
sis. Several candidate RNAi lines represented genes
that have been previously implicated in mounting
an effective immune response (10–19) (table S3).

Our approach also allowed us to identify neg-
ative regulators of Drosophila host defense (Fig.
1A). We identified 95 genes (10.7% of the total
hits) that confer resistance to S. marcescens in-
fections when silenced (fig. S2, A and B, table
S4), none of which had previously been charac-
terized as negative regulators of innate immunity.
Thus, our genome-wide screen revealed previously
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known genes associated with Drosophila immu-
nity and more than 800 additional candidate genes
implicated in innate immunity, 40% of which had
unknown function.

We retested some of our susceptible and re-
sistant RNAi hits in the gut epithelium and the
macrophage-like hemocytes, the two major cell
types associated with our infection model, using
cell type–specific driver lines, NP1-GAL4 and

HML-GAL4, respectively (5, 20). We prioritized
genes of interest by selecting the primary hits that
have mammalian (mouse and/or human) orthologs.
Of the 358 susceptible hits tested with the HML-
GAL4 driver, RNAi against 98 genes (27%)
resulted in significantly reduced survival as com-
pared with RNAi controls, which indicated that
these genes function in hemocytes to combat in-
testinal S. marcescens infections (Fig. 2A, fig. S3A,

and table S5). When we used the NP1-GAL4
driver (fig. S4) to test 337 genes, RNAi against
129 genes (38%) resulted in significantly reduced
survival, which suggested that these genes play
an important role in host intestinal defense (Fig.
2B, fig. S3B, and table S6). Of the resistance hits,
37 HML-GAL4 RNAi candidates (79%) and 28
NP1-GAL4 RNAi candidates (61%) exhibited
markedly enhanced survival (Fig. 2, C andD, fig.
S3, and tables S7 to S9). Of the candidate genes,
79 functioned in both hemocytes and gut (fig. S3).
Multiple susceptibility and resistance genes were
tested 3 to 15 independent times, using ≥2 RNAi
transformants to exclude position effects and second
independent RNAi hairpins to confirm the target
gene when available (Fig. 2, A to D, fig. S3, and
tables S5 to S8). To exclude a potential develop-
mental phenotype, we have testedmost candidate
lines by feeding flies on a sugar diet in the ab-
sence of bacteria (table S9). Thus, we have iden-
tified multiple regulators in hemocytes and/or gut
epithelium that confer susceptibility or resistance
to S. marcescens infections.

Using GO enrichment analysis, we classified
our tissue-specific candidates into statistically sig-
nificant biological processes. In the intestinal tract,
intracellular processes such as endocytosis and
exocytosis, proteolysis, vesicle-mediated transport,
and stress response all appeared significantly en-
riched (Fig. 2E, figs. S5 to S7, and table S10).We
also observed a marked enhancement of genes as-
sociatedwith immune systemdevelopment, growth,
stem cell division, and cell death, which suggested
an important role for these processes in the gut
during S. marcescens infection. In hemocytes, on-
tology enrichment analysis revealed a strong enrich-
ment in several processes linked to phagocytosis
including endocytosis, response to external stimu-
li, and vesicle trafficking (figs. S8 to S10 and
table S11). In both cell types, deregulation of the
stress response, as well as amine and/or nitrogen
metabolism, resulted in enhanced resistance to
S. marcescens challenge (Fig. 2E and fig. S8).

We next performed Kegg pathway analysis to
identify enriched gene sets thatmight be involved
in S. marcescens infections. Kegg profiling on the
susceptible genome-wide candidates (table S12)
showed the importance of the IMD pathway in
our infectionmodel and also pointed to a possible
role of Notch and transforming growth factor-b
signaling pathways, which have previously been
difficult to study in an infection setting because
of a lack of adult viable mutants (21, 22). More-
over, our analysis revealed prominent involve-
ment of the Janus kinase–signal transducers and
activators of transcription (JAK-STAT) pathway
during S. marcescens infection. In Drosophila, the
JAK-STAT pathway plays an important role in
hematopoiesis, stress responses, stem cell prolif-
eration, and antiviral immunity, but its role in the
defense against natural bacterial pathogens is un-
known (23–26). We therefore sought to validate
our analysis and focused on how JAK-STATsignal-
ing regulates the host response during S. marcescens
infection.
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Fig. 2. Mapping and validation of conserved hits in the gut and hemocytes. (A and B) Survival graphs
showing susceptible hits, (A) HML-susceptible genes and (B) NP1-susceptible genes, tested 3 to 15 times
with several transformants and hairpins in hemocytes and gut epithelium, respectively. The kennymutant
line (key Mutant) is shown as a positive control. Means T SEM, n ≥ 3 experiments with 20 flies in each.
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To investigate whether the JAK-STAT pathway
is activated during S. marcescens infection, we used
transgenic reporter lines (24, 27, 28) in which green
fluorescent protein (GFP) is expressed under the
control of unpaired (upd) and upd-3, which en-
code two ligands for Domeless (the receptor of the
JAK-STAT pathway). We observed upd-GFP and
upd3-GFP expression in the gut of S. marcescens–

infected flies (Fig. 3A and figs. S11 and S12).
Moreover, we demonstrated intestinal activation
of the JAK-STAT pathway by using a stat92E–
binding site–GFP reporter line (Fig. 3B) (27, 28).
On ligation ofUPDorUPD3 toDomeless, Stat92E
translocates to the nucleus and activates reporter
GFPgene expression (27). To confirm the relevance
of JAK-STAT activation for S. marcescens infec-

tions, we performed global (Fig. 3, C and D) and
gut-specific (Fig. 3E) RNAi-mediated silencing
of PIAS [also called Su(var)-10] and PP1a96A,
two negative regulators of JAK-STAT signaling
(29, 30). In both RNAi lines, we observed sig-
nificantly earlier death compared with that of con-
trol flies (Fig. 3, C to E). The role of PP1a96A in
intestinal immunity was also validated using a
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sensitized background (fig. S12). In contrast, par-
tial pathway inhibition via gut-specific overexpres-
sion of PIAS (NP1-UAS-pias), dominant-negative
domeless (NP1-UAS-domeDN), or RNAi-mediated
silencing of the domeless ligand, UPD (NP1-RNAi-
upd) significantly increased the survival of Serratia-
challenged flies (Fig. 3F). Thus, the JAK-STAT
pathway activation in the gut negatively regulates
survival in response to an intestinal S. marcescens
infection.

To elucidate a possible mechanism in which
JAK-STAT is involved in host defense against
S. marcescens, we analyzed the effects of infec-
tion on gut epithelium. Infected flies exhibited
massive death of intestinal epithelial cells (fig.
S14A) and compensatory proliferation (fig. S14,
B and C). Enhanced JAK-STATsignaling, through
the use of NP1-RNAi-pp1a96A flies, resulted in
a marked reduction in the number of large, poly-
ploid nuclei, which signify differentiated entero-
cytes (31), after 5 days of infection (Fig. 4A).
Epithelial morphology (fig. S15A) and survival
on sucrose solution under nonpathogenic condi-
tions (fig. S15B) were comparable for control,
NP1-RNAi-pp1a96A, NP1-UAS-pias, and NP1-
UAS-domeDN fly lines.We next assessed whether
JAK-STATsignaling affected cellular proliferation
of the epithelium. We found that DNA synthesis
in epithelial cells was reduced when JAK-STAT
signaling was impaired and significantly increased
by silencing pp1a96A in the gut, both in the pres-
ence and absence of infection (Fig. 4A and fig.
S16). Thus, JAK-STATsignaling enhances epithe-
lial cell death and positively regulates compen-
satory proliferation of intestinal cells, also after
S. marcescens infection.

We next examined whether the JAK-STAT
pathway was affecting intestinal cell homeostasis
specifically through the resident stem cell com-
partment (32). Basal intestinal stem cells (ISCs)
can be distinguished from apical enterocytes on
the basis of a characteristic smaller nuclear mor-
phology (31, 33). By using the stat92E-GFP re-
porter line to image JAK-STAT activation, the
JAK-STAT pathway was selectively induced in
the ISCs but not in mature enterocytes (fig. S17).
Moreover, on infection of stat92E-GFP flies with
S. marcescens, we observed GFP expression also
in small, 5-ethynyl-2′-deoxyuridine (EdU)–positive
cells, which suggests that JAK-STAT signaling
regulates ISC proliferation during S. marcescens
infection (Fig. 4B). To definitively demonstrate
that this pathway acts in gut stem cells and that
this compartment controls susceptibility to S.

marcescens infections, we silenced pp1a96A in
adult ISCs using an escargot-GAL4 driver line.
Escargot is a specific marker of ISCs (31). ISC-
specific suppression of PP1a96A resulted in early
lethality in response to S. marcescens infection,
whereas flies remained viable under nonpathogenic
conditions (Fig. 4C and fig. S18). Furthermore,
the guts of infected escargot-GAL4-pp1a96A-
RNAi flies showed a phenotype similar to that
obtained using the gut-specific NP1 driver, namely,
severely depleted mature enterocytes (Fig. 4, A and
D). Thus, our data demonstrate that JAK-STAT
signaling is required for ISC homeostasis and im-
plicates ISCs as a critical component of host de-
fense to mucosal S. marcescens infections.

Our global experimental approach allows a
comprehensive dissection of the biological pro-
cesses that may regulate host defense against a
bacterial infection at the organism level. Besides
revealing previously known immune pathways,
we uncovered more than 800 additional genes,
many of which were of unknown function. Fur-
thermore, our data demonstrate that host defense
may involve many processes that are not limited
to classical innate immune response pathways, as
exemplified here by the role of the JAK-STAT
pathway in the regulation of epithelial homeosta-
sis in response to infection. In addition, we vali-
date and map conserved candidates to intestinal
cells and hemocytes, which allows us to propose
a blueprint of the processes involved in host de-
fense against S. marcescens infection. As all genes
analyzed here are conserved during evolution, it is
likely that some of the processes that are impor-
tant in flies are also relevant to mammalian host
defense (34, 35).
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by a set of sensors during the filling process. Typical variations in the
diameter or shape of disposable plastic dishes, as well as inconsis-
tencies in the rims or lids, are also compensated for by the system,
eliminating the potential for dish jams.
Scientific Laboratory Supplies
For information +44-(0)-1159-821-111
www.scientific-labs.com

Low Particulate Bottles
Nalgene Certified Clean PETG Containers are suitable for pharma-
ceutical and biotechnology applications requiring the processing
and storage of bulk intermediates and critical reagents such as vac-
cine and protein therapeutic preparations. The containers provide
excellent gas barrier properties to minimize pH shifts. The resins
used to produce these containers are free of animal-derived com-
ponents. The bottle with its closure system is guaranteed leakproof,
making it suitable for use in transportation.
Thermo Fisher Scientific
For information 508-742-5254
www.thermofisher.com

Ion Analysis
Two new kits are available for anion and cation analysis on the
P/ACEMDQ and ProteomeLab PA 800 Systems. Capillary electropho-
resis analysis of ions performed using these kits delivers efficient,
rapid separations with small sample requirements and short prepa-
ration times. The kits incorporate a unique dynamic coating tech-
nology that produces consistent migration times. In drug discovery
applications, the kits provide robust results for counter-ion analysis,
an important part of purity determination. Compound libraries can
be processed for counter-ion content even if solubility data are not
available. The kits allow analysis of compounds over a wide range of

polarities for applications with diverse sample matrices. These kits
can also be used in the analysis of foods, beverages, and industrial
products for detection and quantitation of organic acids, inorganic
anions and cations, and aliphatic amines.
Beckman Coulter
For information 800-742-2345
www.beckmancoulter.com

Cap and Tubes Strips
Masterclear Cap Strips and real-time PCR Tube Strips optimize light
transmission and bring the benefits of white reflective wells to the
polymerase chain reaction (PCR) tube format. The white wells of
the real-time PCR Tube Strips significantly increase the fluorescent
signal compared with clear or frosted wells, and reduce the inter-
ference of the thermal block. The result is improved sensitivity and
reproducibility in real-time PCR experiments, which may enable the
number of replicates to be reduced. The inverted dome design of
Masterclear Cap Strips prevents scratching or contamination of the
optical surface, while the extremely thin transmission windows en-
sure transmission values greater than 90 percent for wavelengths
above 500 nm, with low variance. The increase in fluorescence sig-
nal can thus be distinguished from background noise at an earlier
time point. The products provide particular advantages in detection
of low-copy genes, when using reagents with weak fluorescent sig-
nals, and in low-volume real-time PCR assays.
Eppendorf
For information +49-40-538-01-640
www.eppendorf.com/consumables

Adhesive Films
Pattern Adhesive Films provide high-integrity seals for 96-well and
384-well microplates. They have adhesive printed in a pattern that
exactly matches the shape of a microplate well, so no adhesive
comes into contact with samples or solvent. In contrast to traditional
adhesive seals, piercing a Pattern Adhesive Film with a single or
mutlichannel pipettor or robotic probe does not risk contaminating
a sample with residual adhesive. Made from 50-µm thick PTFE film,
they are tough yet easily pierced. They offer excellent optical read-
ing properties.
Porvair Sciences
For information +44-1372-824290
www.porvair-sciences.com

New Products



POSITIONS OPEN

ASSISTANT PROFESSOR

TheMunroe-Meyer Institute for Genetics and Reha-
bilitation at the University of Nebraska Medical Center
(UNMC) is seeking outstanding researchers to join
our investigators in the field of developmental neuro-
sciences. This is a faculty position with rank depending
on qualifications. The focus of our current recruitment
is in the area of autism research. Examples of such re-
search include behavioral and neurological development
in autism using human subjects and/or animal models;
the identification, interaction, and regulation of genes
and gene-environment interactions which influence au-
tism; identification of biomarkers or characteristics that
predict response to behavioral or pharmacologic treat-
ment; and identification of environmental risk factors
and their mechanisms of action. The Developmental
Neuroscience group is housed on one floor of a newly
completed research tower and joins an active group of
UNMC scientists in cell biology, pharmacology, neuro-
degenerative disorders, nanomedicine, and molecular ge-
netics. Available resources include genomics, proteomics,
mouse genome engineering, detailed histological eval-
uation, and magnetoencephalography imaging among
others. In addition, the faculty of the Munroe-Meyer
Institute includes clinical and behavioral psychologists,
M.D. geneticists, and a clinical molecular and cyto-
genetics laboratory with a strong patient base. Positions
leading to tenure are available at the assistant, associate,
and full professor levels. Applicants should have a Ph.D.
or M.D.-Ph.D. with a strong history of publication and
funding, and will be expected to build a collaborative
programof externally funded research. Applicants should
send curriculum vitae and letter describing their research
program to:Shelley D. Smith, Ph.D., Munroe-Meyer
Institute for Genetics and Rehabilitation, 985456
Nebraska Medical Center, Omaha, NE 68198-5456.
E-mail: ssmith@unmc.edu.

FACULTY POSITION
Albany Medical College

Center for Neuropharmacology and Neuroscience

TheCenter forNeuropharmacology andNeuroscience
(CNN) of Albany Medical College invites applications
for a tenure-track faculty position at the ASSISTANT
PROFESSOR level. We seek a highly motivated indi-
vidual with a strong record of research productivity and
a desire to participate in graduate and medical edu-
cation. The applicant_s research should complement
and/or enhance existing programs in the CNN as well
as in collaborating clinical departments (e.g., neurology
and psychiatry). We are particularly interested in build-
ing a program focused on in vivo electrophysiology of
neurodegenerative and neuropsychiatric disorders (in-
cluding addiction). A Ph.D. or M.D.-Ph.D. degree and
three years of postdoctoral experience are minimal re-
quirements for appointment at the Assistant Professor
level. The Albany area offers diverse cultural and recrea-
tional attractions with easy access to Boston, New York
City, and the Adirondack, Catskill, and Berkshire moun-
tains. For further information about the CNN, please
visit our website: http://www.amc.edu/Research/
CNN/.
Applicants should send curriculum vitae, description

of research interests, and three letters of recommenda-
tion by September 15, 2009, to:

Stanley D. Glick, Ph.D., M.D.
Director, Center for Neuropharmacology and

Neuroscience
Albany Medical College, MC-136

47 New Scotland Avenue
Albany, NY 12208

Or e-mail: glicks@mail.amc.edu

An Equal Opportunity/Affirmative Action Employer. Women
and minorities are encouraged to apply.

POSITIONS OPEN

FACULTY MEMBER IN SYSTEMS BIOLOGY
AND FUNCTIONAL –OMICS (pnv090707)

The University of Texas at Dallas
Department of Molecular and Cell Biology,
School of Natural Sciences and Mathematics

The Department of Molecular and Cell Biology at
The University of Texas at Dallas invites applications for
tenure-track/tenured ASSISTANT PROFESSOR,
ASSOCIATE PROFESSOR, or FULL PRO-
FESSOR in emerging areas of systems biology and
functional omics. The finalist will also be a member of
the new Center for Systems Biology.
The minimum requirement is a Ph.D. in an ap-

propriate discipline with at least two years of post-
doctoral experience. Preference will be given to
investigators whose expertise is in functional ge-
nomics and/or epigenomics and who are familiar
with next generation sequencing technologies. Ap-
plicants in other areas of functional omics, including
proteomics and metabolomics, will also be considered.
The Schools of Natural Sciences and Mathematics,

Behavioral and Brain Sciences, and Engineering and
Computer Sciences are expanding, with an emphasis
on recruiting faculty who can foster interdisciplinary
interactions. Applicants should show evidence of a
vigorous and independent research program that is or
can be externally supported. Applicants for senior fac-
ulty positions should have a demonstrated record of
external funding. Teaching responsibilities will include
participation in appropriate graduate and undergrad-
uate courses.
Applicants should submit their curriculum vitae,

descriptions of research plans and teaching interests,
and a minimum of three letters of reference via the on-
line application at website: http://provost.utdallas.
edu/facultyjobs/pnv090707.
Review of applications will begin immediately, and

application materials must be received no later than
December 31, 2009, for full consideration.

The University of Texas at Dallas is an Equal Opportunity
Employer/Affirmative Action University and strongly encourages
applications from candidates who would enhance the diversity of the
University_s faculty and administration. Indication of gender and
ethnicity for affirmative action statistical purposes is requested as
part of the application but is not required for consideration.

ASSISTANT/ASSOCIATE/FULL PROFESSOR

Stony Brook University_s Department of Biomedical
Engineering is inviting applications for an Assistant, As-
sociate, or Full Professor, tenure-track faculty position
in any biomedical engineering area. Preferred: Candi-
dates must have a Ph.D. in biomedical engineering or
related field with a minimum of two years of post-
doctoral experience. Outstanding candidates wishing to
be considered at the associate or full professor levelmust
have active, funded research programs in their area of
expertise. Candidates are expected to develop andmain-
tain competitive, extramurally funded, interdisciplinary
research programs and to excel in teaching at both grad-
uate and undergraduate levels. For more information on
the Department, please see website: http://www.
bme.sunysb.edu.
Qualified individuals should submit their full curric-

ulum vitae, statement of research and teaching interests,
and contact information for four references to: Yingtian
Pan, Ph.D., Associate Professor,Chair, SearchCommittee,
Department of Biomedical Engineering, Health Sciences
Center, Level 18, Room 030, Stony Brook University,
Stony Brook, NY 11794-8181. Or fax: 631-444-6646.
For a full position description or application procedures,
visit website: http://www.stonybrook.edu/jobs
(Ref. #F-5899-09-07). Applications for this posi-
tion will be considered until November 15, 2009, or
until filled subsequently. Equal Opportunity/Affirmative Action
Employer.
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within the

Advanced Study Group of the Max Planck Society
at the Center for Free-Electron Laser Science in Hamburg

The Advanced Study Group (ASG) of the Max Planck Society at the
Center for Free Electron Laser in Hamburg (http://www.cfel.mpg.de) invites
applications for the position of an Research Group Leader. The position
is limited to five years with the possibility of a two year extension
contingent on a positive evaluation and funding. Payment and benefits
are according to W2 (Bundesbesoldungsgesetz). The starting date in
2009 is flexible. The successful candidate is expected to have a strong
research profile. He/she will establish a research group of his/her own
preferentially around the theory of ultrafast diffractive imaging. Possible
research foci include, but are not limited to, development of new imaging
algorithms or modelling microscopic dynamics of matter in FEL
light.

The research group is part of the ASG and will work on the DESY campus
in Hamburg. The group will be associated with the Max Planck
Institute for the Physics of Complex Systems in Dresden which offers
full computational and administrative support through the department
Finite Systems, headed by J.M. Rost.

The group is expected to interact closely with the experimental groups
within the ASG and at FLASH including access to experimental data.
Contact to theory is provided through the link to mpipks in Dresden.

Applications - containing CV, publication list, statement of research plans
and interests, and at least three letters of recommendation - should be
sent to Gabriele Makolies, quoting 'Image09' as reference, either by
electronic (makolies@pks.mpg.de) or regular mail (Max-Planck-Institut für
Physik komplexer Systeme, Nöthnitzer Str. 38, 01187 Dresden,
Germany). More information can be obtained directly from
Prof. Dr. Jan Michael Rost (rost@pks.mpg.de).
Applications will be accepted until the position is filled; the deadline for
primary consideration is Sept 1st, 2009.

The Max-Planck-Society aims to increase the number of women in scientific
positions. Female candidates are therefore particularly encouraged
to apply. In case of equal qualifications, candidates with disabilities will
take precedence.
The Max-Planck-Institute aims to increase the number of women in
scientific positions. Female candidates are therefore particularly encouraged
to apply. In case of equal qualifications, candidates with disabilities
will take precedence.

Research Group Leader Position (W2)

Pediatric Cancer Research Faculty Positions
The Research Institute at Nationwide Children’s Hospital

& The Ohio State University

Tenure-track faculty positions are currently available at the assistant

and associate professor level in the research area of molecular and

cellular therapy of childhood cancer in The Research Institute at

Nationwide Children’s Hospital with a joint appointment in the

Department of Pediatrics at the Ohio State University. Preference

will be given to candidates interested in working in a highly

collaborative environment with interests in childhood cancer

etiology, progression and treatment. We are particularly interested

in recruiting candidates with interests focused on mesenchymal

stem cell biology, sarcomas, or target discovery and development

of novel therapeutic agents.

The recruited candidate(s) will be provided with a generous start-up

package, competitive compensation and benefits, modern labora-

tory space and access to state-of-the-art core facilities. The faculty

member(s) will be expected to establish and maintain independent,

externally funded research programs. Applicants should have at least

two years, but no more than five years, of post-doctoral or equivalent

experience and a strong publication record. Funded individuals will be

given preference. Please send a curriculum vitae, statement of research

interests and goals, and the names of three references to:

Peter J. Houghton, Ph.D.,

The Research Institute at Nationwide Children’s Hospital

WA5011, 700 Children’s Drive

Columbus, OH 43205

or email: peter.houghton@nationwidechildrens.org

Nationwide Children’s Hospital is an equal opportunity

affirmative action institution that proudly values diversity.

Candidates of all backgrounds are encouraged to apply.

3381

FACULTY POSITION

AT THE RIKEN BRAIN SCIENCE INSTITUTE

The Brain Science Institute (BSI) of RIKEN (Institute of Physical and

Chemical Research) inWako, Japan is seeking outstanding neuroscientists

for tenure-track Team Leader positions (equivalent to a U.S.Assistant or

Associate Professor) or a tenured SeniorTeamLeader position (equivalent

to U.S. Full Professor).

The area and theme of research we wish to strengthen are broad, but we

are particularly interested in investigators who study basicmechanisms of

nervous system function using an interdisciplinary approach that includes

some combination of genetics, electrophysiology, optical imaging and

behavioral and computational neuroscience. We welcome applications

from candidates working at the molecular, cellular and/or systems levels,

in mammalian or other model organisms.

Candidates for the Team Leader positions should have demonstrated the

strong ability to develop a signi�cant and original research program,

while candidates for the Senior Team Leader position should be one of

the world leaders in his/her research �eld.

RIKENBSI is an Equal EmploymentOpportunity Employer.Applications

of women are strongly encouraged.

Applicants should submit a curriculum vitae, a summary of current and

proposed research, and arrange for three letters of recommendation,

all to be sent to:

Search Committee, RIKEN Brain Science Institute

2-1 Hirosawa, Wako, Saitama 351-0198, Japan

Fax: +81-48-467-9683, Email: search@brain.riken.jp

http://www.brain.riken.jp

Faculty Position in Neurotoxicology

Applications are invited for a tenure-track faculty position at the Associate
Professor level in theDepartment of EnvironmentalMedicine at theUniversity
of Rochester.We seek an outstanding individual with a strong commitment to
excellence in research, scholarship, and teaching. The Department of Envi-
ronmental Medicine hosts an NIEHS Environmental Health Sciences Center
of Excellence, an EPAParticulate Matter Center, and an NIEHS Toxicology
Graduate Training Program (http://www2.envmed.rochester.edu/envmed/
index.html). This individual is expected to maintain a vigorous, creative, and
independent research program, and to assume specific leadership roles within
the NIEHS Center and the Department of Environmental Medicine.

We are especially interested in applicants that apply cutting-edge approaches
to fundamental questions in neurotoxicology particularly those examining
the relationship between environmental exposures and neurodegenerative
and neurodevelopmental diseases, although exceptional candidates working
in related areas are also encouraged to apply. The successful candidate will
join a highly interactive faculty with research interests in neurotoxicology,
pulmonary and developmental toxicology, osteotoxicology, immunotoxi-
cology, and the molecular biology of xenobiotic receptors and transporters.
Competitive salary, start-up packages and access to the many Facility Cores
of the NIEHS Center and the Medical Center are provided. The University
of Rochester Medical Center is undergoing a major expansion of its research
facilities and infrastructure, with an emphasis on the areas of cancer, car-
diovascular disease, immunology and infectious disease, musculoskeletal
disease, and neuromedicine.

Applicants should send a CV, a statement of research interests including future
plans, and the names of 3-5 references to:Dr.KerryO’Banion, SearchCom-
mittee Chair, Department of Neurobiology and Anatomy, University of

Rochester School ofMedicine, 601 ElmwoodAvenue, Box 603, Rochester,

NY 14642; (Kerry_OBanion@urmc.rochester.edu).

The University of Rochester is an Equal Opportunity Employer.
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The European Science Foundation (ESF) and
associated National Research Agencies launch the
EuroMEMBRANE Programme to elucidate relevant
biological processes involving changes in membrane
composition and dynamics. Research with a strong
interdisciplinary aspect, organized in six consortia
focuses on Biology, Chemistry, Advanced Imaging,
Biophysics andComputation to tackle disease related
questions. Open positions:

LipidProd: Lipid-protein interactions in membrane
organization, by Kai Simons, with H Stockinger,
G Schütz, V Horejsi, FG Van Der Goot, P Schwille,
I Vattulainen.

LipidSpeci�c: Molecular determinants of sterol-
sphingolipid-protein interactions in living cells and
organisms, by Elina Ikonen, with H Riezman,
S Eaton, T Kurzchalia, MP Stoppelli, H-J Knölker,
D Corda.

OXPL: Molecular level physiology and pathology of
oxidized phospholipids, by Paavo Kinnunen, with
AHermetter, GSchütz, THugel,MHof, P Jungwirth,
G Gröbner, I Parmryd, C Spickett, H Khandelia,
F Megli.

SYNAPSE: Spatio-temporal organization of the
synaptic membrane for synaptic vesicle protein
recycling, by Volker Haucke, with O Shupliakov,
J Klingauf, P Hänninen.

TraPPs: Tracking of phosphoinositide pools – key
signalling components in cell migration and polari-
sation, by Matthias Wymann, with C Schultz,
TWJ Gadella Jr., H Stenmark, K-E Magnusson,
EC Constable, BC Lagerholm, MR Wenk.

UPS: Unconventional protein secretion, by Walter
Nickel, with H-D Beer, C Rabouille, V Malhotra.

For information and applications from
candidates with a background in biology,

biochemistry and chemistry visit:
www.lipidsignaling.org

15 Ph.D. Studentships

11 Postdoctoral Positions

FACULTY POSITIONS IN HUMAN AND
MOLECULAR GENETICS AND THE

VCU INSTITUTE OF
MOLECULAR MEDICINE (VIMM)

VIRGINIA COMMONWEALTH UNIVERSITY (VCU)
SCHOOL OF MEDICINE, VIMM,
MASSEY CANCER CENTER

Under the leadership of Dr. Paul B. Fisher, the Department
of Human and Molecular Genetics (HMG) and the VCU
Institute ofMolecularMedicine (VIMM) in Richmond,Vir-
ginia, are now undergoing expansion in the areas of cancer and
neurodegeneration. Research that focuses on current genomic
discoveries in medicine with an emphasis on translating these
findings into improved approaches for diagnosis and treatment
of human diseases are areas of high priority of this initiative.

We are seeking experienced investigators whose research pro-
grams use hypothesis-based, innovative approaches to address
important health-related areas. Candidates with current funding
will be given the highest priority. ForAssociate and Full Profes-
sor positions, evidence of established research programs and
investigators with a proven track record of extramural funding
are required. In the case ofAssistant Professors, current fund-
ing, will be a plus, and evidence of high productivity with a
research focus in areas of current import to the VIMMwill be
used as barometers for evaluating future potential.Applications
are solicited for non-tenure, tenure-track and tenured positions
at the Assistant, Associate or Full Professor level in the areas
of cancer and/or neurodegeneration.

HMG,VIMM,VCUMassey Cancer Center andVCU provide
an interactive and collaborative research and educational envi-
ronment that will facilitate the training of the next generation
of research scientists, clinicians and academicians, and will
provide a direct conduit for the translation of genetic informa-
tion from bench-to-bedside. Outstanding state-of-the-art core
research facilities with generous start-up and support packages
are available for qualified applicants.

Richmond,VA, provides an ideal rural living and cultural envi-
ronment with affordable housing, outstanding school systems
and ready access to other metropolitan areas (includingWash-
ington, DC, Baltimore, Philadelphia andNewYork).Moreover,
the City of Richmond offers a diverse and rich cultural heritage
that engenders a high quality of living for its residents.

Interested candidates should provide by e-mail: a curriculum
vitae, a brief description of research interests and future
research directions and contact information for three-to-four
references, preferably as a single PDF file to:

Dr. Paul B. Fisher at (hmgvimm@vcu.edu)
Department of Human and Molecular Genetics

Virginia Commonwealth University, School of Medicine
1101 East Marshall Street, Sanger Hall Building

Room 11-015
Richmond, VA 23298-0033

Review of Applications will begin August 15, 2009, and will
continue till the positions are filled.

VCU is an EEO/AA Employer. Female, Minorities and per-
sons with disabilities are encouraged to apply.

VCU
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BIOCHEMISTRY FACULTY POSITION

Kansas CityUniversity ofMedicine andBiosciences invites applications from
outstanding candidates for appointment in the Department of Biochemistry
at the rank ofAssistant orAssociate Professor.As we continue to expand our
research capacity, we seek candidates with research interests in the chronic
diseases of aging, particularly diseases associated with protein misfolding;
applicants who can produce new knowledge in the areas of chemical neu-
robiology using innovative techniques are especially encouraged to apply.
The successful applicant will have a Ph.D. (or equivalent doctorate), a
record of scholarly publications and funding, be willing to mentor graduate
and medical students and to significantly contribute to a novel instructional
curriculum. For additional information, contact NorbertW. Seidler, Ph.D.,
Chair, Department of Biochemistry, 1-800-234-4847, ext. 2207 or 816-

283-2207, nseidler@kcumb.edu.

KCUMB, a growing institution with an emerging emphasis on research,
recently completed a 46,000 sq ft building for bioscience research. The
College of Osteopathic Medicine is Missouri’s largest medical school and
strives to hire outstanding faculty and staff to provide an exemplary medical
education for approx 1,000 osteopathic medical and biosciences graduate
students. Excellent pay is complemented with an exceptional benefits pack-
age. Located in the Northeast historic district of Kansas City, MO, near
downtown and collaborating institutions, KCUMB is one of eight original
key stakeholder institutions in the Kansas City Area Life Sciences Institute.
www.kclifesciences.org.

Excellent pay is complemented with an exceptional benefits package.
Salary and rank will be commensurate with experience and qualifications.
To apply, submit a cover letter for job #09-17 (include salary range require-
ments), curriculum vitae, a statement of teaching philosophy and research
interests, strengths for the position, and contact informa-
tion for three references to: Nicole Torgerson, Recruiter,
1750 Independence Ave., Kansas City, MO 64106-1453,

1-800-234-4847, ext. 2229 or 816-283-2229; or e-mail:
employment@kcumb.edu (Word or PDF format only
please), or fax 816-283-2285.

Pre-employment drug screen and background check
required. EOE.

www.kcumb.edu

CHAIRPERSON
Department of Biochemistry
and Molecular Biology

Saint Louis University, a Catholic, Jesuit institution
dedicated to student learning, research, healthcare, and
service has initiated a national search for the Chairperson
of the Edward A. Doisy Department of Biochemistry and
Molecular Biology.The department has a strong tradition of

excellence in research and education. It was founded in 1923 byDr. EdwardA.
Doisy who received a Nobel Prize for his research onVitamin K. The depart-
ment occupies ample space in the recently built Doisy Research Center (http:
//researchbuilding.slu.edu/), with outstanding research equipment and core
facilities. Departmental faculty are consistently funded in the areas of protein
structure and function, macromolecular interactions, gene regulation, signal
transduction, protein trafficking and turnover, cardiovascular research, and
genetic disorders. Research strengths in other departments include neurosci-
ence and aging, molecular virology, immunology and vaccine development,
and liver disease. The School of Medicine is seeking a highly motivated
academic leader who will cultivate an environment of excellence in research
and teaching, and will foster an environment of collegiality and collaboration
with other departments and schools. The successful applicant will provide
strong leadership for all research and academic activities of the department
and will have outstanding skills in communication and mentoring. She/he
will have a Ph.D., M.D./Ph.D. or M.D. degree, a distinguished record of
research productivity, teaching excellence, and leadership skills in academic
program development.

All applications must be made at: http://jobs.slu.edu and must include a
curriculum vitae and cover letter. Letters of nomination(s) and curriculum
vitae may be sent to:

William S. M. Wold, Ph.D.

Chairperson, Biochemistry Chairperson Search Committee

Saint Louis University School of Medicine

1402 South Grand Boulevard, M268

St. Louis, MO 63104

Email: woldws@slu.edu

Saint Louis University is an Affirmative Action/Equal Opportunity Employer
and encourages nominations and applications from women and minorities.

Director, Stem Cell Research

The Department of Surgery at the University of Arizona is seeking a Stem
Cell Biologist who will serve as Director, Stem Cell Research, for the
Department’s Institute for Cellular Transplantation, currently focusing on
islet cell transplant both clinically and from a basic science perspective. The
selected candidate will direct research in the stem/progenitor cell biology
of pancreatic Beta Cells.

Requirements include PhD or MD/PhD in molecular or cellular biology.
Experience preferred in approaches to study intracellular and intercellular
signal transduction pathways and the role of the microenvironment in
regulating cell fate.

The tenure-track faculty position will be filled at theAssistant Professor or
Associate Professor rank and includes a competitive salary, start-up funds
and new laboratory space in the Arizona Health Sciences Center.

Existing Surgery Department strengths are in diabetes, therapeutic uses of
islet cell transplantation, in oncology and cancer stem cells. The success-
ful candidate will develop an independent sustainable research program
and contribute to departmental teaching in the Medical Sciences Graduate
Program. Ample opportunity for collaboration exists with Colleagues in
Molecular and Cellular Biology, Physiology and Bioengineering.

Apply on-line at www.hr.arizona.edu Job posting #43333. Position is
opened until filled.

Send CV and Letter of interest, description of past research accomplish-
ments and future goals in research, and names and contact information for
two references to:

Dr. RainerW.G. Gruessner

Department of Surgery

University of Arizona

1501 N. Campbell Avenue, Rm. 4410

POBox 245066

Tucson, AZ 85724

rgruessner@surgery.arizona.edu

The UA is an EEO/AA Employer.
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EPFL’s School of Architecture, Civil and Envi-
ronmental Engineering has opened a search for
a Full Professor of Soil Complexity.

Soil complexity is broadly defined, and appli-
cants from all pertinent scientific backgrounds
are encouraged. Example research domains:
biogeochemical functioning and feedbacks with
physical processes, soil as an organizing and or-
ganized part of the environment, robustness of
complex soil systems to stresses such as hydro-
logical manifestations of climate change, role of
soil systems in the global CO

2
budget, soil inter-

actions with ecosystem functions and soil as a
provider of ecosystem services.

We are seeking applications from highly quali-
fied environmental engineers and scientists
committed to a career in research and teaching,
with a strong record of novel accomplishments,
competitive grant funding and an interdiscipli-
nary, collaborative vision. A broad range of ac-
tivities is envisaged, as is the ability to collabo-
rate across disciplines.

Successful candidates are expected to initiate
independent, creative research programs and
participate in undergraduate and graduate
teaching. Substantial start-up resources will be

available. We offer internationally competitive
salaries and benefits.

Applications should include a résumé with a list
of publications, a concise statement of research
and teaching interests, and the names and ad-
dresses (including e-mail addresses) of at least
five referees. Applications should be submitted
electronically to http://enac.epfl.ch/page24888.
html by 31 August 2009, when formal screening
of applications will begin. Informal enquiries
can be made to:

Professor D. Andrew Barry, Director
Environmental Engineering Institute
School of Architecture, Civil and
Environmental Engineering
Swiss Federal Institute of Technology
CH-1015 Lausanne, Switzerland
andrew.barry@epfl.ch
Ph. +41 (21) 693 55 76
Fax. +41 (21) 693 56 70

Additional information about EPFL is avail-
able at http://www.epfl.ch, http://enac.epfl.ch
and http://iie.epfl.ch.

Ecole polytechnique fédérale de Lausanne is an
equal opportunity employer.

Faculty Position in

Environmental Engineering
at Ecole Polytechnique

fédérale de Lausanne (EPFL)

Max Planck Institute for
Evolutionary Biology

The Max Planck Society for the Advancement of Science invites applications for a

Director of a new department
for Evolutionary Theory

at the Max Planck Institute for Evolutionary Biology at Plön, Germany (www.evolbio.mpg.de )

To define promising research areas and identify suitable candidates for the directorship, the
institute will organize a symposium to be held in Plön on 5 November 2009. We invite appli-
cations from, or nominations of, scientists with an internationally outstanding track record
working on mathematical and computational approaches to evolution.

The Max Planck Institute at Plön focuses on Evolutionary Biology. It consists of two empiri-
cal departments (evolutionary ecology, director M. Milinski, and evolutionary genetics, direc-
tor D. Tautz) and several junior research groups. The new theoretical department should
interact with the empirical groups and also develop its own strong research agenda in any
field of evolutionary theory.

Plön is located in northern Germany at the center of the lake district and close to the univer-
sity cities of Kiel and Lübeck and about one hour drive from the Hamburg-airport. Although
there are no teaching obligations, the Institute does have close connections to the University
of Kiel and is planning an International Max Planck Research School for Evolutionary Biology
together with this institution. The working language at the Institute is English.

The Max Planck Society is an independent, non-profit organization that promotes research at
its own institutes. The Max Planck Society encourages the pursuit of new challenging direc-
tions that require long-term commitment of substantial resources.

Qualified candidates should send a curriculum vitae, a short statement of research interests
and scientific goals and reprints of key publications to the Executive Director, Max-Planck
Institute for Evolutionary Biology, August-Thienemann-Strasse 2, 24306 Plön, Germany, befo-
re August 30th, 2009.

The Max-Planck Society is an Equal Opportunity Employer and particularly encourages
women to apply.

THERAPEUTIC
BIOENGINEERING
FACULTY POSITION

University of California,
San Francisco

The Department of Bioengineering and
Therapeutic Sciences in the Schools of
Pharmacy and Medicine at the University
of California San Francisco, seeks to hire
a tenure track faculty member to mount
an exciting research program and to teach
graduate, professional, and postdoctoral
students.

The unique opportunities for interactions
between basic and clinical scientists at UCSF
have enabled the development of newmedical
treatment strategies, including novel methods
for delivering and evaluating cell and drug-
based therapies.We seek candidates who will
advance therapeutic bioengineering at UCSF
in the following research areas: the develop-
ment of new molecular probes for imaging
and tissue targeting, micro/nanosystems for
diagnostic or therapeutic applications, design
of biological activity sensors for normal and
abnormal physiology, fabrication of tissue
replacements and drug delivery devices,
and computational modeling of disease
processes.

Faculty participate in the Joint UCSF/UCB
Graduate Group in Bioengineering (JGGB),
the Graduate Program in Pharmaceutical
Sciences and Pharmacogenomics (PSPG),
and the California Institute for Quantitative
Biosciences (QB3). Applicants should have
a doctoral degree or equivalent in biological,
engineering or physical sciences, with amajor
focus on applications to biomedical problems.
Priority will be given to an appointment at the
Assistant Professor level.

UCSF seeks candidates whose experience,
teaching, research, or community service
has prepared them to contribute to our com-
mitment to diversity and excellence. Review
of applications will commence in July 2009.
Applicants should send a CV, electronic files
or reprints of one or two key publications,
and a two-page summary of past research and
future goals.Applicantsmust arrange for three
letters of recommendation to be sent by post or
email. All materials should be addressed to:

Tejal Desai, Ph.D.

Therapeutic Bioengineering Faculty

Search Committee

Department of Bioengineering and

Therapeutic Sciences

University of California, San Francisco

San Francisco, California 94143-2520

Electronic submission of all materials is
encouraged and should be emailed to:
btsjobs@ucsf.edu. (Word doc and PDFs only.
Attachments limited to 2MB. No compressed
files, i.e. zip)

UCSF is an Equal Opportunity/Affirmative
Action Employer. The University under-
takes affirmative action to assure equal
employment opportunity for underutilized
minorities and women, for persons with
disabilities, and for covered veterans. All
qualified applicants are encouraged to
apply, including minorities and women.
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TENURE TRACK ASSISTANT PROFESSOR IN

CELL OR DEVELOPMENTAL BIOLOGY

The Department of Zoology, University of British Columbia, invites
applications for a tenure track position in cell or developmental biology.
Preference will be given to applicants studyingmodel systems.Applicants
must have a PhD andwill be expected to develop a strong externally funded
research program. They will be expected to contribute to high quality
undergraduate and graduate teaching in cellular or developmental biology
or genetics and to effectively supervise graduate students. The successful
applicant will become a member of the Life Sciences Institute, a world-
class group of scientists studying cellular and molecular biology, and will
also actively interact with the broadly based group of animal physiologists,
ecologists and evolutionary biologists in the Zoology Department.

Appointment will be at the assistant professor level and is subject to final
budgetary approval. Salary will be commensurate with experience.

Applicants should send a curriculum vitae, summary of research interests
and teaching philosophy, and reprints of four key publications. Evidence of
teaching effectiveness would be an asset. Applicants should also send the
names of three referees who can provide letters of support. Applicants are
strongly encouraged to apply online atwww.hr.ubc.ca/faculty_relations/
careers/ however applications may be emailed to job@zoology.ubc.ca
Deadline for applications is October 31, 2009.

All qualified applicants are encouraged to apply and we strongly
encourage applications from underrepresented groups. The University
of British Columbia hires on the basis of merit and is committed to
employment equity. We encourage all qualified persons to apply;

however, Canadians and permanent residents of Canada
will be given priority.

TWO FACULTY POSITIONS IN ECOLOGY

The Department of Zoology, University of British Columbia, invites applica-
tions for two tenure track positions in population, community or ecosystem
ecology. For one of these appointments we prefer a population ecologist who
combines quantitative (modeling or statistical) and field-based approaches.
Applicantsmust have a PhD andwill be expected to develop a strong externally
funded research program that complements our existing strengths in ecology.
Theywill be expected to contribute to high quality undergraduate and graduate
teaching in ecology and animal biology, and to effectively supervise graduate
students. Successful applicants will becomemembers of the new Biodiversity
Research Center, a world-class group of scientists studying ecology, evolu-
tion and systematics, and will also actively interact with more broadly based
members of the Zoology Department.

One appointment will be at the Assistant Professor level. The other appoint-
ment may bemade at theAssistant,Associate or Full Professor rank depending
on the qualifications of the applicant. Both appointments are subject to final
budgetary approval. Salary will be commensurate with experience.

Applicants should send a curriculum vitae, summary or research interests
and teaching philosophy, and reprints of four key publications. Evidence
of teaching effectiveness would be an asset. Applicants should also send
the names of three referees who can provide letters of support. Address all
materials to: Dr. Bill Milsom, Head, Department of Zoology, University
of British Columbia, 6270 University Blvd., Vancouver, BC, Canada

V6T 1Z4 (email jobs@zoology.ubc.ca, Fax 604-822-5780).We encourage
electronic submissions of all application materials. Deadline for applications
is October 31, 2009.

All qualified applicants are encouraged to apply and we strongly encour-
age applications from underrepresented groups. The University of British
Columbia hires on the basis of merit and is committed to employment
equity. We encourage all qualified persons to apply: however, Canadians

and permanent residents of Canada will be given priority.
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CAREER

TRENDS

Careers Away

from theBench
Advice andOptions for Sc

ientists

This booklet is brought to
you by

the AAAS/Science Busine
ss Office

Download your free copy.
ScienceCareers.org/booklets

D i s c o v e r w h a t m a k e s u s s o u n i q u e .

To apply, please visit www.employment.harvard.edu and search for
req #36962. Diversity is an essential source of our vitality and strength: AA/EOE.

Director of Laboratories
Physics Department

In this high-profile administrative leadership role, the Director will oversee all
administrative and operational functions of the Physics Department, including
budget, finance, accounting, sponsored research, human resources, physical
plant, academic and research support, student services and appointments,
communications, shops, library, information technology services, and outreach.
The successful candidate will also build and maintain effective and efficient
administrative systems to support faculty needs and FAS and Departmental goals;
supervise and mentor staff; and facilitate communication within the Department
and University and with outside organizations.

Candidates must have a Bachelor’s degree and sponsored research management
experience. At least 10 years of successful, increasingly responsible management
experience in an academic or research environment is strongly preferred.

FACULTY OF ARTS AND SCIENCES

Faculty Position in
Microbiology and Immunology

A faculty position is available immediately in the Department of

Microbiology and Immunology of Thomas Jefferson University

(www.jefferson.edu/microbiology) at either the Assistant or

Associate Professor Level, tenure track. We are particularly

interested in candidates with research interests in the areas of the

immunobiology of host defense and host-pathogen interactions,

but candidates of outstanding quality working in other areas of

Immunology will also be considered.

Thomas Jefferson University is located in Center City Philadelphia,

adjacent to a variety of historical, cultural and entertainment

attractions. The Department is af�liated with the Kimmel Cancer

Center, which supports state of the art central facilities such as �ow

cytometry, microarray, X-ray crystallography, nucleic acid synthesis

and sequencing, transgenic/knockout mouse, and bioimaging.

Applicants must apply online at www.jefferson.edu/careers

reference Job # 095224. In addition you can send an up to date CV,

a brief summary of past accomplishments and future research plans,

and three letters of reference via email to:TimL.Manser, Plimpton-

Pugh Professor and Chair, c/o Kathy Reinersmann, Department

of Microbiology and Immunology, Jefferson Medical College,

Room 302 BLSB, 233 South 10th Street, Philadelphia. PA, 19107,

K_Reinersmann@mail.jci.tju.edu. Equal Opportunity Employer

Call for group leaders – Call for abstracts

NERF, the brand-new Center for Neuro-Electronics Research Flanders (Leuven, Belgium)

intends to really move the frontiers of science. By listening in on every individual signal

the neurons receive and produce in a brain circuit in vivo – and by talking back.

NERF is hiring 7 principal investigators to lead their own research group. The NERF

teams will have a unique leverage through their integration with the research community

of the founding partners of NERF: VIB, IMEC, and K.U.Leuven.

Want to lead your own team? Send us your CV and research proposal.

On October 29th 2009, NERF organizes a kick-off symposium. 50 invited participants

will discuss the future of neuro-electronic brain research, giving further input for

NERF’s road map.

Want to help set the research agenda of NERF? Send us your abstract.

Send your submissions to jo.bury@vib.be

More information:www.NERF.be

IT TAKES NERF

WWW.NERF.BE
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Postdoctoral Fellowship Awards in the
Early Detection of Cancer

The Canary Foundation, in partnership with the American Cancer Society, is extending its postdoctoral fellowship program
focused on studies towards development of strategies for the early detection of cancer. Research should be directed at
new approaches to improve clinical methods for the detection of primary tumors and/or metastases, including but not limited
to research focused in the following areas:

• Minimally invasive strategies for early detection
• Biomarker identification or discovery
• Imaging, including novel molecular imaging strategies
• Segmentation of early stage disease according to prognosis

Awards will be 3 years in duration with progressive stipends of $44,000, $46,000, and $48,000 per year, plus $4,000 per year
for fellowship allowance. Applications will only be accepted from scientists who, at the time of application, have had no more
than 2 years of research experience beyond their terminal degree (MD or PhD). Applicants must be US citizens or permanent
residents working with an accomplished mentor at a non-profit institution. Awardees will be asked to attend the Canary Foun-
dation Early Detection Symposium May 25-27, 2010 and to contribute to the online Canary Journal project. We anticipate
awarding up to 4 fellowships.

Deadline: Complete application: October 15, 2009. For additional information regarding program policies or to obtain an
application, please refer to the ACS website: www.cancer.org/research. To learn about the Canary Foundation, please visit
www.canaryfoundation.org. For specific inquiries, contactMichael H. Melner, PhD, Scientific Program Director at 404-
327-6528 (michael.melner@cancer.org).

ASSISTANT PROFESSOR OF

BIOCHEMISTRY

UNIVERSITY OF WASHINGTON,

SEATTLE

The Department of Biochemistry at
the University of Washington School
of Medicine invites applications for a
tenure-track position at the Assistant
Professor level. We seek creative scien-
tists whose research focuses onmolecular
aspects of important biological problems.
Our department is also strongly commit-
ted to teaching at the undergraduate,
graduate, and medical school levels.

Applicants should have a Ph.D. in
biochemistry, cellular or molecular or
developmental biology, structural biol-
ogy or biophysics, or a related field, or an
M.D. Submit a curriculum vitae, research
prospectus, and reprints or preprints as
PDFs to bcsearch@u.washington.edu
by September 30, 2009.

Three letters of recommendation should
be emailed separately or mailed to Alan
Weiner, ZymoGenetics Chair, Depart-
ment of Biochemistry, University of
Washington, Seattle, WA 98195-7350.
Voice: 206-543-1768.

The University of Washington is an
Affirmative Action/Equal Opportunity

Employer.
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POSITIONS OPEN

SENIOR RESEARCH ASSOCIATE to perform
advanced surgical procedures on mice to understand
breast cancer development. Must have Bachelor_s in
biochemistry, cell biology, laboratory sciences, or re-
lated field, and four years of experience in any scientific
position involving in vivo mouse models, including ex-
perience with advanced surgical techniques involving
physiological measurements in mice, intravenous and
intraperitoneal injections, mice swivel, and telemetry.
Would also accept background equivalent to Bachelor_s
degree as shown by at least two years of vocational edu-
cation or training and four years of experience which
involves biochemistry, cell biology, laboratory sciences,
or a related field, and four years of experience involving in
vivomousemodels, including experiencewith advanced
surgical techniques involving physiological measure-
ments in mice, intravenous and intraperitoneal injec-
tions,mice swivel, and telemetry. Send resume to:Charlotte
Kuperwasser, Assistant Professor, Department of
Anatomy and Cell Biology, Tufts University School
of Medicine, 136 Harrison Avenue, Boston, MA
02111.

POSTDOCTORAL RESEARCHER
The Ohio State University

Division of Cardiothoracic Surgery

The Division of Cardiothoracic Surgery in the De-
partment of Surgery at The Ohio State University
College of Medicine seeks a qualified candidate for a
Postdoctoral Researcher position. Salary will be based on
experience and qualifications. The candidate must have a
Ph.D. or M.D. with experience in diabetic and car-
diovascular research along with knowledge of lipids,
lipoproteins, and metabolism. Candidates with docu-
mented experience in molecular biological techniques
and animal models of cardiovascular research may ap-
ply with a copy of resume to: Sampath Parthasarathy,
Ph.D., M.B.A., Klassen Chair and Professor of Car-
diothoracic Surgery, e-mail: spartha@osumc.edu.

The Ohio State University is an Equal Opportunity/Affir-
mative Action Employer. Qualified women, minorities, Vietnam-
era veterans, disabled veterans, and individuals with disabilities are
encouraged to apply.

A POSTDOCTORAL RESEARCH POSITION
(NIH funded) is available immediately in the Depart-
ments of Chemistry and Cancer Biology atWake Forest
University. The initial appointment is for one year with
a possible extension dependent upon satisfactory per-
formance and the availability of funds. The objective of
this project is to study the DNA damage produced by a
novel platinum-based antitumor agent and its cellular
repair. Qualified applicants must hold a Ph.D. degree in
biological chemistry or a related area and have a strong
background in DNA damage and/or DNA-targeted
cancer chemotherapy. Experience with HPLC, DNA
footprinting techniques, and DNA repair assays is de-
sirable. Experience with cancer cell cultures is a plus.
Interested candidates should apply online at website:
http://www.wfu.edu/hr/careers. Informal inquiries
about the project and application procedure should be
directed to:Prof. U. Bierbach, e-mail: bierbau@wfu.
edu. Equal Opportunity Employer/Affirmative Action.

POSTDOCTORAL RESEARCH POSITIONS
Gynecological Oncology Division/Reproductive

Biology and Stem Cell Research Program

An opening for CELL/MOLECULAR BIOLO-
GIST (Ph.D.) is available inDr. Mickey C. Hu_s gyne-
cological oncology group. The focus of the research
will be to study signaling in tumor suppression or can-
cer stem cells or novel therapy in cancer mouse models.
An opening for MOLECULAR BIOLOGIST is

available in Dr. Sheau Yu Teddy Hsu_s reproductive
biology and stem cell research group. The focus of the
research will be to study novel peptide hormones and
receptors using transgenic zebrafish and mouse models.
Candidates please send curriculum vitae, statement

of interest, and contact information for three references
to e-mail: dagdagan@stanford.edu.Obstetrics/Gyne-
cology, Stanford University School of Medicine,
Stanford, CA 94305.

POSITIONS OPEN

NOAALABORATORYDIRECTOR.We are seek-
ing a Director for the Center for Human Health Risk/
Director for the Hollings Marine Laboratory located
in Charleston, South Carolina. This is a multi-
institutional facility encompassing federal, state, and
university partners. Applicants should have excellent
leadership skills and experience in developing inter-
disciplinary research programs, managing complex
laboratory facilities, and obtaining extramural and
intramural funding. The successful candidate will be
responsible for coordination and oversight of the ac-
tivities of the Center for Human Health Risk at the
Hollings Marine Laboratory. A Ph.D. is desirable, but
not required; candidates lacking the Ph.D. should doc-
ument experience in marine environmental and/or
physical sciences. The Director position is with the
National Oceanic and Atmospheric Administration
(NOAA), National Ocean Service, National Centers
for Coastal Ocean Science Center for Human Health
Risk and will be filled at the ZP-5 level (equivalent to
GS-15).
The Hollings Marine Laboratory is a product of a

long-term joint project agreement among NOAA,
the National Institute of Standards and Technology,
the South Carolina Department of Natural Resources,
the College of Charleston, and the Medical University
of South Carolina. This unique state-federal partner-
ship brings together a variety of expertise and allows
for the conduct of basic and applied, environmental
and biomedical research to create biotechnological ap-
plications for sustaining, protecting, and restoring
coastal ecosystems, emphasizing linkages between en-
vironmental, organismal, and human health. For more
information about the Laboratory, seewebsite: http://
www.hml.noaa.gov. The Hollings Marine Laboratory
houses one of five science centers within NOAA_s Na-
tional Centers for Coastal Ocean Science, one of the
three NOAA Centers of Excellence in Oceans and Hu-
man Health, as well as the South Carolina Economic
Center of Excellence in Marine Genomics.
Although the Laboratory is a NOAA-owned

facility, it is a fully collaborative enterprise, governed
by the five partner organizations. The facility infra-
structure (È102,000 square feet) supports interdis-
ciplinary research and encourages the sharing of
expertise, equipment, space, and other resources.
Laboratory space includes: analytical chemistry;
cellular-molecular biology and physiology; cryogenic
facilities; biological safety laboratories; challenge
laboratories; a nuclear magnetic resonance facility;
aquaculture facilities; and wet laboratory processing
and storage space.
Applications must be submitted to USA Jobs,

website: http://www.usajobs.gov/. It is antici-
pated that the position will open July 1, 2009, and
close September 24, 2009.
Vacancy Announcement No. NOS-CCOS-

2009-0018 or NOS-CCOS-2009-0019.
MARKETPLACE

8¢/u
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Taq DNA

Polymerase
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Protein Expression & Purification
•Expression, purification and refolding

•Guaranteed yield and purity

•Membrane proteins and other difficult proteins
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High Performance Antibody Collection
From Stemgent. Save Time and Resources by Using

Pre-Screened Antibodies.

Our purpose is to move stem cell science forward.
The best way to do that is to make the research of
world-class scientists available to you in ways that

are reliable and useful. In that way, your work
bene�ts from their work. And the future of

stem cell research is accelerated.

The Proof of Pluripotency.
The Stemgent®Antibody Collection.

NowYou Know Your ES and iPS Cells
Are Pluripotent.

A and B. ICC analysis of the Stemgent® Purified Rabbit
anti-Mouse/Human Sox2 Antibody on mouse ES cell line R1
(image A), on human ES cell line H1 (image B)

C and D. ICC analysis of the Stemgent® Affinity Purified anti-
Human TRA-1-60 on human ES cell line H1 (image C), ICC
analysis of the Stemgent® Affinity Purified anti-Human SSEA-3
on human ES cell line H1 (image D)

About Stemgent Information Links. Get to the precise information you need faster. When you see one of these link bars,

go to Stemgent.com and add the /xxxx extension. It’s a direct link to the info you need.

NOTE: Stemgent acknowledges that the TRUE test of pluripotency is differentiation into all 3 germ layers. In many cases it is more important to get the most

information you can get FAST. The Stemgent® Antibody Collection gets you the results you need on your schedule.

© 2009 by Stemgent, Inc. Stemgent is a registered trademark and Reprogramming the Reagent, and the What’s Next logotype are trademarks of Stemgent, Inc.

Because it’s all about pluripotency. Stem cell
researchers know all too well that pluripotency
is far from a reliable or steady state. Any
number of factors or signaling cascades can
cause cells to differentiate. If that happens,
you’ve lost time, money and critical research
data. That’s why we’ve introduced the Stemgent
Antibody Collection.

❑ Accurate characterization is the cornerstone
of results you can trust.

❑ Our antibodies are highly speci�c for the
most universally accepted pluripotency
markers.

❑ Validating on ES cells provides more signi�-
cant results.

We’ve done the screening for you. Multiple
antibodies from multiple sources are validated
for speci�city, sensitivity, and reproducibility
to their corresponding protein targets. And
Stemgent takes the time to verify the stem cell
relevance of each antibody by performing ICC
and FC analysis on embryonic stem cells.

❑ The entire collection is Application Tested on
stem cells.

❑ High performance
antibodies to ensure success.

❑ Quickly becoming the most relevant stem
cell antibody collection available.

Validating antibodies from a choice of vendors
is often a complex, time-consuming project.
We are here to help. We invite you to be in
direct contact with a fully quali�ed Stemgent
antibody specialist who can help guide you
through our unique collection, and choose the
right antibodies for you.

❑ Intracellular and cell surface markers

❑ Af�nity puri�ed and conjugated formats

❑ Isotype controls

Come to www.stemgent.com/sci11 for more
information. Or call 877-228-9783 (toll-free)
or +1-617-245-0098 (international).
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