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The Phoenix spacecraft on the martian polar plains 

(68°N latitude). The footpad at the bottom is about 1 meter

below the spacecraft deck seen at the lower left. Overlaid images

are trenches dug to either nearly pure water ice or ice-cemented

soil. Analyses of samples taken from these trenches give clues to

the history of the region. Results from the Phoenix mission are

discussed in four Reports beginning on page 58.
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M. T. Lemmon
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ingly more frequent in the last few decades, mak-
ing it even more vital that we understand them.

Card Sorting Monkeys
Single-neuron studies in primates help to estab-
lish a detailed understanding of cognitive pro-
cessing and to provide an experimental base
for understanding the cognitive deficits in-
curred by patients who have suffered damage
to areas of the brain. Buckley et al. (p. 52)
present the results of an intensive behavioral
analysis of a group of monkeys bearing lesions
to distinct areas of the prefrontal lobe. The
Wisconsin Card Sorting Task is widely used in
the clinic to assess the flexible learning of
abstract rules. In the primates, a functional
dissociation was observed across three regions:
the principal sulcus, the orbitofrontal cortex,
and the anterior cingulate cortex. This set of
results contributes to the ongoing discussion of
goal-directed behavior and serves to bridge 

neuropsychological studies in
human patients and neurophys-
iological studies in primates.

Phoenix
Ascending
The Phoenix mission landed on
Mars in March 2008 with the goal
of studying the ice-rich soil of the
planet’s northern arctic region.

Phoenix included a robotic arm, with a camera
attached to it, with the capacity to excavate
through the soil to the ice layer beneath it, scoop
up soil and water ice samples, and deliver them
to a combination of other instruments—includ-

Did I Really Do That?
Most of us believe that our daily actions occur
because we exert conscious effort to make them
happen; nevertheless, we sometimes seem to
end up doing the precise thing we had hoped to
avoid. Wegner (p. 48) reviews the recent psycho-
logical research on ironic processes. The findings
support the view that the unwanted outcomes
are held in working memory and that the moni-
toring centers that usually ensure correct behav-
ior can be distracted or exhausted, allowing the
taboo idea to escape.

El Niño’s Cousin 
The most energetic and well-known quasi-periodic,
air-sea temperature disturbance is ENSO, the
mother of the warming of equatorial eastern
Pacific surface waters known as El Niño. El Niño,
and its cold sister La Niña, can produce dramatic
effects on weather across the globe and so it is of
great interest and importance to understand it
better. Warming in 
the eastern tropical 
Pacific is not the 
only recurring pat-
tern of sea-surface 
temperature vari-
ability in the Pacific, 
however. Kim et al.

(p. 77; see the Per-
spective by 
Holland) report 
that a pattern of 
extensive warming in the central Pacific also
occurs on a quasi-periodic basis, that it has a
large effect on atmospheric circulation, and that
it is more predictable than El Niño. These central
Pacific warming events have become increas-

ing a wet chemistry lab and a high-temperature
oven combined with a mass spectrometer—for
chemical and geological analysis. Using this set-
up, Smith et al. (p. 58) found a layer of ice at
depths of 5 to 15 centimeters, Boynton et al.

(p. 61) found evidence for the presence of cal-
cium carbonate in the soil, and Hecht et al.

(p. 64) found that most of the soluble chlorine
at the surface is in the form of perchlorate.
Together these results suggest that the soil at the
Phoenix landing site must have suffered alter-
ation through the action of liquid water in geo-
logically the recent past. The analysis revealed
an alkaline environment, in contrast to that
found by the Mars Exploration Rovers, indicating
that many different environments have existed
on Mars. Phoenix also carried a lidar, an instru-
ment that sends laser light upward into the
atmosphere and detects the light scattered back
by clouds and dust. An analysis of the data by
Whiteway et al. (p. 68) showed that clouds of
ice crystals that precipitated back to the surface
formed on a daily basis, providing a mechanism
to place ice at the surface. 

A Hole New Approach
Quantum dots can behave as artificial atoms,
exhibiting a ladder of quantized energy levels
with the number of electrons added to the dot
being controllable. They are thus being exten-
sively studied for application in the likes of
quantum information processing strategies.
However, the electrons interact with their envi-
ronment and quickly lose their coherence prop-
erties. Brunner et al. (p. 70; see the Perspec-
tive by Kolodrubetz and Petta) now show that
if the charge of the dot is manipulated so that it
is positive; that is, populated with a single hole,
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Bringing Back the Large Blue >>
Flagship endangered species, such as the Large Blue butter-
fly have driven conservation programs worldwide. However,
the Large Blue butterfly (Maculinea arion) became extinct in
the United Kingdom. The apparent driver of this extinction
was a complex set of events documented by Thomas et al.

(p. 80, published online 18 June; see the Perspective by
Settele and Kühn). Life-tables and modeling demonstrate
how ecological changes, affecting multiple species, cas-
caded to negatively impact Large Blue populations. When
the changes that cause these extinctions were addressed,
reintroduction efforts proved successful. Other insects have
experienced similar declines and, hopefully, on sites where
their known resources remain abundant, a similar approach
may be applied.
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This Week in Science 

then the coherence properties of the dot can be extended. The strategy of using holes instead of
electrons may provide a solution to the decoherence problem. 

Adaptable DNA Analogs
The defining feature of DNA as a genetic blueprint is its capacity for self-replication. In the cell, how-
ever, the replication process requires the assistance of multiple elaborate enzymes. How then at the
origin of life could DNA or its precursor replicate before enzymes were present? Ura et al. (p. 73,
published online 11 June) have achieved the long-sought goal of preparing a synthetic DNA analog
that can dynamically adapt its sequence in free solution. Their analog (as yet only studied in relatively
short, 20-unit oligomers) replaces DNA’s sugar and phosphate backbone by a peptide strand in which
cysteines reversibly bind the conventional DNA bases through thioester tethers. These strands can pair
with complementary sequences of true DNA and furthermore swap one tethered base for another if
different DNA templating strands are added to the solution in succession.

Breaking the Barrier
Being able to deliver drugs into the brain 
to treat degenerative diseases such as 
Alzheimer’s or Parkinson’s requires the abil-
ity to traverse the blood-brain barrier (BBB).
Understanding the formation of the very 
specific adherent junctions (AJ) and tight 
junctions present at the BBB cell junctions is 
a prerequisite to the design of such thera-
peutics. However, diminishing the expression 
of any one component involved in the formation of these intercellular junctions destroys them.
Coureuil et al. (p. 83, published online 11 June) exploited the specific recruitment of AJ proteins by
Neisseria meningitidis to dissect this process. Adhesion of the bacteria to human brain endothelial cells
recruited the polarity complex Par3/Par6/PKCζ required for the establishment of eukaryotic cell polar-
ity and the formation of intercellular junctions. The bacterial recruitment of the polarity complex
depleted junctional proteins at the cell-cell interface opening the intercellular junctions at the brain-
endothelial interface.

Biogenic Amine Receptors
Biogenic amines have important effects on behavior in humans and other animals. These agents can
act by binding to heterotrimeric guanine nucleotide–binding protein (G protein)–coupled receptors,
but can also activate ligand-gated ion channels. Ringstad et al. (p. 96) explored the family of ion
channels that respond to biogenic amines in the worm Caenorhabditis elegans and characterized two
family members that appear to function as chloride channels. One was a receptor activated by
dopamine that could bind drugs used in humans as antipsychotics. The other was activated by tyra-
mine and was shown in genetic studies to modulate behavior. Thus, the worm family of biogenic
amine–activated channels is larger than previously recognized. If the same is true in humans, related
channels may account, in part, for effects of currently used drugs or could be beneficial targets for
development of therapeutics.

Idolizing Cholesterol Control
The low-density lipoprotein receptor (LDLR) removes LDL, the so-called “bad” cholesterol particles,
from the blood through a mechanism that involves LDL binding and internalization into liver cells.
Because the LDLR plays a pivotal role in heart disease risk, there is substantial interest in understand-
ing how its expression is regulated, and a large body of previous work has established the importance
of transcriptional control. A new study identifies a signaling pathway that appears to regulate the
LDLR at the level of protein degradation.  Zelcer et al. (p. 100, published online 11 June) show that a
sterol-responsive transcription factor called LXR induces the expression of Idol (for inducible degrader
of the LDLR), a protein that triggers ubiquitination of the receptor and targets it for degradation. Acti-
vation of this pathway suppresses cellular uptake of LDL and, in a mouse model, leads to higher
plasma LDL levels, raising the possibility that the pathway could be targeted pharmacologically to
control plasma cholesterol levels.
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    An Opportunity We Cannot Waste   
THE STRUGGLES AGAINST WORLD POVERTY ARE MORE CHALLENGING THAN EVER, GIVEN THE GLOBAL

fi nancial crisis. At the London G-20 summit in April, leaders of the world’s largest econ-
omies acknowledged that fi nancial recovery could be sustained only if progress is made
in alleviating world poverty. Thus, the path to stable worldwide recovery requires that the
issues of economic growth, development, and poverty be seen as linked with the key drivers
of food, water, and health, just as climate change is now linked to the key drivers of energy
and environment.

I co-chaired a 2008 study by the U.S. National Academies that recommended that the
president call attention to the needs of global health.* But health is intimately connected to
nutrition, and thus to agriculture; and both are affected by shortages of potable and irrigation
water. It is hard to imagine successful agriculture without adequate water or healthy farm-
ers, or that good health can be achieved without clean water and nutritional food. And water
availability cannot be ensured without careful soil management and healthy individuals to
develop and properly use water resources. Thus, health, food, and water are all central to
dealing with poverty and the challenge of growth. We can begin to think now 
on a larger scale—an opportunity not to be wasted. Because improve-
ments in any one area depend on the other two, why not devote a sum-
mit at the United Nations (UN) General Assembly to the interlinked 
broad questions of food, water, and health?

The world still looks to the United States for leadership in such 
work because of our scientifi c capabilities and our wealth. We are 
already demonstrating commitment in a few of these areas, notably in 
the last administration’s multibillion dollar program to relieve the impact 
of HIV/AIDS, principally in Africa. But overall, U.S. foreign assistance pro-
grams have been lagging in the food, water, and health areas, with funding for the 
U.S. Agency for International Development (USAID) declining from $8 billion to 
$6 billion per year over recent decades. Moreover, the numerous federal agencies that
provide science and technology–based international aid suffer from lack of coordination in
their efforts. Another National Academies study that I co-chaired concluded that USAID,
bolstered by new senior administrators with science and technology expertise, should play a
major part in overseeing this much-needed coordination.† The Academies’ studies also indi-
cate that an extra $10 billion per year will be needed to set the nation on a productive course
in our international aid efforts.

A pledge now by the United States to an expanded program that focuses on strengthening
health systems in general, while simultaneously increasing local capacities in food produc-
tion and water stewardship, would inspire other nations to support such a synergistic program.
A UN summit could then be designed to obtain the full commitment of the world community
to these interlinked approaches for reaching the UN Millennium Goals. Hopefully, this meet-
ing could take place before the next G-20 summit in September.

It may not be easy to fi nd new resources at a time of world fi nancial crisis. But the poverty-
stricken will be the fi rst to be hit by this crisis and suffer the greatest setbacks, adversely affecting
industrialized and developing countries alike. An additional $10 billion per year from the United
States seems small in light of the trillion dollars that the government has put forward to address the
economic crisis, and paltry compared to the sums pledged by the G-20. The United States has ter-
rifi c research capacity and wide experience in dealing with food, health, and water. The challenge
lies in the nation’s continued willingness to put our expertise at the service of humankind. The
recent increase in the U.S. assistance budget from $36 billion to over $51 billion by the Obama
administration in its 2010 budget is encouraging in this regard. 

10.1126/science.1175089

– Thomas R. Pickering 
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onto redox-active mineral surfaces such as mag-
netite, soluble Hg(II) is quickly reduced to highly
mobile gaseous Hg(0). It remains unclear how
organic layers on redox-active mineral surfaces
specifically influence these and similar electron
transfer reactions. Taken together, the two stud-
ies suggest that mineral-associated processes
such as adsorption and phase transformation
may provide stiff competition for the bacteria
that catalyze Hg methylation reactions in medi-
ating Hg fate and mobility. — NW

Environ. Sci. Technol. 43, 10.1021/es900214e;

10.1021/es9003608 (2009).

M O L E C U L A R  B I O L O G Y

Liverish Days and Nights

Biological processes with circadian rhythms show
periodicity that correlates with the day/night
cycle, and many metabolic pathways display such 

a regulatory mechanism. Prior work has sug-
gested that between 2 and 10% of the 

liver transcriptome is under circadian
control. Gatfield et al. show that 
miR-122, an abundant hepatocyte
microRNA, is under circadian con-
trol. The abundance of the miR-122 

precursor varies 4- to 10-fold during
the day. However, accumulation is con-

stant in the liver of mice lacking the C
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G E O C H E M I S T R Y

Guiding Mercury’s Meandering

Mercury’s toxicity impels wide-ranging study of
the binding and redox behavior of the element
under varying environmental conditions. Sulfate-
reducing bacteria in soils and sediments are
known to enhance mercury accumulation in
higher species such as fish and humans by methy-
lating oxidized Hg(II) ions. To what extent do geo-
chemical reactions at mineral surfaces play a role
in controlling the fate of Hg? Lee et al. uncover
sharp variations in Hg(II) adsorption behavior on
muscovite as they shift the local concentration of
naturally abundant organic acids; complexation
by the organics in free solution appeared to
enhance adsorption more effectively than did a
preformed film on the surface. In a related study,
Wiatrowski et al. show that when Hg(II) adsorbs

E V O L U T I O N

Unable to Diversify
The decline in fitness with increasing distance from 

an adaptive peak can constrain morphological diver-

gence between sister lineages. Collar et al. examine 

whether the functional demands of feeding on fish have 

limited morphological diversification in the Centrarchi-

dae, an endemic clade of North American freshwater teleosts 

that includes sunfish and bass. To reconstruct ancestral feeding 

strategies, they map diet data synthesized from the literature onto 

a well-resolved, time-calibrated, multilocus phylogeny of 29 extant 

species. After measuring functional aspects of the skull, they carried out prin-

cipal-components analysis of seven size-corrected morphological variables and total 

length. For each principal component (PC), the authors compare the fit of several evolution-

ary models, allowing parameters to vary across lineages with different degrees of piscivory. Two

adaptive peaks (piscivory and nonpiscivory) appear to have influenced the evolution of PC1, with

strongest loadings on the pharyngeal jaw adductor muscle and lower jaw out-lever. Brownian motion

models reveal slow evolution of PC2 (muscle closing oral jaws) and PC4 (gape width) in fish-eating line-

ages. These findings indicate that piscivory has curtailed the diversification of feeding morphology in the

centrarchids and that the effects have been strongest in highly piscivorous lineages. — SJS

Evolution 63, 1557 (2009).

orphan nuclear receptor REV-ERBα. When miR-
122 is knocked down, hundreds of mRNAs are
expressed. Peroxisome proliferation–activated
receptor (PPAR) β/δ and the coactivator
SMARCD1/BAF60a, two known metabolism regu-
lators, are specific miR-122 targets, linking circa-
dian rhythms with the PPAR family of nuclear
receptors and liver metabolism. — BAP

Genes Dev. 23, 1313 (2009).

I M M U N O L O G Y

Maintaining Diversity

Exposure to infectious agents has exerted selec-
tive pressure on the evolution of one group of
immune system genes. The hygiene hypothesis,
proposed two decades ago, posits that the
reduced exposure of inhabitants of modern
industrialized societies to microbes and
macropathogens (such as parasitic worms) has
increased susceptibility to inflammatory condi-
tions such as allergies and autoimmune disease.
Taking a population genetics approach, Fuma-
galli et al. investigated how infectious agents
have affected the genetic variability of inter-
leukins, which are critical signaling molecules of
the immune system, and their associated recep-
tors. They found that pathogen richness, a meas-
ure of pathogen diversity in a specific geo-
graphic area, has driven the selection of several
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interleukin family genes; in particular, balanced
selection, a type of selection that maintains
genetic variation within populations and is
unusual in humans, has contributed to the evo-
lution of five interleukin genes. Finally, the
authors demonstrated that six of the nine known
risk alleles associated with inflammatory condi-
tions such as celiac disease and Crohn’s disease
correlated with pathogen richness, but in con-
trast to the hygiene hypothesis, more so with
bacteria, viruses, and fungi rather than worms.
Hence, pathogen-influenced evolution is a dou-
ble-edged sword: The same bugs that helped us
to develop an immune response to a wide array
of pathogens also may have contributed to the
appearance of debilitating inflammatory dis-
eases. — KLM

J. Exp. Med. 206, 1395 (2009).

A P P L I E D  P H Y S I C S

Half Metal, Full Spin

For optimal efficiency in spintronic applications
(which replace ordinary charge flow with spin
current), host materials should ideally be com-
pletely spin-polarized. Unfortunately, not many
materials have this property. Heusler alloys con-
stitute an emerging prospect. These are metals,
or rather half-metals, in which the conduction
band is split into two polarizations—one half
occupied, the other empty—thus providing
100% spin polarized current transport. How-
ever, the materials studied so far have shown
strongly temperature-dependent behavior due
to the band structure, making them unsuitable
for practical device applications. Shan et al. now
show that Fermi-level tuning by the introduction
of appropriate dopant atoms, a technique simi-
lar to electron or hole enrichment in semicon-
ductors, can be applied to the Heusler alloy
Co

2
FeAl

0.5
Si

0.5
. With a spin-polarization exceed-

ing 90% and a weak temperature dependence
up to room temperature, the resulting material
highlights the potential of Fermi-level tuning
for attaining high performance in spintronic
applications. — ISO

Phys. Rev. Lett. 102, 246601 (2009). 

G E O C H E M I S T R Y

Well-Aged Granite

Granite is not unique to our planet. Granite-like
rocks have been found, albeit comparatively
rarely, on Mars, Venus, and the Moon and within
meteorites. Terada and Bischoff report the age
of a granite-like fragment found in a stony
meteorite (Adzhi-Bogdo) that fell in Mongolia in
1949. Their analysis of the fragment using a
high-resolution ion microprobe implies that its
parental granite-like magma crystallized 4.53
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billion years ago. Granites on Earth and the
Moon crystallized at a later stage, making this
fragment the earliest example of granite-like
material in the solar system. Its age reveals that
such material must have formed very early in
the solar system’s history. On Earth, granite for-
mation is thought to require the presence of
water and plate tectonics. This fragment, how-
ever, must have formed under dry conditions
and without plate tectonics, calling for a differ-
ent formation mechanism. — MJC

Astrophys. J. 699, L68 (2009).

B I O P H Y S I C S

Tissue-Engineering Principals

If Robert Moses, the driving force behind the
construction of the congested artery known as
the Brooklyn-Queens Expressway, were alive
today, he would marvel at the cellular engineers
who relocate still-functioning blood vessels from
nearby healthy tissue into healing wounds. After
an injury, force-generating cells have previously
been shown to reinforce the initial fibrin-based

matrix and to latch onto and contract subse-
quently deposited extracellular matrix (ECM)
components. Kilarski et al. show that myofibrob-
lasts, in response to tensile stress and soluble
growth factors, pull intact blood vessels with
them as highly perfused granulation tissue (the
reddish patch in a healing wound) migrates into
the injured area [represented by a fibrin-colla-
gen gel in an in vitro system or by a sutured
cornea in an in vivo preparation (above)]. The
mediating mechanisms are not yet precisely
defined, but Legant et al. describe their micro-
fabricated tissue gauge (or µTUG) and use it to
quantitate the interplay between matrix
mechanics and fibroblasts during remodeling of
collagen mesh. Increasing matrix stiffness, both
in vitro and in a computational model, elicited
higher cellular contractility (which is roughly 
20 nN per cell), whereas increasing mechanical
stress evoked higher levels of expression of
cytoskeletal and ECM proteins. — GJC

Nat. Med. 15, 657 (2009); Proc. Natl. Acad. Sci.

U.S.A. 106, 10097 (2009).
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Master of

Nanotechnology

Chad Mirkin, a chemist and director of the
International Institute for Nanotechnology at
Northwestern University in Evanston, Illinois,
has won this year’s 
$500,000 Lemelson-
MIT Prize, known as 
the “Oscar for 
Inventors.”

Mirkin, 45, has
created a host of
nano-diagnostic
devices, including the
Verigene ID System,
which combines
nanoparticles and
DNA to detect proteins
marking a range of ill-

nesses including infectious diseases, cancer,
heart disease, and genetic disorders. He’s also
developed a high-resolution printing mecha-
nism called Dip-Pen Nanolithography that
replicates molecules from cells and viruses so
their functions can be examined.

Mirkin says he plans to invest part of his
winnings in his new
company, AuraSense,
which will seek 
new ways to apply
nanotechnology to
therapeutics—in
particular, raising lev-
els of HDL, the “good”
cholesterol, to prevent
heart disease. He has
already founded two
other companies,
Nanosphere and
NanoInk.C
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Excavation reveals
notched stones from

granary (inset).
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RANDOMSAMPLES

Ancient Granaries

Before the agricultural revolution some 10,000 years ago could really take off, people had to find
a way to store their produce. Archaeologists working in Jordan now say they have found the
remains of several granaries built nearly 1000 years before cereals were first domesticated.

A team led by archaeologists Ian Kuijt of the University of Notre Dame in Indiana and Bill
Finlayson of the Council for British Research in the Levant in Amman, Jordan, has uncovered
at least 10 stone and mud-brick structures that were probably used both as houses and as
food-processing centers at the site of Dhrà  just east of the Dead Sea, which was occupied
about 11,300 years ago. Interspersed among these buildings were at least four circular struc-
tures, about 3 meters in diameter, which were probably granaries. Inside the best-preserved
one are notched stones, which the archaeologists hypothesize supported wooden beams form-
ing a raised floor to protect the grains. The granaries apparently stored wild barley, the team
reported last week in the Proceedings of the National Academy of Sciences.

The team argues that storing wild grains was an essential precursor to key features of the
farming revolution: domestication of cereals and the growth of large communities. Dorian

Fuller, an archaeologist at University College London,
agrees with the authors, adding that because farmers
were already cultivating wild plants when these
granaries were built, hunter-gatherers were prob-
ably not engaging in large-scale storage, as some
archaeologists assume.

Look Out for Flashers

“The fireflies, twinkling among leaves, make the

stars wonder.”
—Rabindranath Tagore

Consider the firefly. That’s what Boston’s
Museum of Science wants everyone to do.
“People are always asking ‘Is the firefly popula-
tion declining?’” says Sara Lewis, an evolutionary
ecologist at Tufts University in Medford,
Massachusetts. So the museum set up a Firefly
Watch, now beginning its second summer, which
invites people to report firefly sightings in their
backyards (www.mos.org/fireflywatch). So far,
there are reports from about 1300 locations,
most in the United States but some from as far
afield as India.

Fireflies don’t provide any noteworthy
ecosystem services, but they may be sensors for
environmental degradation by light and toxins
because they attract mates by flashing and
spend most of their lives as larvae in the ground
living off earthworms and the like.

Fireflies are hard to count, Lewis admits. But
other data are easier to gather: Different species
light up in several colors and in a variety of dif-
ferent patterns, from single signals to clumps of
multiple ones to continuous flashing.

Plum Internship
Get in on the ground floor in the hunt for the
Higgs boson! CERN is looking for a young media
whiz to make the Large Hadron Collider (LHC)
look great in the fall when it finally starts up
“the most complex scientific project ever con-
ceived by mankind.” The European physics lab is
inviting applicants to submit a video or multi-
media project, lasting up to 5 minutes, about
ATLAS, one of LHC’s four big particle detectors. It
can be “fiction or documentary,” and applicants
are free to pluck material from videos and
photographs supplied on the CERN Web site. The
deadline is 31 July.

The winner will spend 3 months on a multi-
media project documenting the first collisions in
the 25-meter-tall, 45-meter-long ATLAS device.
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Competing for an
Antarctic contract

Excavating China’s
terra-cotta figures
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Its praises have been sung as an energy secu-

rity bill and a jobs bill. But the American Clean

Energy and Security Act passed last Friday by

the U.S. House of Representatives is in fact

milestone greenhouse legislation.

At the heart of the bill, cobbled together

over several weeks by representatives Henry

Waxman (D–CA) and Edward Markey

(D–MA), is a so-called cap-and-trade system

that assigns permits to pollute to those sectors

of the economy that generate the bulk of the

country’s greenhouse gas emissions. The 

bill faces serious political challenges: 

After squeaking through the House on 

a vote of 219 to 212, with 44 Democ-

rats opposing it and only eight

Republicans supporting it, its 

future in the Senate is uncertain.

If it becomes law, however, econ-

omists are optimistic that it will 

achieve significant reductions in 

carbon emissions.

“I’d give it a B,” says economist

Dallas Burtraw of Resources for the

Future in Washington, D.C. “We know 

how cap-and-trade works. We can 

count on it to deliver” the promised

emission reductions: 17% below 

2005 levels in 2020, rising to 

83% by 2050. Economists worry 

about the cost of those reductions 

in the wake of compromises struck 

to gain passage in the House. Still,

assuming those add-ons are rigorously

administered, “cap-and-trade will limit

emissions as claimed,” says economist

Richard Schmalensee of the Massachusetts

Institute of Technology (MIT) in Cambridge.

Tell that to the Europeans. Many oppo-

nents of cap-and-trade say that the European

Union’s experience with its Emissions Trad-

ing System, launched in 2005 under the Kyoto

Protocol, should be enough to kill the idea in

the United States.

As in all cap-and-trade systems, the E.U.

issued a set number of permits, or allowances,

that let big polluters emit a specified amount

of carbon dioxide per allowance. That’s the

cap, which would decrease over time. Over

the first 3 years, companies that had paid to

reduce their own emissions sold their spare

allowances to companies emitting more than

their initial allowances.

That market trading set a price on carbon

emissions. Coal consumers, for example, could

choose to switch to natural gas—which yields

less CO
2 

per unit of energy—or to remove CO
2

from their stacks and bury it. “May the cheap-

est option win,” as Burtraw puts it.

However, the first 3 years

of the E.U.’s trading did not

go smoothly. “If you look

at the performance of the

market, it was a fiasco,”

says Burtraw. But he

and others blame flaws in the E.U.’s trading sys-

tem rather than the cap-and-trade concept

itself. “It proved that stupid design features will

get you stupid results,” says Schmalensee.

One of the E.U.’s missteps, say economists,

was to issue more allowances than actual emis-

sions. It also gave away most allowances rather

than selling them at auction, and it did not let

polluters carry over allowances from the initial

3-year trading period to the next 5-year period.

As a result, some companies made “windfall

profits” off their allowances, and the market

price of carbon swung wildly before ending up

at zero at the end of 2007. Participating coun-

tries hope to meet their promised Kyoto emis-

sion reductions by 2012.

Despite those start-up problems, “I judge

it as a success,” says economist A. Denny

Ellerman of MIT, who has analyzed the Euro-

pean experience with colleagues. Cap-and-

trade neither destroyed the economy, as some

had feared, he notes, nor did it drastically

reduce emissions, as some had hoped. But it

did manage to set a price on carbon, he says,

which in the end reduced emissions by the

small amount intended.

Supporters of the House bill say they have

learned some do’s and don’ts of cap-and-trade

from what happened in Europe. The House

version lets emitters carry allowances over

long periods, for example. And the number of

U.S. allowances issued should be close to what

is needed, says Ellerman.

The most debated aspect of the Waxman-

Markey bill has been its provision for auc-

tioning only 20% of allowances, a share that

grows to 70% by 2030. The rest are distrib-

uted free. Some Republican opponents see 

that as a massive corporate giveaway. But

economists disagree. “Does the econom-

ics literature support auctioning 100% of

allowances?” asks emeritus professor 

Thomas Tietenberg of Colby College

in Waterville, Maine. “Yes. Does it 

destroy the system if allowances are given

away? No. Does it make it a bit more expen-

sive and less efficient? Yes.”

Economist Robert Stavins of Harvard

University sees the Waxman-Markey distri-

bution of allowances as even more benign.

The political wheeling and dealing that led

to the allocation of free allowances to partic-

ular public activities built support for the

legislation, Stavins says, without increasing

costs or emissions.

For example, he calculates that whereas

20% of the value of allocations in Waxman-

Markey would go to private industry, 80%

would end up benefiting consumers or soci-

ety in general. The list includes a variety of

public endeavors, from job training and cost

protection for lower-income households to

encouraging the preservation of overseas

forests. The last, he notes, would lead to an

overall reduction of CO
2 

emissions.

Perhaps of greatest concern to economists

and many environmentalists is the bill’s use of

House Vote Seen as Big Step
Toward Cooling the Greenhouse

CARBON TRADING
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FACTORY EMISSIONS

CATTLE FEEDING LOTS

TROPICAL 
DEFORESTATION

Targets. The cap-and-

trade provision in the House 

bill is aimed at reducing emis-

sions from factories and agri-

culture and includes offsets to

buffer the cost of such reductions.
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so-called offsets to reduce the cost of cutting

emissions. The concept of offsets—a polluter’s

payment to have someone else reduce emis-

sions—is uncontroversial. A power plant oper-

ator might find it cheaper to pay another party

who does not fall under cap-and-trade—say, a

lumberer—to cut emissions by not clearing a

forest. “It can be a win-win in terms of reduc-

ing costs,” says Nigel Purvis, president of Cli-

mate Advisers in Washington, D.C., and a for-

mer U.S. climate negotiator, who calls this off-

set approach  “exactly right.”

But offsets also entail risks, say Purvis

and others, notably how to verify that a

claimed emission would otherwise really

have happened without the intervention. “We

really don’t know what the rules will be”

governing the validation of offsets, notes

Burtraw, “and therefore how rigorous the

administration of offsets will be.” Doubts

were heightened just days before passage

when Waxman, at the insistence of Repre-

sentative Collin Peterson (D–MN) and other

farm-state advocates, agreed to shift respon-

sibility for overseeing domestic offsets from

the Environmental Protection Agency to the

Department of Agriculture.

“You have to worry about that,” says cli-

mate policy specialist Michael Oppenheimer

of Princeton University. The agriculture

department doesn’t have EPA’s monitoring

experience, he notes, and it has a history of

protecting the interests of farmers. Offsets are

“the one place the bill could go south,”

Oppenheimer cautions.

Although the Obama Administration cam-

paigned hard for passage of Waxman-Markey,

it’s been careful not to dictate the terms. That’s

just as well. Most observers expect the Senate

to put its own stamp on the cap-and-trade provi-

sions. Supporters can only hope that senators

heed the words of House Speaker Nancy Pelosi

(D–CA) when she urged her colleagues “not

only to pass the bill but [to make sure] it does

the job that it sets out to do.” –RICHARD A. KERR

When scientists want to know how a new flu

strain behaves, one of the first things they do is

squirt it up the noses of ferrets. The small carni-

vores’ responses often closely resemble those

of humans, assuring them the unenviable status

of flu virologists’favorite model animal.

Now, two groups have infected ferrets with

the new pandemic A(H1N1) influenza strain,

and their papers, published online by Science

this week, confirm what doctors around the

world appear to be seeing: The new virus is a bit

more pathogenic than seasonal influenza but

nowhere near as dangerous as the 1918 pan-

demic virus or H5N1 avian influenza. The stud-

ies disagree, however, on how easily the virus

spreads: One team concludes that it does 

so very well, but the other believes that 

it’s only moderately adept at jumping 

from one animal to the next, or, for that

matter, between humans.

For the studies, Terrence Tumpey of

the U.S. Centers for Disease Control and

Prevention (CDC) in Atlanta, Georgia,

inoculated 18 ferrets, six each with

H1N1 viruses isolated from patients

in California, Texas, and Mexico

(www.sciencemag.org/cgi/content/

abstract/1177238). A team led by Ron

Fouchier of Erasmus Medical Center in

Rotterdam, the Netherlands, infected six

ferrets with a virus isolated from the

first Dutch patient (www.sciencemag.

org/cgi/content/abstract/1177127). Both

used a seasonal H1N1 strain as a control

and both found that the pandemic virus caused

more severe disease. 

Fouchier found that the pandemic virus

descends deeper into the lungs, infecting not

just the nasal cavity but also the trachea and the

bronchi. Tumpey’s team also found it in the

intestinal tract, which is interesting, says swine

flu expert Christopher Olsen of the University

of Wisconsin, Madison, because vomiting and

gastrointestinal disease are common in pan-

demic flu victims.

By putting infected and healthy ferrets in

cages next to one another, the teams discov-

ered that the virus can be transmitted through

the air, but whereas Fouchier’s team found that

the new virus spreads as well as the seasonal

strain, Tumpey found that it’s a less efficient

transmitter: For all three of the pandemic

strains tested, only two out of three animals in

adjoining cages became infected.

“I wouldn’t make too much of that differ-

ence,” says flu expert Peter Palese of Mount

Sinai School of Medicine in New York City,

who believes that the numbers are too small to

be significant. Fouchier adds that data from

other researchers, presented at a meeting in

Minneapolis, Minnesota, last week, also sug-

gest that the new virus is highly transmissible.

But Tumpey believes that it’s genuinely handi-

capped compared with seasonal flu. “We have a 

lot of experience with this model,” he

says. His team’s f indings jibe with

unpublished epidemiological data from

CDC suggesting that only 10% of

patients’ household contacts become

infected, Tumpey adds, which is low for

a pandemic virus.

Both teams agree on one thing: The

ferret is a good model to test vaccines

or drugs against the new strain, and, as

the pandemic unfolds, to test viral

mutants suspected of higher virulence

or easier transmission. “The whole

world is coughing up new sequences

and making them public in real time,”

Fouchier says. “When we see some-

thing that’s unusual, we can put it into

ferrets immediately.”

–MARTIN ENSERINK

Ferrets Shed Light on New Virus’s Severity and Spread
PANDEMIC INFLUENZA

Going deeper. Both seasonal and pandemic H1H1 infect ferrets’
nasal cavities (top), but only the pandemic virus penetrates into the
lungs (bottom right).
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NEWS OF THE WEEK

A coalition of U.S. scientific societies and
university organizations is urging Congress
not to expand a $2.3 billion research pro-
gram for small businesses. To succeed, how-
ever, the coalition must overcome one of the
most influential interest groups in Washing-
ton, D.C., and mend fences with legislators
still smarting from a recent 
tweak to the program.

The campaign involves
changes to the Small Business
Innovation Research (SBIR)
program. Begun in 1983 and
funded by taxing the research
budgets of 11 federal agen-
cies, the SBIR set-aside is
meant to help a sector that
many people agree will be key
in pulling the country out of
its economic doldrums.

Last month, the Senate 
small business panel passed a 
bill (S.1233) that would 
increase the set-aside by 40%, 
from 2.5% to 3.5%, over 11 
years. Under the same legislation, a smaller,
younger effort to aid university start-ups, the
Small Business Technology Transfer
(STTR) program, would grow from 0.3% to
0.6%. “This is an important program that is
working, and we believe that an increase is
essential,” says Senator Mary Landrieu
(D–LA), chair of the Senate panel and one
of SBIR’s biggest fans. Last year, the panel
approved a doubling of the SBIR set-aside
over 5 years, but the bill died.

Science lobbyists, however, argue that
even the smaller, more gradual rise in play
this year would take too big a bite out of the
government’s overall research budget. They
are especially concerned about its impact on
the National Institutes of Health (NIH),
which runs the second-largest SBIR pro-
gram after the Department of Defense. NIH
has seen a sharp drop in the number of SBIR
applications (see graph), and its officials are
worried that expanding the program could
force it to fund low-quality projects. 

The science community much prefers a
proposal (H.R.2965) to maintain the current
set-aside, passed separately last week by the
science and small business committees in
the House of Representatives. So does the
president’s science adviser, John Holdren,
who on 2 June wrote Landrieu to say that
“the current budget set-asides provide a
suff icient floor for agencies to invest in

innovation from small businesses.”
The lobbying to contain the program is

led by the Federation of American Societies
for Experimental Biology (FASEB),
reflecting a heightened concern among life
scientists that expanding the SBIR program
will reduce federal funding for academic

biomedical research. “Rather than increas-
ing support for one area at the expense of
all others, we urge you to increase funding
for all research agencies,” says Richard
Marchase, president of FASEB. On 23 June,
the coalition sent letters to Landrieu and
Senator Olympia Snowe (R–ME), the com-
mittee’s ranking member, urging them to
scrap the increase.

But FASEB faces an uphill battle. The
small business sector lost out when Con-
gress added a last-minute provision to the
$787 billion American Recovery and Re-
investment Act (ARRA)—known familiarly
as the stimulus package—that excluded
NIH’s SBIR program from its share of the
additional $8.2 billion that the agency will
receive. That move could come back to
haunt the research community.

None of the key committees was con-
sulted about the provision, says Representa-
tive David Wu (D–OR), chair of the technol-
ogy panel for the House science committee
and a co-sponsor of the House bill. “I feel
strongly that ARRA funds should have been
part of the set-aside,” he says. “Exempting
them sets a bad precedent and is not a posi-
tive thing.” Adds a Senate aide, “We think
small business should get its fair share, and,
frankly, this seemed like dirty pool.”

The exclusion has become a political hot
potato. Wu says that “no one has claimed

credit, but NIH has confessed to asking for
it.” At a 23 April hearing on the program,
Wu asked an NIH official about the appar-
ent contradiction between the exclusion
and a letter from acting NIH Director
Raynard Kington to Landrieu and Snowe
that Wu said “commits” NIH to preserving 

the set-aside in all appropria-
tions. Sally Rockey, head of
NIH’s Office of Extramural
Programs, acknowledged
that NIH was concerned
about a dearth of “scientifi-
cally meritorious projects”
if  the SBIR set-aside was
applied to the stimulus funds.
But in response to a follow-
up question from Wu, Rockey
wrote the committee that “I
have no specif ic details of
how this exemption was put
into ARRA.”

Science asked Kington to
clarify his position. In re-
sponse, an NIH spokesperson 

noted that NIH is not required to devote
stimulus funds to the SBIR program but that
“small businesses are able to, already have,
and will receive NIH ARRA funds …
through various [other] funding opportunity
announcements” that are not reserved for
small businesses. “NIH remains committed
to the SBIR and STTR programs,” the
spokesperson added. 

While science lobbyists are focused on
the size of the set-aside, other groups are
embroiled in a battle over a provision that
affects venture capital f irms. The Senate
and House bills differ in how best to mod-
ify a restriction, in place since 2002, on the
eligibility of companies in which venture
capitalists hold a controlling interest (see
ScienceInsider.org, 22 June). In addition,
although both bodies want to boost the size
of the awards, now $750,000 for Phase II,
the House would go up to $2 million, which
is twice the Senate level. The House bill
would continue the program for two more
years, whereas the Senate bill would let it
run until 2023.

The clock is ticking on a compromise.
The program expires on 31 July, and
although all sides say they want to finish
work by then, it’s more likely that a short-
term extension will be needed so legislators
can keep plugging away.

–JEFFREY MERVIS

Researchers Fight Against Bigger Slice to Small Business
SBIR PROGRAM
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Nothing ventured. The number of SBIR applications dropped sharply following new

rules on participation by venture capital firms, but the connection is not clear.
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NEWS OF THE WEEK

Brain Recordings Take Flight 

Homing pigeons use landmarks to guide
them safely home. But how do the birds
track these familiar sites hundreds of meters
below as they zip by at 65 km/h? Scientists
are trying to answer that question with a new
device that lets them record brain activity
while pigeons fly. http://tinyurl.com/kjnms6

Icy Enceladus Getting Wetter 

The hottest topic in the frigid outer solar sys-
tem is the water of Saturn’s moon Enceladus.
Is it all lifeless, deep-
chilled ice, or is 
some of it liquid and 
thus capable of sus-
taining life? Two sets 
of observations 
reported in Nature— 
one made by touch-
ing ice spewing from 
the moon and the 
other made from 
Earth—again suggest that there could be
liquid water beneath the surface of 500-km-
diameter Enceladus. Even so, it’s not gush-
ing like a geyser directly from a deep ocean.
http://tinyurl.com/mb4va8

Evolution Heats Up in the Tropics 

Time for a pop quiz. Which mammal evolves
more rapidly? Is it the ringtail, a raccoonlike
animal common in the southwestern United
States, or the closely related cacomistle,
which lives in tropical forests in southern
Mexico and Central America? A surprising
new study indicates that lower elevations
and lower latitudes seem to speed up
microevolution in mammals, giving the nod
to the cacomistle. http://tinyurl.com/nc9gga

Stone-Age Europeans Led Rich Life

Archaeologists have discovered what may be
the oldest musical instruments ever found.
They are bird-bone and ivory flutes that
appear to be at least 35,000 years old. The
flutes’ design and studies of other artifacts
from the site suggest that music was an inte-
gral part of human life far earlier than first
thought. http://tinyurl.com/mht7k7

Read the full postings, comments, and more
on sciencenow.sciencemag.org.

From Science’s 
Online Daily News Site

ScienceNOW.org

Proposed salary cuts and/or furloughs for all
faculty and staff members are causing conster-
nation at the University of California (UC), one
of the nation’s largest public universities, with
approximately 170,000 employees. The pro-
posed cuts, outlined in a letter to all employees
by UC President Mark Yudof on 17 June, would
help reduce a projected $800 million shortfall
in state funding for UC over the next 2 years, a
result of the state’s economic meltdown. “The
University has never faced a funding deficit of
this magnitude, and responding to it will
require sacrifice from every member of the
University community,” Yudof wrote.

Nobody likes a pay cut, but many science
faculty and staff members are particularly
peeved because their salaries are at least partly
paid by grants from the National Institutes of
Health, the National Science Foundation, and
other agencies. Cutting pay from these nonstate
sources won’t save UC any money, they argue,
and could make matters worse.

Yudof’s letter outlines three proposals that
combine salary cuts and furloughs to different

extents. All amount to a roughly 8% reduction
in pay (4% for those making less than $46,000
a year) for 1 year and would save UC roughly
$195 million. Graduate student stipends would
not be cut. The reductions would apply to all
employees, regardless of where their salaries
come from. “That’s the approach he thinks is
the fairest and makes the most sense,” says Paul
Schwartz, a spokesperson for the UC office of
the president. 

But equity is in the eye of the beholder. “The
fairness argument just doesn’t hold water with
people,” says Daniel Donoghue, a biochemist
and chair of the academic senate at UC San
Diego (UCSD). At UCSD, for example, only

25% of  salary expenditures come from state
funds; the rest come from federal grants,
medical center income, and other sources,
says Donoghue, citing UC’s 2007–08 finan-
cial report. He and others question why people
paid with nonstate funds should have to suffer,
especially when it won’t help UC’s bottom line.
“If I’m bringing in this research money from
Washington … and I lose my grant, the rest of
the university doesn’t have to feel my pain, and
I wouldn’t expect them to,” says Andrea
Bertozzi, director of applied mathematics at
UC Los Angeles (UCLA).

Across-the-board pay cuts may even
deprive UC of income. “There’s a net loss of
income to the UC system that accompanies cut-
ting [the salaries of] people who are not state-
funded,” says Quentin Williams, a professor of
earth sciences and chair of the academic senate
at UC Santa Cruz. That’s because the amount of
money a university can charge grant-giving
agencies for the indirect costs of research, such
as building maintenance and utilities, is a fixed
percentage of the direct costs of a grantee’s 

research, including salaries and
equipment purchases. 

If the university decides to dock
salaries derived from outside
grants—many of which have
already been awarded—it’s not
clear what would happen with the
leftover money. Many grants allow
for enough flexibility in budgeting
that the money could probably still
be used to purchase equipment or
to cover other expenses. 

UC scientists also worry about
recruiting and retention. Despite
having many distinguished depart-
ments, UC faculty members already 

earn 20% to 25% less on average than faculty
at top private schools like Harvard and Stan-
ford universities, according to the university’s
annual accountability report. “It presents an
opportunity for private universities to raid the
University of California,” says UCLA neuro-
scientist Arthur Toga. 

Yudof is taking these concerns into consid-
eration, says Schwartz. But time is short. The
UC Regents begin meeting in San Francisco
on 14 July, and Yudof is expected to winnow
down his three original proposals to one—
including any modifications based on feed-
back from the faculty and staff—after the long
4 July weekend. –GREG MILLER

Proposal to Slash Salaries Riles
California Researchers

BUDGET CUTS

Bearer of bad news. UC President Mark Yudof has proposed pay
cuts to help address the university’s budget woes.
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The five billboards lining the tracks inside the
Ballston Metro station outside Washington,
D.C., aren’t selling anything that the 25,000
daily commuters could ever buy. But that’s
okay with the company that purchased the
advertisements. Their message—“The
toughest team for the toughest environ-
ment”—is aimed at the National Science
Foundation, the federal agency located
directly above the station.

This fall, the National Science Foundation
(NSF) will award a contract worth nearly
$2 billion to provide logistical support for its
$300-million-a-year Antarctic research pro-
gram. And officials from Antarctic Research
Support (ARS), a joint venture formed
4 months ago by two large systems-engineering
companies for the express purpose of winning
that contract, hope that the billboards demon-
strate that they can be good stewards of sci-
ence on the frozen continent.

ARS is one of a half-dozen companies bid-
ding for the 12-year contract, the biggest award
made by the $6.5-billion-a-year federal
agency. Such competitions are typically very
low-key, partly because the work isn’t sexy and
partly because the rules governing such com-
petitions don’t allow for much boasting. But
ARS’s high-profile approach—it’s also run-
ning ads in Metro cars and on this magazine’s
Web site—is part of a broader strategy to raise
the visibility of its parent companies, CSC and
EG&G, and tout the scientific expertise of its
team, led by two scientists who held major sci-
ence posts in the last Administration. And ARS
isn’t the only bidder trying to grab the public

spotlight. Lockheed Martin has also taken out
a billboard at the Ballston station, although its
message is even more cryptic: “Between sup-
porting science everywhere and anywhere,
there is one important word: How.”

“When I tell people what I’m doing, they
ask me if Antarctica is an ocean

or a continent,” says retired Vice Admiral
Conrad Lautenbacher, the former head of the
National Oceanic and Atmospheric Adminis-
tration who’s leading the ARS team. “So I think
people need to learn more about what’s going
on there. In addition, CSC is a $17 billion com-
pany, but it doesn’t have a signature product. So
the idea [behind the advertisements] is to gain

some recognition of the fact that we have the
necessary skills and should be given the chance
to perform them.” 

Kenneth Asbury, president of the civil divi-
sion within the integrated systems and solu-
tions program at Lockheed Martin, says that the
aerospace giant was attracted by NSF’s desire
“to extract the most science possible from the
facilities down there. It requires getting the
right thing to the right place at the right time in 

what’s probably the most hostile envi-
ronment imaginable.” Asbury said
the billboard is meant to publicize
“the extent of the government’s com-
mitment to Antarctica.” A third bid-
der, Houston, Texas–based KBR, has
also taken out a Metro ad promoting
polar science. Its spokesperson,
Heather Browne, says the company,
if it wins the contract, hopes to make
changes in the program that would
“significantly increase the efficiency
of science support.” 

Some companies in the hunt,
including the incumbent, Raytheon
Polar Services Co., were reticent to
discuss their bids. “We have a policy
not to discuss open procurements,”
explains Jennifer Thompson, a com-

munications manager for the Antarctic team at
CH2MHill, a Fortune 500 company based in
Englewood, Colorado, citing the need to
adhere to government rules. “But I can say that
I’ve gotten more questions about it from folks
in the halls than on any other project. It’s an
exciting opportunity.” 

NSF is expected to choose a winner this fall.
The contract would begin in April 2010 and,
with extensions, could run until 2023.

–JEFFREY MERVIS 

Frozen treat. Several 

bidders for the logistics contract have also decided

to tout the science being done in Antarctica.

House Panel Cuts DOE Education Program
A House spending panel has rejected a
comprehensive $115 million science educa-
tion initiative from the Department of
Energy (DOE) to train a new cadre of scien-
tists pursuing basic and applied research on
clean energy.

President Barack Obama unveiled the
effort, dubbed RE-ENERGYSE, in a 27 April
speech to the National Academy of Sciences,
and it is part of the department’s 2010 budget
request now before Congress. The program
spans the education spectrum, from elemen-
tary and high schools through postdoctoral
study, and includes technical training at
community colleges as well as public out-
reach. DOE officials say that they are still

working out the details and hope to involve
the National Science Foundation and other
federal agencies.

But legislators feel that the idea is still half-
baked. “Everybody is for more science and
math education. And a lot of other agencies
are already very active,” says Representative
Ed Pastor (D–AZ), acting chair of the energy
and water appropriations subcommittee,
speaking last week after the panel marked up
DOE’s overall budget request. “We don’t want
to curb their enthusiasm. But we want to make
sure that DOE integrates its plans with other,
ongoing programs within the department and
across the rest of the government.” Pastor said
the subcommittee has included $7 million for

RE-ENERGYSE (REgaining our ENERGY
Science and Engineering Edge) in the bill as a
way to “get things moving.”

The panel provided DOE’s Office of Sci-
ence with its full request of $4.9 billion as part
of a $26.9 billion budget that includes the
department’s responsibilities for nuclear
weapons and environmental cleanup. The
panel cut the entire $1.5 billion request for a
loan-guarantee program to support innovative
energy technologies, noting that the program
has sufficient money from this year’s stimulus
package to operate for 2 years. The bill now
goes to the full committee before heading to
the House floor later this month. 

–JEFFREY MERVIS

2010 BUDGET
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From the Science

Policy Blog

Congress picked up the pace last week in
meeting its obligation to pass annual
spending bills. Senate appropriators
approved a 5% boost in 2010 for both
NASA and NOAA as part of a bill that’s
more generous than what the U.S. House of
Representatives has adopted.

The U.S. Centers for Disease Control and
Prevention (CDC) is urging cities and states
to start planning a massive vaccination

campaign against swine flu. Citing model-
ing, CDC estimated last week that more
than 1 million people in the United States
are already infected.

When French President Nicolas Sarkozy
reshuffled his Cabinet, the new deck did not
include geochemist Claude Allègre, a
global warming skeptic and former science
minister. Rumor had it that Allègre, 72,
might head a new superministry of innova-
tion and international trade.

Also in flux is the $3 billion California

Institute for Regenerative Medicine.
Marie Csete, the operation’s chief scientific
officer, resigned without explanation after a
little more than a year on the job. Board
Chair Robert Klein recently announced that
he plans to leave next year.

Four members of Congress have asked the
U.S. National Academies for advice on
keeping U.S. academic research strong.
The letter asks for a thorough review of cur-
rent federal policies affecting higher educa-
tion, including an assessment of “the rela-
tionship, or lack of relationship,” between
universities and national laboratories.

A study last week in the Proceedings of the

National Academy of Sciences makes a
case for the impact of federal funding of

biomedical research. The analysis corre-
lates declining U.S. death rates over the
past half-century with funding for the
National Institutes of Health. The authors
argue that more money is needed so the
longer-lived elderly can help meet demand
for U.S. workers.

You can keep up with the latest news at
blogs.sciencemag.org/scienceinsider.

GUANGZHOU, CHINA—The timing could not
have been worse, or so it seemed: Last Novem-
ber, as the global financial crisis was deepen-
ing, Yan Guangmei opened a $100 million drug
R&D center here in the capital of Guangdong,
the southern province that churns out the lion’s
share of goods bearing the “Made in China”
label. Since then, tens of thousands of Guang-
dong companies have gone bankrupt. But Yan,
a neuropharmacologist and vice president of
Sun Yat-sen University in Guangzhou, is still
smiling. He has already hired 50 staff mem-
bers, half from overseas, for his Southern China
Center for Innovative Pharmaceuticals
(SCCIP). The center will team up with compa-
nies to move drug candidates into clinical trials
and will conduct its own exploratory research.

Yan has good reason to be upbeat. Local
officials are betting that biotech will help wean
the province off its heavy dependence on cheap
exports. “Companies that don’t have core tech-
nology are the ones who are now suffering,”
says Li Xinghua, director general of the
Guangdong Science and Technology
Department. Last year, he says, Guang-
dong spent more than $1 billion, mostly 
on infrastructure, to induce high-tech
companies to set up shop in the province; 
the pace of such spending has increased 
by 5% or so this year.

Officials acknowledge that Guang-
dong is slow off the blocks. Shanghai is 
the undisputed center of gravity for bio-
pharma in China, and ambitious high-tech
parks have taken root in Suzhou, Tianjin, and
elsewhere. “Guangdong has shown that it is
great at doing business,” says Larry Zhang, a
medicinal chemist at the Guangzhou Institutes
of Biomedicine and Health. “But in science, we
have a lot of catching up to do.”

Among the new initiatives, Guangdong is
developing a “Biotech Island” off Guangzhou
and is about to launch a program to reel in at
least 100 overseas scientists to commercial
labs, universities, and state research institutes.
Benef its will include free housing and
$1.3 million lab start-up packages. “We see
the financial crisis as an unprecedented oppor-
tunity to attract top scientists,” Guangdong’s
vice governor, Wan Qingliang, told Science.
Such an infusion of talent is “desperately
needed,” says Zhai Yifan, president of the Chi-
nese Biopharmaceutical Association, which
brokered connections between U.S.-based
Chinese scientists and Guangdong enterprises

at its annual meeting in Guangzhou last week.
“It is urgent for Guangdong to move away
from its labor-based economy,” says Zhai.

According to Yan, a recent returnee,
Guangdong offers advantages over other
regions. Drug R&D costs are a fraction of
those in the West, says Yan, who says SCCIP
will team up with a private primate center in
nearby Zhaoqing and will create its own dog
facility for preclinical testing. And for scien-

tists seeking a Western lifestyle, Hong Kong is
a 1-hour commute.

Guangdong officials have bought into that
vision. The province has plunked down half of
SCCIP’s start-up funds, with the other half
coming from Guangzhou municipality, a spe-
cial economic zone, the central government,
and Chinese pharmaceutical companies. In
about 5 years, SCCIP will relocate from tempo-
rary digs to Biotech Island. Guangzhou has
already resettled thousands of people from the
1.8-square-kilometer island in the Pearl River,
near Sun Yat-sen University, to convert the
island into an R&D center.

As high-tech moves in, low-cost production
will shift to “the hinterlands”—China’s western
and central provinces—predicts Ivan
Tselichtchev, an expert on Asian economies at
the Japan Center for Economic Research in
Tokyo. “Yes, many companies collapsed,” he
says. “But the economy is still growing. It’s an
amazing phenomenon.” –RICHARD STONE

Betting on Biotech to Transform
Guangdong, China’s Export Hub

PHARMACEUTICALS
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Come hither. Guangdong vice
governor Wang Qingliang
hopes SSCIP (inset) and other
investments will lure scientific
talent to his province.

Published by AAAS



3 JULY 2009 VOL 325 SCIENCE www.sciencemag.org22

NEWS OF THE WEEK

XI’AN, CHINA—In life, he subdued China’s war-

ring states and became the country’s f irst

emperor. In death, he brought an army to

heaven to perpetuate his rule. Since the stun-

ning discovery of Emperor Qin Shihuang’s

tombs 35 years ago, archaeologists have

unearthed about 1300 life-size terra-cotta sol-

diers and horses and a wealth of other artifacts

that illuminate the brief but world-changing

Qin Dynasty 2200 years ago. Last month at the

renowned site, archaeologists began the latest

round of excavation in a pit untouched for

2 decades. They hope to penetrate lingering

puzzles about the Qin Dynasty, and they will

test a new method of preserving the terra-cotta

warriors’exquisitely perishable hues.

Perhaps the biggest mystery is why Qin led

an army into the afterlife. “We’ve never found

anything like it in the tombs of earlier kings,”

says the excavation’s executive director,

archaeologist Xu Weihong of the Museum of

the Terracotta Warriors and Horses of Emperor

Qin Shihuang here. There are several theories,

including a popular one that Qin believed his

army would awaken and empower him in the

spirit world. Supporting that idea, archaeolo-

gists have uncovered only real weapons—no

facsimiles—interred with the soldiers. But the

evidence is not decisive. “The larger question

of the significance and purpose of burying

life-size replicas of Qin soldiers remains, in my

opinion, largely unanswered,” says Jeffrey

Riegel, an East Asia scholar at the University

of Sydney in Australia.

Contemporary accounts paint a broad-

brush view of Qin Shihuang’s life. Born in

259 B.C.E., the future emperor, Ying Zheng,

ascended to the throne of Qin State when he

was 13. Nine years later a regent ceded him

power, and the young monarch was soon tested

by internal revolt. Ying pacified Qin and then

proceeded to conquer China’s other six states.

He proclaimed himself emperor and took the

name Qin Shihuang in 221 B.C.E.

After unifying China, Qin Shihuang set out

to modernize it. Annals recount how he abol-

ished the feudal system, built roads to China’s

far corners, and standardized weights, meas-

ures, and handwriting. During his reign, hun-

dreds of thousands of laborers erected much of

the Great Wall and scores of palaces. Legend

has it that in his 40s, the emperor grew obsessed

with death and searched for an elixir of immor-

tality. But he failed to even attain old age: Qin

died when he was 50. In the power vacuum that

followed, rival armies vied for control of the

empire. The victor was Liu Bang, founder of

the Han Dynasty.

Soon after Qin took power, he began prepar-

ing for the afterlife. Construction of his mau-

soleum at Mount Li, 35 kilometers east of

Xi’an, took 38 years. The mausoleum, once

crowned with pavilions, was never a secret, and

even today it is visible as a kilometer-long

wooded mound that rises a gentle 75 meters

above the surrounding land.

Nearby, one of archaeology’s greatest sur-

prises lay hidden for centuries. In March 1974,

farmers digging a well discovered pottery frag-

ments about 1.5 kilometers east of the mau-

soleum. Excavations revealed the smashed-up

remains of Qin’s terra-cotta army—8000 clay

soldiers and horses, researchers estimate—

arrayed in three vast pits.

Over the centuries, fire and floods bled

many warriors of their original colors. Past

excavations unearthed some figures with intact

paint, but within minutes after exposure to air,

the paint would peel off and reveal the dull-gray

Archaeologists Seek New Clues to the
Riddle of Emperor Qin’s Terra-Cotta Army

CHINA

Searching for answers.

Xu Weihong hopes to

unearth artifacts

more illuminating

than yet more

soldiers.

ZHOUKOUDIAN, CHINA—On a sweltering late

June day, Zhang Xiaoling hunches under a

makeshift canvas roof over one of Asia’s most

famous Stone Age sites. It’s roasting in the

shelter, but Zhang, a stone-tools specialist at

the Institute of Vertebrate Paleontology and

Paleoanthropology (IVPP) in Beijing who

just earned her Ph.D., is grinning from ear to

ear. “I think we’ll find something soon,” she

says. “I’m so excited.”

Last week, work commenced on a new

excavation here in the cave-riddled hills of

Zhoukoudian, 50 kilometers

southwest of Beijing, where

early last century scientists dis-

covered Peking Man: a trove of

Homo erectus fossils as well as

rudimentary tools and the bones

of woolly rhinos and other Ice

Age fauna. The new dig aims to

both stabilize the iconic site and

unearth evidence that could

influence simmering debates,

such as whether Peking Man

was a hunter or a scavenger and

whether the hominin tamed fire.

“I strongly support new excavations,” says

paleoanthropologist Russell L. Ciochon of

the University of Iowa in Iowa City. “For too

many years, Zhoukoudian has been treated

more as a shrine rather than a valuable paleo-

anthropological site.”

Peking Man (now called Beijing Man in

Chinese) has a storied history. European sci-

entists discovered a few ancient teeth here at

Dragon Bone Hill in the 1920s before archae-

ologist Pei Wenzhong made a stunning find in

1929: a nearly complete skull. Up until the

Japanese invasion in 1937, Pei and others

unearthed some 200 bones, including five

more partial skulls—all of which vanished

during World War II—and thousands of

pieces of worked stone. In a paper last March

in Nature, IVPP Vice-Director Gao Xing and

colleagues used the ratio of aluminum-26 and

beryllium-10 in quartz crystals to date the

Peking Man strata to 680,000 to 780,000

years old, about 200,000 years older than pre-

viously thought.

The new excavation is in a 20-square-

Still Seeking Peking Man

PALEOANTHROPOLOGY

Perilous perch. The excavation

will take place at the edge of an

unstable 40-meter-high cliff. C
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fired clay. The loss was more than aesthetic. For
example, one warrior’s face was different from
the rest: Instead of the usual cream-colored pig-
ments, it was painted a garish green. “We think
he was a kind of wizard meant to terrify the
enemy,” says Rong Bo, an analytical chemist
and conservation scientist at the museum.
Because such tantalizing clues flaked off
before their eyes, archaeologists sharply lim-
ited further excavations.

In the meantime, Rong and others set out to
crack the riddle of the brittle pigments. Work-
ing with experts from the Bavarian State Con-
servation Office in Germany, the museum
researchers determined that Qin artisans
ground up semiprecious stones, such as azurite

and malachite, for the pigments. The much-
admired “Han purple,” they found, is a mixture
of barium copper silicate and a dash of
cinnabar. Pigments were applied after fired fig-
ures were glazed with two layers of qi lacquer.
The collaborators also figured out why the war-
riors have a bad case of peeling: Xi’an’s bone-
dry air shrinks the lacquer.

Hoping to prevent shrinkage, scientists tried
every off-the-shelf adhesive they could lay their
hands on. Nothing worked. “It was so frustrat-
ing,” says Rong. Finally, they hit upon two solu-
tions. One employs polyethylene glycol (PEG),
used in everything from laxatives to skin
creams. Short-chain PEGs penetrate the lac-
quer’s tiny pores, replacing water that would

have evaporated out, and a poly-
methacrylate dispersion helps
keep the lacquer adhered to the
clay. In a second technique, a
compound called Plex 6801-3, a
sealant for sewage pipes contain-
ing 2-hydroxy ethyl methacrylate,
works its way into the lacquer and
is hardened by electron beam irra-
diation. But preventing the terra-
cotta warriors’colors from fading
remains a major challenge, inde-
pendent experts say.

After reviewing the new
methodology, the State Adminis-

tration of Cultural Heritage certif ied the
museum to resume excavations. The museum
is going it alone, having ditched its earlier
partner, the Shaanxi Institute of Archaeology.
(A Qin expert formerly with the institute
declined to speak with Science.) The new dig
at the UNESCO World Heritage site is attract-
ing intense scrutiny from authorities and the
public. “We feel a heavy responsibility on our
shoulders,” says Xu.

Work is now under way at Pit 1, the biggest
of the three and until last month undisturbed
(apart from hosting millions of tourists) since
1986. By the end of the year, 200 square meters
will be excavated; the plan is to complete 2000
square meters in 5 years. Workers frequently
sprinkle water on the soil to protect relics. Xu’s
aim is not to raise the tally of disinterred war-
riors but to f ind artifacts that could help
researchers understand Qin funerary practices.
“Digging up more soldiers is not in the least bit
interesting,” she insists. “They really provide
little information about that time.”

Soon after the Qin Dynasty fell, annals say,
the king of Chu State raided the tombs and
torched their wooden rafters. His forces also
razed the palaces and pavilions around the
mausoleum but evidently failed to penetrate
the mausoleum’s inner sanctums. Annals tell
of treasures there that would make King
Tutankhamen look like a pauper, including a
ceiling studded with jewels representing celes-
tial bodies and flowing “rivers of mercury” rep-
resenting China’s great rivers. Archaeologists
have peered inside with equipment such as
ground-penetrating radar and have measured
intriguingly high mercury levels in the soil. But
the heritage administration forbids any digging
at the mausoleum, and Xu insists she’s not curi-
ous. “Not in 100 years will it be opened,” she
says. Rong, looking on, smiles. “I’m curious,”
he says. “But we have to leave something for
future generations.” –RICHARD STONE

Everlasting army. Pieced-together

terra-cotta warriors on display at Pit 1.

meter section of the western end of Site 1,
where remains of some 40 H. erectus individ-
uals have been unearthed. One objective is to
stabilize the site, perched on 
the edge of a cliff and at risk of 
collapse, says Gao, the project 
leader. The first 2 months will 
be spent removing a hazardous
outcropping. Team members 
will be roped like mountain 
climbers. “It’s very dangerous 
to work here,” Gao says.

Gao is downplaying expec-
tations of what he describes as 
a salvage archaeology opera-
tion. The biggest prize, he 
says, would be a skull: It would 
be “sheer luck” to find one, he 
says. Only casts remain of the 
missing skulls. Gao says he would be happy
with a jawbone, which could clarify evolu-
tionary relationships with other hominin
subspecies, or finger bones, which could
shed light on Peking Man’s dexterity for

fashioning tools. Researchers also hope to
examine stone tools in situ. A better under-
standing of the timeline of hominin occupa-

tion “may be more impor-
tant than the discovery of
isolated fossils,” Gao says.

Excavations will con-
tinue through October.
Outside the glare of that
spotlight, Gao and others
are planning field surveys
and excavations at localities
across China under a 5-year,
$2 million project funded by
the science ministry. Gao is
eyeing one site in particular:
a cave in Jianshi in central
China’s Hubei Province,
dating to more 1 million

years ago. “It has great potential” to yield
H. erectus fossils, he says. Of course, they
would have to be especially dazzling to
nudge Zhoukoudian and Peking Man off
center stage. –RICHARD STONE

Under no illusions. Finding a

skull would be sheer luck, says

Gao Xing.
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The nervous systems of modern animals are

amazingly diverse. A few hundred nerve cells

are all a lowly nematode needs to find food

and a mate. With about 100,000 neurons, a

fruit fly can perform aerial acrobatics, dance

to woo a mate, and throw kicks and punches

to repel a rival. The sperm whale’s 8-kilogram

brain, the largest on the planet, is the naviga-

tion system for cross-ocean travel and 1000-

meter dives and enables these highly social

creatures to communicate. The human

brain—one-sixth that size—is the wellspring

of art, literature, and scientific inquiry. 

But how did they all get started? What

did the first neurons and nervous systems

look like, and what advantages did they con-

fer on the animals that possessed them?

These were questions the father of evolution,

Charles Darwin, was ill-equipped to address.

Although comparative neuroanatomy dates

back to ancient Greece, the tools of the trade

had not been refined much by the mid-19th

century. In Darwin’s day, anatomists were

limited to gross observations of brains; they

knew relatively little about the workings of

nerves themselves. Only around the time

Darwin died in 1882 were scientists beginning

to develop stains to label individual cells for

more detailed postmortem neuroanatomical

studies. Methods for investigating the elec-

trical properties of individual neurons in liv-

ing brain tissue were still decades away, to

say nothing of techniques for investigating

genes and genomes.

Using such modern tools, scientists have

recently begun to gain some tantalizing clues

about the evolutionary origins of nervous sys-

tems. They’ve found that some of the key

molecular building blocks of neurons predate

even the first multicellular organisms. By

looking down the tree of life, they are con-

cluding that assembling these components

into a cell a modern neuroscientist would rec-

ognize as a neuron probably happened very

early in animal evolution, more than 600 mil-

lion years ago. Most scientists agree that cir-

cuits of interconnected neurons probably

arose soon thereafter, first as diffuse webs

and later as a centralized brain and nerves. 

But the resolution of this picture is fuzzy.

The order in which early branches split off the

animal tree of life is controversial, and differ-

ent arrangements imply different story lines

for the origins and early evolution of nervous

systems. The phylogeny is “a bit of a rat’s nest

right now,” says Sally Leys of the University

of Alberta in Edmonton, Canada. Scientists

also disagree on which animals were the first

to have a centralized nervous system and

how many times neurons and nervous sys-

tems evolved independently. Peering back

through the ages for a glimpse of the first

nervous systems is no easy trick. 

In addition, there is some intellectual

inertia that may need to be overcome, some

researchers say. “If you look at any other

organ or structure, people easily assume it

could evolve multiple times, … 

but for some reason, people 

are stuck on [a single origin] of 

neurons,” says Leonid Moroz, an

evolutionary neurobiologist at 

the Whitney Laboratory in St.

Augustine, Florida. 

How to build a neuron

Like nervous systems, nerve

cells come in many varieties.

Neurons are easy to recognize

but somewhat slippery to define.

They all share directionality—

i.e., the ability to receive infor-

mation at one end and transmit

information at the other. Electri-

cal excitability is another defin-

ing feature; a neuron can regulate

the flow of ions across its outer

membrane to conduct electrical impulses.

Nearly all neurons form synapses, points of

contact where chemical neurotransmitters

convey messages between cells, and many

neurons possess branches called dendrites for

receiving synaptic inputs and long axons for

conducting outgoing signals.

Arranged in circuits, neurons open up new

behavioral possibilities for an animal. Electri-

cal conduction via axons is faster and more

precise than the diffusion of chemical signals,

enabling quick detection and a coordinated

response to threats and opportunities. With a

few upgrades, a nervous system can remem-

ber past experiences and anticipate the future. 

Although the advantages of going neural

are clear, how it first happened is anything

but. One hypothesis that still resonates today

dates back to 1970. George Mackie of the

University of Victoria in Canada envisioned

something like the sheet of tissue that makes

up the bell of a jellyfish as starting material.

Cells in the sheet can both detect physical

contact and contract in response. Mackie

proposed that these multifunctional cells

may have given rise to two new cell types:

specialized sensory cells on the sheet’s sur-

face and muscle cells underneath. Initially,

cells in the two layers touched, with ions

passing through pores in the cells’ mem-

branes to conduct electrical impulses

between them. With further specialization,

the distance between the sensory and muscle

cells grew and axons arose to bridge the gap.

Eventually, “interneurons” appeared, form-

ing synapses with sensory neurons at one end

and with muscle cells at the other end.

It’s a plausible scenario, says Detlev

Arendt, a developmental biologist at the

European Molecular Biology Laboratory in

Heidelberg, Germany. But there are other 

possibilities, and they’re not

mutually exclusive, Arendt says.

Moroz agrees: “Neurons may

have appeared in multiple line-

ages in a relatively short time.”

Consistent with this idea,

some crucial components of neu-

rons exist in many cell types that

predate the first neurons. Voltage-

gated ion channels, tiny pores that

control the flow of ions across a

neuron’s outer membrane to create

electrical signals, can be found

in bacteria and archaebacteria,

notes Robert Meech, a neuro-

physiologist at the University of

Bristol in the United Kingdom.

And in the 1960s, researchers

found that when the single-celled

Paramecium caudatum bumps

On the Origin of

The Nervous System
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into an obstacle, a voltage change sweeps

from one end to the other, much like the

“action potentials” that convey a signal down

the length of a neuron. In Paramecium, this

electrical blip reverses the beat of its cilia,

temporarily altering its course. Electrical

excitability, it seems, evolved long before neu-

rons made it their specialty.

On the brink

To hunt for additional clues about neuron

evolution, researchers have turned to some of

the most primitive animals alive on Earth

today: sponges. Many scientists think these

marine and freshwater filter feeders are the

living creatures most similar to the common

ancestor of all animals. And to many

researchers, sponges look like animals on the

verge of a nervous breakthrough. Sponges

don’t have a nervous system, or even neu-

rons, but they do have a surprising number of

the building blocks that would be needed to

put a nervous system together.

Researchers working to unravel the

genome of the marine sponge Amphimedon

queenslandica reported in PLoS ONE in

2007 that these animals contain the genetic

blueprints for a set of proteins typically

found on the receiving side of a synapse. In

neurons, these proteins provide a scaffold

that anchors neurotransmitter receptors into

the cells’ outer membrane. Yet electron

microscope studies have failed to f ind

synapses in sponges. And although their

genomes contain genes for some neuro-

transmitter receptors, sponges appear to lack

the type of receptors used for most excita-

tory neural communication in other animals.

Thus, the function of these synaptic scaf-

folding proteins in a sponge is a mystery,

says Kenneth Kosik, a neuroscientist at the

University of California, Santa Barbara,

who led the study.

Last year, the Amphimedon genome

yielded another surprising find. A team led

by Bernard Degnan of the University of

Queensland in Brisbane, Australia, reported

in Current Biology that cells in the sponge’s

larvae express a handful of genes that spur

neural precursor cells to develop into full-

fledged neurons in more complex animals.

Inserting the sponge version of one of these

genes into frog embryos and fruit fly larvae

led to the birth of extra neurons. Degnan

suspects that the cells that express them

might be a type of protoneuron. These cells

sit on the outer surface of the sponge larvae,

and Degnan speculates that they may some-

how help the free-floating larvae sense their

environment and f ind a suitable place to

settle down and metamorphose into their

adult form.

Physiological experiments with sponges

have also turned up signs of neural fore-

shadowing. Some sponges, for example,

generate action potentials. In a 1997 Nature

paper, Leys and Mackie reported that when

the glass sponge Rhabdocalyptus dawsoni

gets bumped or detects sediment in the

water it f ilters for food, a voltage change

sweeps across its body, and the cilia that

pump water through the sponge’s body shut

down. (The glass sponge is essentially one

giant cell with a continuous, weblike intra-

cellular space.) This electrical

blip lasts about 5 seconds,

compared with a millisecond

or so for most action poten-

tials in neurons, but it seems

to accomplish the same basic

goal as a reflex mediated by

neurons: generating a coor-

dinated response to an exter-

nal stimulus.

All in all ,  says Leys,

sponges provide a tantalizing

picture of what an animal on

the brink of evolving a nerv-

ous system might look like.

Their cells have many of the 

right components, but some assembly is

still required. And although they have a

wider behavioral repertoire than most peo-

ple realize, Leys says, their “reflexes” are

far slower than those of animals with a

nervous system. 

But some researchers argue that sponges

aren’t the most primitive living animals.

In one controversial study, published in the

10 April 2008 issue of Nature, a team of

European and North American researchers

www.sciencemag.org SCIENCE VOL 325 3 JULY 2009 25

“I think everybody agrees that

nervous systems were at first

diffuse and then evolved to be

centralized. … But there’s no

consensus yet on exactly when

this happened.”

—Detlev Arendt,

European Molecular Biology Laboratory

METAZOA

EARLY ANIMAL EVOLUTION

Porifera (Sponges) Placozoa
Ctenophora
(Comb Jellies)

Bilateria (all animals 
with bilateral symmetry)

Cnidaria
(Jellyfish & Anemones)

Possible origin of centralized nervous system Possible origin of neurons 

A thorny tree. Uncertainty about early animal

evolution complicates any discussion of neural

origins. This potential scenario is based on a

recent genomics study. 
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reported that their analysis of 150 gene

fragments from each of 77 animal taxa sug-

gested that ctenophores, not sponges, are

the lowest branch on the animal tree of life.

Ctenophores, or comb jellies, are trans-

lucent, bloblike marine organisms that bear

a passing resemblance to some jellyfish.

Like true jellies, ctenophores have bona

fide neurons and a simple netlike nervous

system. Their position at the base of the ani-

mal family tree—if it stands up—would

shake up many researchers’ views on nerv-

ous system evolution. 

Among the unpalatable implications, in

the eyes of some researchers, is that if

ctenophores came before sponges, the

assorted nervous system components that

have turned up in sponges may not be fore-

shadowing after all but rather the remnants

of a nervous system that was lost after the

sponge lineage split  off from that of

ctenophores. 

What’s new, jellyfish?
Another contender for most primitive animals

with a proper nervous system are cnidarians,

a group that includes the true jellyfish, corals,

and sea anemones. As in ctenophores, the

nervous system of cnidarians is often

described as a “nerve net.” This description

is apt for anemones, which have a diffuse

web of neurons with no discernible concen-

tration of neurons in any one place. But

some jellyf ish, such as the bell-shaped

Aglantha digitale, are more organized, with

clearly defined bundles of nerves running

around the base of the bell.

Cnidarian neurons generate action poten-

tials and release neurotransmitters to com-

municate across synapses. The genome of

the starlet sea anemone, Nematostella

vectensis, reveals a surprisingly large array

of genes encoding enzymes that synthesize

or break down neurotransmitters, as well

as receptors for these signaling molecules

(Science, 6 July 2007, p. 86). The genome

hints at a complexity of neural signaling

similar to that seen in more complex ani-

mals, says Michel Anctil, a comparative

neurobiologist at the University of Montreal

in Canada: “The potential is there. How much

they use it is what we have to figure out.” 

Getting a head 
Just as sponges, comb jellies, and sea

anemones may hold clues to how the first

nerves and nerve nets arose, other creatures

may shed light on the evolution of more

complex neural circuitry. “I think every-

body agrees that nervous systems were at

first diffuse and then evolved to be central-

ized,” with a concentration of neurons in

the front end of the animal—that is, a

brain—and a nerve cord connecting it to

the rest of the body, says Arendt. “But

there’s no consensus yet on exactly when

this happened.” Arendt and others have

argued that a centralized nervous system

existed in the ancestor of all bilaterally

symmetrical animals, or bilaterians. 

Studies dating back to the early 1990s

have found that several genes involved in

shaping the central nervous system as it

develops in fruit flies are expressed in a sim-

ilar pattern and play a similar role in nervous

system development in vertebrates and in

distantly related invertebrates such as

annelid worms. That implies that these

genes were already present in the last com-

mon ancestor of all these creatures—the

ancestor of all bilaterians—and suggests to

Arendt and others that this ancestor had a

centralized nervous system. 

But not everyone is so sure. Christopher

Lowe of the University of Chicago in Illinois

and colleagues have found that Saccoglossus

kowalevskii, a wormlike creature that belongs

to the group of invertebrates most closely

related to vertebrates, the hemichordates,

has many of the same neural development

genes expressed in a similar pattern. Yet Sac-

coglossus has a mostly diffuse nervous sys-

tem. If having the genes and expressing

them in a given pattern isn’t sufficient to

establish a centralized nervous system, that

leaves open the possibility that the bilaterian

ancestor had a diffuse nervous system, Lowe

says. “I would argue that we have a range of

possibilities,” he says. Because most but not

all modern bilaterians have a centralized

nervous system, there will be awkward

implications no matter what. If the bilaterian

ancestor had a diffuse nervous system, cen-

tralized nervous systems must have origi-

nated multiple times in multiple bilaterian

lineages—a far less parsimonious scenario

than a single origin. On the other hand, if the

ancestor had a centralized nervous system,

several lineages, including that of Sac-

coglossus, must have later reverted to a dif-

fuse nervous system—an apparent down-

grade that’s hard to explain.

The puzzles don’t end there. Fast-

forwarding a bit in evolutionary time raises a

new set of questions. What is the origin of

the myelin insulation that speeds conduction

down axons and ensures the fidelity of neu-

ral signals? Or of the glial cells that are prov-

ing to have important roles in brain function

and appear to be more numerous in complex

nervous systems? 

For that matter, how many ways are there

to build a complex brain? Aristotle’s notion of

a scala naturae, or natural ladder, influenced

the thinking of researchers well into the 20th

century, says R. Glenn Northcutt, an expert on

vertebrate brain evolution at the University of

California, San Diego. “It was assumed that

all vertebrates and invertebrates could be

arranged in a linear series, with man and the

angels at the top,” Northcutt says, but “we now

know that’s just nonsense.” Most researchers

now agree that equally complex—but

anatomically different—brains have evolved

in birds, mammals, and other animal line-

ages, Northcutt says: “At least four or five

times independently, … major radiations of

vertebrates have evolved complex brain

structure.” But whether brains that are

put together differently operate on similar

principles is still an open question. And then

there is the enduring question of what, if

anything, is special about the human brain.

Perhaps the emerging clues about the long

evolutionary path we’ve taken will one day

help us decide where we are. 

–GREG MILLER

ORIGINS OF NEURONS

Neurons

One way to build a neu-

ron. Neurons may have
arisen from multifunctional
cells—like those in a jelly-
fish’s bell (far left)—that
gradually became more
specialized. 
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Last month, the Behavior Genetics Associa-

tion held its annual meeting in Minneapolis,

home of the world-famous Minnesota Study

of Twins Reared Apart. Attendees took the

occasion to honor psychologist Thomas

Bouchard, the man who started it all.

Bouchard, 71, is retiring after 40 years at the

University of Minnesota, Twin Cities, and

has moved to Steamboat Springs, Colorado. 

Bouchard spoke with Science at the

meeting; his comments have been edited for

clarity and brevity. –CONSTANCE HOLDEN

Q: What got you into twin studies?
T.B.: I was teaching the psychology of indi-

vidual differences, and in 1979, two different

people put a copy in my mailbox of a story

about twins reared apart and their similarities

when they met. [These were the “Jim twins,”

Jim Springer and Jim Lewis, who had been

separated at birth and reunited at age 39.

Both married women named Linda,

divorced, and remarried women named

Betty. They named their sons James Allan

and James Alan, respectively, and both had

dogs named Toy.] They sounded interesting,

so I asked a few of my colleagues to help me

study them. We ended up studying twins

reared apart—126 pairs including 74 pairs of

identical twins—for 20 years. [The twin

study wound down in 2000.] I found that I

loved working with twins. They’re still amaz-

ing and a major mystery to me.

Q: What were attitudes toward behavioral
genetics in the early years of your career?
T.B.: In graduate school at UC [the Univer-

sity of California] Berkeley, I was reading a

book edited by psychiatrist D. D. Jackson on

the etiology of schizophrenia. The f irst

chapter, by a geneticist, was on twin studies.

Then Jackson refuted it all with just the kind

of crap you hear now against twin studies.

He said families are the cause of schizo-

phrenia. I remember saying in a graduate

seminar, “Most of this stuff [in Jackson’s

argument] is junk”—I crawled out of the

seminar room a bloody pulp. The reaction

[from seminar members] was my f irst

absolutely clear-cut demonstration that psy-

chologists believed correlation is causation,

… and many still do.

In the ’70s, when I was teaching research

by [IQ researcher Arthur] Jensen and [twin

researcher Francis] Galton, people picketed

me, called me a racist, tried to get me fired.

The progressive student association sent

members in to ask hostile questions. … So I

put a tape recorder on the podium and said:

“I’m going to tape my lectures.” I never

heard from them again. They knew what

they were saying was nonsense and I would

be able to prove it.

Q: Do you think perceptions have changed
dramatically since the ‘70s now that twin
research has revealed genetic bases for
many disorders, such as autism (which had
been blamed on cold mothers) and ADHD
(for which many blamed food dyes)?
T.B.:Within the university—at least at U. Min-

nesota—the cumulative impact of behavioral

genetics f indings has had a lot of effect.

There’s a lot more tolerance for the idea of

genetic influences in individual differences.

But we still have whole domains we can’t

talk about. One of the great dangers in the

psychology of individual differences is

self-censorship. For example, when I was a

student, it was widely accepted that black

self-esteem was much lower than white self-

esteem, and that was a cause of differences in

achievement between the two groups. Now

that’s been completely overturned—there is

virtually no racial difference in self-esteem.

But people had enormous amounts of data

[showing this] that they didn’t publish

because it did not fit the prevailing belief

system. How much wasted effort was gener-

ated by the flawed self-esteem work as an

explanation of the black-white IQ difference?

Nowadays, I’m sure there are people who are

not publishing stuff on sex differences.

Look what happened to Larry Summers

[who resigned as president of Harvard

University after suggesting that discrimina-

tion alone doesn’t account for

women’s lower representation in

math-based disciplines]. I talk

about those things in my class

all the time—that males and

females have different interests;

… in a sense, females have

a broader and richer view of

life. There are a lot of people

who simply won’t talk about

those things. Academics, like

teenagers, sometimes don’t have

any sense regarding the degree to

which they are conformists.

Q: What are you working on now?
T.B.: I’m studying what I call the

traditional-values triad: religious-

ness, conservatism, and authori-

tarianism. They correlate

with each other. In our

most recent paper [based

on Minnesota twin data],

we showed that the same

genes affect all three traits.

The superfactor [the under-

lying trait they share] is

traditionalism; I think the

underlying psychological 

process is the notion of obedience. It’s exactly

the same trait that Stanley Milgram studied in

the ’60s [when students willingly adminis-

tered electric shocks to unseen victims]. Most

researchers talk about obedience as being a

bad thing. But it’s also the glue that holds

societies together.

Q: Anything you would have done differently?
T.B.: Bouchard has gotten everything he

wanted from day one. … I’ve led a charmed

life. … If I had it to do all over again, I

would do almost exactly what I’ve done. I

know there are people who really dislike

what I do. … But look, I’m retired—they’re

not going to take my skis away.

Behavioral Geneticist Celebrates

Twins, Scorns PC Science

NEWSMAKER INTERVIEW

Twin pioneer. Thomas
Bouchard launched the
world-famous study with
the “Jim twins.”
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Bayh-Dole Act encourages
public-private research deals

1995 

Public Health Service
issues regulation on grantee

conflicts of interests

1999 

Patient Jesse Gelsinger dies in
public-private gene therapy trial

THE EVOLUTION OF CONFLICTS-OF-INTEREST POLICIES

In the mid-1990s, psychiatrist Alan
Schatzberg and colleagues wanted to test a
new way of treating psychotic depression.
Their aim was to suppress the brain’s recep-
tors for the hormone cortisol, which is ele-
vated in patients with this disease. They
decided to try a cortisol blocker called
mifepristone, also known as RU-486, the
abortion drug. Schatzberg, then at Stanford
University in Palo Alto, California, won fund-
ing from the National Institutes of Health
(NIH) for a small clinical study that showed
that mifepristone appeared to help some
patients overcome psychotic depression. 

Stanford then applied for a patent to use
mifepristone for treating psychotic depres-
sion. When the pharmaceutical industry
showed no interest in developing the drug,
Schatzberg co-founded a company in 1998,
Corcept Therapeutics, to license the
technology and test it in larger clinical
studies. For nearly 3 decades, federal law
has encouraged such interactions so that

taxpayer-funded discoveries can make their
way into products. 

Last summer, the Stanford-Corcept
arrangement came under f ire. Senator
Charles Grassley (R–IA) accused Schatzberg
of concealing from his university that he
held stock in Corcept worth $6 million.
When Stanford informed Grassley it knew
the stock’s value and argued that
Schatzberg was not directly involved with
the clinical trial, the senator came back
with new questions: Why did Schatzberg
head a grant to study mifepristone? And why
had he co-authored papers on the clinical
results? At that point, Stanford removed
Schatzberg from the NIH grant but said no
rules were broken.

Schatzberg and Stanford argue that,
although their reading of U.S. regulations
may surprise the public, it’s for a good
cause: developing a new drug for severely
depressed patients. Grassley is skeptical:
He has suggested that medical entrepre-

neurs at research universities who fail to
properly disclose outside income are vio-
lating the law and may bias their work in a
way that distorts medical care. Grassley’s
efforts to clean up what he sees as a corrupt
enterprise have targeted about a dozen
researchers like Schatzberg to date.

As part of his probe, Grassley has homed
in on an overlooked trouble spot: federal
rules requiring that institutions track and
“manage” faculty members’ industry ties.
NIH is now contemplating the first major
overhaul of these rules in nearly 15 years. It
has solicited public comments on a variety
of issues—the deadline for responses is
next week—as a prelude to proposing
tighter regulations. The end result is
expected to vastly expand the information
that faculty—both basic and clinical—must
report to their institutions and to NIH. And
it will likely ask for more details on how
institutions follow up on conflicts. In a
related effort, Grassley has introduced a bill
that would require drug and device compa-
nies to disclose their payments to doctors in
an online database. It would inform the pub-
lic about conflicts and help ensure that
researchers report honestly.

Grassley has blamed NIH for not keep-
ing a close enough watch over conflicts;
some academic observers agree that the
government needs to take a stronger hand.
But NIH leaders, echoing the views of the
research community, say the primary bur-
den of overseeing conflicts should remain
with institutions because rigid rules would
stifle innovation. The system has worked
well, although it may have been tainted by
some bad apples, they say. “A few cases are
getting heavily covered in the press. And
the implication is that the entire system is
corrupt. That is not true. … That’s why it’s
so important for the scientific community
to own this, to see what’s at stake here,” act-
ing NIH Director Raynard Kington said in
an interview earlier this year. 

When the final rules have been agreed
upon, universities will need to show that
they can follow through, says Eric Campbell

Private Money, Public Disclosure
A Senate investigation is forcing federally funded medical institutions to reveal

exactly how much money their researchers receive from industry

ETHICS

Sunshine man. Senator Grassley says company pay-

ments to doctors should be made public.
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of Harvard Medical School in Boston, an
expert on industry-academic relations.
University leaders have “staved off federal
intervention for a long time” with the argu-
ment that only they can manage the prob-
lem, he says. “Over time, public scrutiny
wears that argument away”—and right now
it seems to have worn thin.

Conflicting signals

Relatively few academic researchers had
ties to companies before 1980, when Con-
gress passed the Bayh-Dole Act. That
change in the law encouraged universities to
patent and commercialize discoveries made
by faculty members who received federal
funds. It also led universities to create tech-
nology transfer off ices and spurred hun-
dreds of start-up companies, industry-
endowed chairs, private funding for clinical
studies, and consulting deals. 

These changes also raised the potential for
industry money to bias studies. To deal with
that risk, the Public Health Service (which
includes NIH), issued its first conflicts-of-
interest regulation for PHS-funded investiga-
tors in 1995, after 6 years of debate. It
requires grantees to report to their institution
financial conflicts “related to the research”
that are “significant”—defined as more than
$10,000 per year from a given company, or
5% equity in a company. These cutoff points,
says Susan Ehringhaus, an attorney at the
Association of American Medical Colleges
(AAMC), were arbitrary. Institutions must
review the information, reduce or manage
any conflicts, and tell NIH if a grant involves
a significant conflict. 

Concerns about gaps in this oversight
system have been mounting ever since. After
a volunteer died in 1999 in a gene therapy
trial in which the lead investigator and uni-
versity had a financial interest, two strong
research lobbies—AAMC and the Associa-
tion of American Universities (AAU)—
came forward with plans for reform. Among
other recommendations, in 2001 they urged

members to adopt a policy barring clinical
researchers from having significant con-
flicts except in compelling circumstances.
But when AAMC surveyed members 2 years
later, it found many were still lagging behind
on the recommendations.

In 2004, a congressional investigation of
conflicts within NIH set off alarm bells again.
It led NIH to ban industry consulting by in-
house scientists, making the rules for NIH
researchers far more draconian than those cov-
ering their colleagues in academia. The spot-
light, university officials realized, could soon
swing back to extramural researchers and their
industry ties. Last year, it did: The Inspector
General of the Department of Health and
Human Services slammed NIH for lax over-
sight of conflicts at grantee institutions.

The issue exploded in the media a year ago
thanks to Grassley, the ranking member of the
Senate Finance Committee. The 75-year-old
Midwesterner, a longtime fraud buster, started
out investigating defense contracts. In recent
years, Grassley, citing his committee’s over-
sight of Medicare and Medicaid, began prob-
ing conflicts of interest involving the approval
of drugs such as Paxil and Vioxx.  

In 2007, these probes led Grassley’s
investigators to conflicts of interest at bio-
medical research institutions. Using a strat-
egy that had worked well in an inquiry by
the House of Representatives, they asked
both companies and institutions about pay-
ments to a faculty member and looked for
discrepancies. Grassley says they got leads
from media reports and “whistleblowers”
such as critical faculty members. 

Grassley’s team made its first big splash
with a front-page story in The New York

Times last June. They alleged that three
Harvard child psychiatrists had failed to
report hundreds of thousands of dollars in
income they received over several years
from drug companies. Other psychiatrists
and surgeons have since been accused of
hiding similar payments, and some have
been disciplined (see table, p. 30).

Risky business

Several of the universities targeted by
Grassley’s investigation are now tightening
their conflicts policies, and several broad
reform efforts are under way. Even before
Grassley’s campaign, some major medical
schools had begun to restrict faculty participa-
tion in industry-funded medical education
courses and promotional talks arranged by
speakers’ bureaus. An Institute of Medicine
(IOM) panel this spring urged all schools to
curb these activities, which some of Grassley’s
quarry said they didn’t think they needed to
report (Science, 1 May, p. 579).

NIH also says it is taking action. It has
suspended a $9 million grant to one univer-
sity for failing to handle conflicts properly.
This spring, the agency announced that it
may strengthen the PHS conflict rule and
asked for comment on questions such as
whether researchers should be required to
provide much more specific financial infor-
mation. Many universities ask researchers
to check a box if outside payments are
above a certain threshold. If that threshold
is, say, “above $50,000,” that means a pay-
ment of $57,000 or $2 million would look
the same. “That’s a huge problem,” because
it doesn’t distinguish between minor and
major conflicts, says conflicts researcher
Lisa Bero of the University of California,
San Francisco, a member of the IOM panel. 

That could change if NIH follows the
advice of the academic community. Three
heavyweight organizations—IOM and, in
comments to NIH, AAMC and AAU—all
say that investigators should disclose to
their institutions specific payments, no mat-
ter how small, that are directly or indirectly
related to their research. The Federation of
American Societies for Experimental Biol-
ogy (FASEB) recommends reporting
income of $200 or more. AAMC and AAU
say they’d like to see the “signif icant”
threshold for reporting to NIH lowered to
$5000 from the current $10,000, and 0.1%
equity rather than 5%. 

2001 and 2002 
Medical colleges (AAMC) and research

universities (AAU) release guidelines on
individual and institutional conflicts

2004 
House probes NIH staff, leading to

ban on NIH staff-industry consulting

January 2008 
HHS Inspector General report

faults NIH oversight of
grantee conflicts

February 2008
AAMC and AAU

issue new conflicts
recommendations

June 2008
Senator Grassley’s

investigation of Harvard
psychiatrists makes news

January 2009 
Grassley reintroduces bill requiring

companies to disclose payments to doctors

May 2009
NIH seeks comment

on revising PHS
regulation on

grantee conflicts
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AAMC and AAU also agree that NIH
should collect more details from institutions
on the conflicts they’re managing. Under the
current rules, institutions only have to tell NIH
whether a conflict was managed, reduced, or
eliminated. That’s partly where the current
problems stem from, suggests Julie Gottlieb,
assistant dean for policy coordination at Johns
Hopkins University School of Medicine in
Baltimore, Maryland. If NIH officials are
serious, says Gottlieb, “they need to do more
than they’ve been doing.”

However, a prohibition on financial con-
flicts above a specific level remains unpop-
ular, even for studies involving human sub-
jects. Although AAMC and AAU have rec-
ommended to their members that signifi-
cant conflicts should be prohibited in clini-
cal research, they say institutions need flex-
ibility, and in comments to NIH they oppose
an “a priori prohibition.” One reason to
avoid broad caps, notes Gottlieb, is that a
great deal of human subjects research is
low-risk—on human tissue samples, for
example. AAU and AAMC also argue that
it’s premature to require policies for institu-
tional-level conflicts. They warn that
“imposing overzealous regulations could
disrupt productive partnerships to the detri-
ment of science and the public.”

Grassley has applauded the AAMC and
AAU statements, saying NIH “should con-
sider everything” in the comment letter. At
least one expert on academic-industry ties,
however, thinks the regulation should pro-
hibit any conflicts in clinical research. “I
think there should be a zero threshold, or very
small,” says Sheldon Krimsky of Tufts Uni-
versity in Medford, Massachusetts, because
even a $100 payment could influence a
researcher’s objectivity.

No rule is universally obeyed, of course,
and scientists could still hide their income.
Many of those Grassley has probed allegedly
were not following existing rules. The remedy
for that, many observers say, is a public data-
base of payments reported by companies—
such as one that would be created by the bill
introduced by Grassley and Senator Herbert
Kohl (D–WI), potentially by October 2011.
University officials could use the database to
audit their faculty members, say AAMC and
AAU, which support the bill.  

The disclosure system would work much
better, the IOM report says, if the research
community developed a standard reporting
format. Some major medical centers have
begun discussing this with companies so
that items they consider irrelevant—such as
a research grant or reimbursement for travel

expenses—don’t get counted as income.
AAMC’s Ehringhaus says standardization
is “a terrific idea,” but “I don’t know yet” if
her organization will move it forward.
FASEB has suggested that PHS develop a
“universal” form. 

Harvard’s Campbell thinks institutions are
making progress. “It’s gone from the Wild
West 15 years ago to a system that seems to be
much more regulated. Over time, people will
pay greater and greater attention,” says Camp-
bell, who was also on the IOM panel. 

Even with stricter rules and full public
disclosure, none of these steps will change
the fundamental contradiction spurred by
Bayh-Dole, says C. K. Gunsalus, special
counsel at the University of Illinois,
Urbana-Champaign, a longtime follower of
integrity in science: “We tell people with
one side of the mouth to be pure as the
driven snow and with the other side say,
‘Take this money,’ ” says Gunsalus. Stan-
ford’s Schatzberg, for example, was follow-
ing both commands when he came under
fire for receiving compensation related to
his NIH-funded research. But with the new
reforms at least one thing will be clear:
Right from the start, everyone will know
about that private money. 

–JOCELYN KAISER

SENATE PROBE OF RESEARCH PSYCHIATRISTS

Senator Charles Grassley (R–IA) has cast a wide net in search of physicians who
failed to fully disclose payments they received from drug and device companies.
One of his concerns, he said, is that biased research could be influencing treat-
ment decisions. Starting with psychiatrists in 2007, Grassley’s investigators
moved on to orthopedic surgeons this year; he has also looked into fees paid
to academic cardiologists, professional associations, and a radio show host.

About 30 universities have now received queries from Grassley. This table
includes cases made public by Grassley involving NIH-funded researchers—
all psychiatrists, many of whom allegedly received consulting income from
companies whose drugs they were studying. (Some researchers have said
they didn’t realize that certain types of payments had to be disclosed.) Dollar
amounts are based on letters and statements from Grassley. –J.K.

Researcher

Joseph Biederman,
Harvard/Mass General Hospital

Thomas Spencer,
Harvard/Mass General Hospital

Timothy Wilens,
Harvard/Mass General Hospital

Alan Schatzberg, Stanford

Charles Nemeroff, Emory

Zachary Stowe, Emory

Karen Wagner,
University of Texas, Austin

Melissa DelBello,
University of Cincinnati

Industry
Income Disclosed

about $200,000
over 7 years

about $200,000
over 7 years

about $200,000
over 7 years

more than
$100,000

$1.2 million
over 7 years

not available

about $100,000
over 7 years

about $100,000 over
2 years

Total Received

about $1.6 million

about $1 million

about $1.6 million

$6 million
in stock

more than $2.4 million

$253,700 over 2 years from
GSK for about 95 lectures

more than $236,000

more than $238,000
 from AstraZeneca

Status

MGH and Harvard are still reviewing, but Biederman agreed to suspend his industry-
related activities in December 2008. Harvard is reviewing its conflicts policy.

MGH and Harvard are reviewing.

MGH and Harvard are reviewing.

Stanford says it knew the stock’s value. Stanford’s medical school soon plans to publicly
disclose faculty members’ industry ties but not dollar amounts. 

NIH suspended a $9 million grant to Emory. The HHS Inspector General is investigating
the case. Last December, Nemeroff stepped down from research and as department chair.

Emory told Stowe to eliminate his conflicts in April. The school recently
banned promotional speaking.

UT is reviewing.

Augustus John Rush,
University of Texas, Southwestern

about $600,000
over 7 years

more than $600,000
Rush left UT for Singapore last August and is no longer being investigated, according
to Grassley’s staff.

UC has increased monitoring of DelBello’s industry activities.
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BEIJING—Every week, Liu Quanru gives 18
lectures on taxonomy, the science of classify-
ing life. It’s not because he loves taxonomy—
which he does. Rather, he is the only professor
at Beijing Normal University qualified to
teach the subject. “It’s really very tiring,” Liu
says, and ultimately deflating: Only a few of
his students end up majoring in taxonomy.

Such apathy could have grave conse-
quences for the preservation of China’s biolog-
ical resources, Liu and others say. “If people
don’t know what they’re dealing with, how can
you identify anything,” says Lu Zhi, executive
director of the Center for Nature and Society at
Beijing University. “It is still not clear how
many species of plants are in China,” or how
many are endangered, explains Hong Deyuan,
a former official at the National Natural Sci-
ence Foundation of China (NSFC). Of more
than 2 million herbarium specimens at the
Institute of Botany of the Chinese Academy of
Sciences (CAS) in Beijing, at least 20% have
not been identified. A similar lacuna exists for
fauna. “After we retire, nobody in our museum
will be able to do research on special animal
species that have important economic signifi-
cance,” such as termites or earwigs, says Qiao
Gexia, curator of the National Animal
Museum in Beijing.

Taxonomy is in decline around the world.
But although the situation is just as grim in
China, the country’s dwindling band of taxon-
omists has one of their own in a powerful posi-
tion: NSFC President Chen Yiyu, a taxono-
mist who majored in systematics and biogeog-
raphy. In 2002, NSFC, the country’s basic
research grants agency, set up a classic taxon-
omy fund, which has thrown a $500,000-a-
year lifeline to established taxonomists. But
that’s not enough, Chen acknowledges. “If
there are fewer and fewer young persons doing
taxonomy, there will be a huge negative
impact,” he says. To prevent Chinese taxon-
omy from slipping into oblivion, NSFC has
invited applications for a pair of 4-year initia-
tives, to be launched in 2010, that aim to better
integrate the field with molecular biology.

Taxonomy in China wasn’t always in such
a parlous state. Until the late 1980s, it was the
primary focus of many of the country’s
botanists. Some 312 plant taxonomists

together edited the first edition of Flora of

China, launched in 1959, says Hong, a vice
chief editor of recent editions. But the field
has been hemorrhaging talent for years.
“Many of our generation have already trans-
ferred their main research fields away from
taxonomy,” says Sun Hang, vice director of
Kunming Institute of Botany, who studies
plant taxonomy and geography.

Sun and others blame the field’s woes on
China’s evaluation system, which awards
promotions and allots funds mainly accord-
ing to a scientist’s publication record: the

number of papers they land in Science Cita-
tion Index journals and the number of cita-
tions the articles receive. Chen agrees that
the evaluation system is unfair. “It is almost
impossible for taxonomical articles to be
published in high-impact-factor journals,” he
says. Taxonomists, he argues, should be
judged by a different standard.

A few have managed to pull this off. For
example, the National Animal Museum
evaluates its taxonomists according to their
expertise in identifying and handling speci-
mens, says Qiao. And at the Institute of
Botany, Hong founded a classical taxonomy
research group whose members are evalu-
ated according to the quality of articles and
monographs they publish, not impact fac-
tors. But in Sun’s view, the special evalua-
tion systems allow the field to survive, not
thrive; they cannot help taxonomists
advance in rank or win grants in national
competitions. NSFC’s classical taxonomy
fund has alleviated the problem and will
continue for the foreseeable future, says
Chen, who also hopes that universities will
expand taxonomy curricula.

For taxonomists to flourish, Chen argues,
they must spread their scientific wings into
molecular biology. He holds up as an exam-
ple a former student, He Shunping, a taxono-
mist at CAS’s Institute of Hydrobiology in
Wuhan and curator of its Aquatic Organisms
Museum. He uses DNA bar coding—a
species-specif ic mitochondrial DNA
sequence—to identify fish species. Unlike
many of his peers, He doesn’t complain
about funding: His DNA-based taxonomy
has earned him a wide network of foreign
collaborators and steady grants.

He’s success rankles some classical taxon-
omists. “There are many problems to judge
species by DNA,” says Liu, who says that clas-
sical taxonomical analysis is much more reli-
able for species identification. Chen, however,
says it’s time for classical taxonomy in China
to move on: “The period of taxonomists sim-
ply identifying species is already past.”

What’s needed, says Sun, is a kind of
Manhattan Project for taxonomy: a mega-
project that would force taxonomists to work
together and train the next generation. One
possibility that the central government is
contemplating, says Beijing University’s Lu,
is a comprehensive survey of China’s bio-
diversity. Such a years-long project would
require an army of taxonomists, perhaps
working in tandem with molecular biologists.
That would rejuvenate the field, says Sun.
“Taxonomy,” he says, “would play an impor-
tant role in China once again.” –LI JIAO

Li Jiao is a writer in Beijing.

China Searches for an 11th-Hour
Lifesaver for a Dying Discipline 
With hundreds of thousands of collected specimens unidentified and many more

undiscovered, China hopes to prop up its taxonomists before vital skills slip away 

TAXONOMY

Endangered species? Liu Quanru, examining a
bromegrass (top), is one of the few classical taxono-
mists left in China. NSFC President Chen Yiyu has
urged the field to modernize.
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LETTERS

Standing the Test of Time Variations

IN HIS NEWS FOCUS STORY “RENEWABLES TEST IQ OF THE GRID” (10 APRIL, P. 172), D.
Charles describes the widely held belief that large-scale use of renewables will become viable

with a smart electric grid and short-term energy storage devices (such as pumped storage and

batteries). However, the problems of integrating renewables with the electricity grid in a low-

carbon world are much larger. Renewables are a time-varying source of energy that does not

automatically match the demand-side time variations. Electricity demand varies daily, over a

3-day weather-related cycle, weekly, and seasonally. The seasonal variation in electric demand

in much of the country is greater than a factor of 2, with seasonal mismatches between renew-

able production and demand. 

In a low-carbon world, the major energy options (nuclear, fossil fuels with carbon-dioxide

sequestration, and renewables) have high capital costs and low operating costs. These 

high–capital-cost systems for electricity gen-

eration operate most economically when they

are at full load all the time. For renewables, this

is the maximum output given solar or wind

conditions. To optimize their operation and to

meet the storage needs of renewables requires

systems that can store large amounts of energy

and can do so on a daily to seasonal basis. The

only existing such technologies are large

hydroelectric dams—but there is not enough

water storage capacity to meet the need. 

There is limited ongoing work on several

new technologies. For example, in nuclear-

hydrogen peak electricity systems, the nuclear

reactor operates at steady state on a continu-

ous basis (1). At times of low electricity

demand, steam and electricity from the reactor

are converted to hydrogen and oxygen by a

solid-oxide high-temperature electrolyzer. At 

times of peak electricity demand, the reactor sends electricity to the grid and the electrolyzer is

operated in reverse on hydrogen and oxygen from storage as a high-temperature fuel cell to pro-

duce electricity. Large-scale seasonal hydrogen storage is economical with use of current

underground natural gas storage technologies. Eliminating greenhouse gas emissions from elec-

tricity production and large-scale use of renewables is not possible until we develop multiple,

seasonal, energy storage systems with fast response capability to address mismatches between

electricity production and demand.
CHARLES FORSBERG* AND MUJID KAZIMI
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Heliophysics Missions

Show Promise

A RECENT NEWS OF THE WEEK STORY (“RE-
port puts NASA’s solar program under a

cloud,” A. Lawler, 13 March, p. 1415) noted

that a report from the National Research

Council (NRC) (“A performance assessment

of NASA’s heliophysics program”) was

critical of the performance of NASA’s

Heliophysics Division with respect to the

2003 Decadal Survey for Solar and Space

Physics. NASA’s heliophysics program has a

record of remarkable success with its recent

space flight programs. These have, in general,

been well-managed, cost-effective, and scien-

tifically exciting efforts. They have returned

far more than the minimum science goals, and

they continue to constitute a “Great Obser-

vatory” of the Sun-Earth system. 

It is unfortunate that the mainstays of

heliophysics space mission funding lines

(the Solar Terrestrial Probe and Explorer

lines) were hugely reduced in the Fiscal Year

(FY) 2005 budgets of NASA (1). More than

half the budgetary authority for the Solar

Terrestrial Probe and Explorer mission lines

was removed. With such evisceration and con-

sequent programmatic uncertainty, it is not

surprising that it is difficult for the Helio-

physics Division to maintain and manage its

space flight program. 

The NRC review gave a low grade to the

“Geospace Network” program. However, the

Radiation Belt Storm Probes part of Geospace

Network is already approaching its critical

design review and is well on its way to a 2012

launch. Also, the mentioned Magnetospheric

Multiscale program was subjected to an

extended (nearly 5-year) initial study phase

before beginning in earnest. It was reassigned

to three different NASA administrators and

five different associate administrators before

being allowed to hit its stride. This is the “dis-

astrous” result to which one of us (D.N.B.)

was referring in his quote to Lawler. 

Similarly, a very creative part of the helio-

physics program, a modified Solar Probe

mission, has been included in NASA’s bud-

get. NASA should be commended for accel-

erating scientifically rewarding programs,

Hydroelectric dam. Dams such as this one can store
large amounts of energy on a flexible schedule, but
they have insufficient water storage capacity glob-
ally to be our sole renewable energy source.

COMMENTARY
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and not punished—as the NRC performance

review seems to do—for advancing one of the

most important missions in solar and helios-

pheric physics. 

It is clear that all of NASA (and other com-

ponents of the U.S. space program as well) is

witnessing large cost growths in flight mis-

sions. As Lawler points out, this has specifi-

cally been true of several recent solar and

space physics missions. NASA must bring the

best management techniques to bear (2) to

help rein in mission cost growth. Heliophysics

is clearly not alone in seeing cost overruns in

its programs. However, based on its history

and track record, heliophysics may have the

best chance of turning this trend around to the

great benefit of all.
DANIEL N. BAKER1* AND THOMAS H. ZURBUCHEN2

1Laboratory for Atmospheric and Space Physics, University

of Colorado, Boulder, CO 80303, USA. 2College of Eng-
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How the Gray Wolf

Got Its Color
THE REPORT “MOLECULAR AND EVOLUTION-
ary history of melanism in North American
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gray wolves” (T. M. Anderson et al., 6 March,

p. 1339) suggests that the KB gene for black

coat color was introgressed from dogs (Canis

lupus familiaris) into North American gray

wolves (C. lupus). However, the authors fail to

consider an alternative hypothesis: The KB

gene may have originated in the historic black

wolves of eastern North America (C. niger, C.

rufus, and C. lycaon). 

The potential for gray wolf and eastern

wolf introgressive hybridization (1) provides a

mechanism to move an eastern wolf–derived

variant into C. lupus during the Wisconsin

glaciation (11,000 to 18,000 years ago). The

only evidence for the KB gene in coyotes is in

the range of the eastern wolf where hybridiza-

tion between the two species (C. lycaon x

latrans) has occurred (2) and not in more west-

ern geographies where gray wolves, dogs, and

coyotes overlap. These coyote samples, how-

ever, were excluded from the analysis of the

most recent common ancestor. If the selection

hypothesis for black coat color in forested

habitats is true, the prevalence of black pelage

in the original timber wolves of the eastern

temperate forests of Canada and the United

States makes the inclusion of eastern wolf

specimens critical for assessing the three
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possible evolutionary histories proposed by

Anderson et al. We suggest that a more com-

plete examination of black canids from east-

ern North America be conducted before con-

clusions of introgressive hybridization from

dogs to gray wolves are drawn. 
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CHRISTOPHER J. KYLE,3 TYLER J. WHEELDON,4

BRENT R. PATTERSON,4 BRADLEY N. WHITE5

1Department of Environmental and Life Sciences, Trent
University, Peterborough, ON K9J 7B8, Canada. 2Department
of Biology, Trent University, Peterborough, ON K9J 7B8,
Canada. 3Department of Forensic Science, Trent University,
Peterborough, ON K9J 7B8, Canada. 4Ontario Ministry of
Natural Resources, Wildlife Research and Development
Section, c/o Trent University, Peterborough, ON K9J 7B8,
Canada. 5Department of Biology, Natural Resources DNA

Profiling and Forensic Centre, Trent University, Peterborough,
ON K9J 7B8, Canada.

*To whom correspondence should be addressed. E-mail:
lrutledge@nrdpfc.ca

References
1. T. Wheeldon, B. N. White, Biol. Lett. 5, 101 (2009).

2. C. J. Kyle et al., Conserv. Genet. 7, 273 (2006). 

Response
WE APPRECIATE AND ENDORSE THE IDEA THAT
additional molecular and phenotypic informa-

tion on natural canid populations will add to

our understanding of gene flow and evolution-

ary histories of domestic dogs and their wild

relatives. However, this information could

only expand upon, rather than revise, our pri-

mary conclusion that the KB allele has been

introduced into wolves from dogs.

Several lines of independent evidence

indicate that KB is “older” in dogs than in

Arctic wolves and their descendants in

Yellowstone National Park. Extended haplo-

types associated with KB are much shorter in

dogs than in wolves, more point mutations

have accumulated in dog KB than in wolf KB

chromosomes, and the worldwide distribution

patterns for KB are much broader in dogs than

in wolves. Had the ky to KB mutation origi-

nated in North American eastern wolves, as

Rutledge and colleagues speculate, it is diffi-

cult to envision how it could have spread so

widely among dog breeds around the world.

Thus, even if KB was introduced from eastern

to western wolves during the Wisconsin

glaciation, KB in eastern wolves would still

have been acquired originally from American

(in this case, Native American) dogs. 
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        T
his bicentenary of Charles Darwin’s

birth has been marked by such a fl ood

of books, exhibitions, t-shirts, mugs, 

podcasts, and television programs that few

people can be unaware of his ground-break-

ing ideas about natural selection. His elegant

explanation for the evolution of life on Earth

has been extensively tested and comprehen-

sively vindicated. However, Darwin’s insights

into ecology—in particular how the

interactions among spe-

cies mediate speciation 

and extinction and how 

evolution shapes the dis-

tribution and abundance 

of species—have received 

much less attention. These 

too have the potential to sub-

stantially enhance our understanding of 

the natural world. It is therefore fi tting that

a new volume explicitly linking ecology and

evolution has been published this year. Spe-

ciation and Patterns of Diversity, edited by

Roger Butlin, Jon Bridle, and Dolph Schluter,

grew out of a meeting of the British Ecologi-

cal Society, itself the progeny of an earlier

symposium on macroecology. The book poses

questions that Darwin, and indeed many early

ecologists, mulled over and asks whether

recent research on mechanisms of specia-

tion [e.g., ( 2)] has shed light on these long-

standing problems. Issues tackled include the

uneven distribution of species abundances

in ecological communities, the preponder-

ance of rare species, the latitudinal gradient of

diversity, and the disproportionate diversity of

small-bodied taxa relative to large ones. These

are challenging and intractable questions, so it

is not surprising that the book fails to deliver

comprehensive answers. It does nonetheless 

make an important contri-

bution by explicitly link-

ing ecology with evolution. 

It also reminds us that tak-

ing a broad view of biology 

(as Darwin himself did) 

exposes connections and 

mechanisms that can be obscured when scien-

tists become highly specialized.

Speciation and Patterns of Diversity cov-

ers a lot of ground and, reviewers apart, is not

a book to be read cover to cover. It extends

from theory (such as genetic models of adap-

tive radiation) to a speciation transect among

Lake Victoria cichlids, covers a diverse range

of animal and plant communities (including

fossil assemblages), embraces the rapidly

emerging fi eld of microbial ecology, draws

on powerful phylogenetic analyses, and

grapples with diffi culties of identifying spe-

cies (particularly in the context

of asexual organisms). 

As often happens in

multi-authored 

volumes, the focus of different chapters

varies considerably, from thoughtful over-

views of the fi eld to detailed expositions of

a single topic. Not everyone will agree with

every idea presented, but I would be sur-

prised if there are any evolutionary ecolo-

gists who do not come away better informed

or at least able to examine an old problem

from a new perspective.

Among the conclusions that I found

intriguing are Douglas Schemske’s sugges-

tion that the existence of greater opportunities

for coevolution in the tropics contributes to

increased species richness there, Albert Philli-

more and Trevor Price’s claim of ecological

controls on the rate at which new species are

formed, and Robert Ricklefs’s idea that mini-

mum viable population sizes constrain diver-

sifi cation. A general theme—explicit in some

chapters and implicit in others—is that we

might use the distinction between “ecological

speciation” (due to divergent natural selection

across environments) and “nonecological spe-

ciation” (attributed to factors such as drift) to

tease out the imprint of ecology on evolution 

and vice versa. These and other

overviews will translate into

interesting research projects.

However, as Roger Butlin and

others make clear, large gaps in

knowledge remain, and there are

serious methodological hurdles

to be cleared. With the excep-

tion of polyploidy, the speciation

mechanisms that have produced

most taxa remain uncertain. It

is even diffi cult to obtain accu-

rate estimates of speciation rates 

because extant diversity patterns refl ect the

interplay between speciation and extinction.

Indeed, the necessity of working with taxo-

nomic groups that are diverse enough to be

useful inevitably biases researchers toward

organisms in which speciation outpaces

extinction and may give a misleading impres-

sion that diversity has increased through time.

Likewise, declines in diversity are invisible in

phylogenetic trees.

One message that emerges is that although

diversity is a potential driver of evolution, the

relationship can operate in either direction.

Low diversity can mean that there may be

empty niches to be fi lled, whereas high diver-

sity provides opportunities for coevolutionary

interactions. In itself, none of this satisfacto-

rily accounts for the univer-

sal patterns of commonness

and rarity that Frank Pres-

ton ( 3) quantifi ed and that

Butlin and his colleagues,

in their introduction, set 

out as one of the challenges both evolution-

ary biologists and ecologists must address.

Yet, as is clear from the quote above, Darwin

recognized not only that species vary in their

abundance but also that this pattern of even-

ness is a product of the continuing interactions

among species through time. At least some of

these interactions will occur on tractable time

scales. I hope that Speciation and Patterns of

Diversity will encourage evolutionary biolo-

gists to look again at what Darwin had to say

about ecology and ecologists to follow his

lead in taking the long view and asking how

the processes they study translate into rates of

speciation and extinction.  
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EVOLUTION
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Intermediate cichlid. At Luanso
Island, Pundamilia pundamilia and 

P. nyererei are merely extremes along a
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 Throw up a handful of feathers,  and all

must fall to the ground according to def-

inite laws;  but how simple is this prob-

lem compared to the action and reaction

of the innumerable plants and animals

which have determined,  in the course of

centuries,  the proportional numbers and

kinds of trees now growing on the old

Indian ruins! 

–Charles Darwin, Origin of Species ( 1)

10.1126/science.1175596
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          O
ne may be forgiven for

thinking that the field of

paleobotany, with its focus 

on nonmotile, largely extinct orga-

nisms, should never be described 

as “fast-moving” except with 

tongue firmly in cheek. However, 

the molecular phylogenetics revo-

lution, new fossil discoveries, and

reinterpretations of existing mate-

rial have catapulted our understand-

ing of plant evolution ahead, leav-

ing behind hypotheses and interpretations

that were as good as fact a mere ten years ago.

Thankfully, Paleobotany: The Biology and

Evolution of Fossil Plants captures the current

state of fossil plant anatomy and morphol-

ogy. For this second edition, Michael Krings

(Ludwig Maximilians University, Munich)

has joined the earlier work’s authorial duo of

Thomas and Edith Taylor (University of Kan-

sas). With the fi eld’s major texts long out of

print and commanding three (or even four)

fi gures online, and molecular, developmental,

and paleontological studies locked in various

stalemates ( 1– 4), this up-to-date, encyclope-

dic treatment of fossil plants is a splendid gift

for anyone interested in the evolution of ter-

restrial life.

Any book that includes two 

major thematic axes—increas-

ing evolutionary diversity and 

complexity on one hand, and 

time on the other—faces a for-

midable organizational chal-

lenge. Many environmental 

events simultaneously affect 

disparate taxonomic groups, 

whereas evolutionary innova-

tions may lead to within-group

specializations that deserve to 

be discussed separately. Simply treating events

stratigraphically risks giving short shrift to

evolutionary trends, such as the increasingly

rococo reproductive structures of the arbo-

rescent lycopods through the Carboniferous.

However, a temporal framework makes it eas-

ier to portray the effects of large changes in 

climate and patterns of major adaptive radia-

tions, such as the explosive diversifi cations of

polypodiaceous ferns in tandem with angio-

sperm trees during the Late Cretaceous and

Early Paleogene. Taylor, Taylor, and Krings

split the difference by beginning with the

enigmatic fossils of the Archean Eon and pro-

ceeding along each lineage from its appear-

ance: fungi, nonvascular plants, lycopods,

ferns, seed plants, and angiosperms. The

encyclopedic coverage is weighted toward

the last fi ve groups. The authors describe in

detail vegetative and reproductive structures,

where known; summarize variation; and offer

comparisons. They give orphaned organ taxa

(particularly foliage and seeds) individual

chapters, in which they note tentative or spec-

ulative associations with other

fossil groups.

The authors synthesize the

recent discoveries that have

made paleobotany crucial to the

understanding of plant relation-

ships and diversity. The most

welcome additions come from

descriptions of early angio-

sperm fossils ( 5,  6), Mesozoic

seed ferns that almost certainly

(albeit cryptically) represent the

lineage that led to the origin of fl owering plants

( 7), and Paleozoic plants that demonstrate

novel variations on reproductive and vegeta-

tive biology absent in living plants ( 8). Orga-

nisms that the previous edition limited to a few

pages now occupy complete chapters. Further-

more, the demise of the anthophyte hypothesis

(which linked angiosperms to the living seed

plants Gnetum, Ephedra, and Welwitschia) has

left a vacuum that could be crippling to a book

focused on the evolution of plants. However,

the authors took this development as an oppor-

tunity to recapitulate many of the hypotheses

that have circulated in the literature over the

past hundred years (some fanciful, others quite

interesting) along with the available evidence

for and against each. By opening the door to

a diversity of ideas, the authors turned what

could have been a gaping void into an agenda

for many a lab meeting or conference session.

On opening the cover, two features jump

out. The pages are dominated by large color

photographs—a fi rst for any textbook on the

evolution of plants. And, to preserve the fi eld’s

roots, many of these images are photographs

(both candid and posed) or paintings of paleo-

botanical researchers, going back to the early

19th century. (It appears that paleobotanical

ideas and facial topiary evolved in parallel.)

The color photographs are important because

they present morphological details that are

crucial to the use of plant fossils in stratig-

raphy, systematics, and—especially—under-

standing physiology and function. For exam-

ple, a comparison of the fascinating wood

anatomy of the arborescent lycopods, the

Paleozoic sphenophyte Sphenophyllum, and

the early fern Zygopteris illinoiensis yields a

powerful illustration of the effects of conver-

gent evolution on plant form.

For anyone interested in the development,

evolution, or impact of plants, this volume

deserves to be within arm’s length. It reveals

the fossil record of terrestrial plants from the

humblest fungal hyphae to the loftiest rain-

forest trees. Nevertheless, readers, especially

those unfamiliar with botany or geology, may

find the book daunting. The authors have

smoothed the road with chapters on plant

morphology, anatomy, and preservation and

a useful glossary of terms. The vast amount

of anatomical and descriptive detail, however,

is staggering. The relative scarcity of clado-

grams throughout the text may disappoint

those having an eye toward the evolutionary

relationships of fossil plants. I would urge a

closer look: numerous species of virtually

every fossil plant genus are fully described

and, in most cases, illustrated. A more ben-

efi cial and durable data set would be diffi cult

to imagine.

Taylor, Taylor, and Krings provide the most

accurate, useful, and well-illustrated compre-

hensive account of fossil plants now in print.

Their new edition has caught up with recent

discoveries and the progress of thoughts about

plant evolution. It points the way toward the

most promising avenues for future research.   
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          A lifelike model of an art collec-
tor fl oats face down, dead in a pool
while his naked lover (a live model) 

lounges indoors listening to music. Else-
where, an artist swings a mallet at huge gilt-
framed mirrors, sending shards of glass fl y-
ing. These elaborate installations (Michael
Elmgreen and Ingar Dragset’s The Collectors

and Michelangelo Pistoletto’s Twenty-Two

Less Two, respectively) on show at this year’s
Venice Biennale either parody or epitomize
contemporary art as an exercise in navel-
gazing—it’s your choice. Amid the buzz of
the art world, however, there is another theme:
the clear if unsung refrain of the infl uence of
science and technology on contemporary art.
It is there in the use of scientifi c imagery,
methods, and technology and in an engage-
ment with cutting-edge science.

Since its inception in 1895, Venice’s Bien-
nale has emerged as the world’s biggest and
most celebrated art fair. And the 2009 exhi-
bition is the largest yet. Seventy-seven coun-
tries show works by their chosen representa-
tives, there are 44 “collateral events” around
the city, and there is much more. Venice and
its islands are laden with thousands of pieces
on display until mid-November.

Anatomical images abound. These no
longer represent the Renaissance struggle
to define and celebrate humanist values
but are employed to shock or to explore the
darker side of being human. Bruce Nau-
man’s exhibit in the U.S. Pavilion (winner
of the Golden Lion for the best national par-
ticipation) has a discrete measure of fl ayed
body parts. Jan Fabre, however, is less
restrained in his From the Feet to the Brain,
which includes corpses, bottled brain, fl ayed 

heads, and a resin fountain of ejaculate.
The exception to the rule is Bill Viola’s

masterly use of contemporary clinical imag-
ing for aesthetic ends. His video diptych Bod-

ies of Light gently scans an Adam and Eve
pair of fi gures. Over 21 minutes, a light inter-
mittently sweeps them; four cycles reveal
them naked, then their vasculature, their mus-
culature, and fi nally their bones. Here, state-
of-the-art medical scanning is employed for
art’s sake. Whereas a doctor 
would employ the technol-
ogy for clinical enlighten-
ment, Viola uses it to dimly 
visualize the “tree of ves-
sels” (da Vinci’s descrip-
tion of vasculature). The 
darkened fi gures are mes-
merizing and bring an aes-
thetic to images we take for 
granted in a scientifi c con-
text. Bodies of Light is on show at In-fi nitum,
a superb exhibition at the equally wonderful
Palazzo Fortuny.

Numerous artists use other scientifi c imag-
ery either consciously or unwittingly. One of
the most striking results is by Argentinian
Tomas Saraceno. He explores how complex
geometry enables black widow spiders’ silk
to suspend considerable weight. Two huge
polyhedra of elastic rope are anchored to the
walls, fl oor, and ceiling of a large room. But
would this engineered piece be most at home
in a science museum, with the art of the piece
taking a back seat?

Fewer artists set out to explicitly explore
scientifi c themes. Portugal’s representatives
do so in their show named after Joseph Priest-
ley’s Experiments and Observations on Differ-

ent Kinds of Air—a brave venture worth view-
ing if only to see how science is seen from the
outside. Historic preservationist Jorge Otero-
Pailos brings experimental method to his Eth-

ics of Dust, which shares its title with a pecu-
liar series of lectures John Ruskin published 

in 1865. Otero-Pailos has
conserved pollution from
a wall at the Doge’s Palace
on a huge latex sheet. The
dust alone creates a spec-
tacular sight and becomes
a valued cultural product
in its own right.

My favorite among sev-
eral works that play with
the psychology of percep-

tion was the Lithuanian Pavilion housed in
the Scuola Grande della Misericordia, where
Žilvinas Kempinas uses video tape to create a
20-or-so-meter-long louvered tunnel. Visitors
can walk through Tube to great effect: their
movements are revealed to them by the appar-
ent motion of the tunnel walls. It is a three-
dimensional extension of Bridget Riley’s Op
Art of the 1960s.

The 2009 Venice Biennale offers rich
pickings and much entertainment. Although
many of these works are one-trick ponies, all
are part of a great spectacle.   

The reviewer is a freelance science writer in London. E-mail:
harrietcoles2@aol.com
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            G
enetic ancestry testing is being 

applied in areas as diverse as foren-

sics, genealogical research, immi-

gration control, and biomedical research

( 1– 3). Use of ancestry as a potential risk

factor for disease is entrenched in clinical

decision-making ( 4), so it is not surprising

that techniques to determine genetic ancestry

are increasingly deployed to identify genetic

variants associated with disease and drug

response ( 5). Recently, direct-to-consumer

(DTC) personal genomics companies have

used ancestry information to calculate indi-

vidual risk profi les for a range of diseases

and traits.

Despite the proliferation of companies

providing genetic ancestry information, DTC

genetic ancestry tests fall into an unregu-

lated no-man’s land, with little oversight and

few industry guidelines to ensure the qual-

ity, validity, and interpretation of information

sold. Scholars and scientists have therefore

urged the genetics community to take a lead-

ership role in offering guidance to the DTC

genetic ancestry market ( 6,  7).

In November 2008, the American Society

of Human Genetics (ASHG) issued recom-

mendations on ancestry testing that empha-

sized the need for greater responsibility,

research, explanatory clarity, collaboration,

and accountability by DTC companies, aca-

demia, and potential consumers ( 8). While

highlighting the clinical implications of

ancestry testing, the statement also discussed

limitations to the scientifi c approaches used

to infer genetic ancestry, including the incom-

plete representation of human genetic diver-

sity in existing databases, the false assump-

tion that contemporary groups are reliable

substitutes for ancestral populations, and the

lack of transparency regarding the statisti-

cal methods that companies use to determine

test results.

The ASHG statement identifi es key issues

surrounding the science of ancestry estima-

tion and represents an important fi rst step.

However, an effective public policy for the

growing market of genetic ancestry tests

must build on the ASHG’s recommendations

and must generate specifi c mechanisms and

approaches. Questions that remain include

these: (i) In practice, what do responsibility

and accountability mean for academia, indus-

try, and consumers? (ii) How can diverse

stakeholders reach a common understanding

of the limitations of genetic ancestry tests and

their broader implications for human identity? 

(iii) What role should governmental agencies

play in creating infrastructure that effectively

addresses the most challenging issues related

to DTC genetic ancestry tests?

Mutual Responsibility and Accountability 

The ASHG sees academia, industry, and

potential consumers as sharing responsibil-

ity for conveying and understanding the lim-

itations of genetic ancestry testing. But what

do responsibility and accountability mean in

human population genetics? This question

is critical because the limitations of ances-

try testing are entrenched in a broader set

of issues that emerge well before these tests

reach market. In particular, ethical ques-

tions about the collection and use of DNA

samples must be resolved before researchers

are permitted to sample many of the popula-

tions needed to approximate the full range of

human genetic diversity. Historically, rela-

tions between researchers and study popula-

tions have ranged from open negotiations to

opportunism, misunderstandings, and even

duplicity ( 9).

The importance of this issue is illus-

trated by the recent decision of the Arizona

Court of Appeals to reinstate the 2004 law-

suit of the Havasupai Tribe against the Ari-

zona Board of Regents ( 10). The Havasu-

pai originally consented to have Arizona

State University researchers collect DNA

samples for diabetes research, but the sam-

ples were used without permission to study

schizophrenia, inbreeding, and prehistoric

human migration from Asia ( 11). One

Havasupai allegation is that ASU’s ethics

oversight was negligent. However, in many 

instances, research can be compliant with

existing human subjects protections yet fail

to recognize long-standing differences in

access to institutional and legal power, as

well as questions about who holds author-

ity to determine future uses of samples ( 12).

The Havasupai case is not the only instance

of Native American samples collected with

consent only for health research, but then

used to pursue other areas of inquiry that

were not originally identif ied. Samples

taken and traded under less stringent ethical

regimes still remain in scientists’ collections

and may be used for purposes beyond the

original research questions ( 13,  14). It is a

scientifi c imperative that we enact enforce-

able policies that determine what constitutes

responsible and accountable collection and

secondary use of DNA samples.

Current guidelines issued by the Offi ce

for Human Research Protections (OHRP),  
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New regulations on disclosure, authority,

and responsibility would shape how

genetic ancestry tests are used.
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Population(s) you are identified with

by genetic markers and algorithms

Country in which you were born

Country (or countries) in which your 

four grandparents were born

Country from which you most recently

emigrated

Place(s) where most of your ancestors lived
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to the emergence of your community
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last name is associated
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narrative begins
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U.S. Department of Health anhd Human

Services (DHHS), do not classify research

involving previously collected samples that

have been delinked from individually iden-

tifi able private information as “human sub-

jects research” and, thus, do not specify

requirements for informed consent in such

research ( 15). With application of ancestry

informative markers (AIMs), though, popu-

lation-specifi c labels may be ascribed to ano-

nymized DNA samples. Such samples, now

identifi able to a politically and socially salient

group, may be used to answer questions that

were never approved when the group initially

donated samples. Such practices fall outside

current ethical oversight. The National Bio-

ethics Advisory Commission has urged con-

sideration of whether research on stored tis-

sue would examine traits with political, eco-

nomic, or cultural significance and could

affect subjects’ communities, but this rec-

ommendation has not been taken up by the

OHRP ( 16). ASHG and other governing bod-

ies should formulate policies to guide ethi-

cal collection, use, and repatriation (where

appropriate) of biological samples.

Finding Common Language 

The high stakes of genetic ancestry research

require innovative approaches to dialogue,

collaboration, and power-sharing between

academia, industry, consumers, and commu-

nity groups (especially those that have been

disenfranchised from the research process)

( 9,  17,  18). A fi rst step may be joint creation

of a vernacular that characterizes key con-

cepts like probability, association, origin,

and ancestry to help minimize variability that

exists in how such concepts are understood

across fi elds, communities, and governmen-

tal and commercial entities with different

vantage points.

For example, the term “origin” is not

transparently or consistently defi ned. To a

geneticist, origin might refer to ancestral

populations inferred for an individual on

the basis of specifi c genetic markers, spe-

cifi c algorithms for assessing genetic simi-

larity, and specifi c reference populations. To

a casual consumer, origin might mean “the

country where I was born,” “the country

(or countries) where my grandparents were

born,” “the place or language group where

my last name originated,” or “the place and/

or time where my family narrative begins”

(see table, page 38). To a Native American,

origin might also signify the landscape fea-

ture or event where his or her people emerged

or acquired their identity.

Even accepting a genetic or genealogical

conception of origin, should each identifi -

able ancestor or genealogical line be consid-

ered an origin? Population origins are rarely

defined with that kind of multiplicity in

mind. Given that each person may have many

ancestors from the same place, does one have

more ancestors than origins? Which biogeo-

graphical point in the genealogical line of an

individual or population do we pinpoint as

the origin? What is the rationale for naming

ancient genetic lineages according to more

recent and shifting ethnic, national, racial, or

tribal categories? What are the implications

of considering one contemporary population

to be the ancestral origin of another?

There are no clear answers to these ques-

tions. However, recognizing that key terms

can have disparate meanings for different

groups will be a critical step toward effec-

tive dialogue. Refi ning a genetic vernacular

requires educating both scientists and non-

scientists and will depend on incorporating

the multiple spheres of expert knowledge

of human relatedness. Efforts by genetic

researchers and other scholars, community

groups, regulators, and industry partners to

share their varied understandings may help

stem miscommunication and increase rigor.

A Role for Leadership 

Human genetic variation research is a con-

tinuously shifting landscape. This dynamic

marketplace puts in stark relief the limita-

tions of categorical thinking about how

genetic information is produced and applied.

Genetic ancestry information can rarely be

compartmentalized as either clinically rel-

evant or merely historical. Nor is there a

bright line between academia and industry

because genetic researchers in universities

increasingly collaborate with and move into

industry. Even notions of the greater “pub-

lic” are blurred as consumers of genetic

products start their own companies ( 19).

Given the very different interests of the

various stakeholders, resolution of differ-

ences will not be an easy, much less volun-

tary, process. For instance, the ASHG state-

ment calls for greater transparency, but pri-

vate sector providers of ancestry testing have

proprietary reasons for keeping secret their

own particular combinations of key tech-

nology, software, and population sampling

procedures, and many are unwilling to dis-

close the size and composition of their ref-

erence populations. Without mechanisms to

enforce transparency, it is diffi cult to assess

the scientifi c basis for specifi c assertions of

biogeographical ancestry.

Federal agencies such as the Federal Trade

Commission, the Food and Drug Admin-

istration, and the Centers for Disease Con-

trol  and Prevention could play pivotal roles

in setting industry standards for what consti-

tutes responsible and accountable practices.

These agencies can promote the dialogue and

research necessary to discover common lan-

guage and to identify best practices for pre-

senting the limitations of current genomic

technologies and the risks associated with

over-extrapolating or misinterpreting genetic

ancestry results. New regulations on such

matters will help shape how practitioners are

able to communicate genetic ancestry testing

results to consumers. How these regulations

will be put in place is going to be a strug-

gle between various parties that have shown

little indication that there will be a compro-

mise that will be acceptable to all. Political

will and leadership toward addressing funda-

mental differences in perspectives may ulti-

mately determine whether a gold standard

for genetic ancestry testing can be achieved.
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          T
he prevailing view in memory 

research is that the mammalian brain

is composed of a number of hetero-

geneous modules, each responsible for a

different cognitive function, including dif-

ferent types of memory. An emerging alter-

native view, however, suggests that instead

of such modules, the brain is organized in

terms of the multipurpose representations

that different regions support. As such, a

given representation—and thus a given

brain region—could be useful for many

different functions. Evidence for this lat-

ter view has focused largely on demonstrat-

ing that regions within the putative memory

system of the mammalian brain also play a

role in another high-level function: percep-

tion ( 1– 4). On page 87 of this issue, López-

Aranda et al. ( 5) show that regions within

the brain’s putative perceptual system also

play a role in memory, further solidify-

ing evidence for a representational view of

brain organization.

The dominant textbook paradigm of

human memory is the multiple memory

systems view, according to which differ-

ent kinds of memory, such as declarative

memory (memory for facts and events) and

nondeclarative memory (memory for skills

and procedures), are subserved by differ-

ent modules in the brain ( 6,  7). Declarative

memory is the domain of the medial tem-

poral lobe memory system, which includes

structures such as the hippocampus and

perirhinal cortex. This system can be con-

trasted with a separate perceptual represen-

tation system ( 8), which includes the extra-

striate visual cortex (comprising roughly 30

regions including, V2, V3, V4, and IT in the

primate brain). This perceptual system is,

according to the standard view, critical both

for representing the structure of visual stim-

uli and for nondeclarative memory functions

such as priming (an increase in sensitivity to

a stimulus due to prior experience).

However, it may be more useful to think

about brain regions, not in terms of psy-

chologically defi ned modules, but in terms

of the representations that they contain ( 9–

12) (see the fi gure). For example, in visual

memory, structures within the medial tem-

poral lobe (such as the perirhinal cortex)

may be understood as an extension of the

ventral visual object processing system—

or the “what” pathway—which fl ows from

the visual cortex to the medial temporal lobe

( 13,  14). This view suggests that structures

in the “what” pathway and the medial tem-

poral lobe should not be segregated accord-

ing to their putative roles in perceptual ver-

sus mnemonic function. Instead, the entire

stream is important for multiple functions

including both memory and perception.

A behavioral paradigm that has been

critical in establishing the multiple memory

systems view is object recognition memory.

In this model, a subject is presented with

an object to study. After a delay, the study

object and a novel object are presented. A

typical subject will preferentially select or

spend more time investigating the novel 

object, and this is taken to be an index of

memory for the study object. Object recog-

nition memory is considered to be a canon-

ical example of declarative memory and is

therefore thought to depend exclusively on

the medial temporal lobe memory system

( 15). However, López-Aranda et al. demon-

strate the involvement of an area outside this

system—specifically, cells that comprise

layer 6 of the extrastriate visual cortical area

V2. In their study, lesions of cells in layer

6 of the V2 region in the rat brain impaired

object recognition memory, which suggests

that V2 is critical to this function. This is

not consistent with the prevailing multiple

memory systems view, which would predict

that damage to regions outside the medial

temporal lobe should have little effect on

object recognition memory. This fi nding is

consistent, however, with the representa-
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The mammalian brain may be organized in

terms of multipurpose representations rather

than psychologically defi ned modules.
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tional view, which would predict that dam-

age to any region within the ventral visual

cortex–to–hippocampal stream could affect

object recognition memory.

It might be argued that damage to the V2

region may have cut off visual information to

the medial temporal lobe. Such a disruption

would render the medial temporal lobe mem-

ory system unable to function properly, thereby

making the fi ndings of López-Aranda et al.

consistent with the modular view of memory.

However, lesions made in the V2 region were

highly selective in that an excitotoxin was

used to damage only cell bodies in V2. Thus,

neuronal extensions (fi bers) would have been

left intact, passing from V1 through V2, to

downstream areas. Thus, visual information

could still pass through V2. There were also

plenty of “jumping projections” from neurons

in information processing regions upstream of

V2 to regions downstream from V2, including

the medial temporal lobe.

More interestingly, López-Aranda et al.

have provided further evidence to suggest that

the involvement of V2 in object recognition

memory cannot be interpreted simply in terms 

of a lack of information fl owing from the visual

cortex to the medial temporal lobe (due to V2

cell damage). When the protein RGS-14, which

is involved in signaling pathways implicated in

memory, was overexpressed in cells of layer

6 in V2, rats could remember more objects,

and for much longer, relative to controls. The

same manipulation within the medial temporal

lobe (specifi cally, within the dentate gyrus and

CA1 region of the hippocampus) had no effect

on object recognition memory. Thus, López-

Aranda et al. show that manipulations outside

of the putative medial temporal lobe memory

system can both impair and facilitate object

recognition memory. This result is also consis-

tent with previous studies reporting no effect of

hippocampal manipulations on object recogni-

tion memory and is consistent with the view

that the medial temporal lobe memory system

is not a homogeneous system but contains dis-

tinct, dissociable components ( 16,  17).

An outstanding question is how molecules

such as RGS-14 facilitate memory and what

function they have in the mechanisms of cog-

nition in the normally functioning brain. These

are critical questions for future research. 
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          C
onservation efforts in Europe mainly

aim to preserve and manage ecosys-

tems that contain putatively endan-

gered biotic communities. However, as

Thomas et al. show on page 80 of this issue

( 1), this approach may not yield the desired

results—particularly in the case of compara-

tively specialized taxa such as butterfl ies and

other insect groups.

Many insects react rapidly to environmen-

tal change. For example, regional extinction

rates of European butterfl ies have exceeded

those of birds and higher plants by an order of

magnitude in recent decades ( 2). Ensembles

of closely interacting species are most vulner-

able to change, because survival depends on

the persistence of multiple group members.

Thus, the greatest declines among butterfl ies

were recorded in the many species that also

depend on ants (myrmecophiles) ( 3). The

best-documented example is the decline in the

second half of the last century and eventual

extinction in the UK in 1979 of the Large Blue 

Maculinea arion ( 1), a butterfl y that during

the fi rst three larval stages depends on specifi c

food plants (Origanum or Thymus) and later

on the brood of specifi c Myrmica ants.

To improve the prospects for at least some

insect groups, the 1992 European Habitats

Directive listed examples of myrmecophiles

( 4), including three of the fi ve European Mac-

ulinea species. All listed species must be kept

in a favorable conservation status through

appropriate management in the European-

wide network of conservation areas called

Natura 2000. However, because little was

known about the biology of these species,

conservation success was limited—and still

would be, had it not been for groundbreaking

research on Maculinea ecology started in the

UK by Jeremy A. Thomas in the 1970s and

joined from 1983 onward by Graham Elmes.

Particularly in the 1990s through research by

several labs, Maculinea became a key taxon in

evolutionary and conservation biology.
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Understanding of ecosystem interactions and

management has led to a major advance in the

conservation of specialized insects.
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Conservation under climate change. Through
landscape management, it may be possible to miti-
gate climate change effects on species such as the
Large Blue M. arion (top) and the Dusky Large Blue 
M. nausithous (bottom).
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In 2002, the European Union–funded Mac-

ulinea management research project “Mac-

Man” started and grew quickly into a multi-

national endeavor. Its aims were to elucidate

the functional ecology and genetic structure of 

Maculinea systems across Europe, assess the

suitability of Maculinea butterfl ies as indica-

tors of biodiversity along a European transect,

and develop standards for monitoring Mac-

ulinea butterfl ies as indicators and tools for

grasslands and their management ( 5).

This collaboration saw major scientific

breakthroughs in evolutionary and conserva-

tion biology ( 1,  2,  6– 10). In particular, graz-

ing prescriptions developed for M. arion hab-

itats—where maintenance of short turf height

is a key factor ( 1)—served as a blueprint for the

development of mowing regimes for two wet

grassland species within MacMan. However,

because mowing creates less small-scale het-

erogeneity in vegetation than grazing does, the

right conditions for these wetland Maculinea

can only be achieved on the landscape scale

( 11). Survival chances are increased through

the recently discovered biannual cycle of many 

Maculinea species; larvae stay in the ants’ nests

for nearly 2 years ( 12).

The application of ecological knowledge

to practical conservation requires a high level

of local acceptance. Socioeconomic studies

have revealed a high willingness to pay by local

inhabitants ( 13). This acceptance emanated

from the fascinating ecology of these butter-

fl ies, in particular their ability to mimic ants ( 8)

and their parasitic and carnivorous larval life in

the nests of ants ( 7).

Population and niche models have now

been made available and validated by 25 years

of successful restoration of M. arion in the UK

( 1). This enables us to use Maculinea systems

to explore future challenges, particularly to

investigate and model the combined impacts

of human-induced changes in climate ( 14)

and habitat ( 15,  16) on these species. The next

studies should focus on their local adaptations,

changing niches, and different needs across a

gradient of local climates. These results should

then feed into models to assess the impacts of

land use, climate, and socioeconomic change

under a range of future scenarios ( 17,  18) in

different European regions. The ultimate goal

should be new predictions on the mitigation of

harmful impacts of multiple drivers.

As Thomas et al. show, ideal microcli-

matic conditions for the host ants of the Large

Blue are achieved through different vegetation

heights under different macroclimates. These

insights should be transferred into recommen-

dations for habitat management. Higher veg-

etation under warmer climates might extend

the survival chances of local populations, leav-

ing more time for the insects to adapt to their

local environment than is recognized in current

paradigms ( 15). Furthermore, management

may allow modest temperature change to be

counteracted by either creating cooler niches

or making them accessible through connectiv-

ity, thereby buffering expected impacts on the

distribution of the butterfl ies under certain sce-

narios of future development. The effect might

well be that the realized changes in distribu-

tion resemble those originally expected under

a less severe scenario ( 14). All such models and

derived conservation recommendations will,

however, have to be tested against large-scale

habitat manipulations.

The study by Thomas et al. shows that pre-

cise knowledge of an endangered species’ eco-

logical requirements under a given climate

can enable conservationists to reverse current

declines by restoring or creating optimum con-

ditions. In insects, this alone may increase by

two to three orders of magnitude the size and

stability of current populations, as well as cre-

ating new ones in landscapes and generating

more emigrants to migrate in the future to cli-

matically suitable habitat patches.

Management that creates cooler micro-

topographies and later (cooler) successional

stages in current grasslands should mitigate

the impacts of climate warming in the short to

medium term. Such mitigation may not pro-

vide long-term (>100 year) solutions. Never-

theless, the fi ndings of Thomas et al. suggest

that the period during which local genotypes 

may persist on their current sites can be dou-

bled, increasing the chances that individuals

will adapt to changed conditions or migrate to

cooler regions.  
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Coherent Holes in a Semiconductor

Quantum Dot

APPLIED PHYSICS

Michael H. Kolodrubetz and Jason R. Petta 

Quantum states of positive charge carriers may be more stable to information loss than those

of electron-based systems.

         B
uilding a quantum computer requires

fi nding a system with long-lived coher-

ence—one in which the wave function

of a quantum state maintains its phase over

time. In solid-state implementations of quan-

tum information processing, coherent states

can be generated with electron spins, and semi-

conductor quantum dots are powerful platforms

for preparing, controlling, and measuring elec-

tron spin coherence ( 1). However, interactions

between the electron spin and its environment

destroy the fragile coherence ( 2) and lead to a

loss of information. On page 70 of this issue,

Brunner et al. ( 3) address this problem by using

“holes”—positive charge carriers that result

from unfi lled states in an electronic band. They

demonstrate that one measure of coherence,

the inhomogeneous dephasing time of the hole

spin, is at least an order of magnitude longer

than that for electron spins.

Two main decoherence mechanisms oper-

ate in semiconductor quantum dots: The 
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spin-orbit interaction couples the spin to its

motion in the crystal, and the hyperfi ne inter-

action couples the electron spin to the spins of

nuclei of the host material. Practical manipu-

lations of electron spins are feasible on a sub-

nanosecond time scale, and spin-orbit inter-

actions are weak enough in semiconductor

quantum dots to allow long spin relaxation

times that exceed 1 s ( 1,  4). However, the

hyperfi ne interaction is a different matter. In

a typical quantum dot, the electron spin inter-

acts with roughly 1 million nuclei and experi-

ences an effective fl uctuating magnetic fi eld

on the order of 2 mT ( 5). This fi eld limits the

time-ensemble averaged coherence time, T
2
*,

to roughly 10 ns ( 2). Spin echo and nuclear

polarization methods that suppress the effects

of the nuclei can extend the coherence time

to greater than 1 µs, but correcting for the

deleterious effects of the nuclear spins adds

an additional layer of complexity to already

challenging experiments ( 2,  6).

The hyperfi ne interaction has three con-

tributions. One term couples the electron’s

orbital angular momentum to the nuclear spin,

and a second dipole-dipole term couples the

electron and nuclear spins at a distance. Typi-

cally, the largest interaction is the contact term,

in which the classically forbidden overlap of

the electronic wave function with the atomic

nucleus leads to a large scalar interaction. Sev-

eral alternative solutions to hyperfi ne-induced

decoherence have been proposed. Among the

most promising are to use host materials with

spin-0 nuclei, or to work with p-type semi-

conductors in which holes are the charge and

spin carriers. A dramatic reduction in the con-

tact term is expected because the hole’s wave

function vanishes at the nucleus (see the fi g-

ure, panel A).

Brunner et al. measured the coherence

of a single hole spin confined in ~10-nm-

diameter InGaAs quantum dots grown on a

GaAs substrate. They control the number of

holes trapped in one quantum dot by tuning

a gate voltage such that charge carriers tun-

nel out of the dot and into the substrate until

only one hole remains ( 7). A static magnetic

fi eld causes the hole states to undergo Zee-

man splitting into a lower-energy spin-down

level |1〉 and a higher-energy spin-up level |2〉.
Lasers linearly polarized in the plane of the

substrate (the x and y directions) can excite

transitions from the hole spin states to the pos-

itively charged exciton level |3〉, which con-

sists of two holes in a singlet state and a spin-

up electron (see the fi gure, panel B).

Electron-spin coherence times are typi-

cally determined by measuring the time decay

of Rabi oscillations (periodic cycling between

two Zeeman-split spin states) or by performing 

spin echo measurements that refocus the spin

back to its original state. Brunner et al. instead

use coherent population trapping (CPT),

which has been widely studied in three-level

atomic systems ( 8,  9), in part because this

method does not require high-speed control of

optical pulse amplitudes. Recently, CPT has

been applied to solid-state systems, including

electrons confi ned in quantum dots ( 10,  11).

In standard laser spectroscopy, two-

energy-level systems are probed by measur-

ing the laser absorption or transmission as a

function of laser frequency. In the Brunner

et al. experiment, temporarily ignoring state

|2〉, the absorption of a y-polarized probe laser

would peak around energies corresponding to

the |1〉 to |3〉 transition (see the fi gure, panels

B and D). The peak width is then set by the

radiative lifetime of state |3〉.
In the CPT experiments, a pump laser is

added to excite the |2〉 to |3〉 transition (see the

fi gure, panel C). When the pump and probe 

lasers are tuned to energies that match their

respective transitions, a coherent superpo-

sition of states |1〉 and |2〉 called the “dark

state” is created rapidly once state |3〉 decays.

The destructive interference of the two laser

beams used for excitation prevents excitation

of the dark state. Pumping of the bright super-

position states into |3〉 followed by incoherent

decay eventually drives the system into the

dark state. As the probe laser is tuned through

resonance, a dip in absorption profi le results

because the holes are quickly trapped in the

dark state and cannot absorb light (see the fi g-

ure, panel D).

The depth of the absorption dip is a sensi-

tive measure of coherence ( 12); decoherence

converts the dark state back to a bright emis-

sive state and provides an observable limit of

CPT. Because of the long measurement times,

the measured hole spin coherence time is an

ensemble-averaged or T
2
* value; averaging

over many measurements limits the visibil-

ity of the destructive interference in the decay

curves. Through rate equation modeling of the

absorption dip, Brunner et al. fi nd that T
2
* is

almost certainly greater than 100 ns and has a

40% likelihood of exceeding 1 µs.

More investigation is required to deter-

mine what mechanism limits T
2
* and to

determine the inherent coherence time 

T
2
. Recent theoretical results suggest that

dipole-dipole hyperfine interactions may

still lead to appreciable decoherence ( 13).

Even so, with T
2
* ≥ 100 ns, hole spins remain

coherent an order of magnitude longer than

electron spins, indicating that nuclear inter-

actions might indeed have a weaker effect on

holes. The next step for quantum informa-

tion processing will be to demonstrate time-

resolved coherent control of an initially pre-

pared hole spin state. Recent experiments

demonstrating picosecond optical control

of electron spin suggest that similar experi-

ments on hole spins may be just around the

corner ( 14). 
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          H
ow did Earth form, and what were the

conditions on the early Earth? With

the aid of mass spectrometry, high-

pressure experiments, and computer modeling,

researchers are beginning to decipher the signs

left behind by our planet’s early and violent

beginning. Recent studies of the nature of core

formation and the age of the Moon provide evi-

dence that the fi rst half of Earth’s growth took

less than 10 million years and was associated

with reducing conditions. The fi nal stages were

more energetic and oxidizing and were proba-

bly not completed until ~100 million years, pos-

sibly after a substantial hiatus, in contrast to the

continuous exponentially decreasing accretion

that has long been assumed (see the fi gure).

Information on the very earliest times on

our planet mainly comes from two sources. The 

fi rst is Earth’s division into silicate mantle and

metal core, which is believed to have accom-

panied Earth accretion over the fi rst ~100 mil-

lion years. The concentrations and isotopic

compositions of core-forming elements left

behind in the silicate mantle provide a fi nger-

print of the conditions under which this separa-

tion occurred. The second source is the Moon,

believed to have formed ~100 million years after

the start of the solar system in a massive colli-

sion between Earth and another planetary pre-

cursor ( 1). This last episode of Earth’s growth

would have been accompanied by widespread

melting and the fi nal stage of core formation.

The angular momentum and tidal effects gen-

erated by this “giant impact” must have played

a key role in Earth’s development.

Current thinking on Earth’s early evolution

is largely based on radiogenic isotope analyses,

which—assuming simple mixing and metal

segregation processes—provide key infor-

mation on the rate at which Earth and its core

formed. The validity of these assumptions has

now been questioned. Dating the Moon pro-

vides an independent constraint on how quickly 

Earth formed, allowing the proposed core-for-

mation mechanisms to be tested. The key issue

is whether accretion was accompanied by (i)

direct merging of incoming metal from preex-

isting planetary cores (see the fi gure, panel A)

or (ii) continuous metal segregation from a hot

magma ocean (2) (see the fi gure, panel B).

Radiogenic isotope variations are produced

when metal-loving elements are redistributed

within the Earth by core formation, chang-

ing the parent/daughter ratios. Carbonaceous

chondrite meteorites have a composition simi-

lar to that of the Sun and hence to the solar sys-

tem average. They are thus taken as representa-

tive of Earth’s total composition. Comparison

of the silicate Earth (total Earth minus core) to

chondrites shows strong similarities in the rela-

tive abundances of refractory rock-loving ele-

ments. However, the mantle is depleted relative

to chondrites in metal-loving elements (such as

Ni, Co, W, and Pt), which entered the core.

Some of these metal-loving elements

include daughters or parents of radioactive

decay systems. Short-lived nuclides present at

the start of the solar system produced changes

in the atomic abundances of their daughter ele-

ments that are a function of time and of the

parent-to-daughter element ratio. If this ratio is

changed by core formation, the isotopic com-

position of the daughter element also changes

over time. The 107Pd-107Ag system (half-life 6.5

million years) fi rst showed that iron meteorites

formed early ( 3). The 182Hf-182W system (half-

life 9 million years), for which the parent Hf

enters silicate and the daughter W enters metal,

constrained these time scales for small asteroi-

dal objects to within a million years of the start

of the solar system ( 4).

Thus, accretion and core formation started

within a million years. This insight provides

support for continuous core formation. In this

model, which was fi rst proposed to quantify

accretion time scales using W isotopes ( 5) (see

the fi gure), the core grows in proportion to the

growth of the planet. As more material is added

to Earth, it mixes with the mantle and then seg-

regates further core-forming metal. Assuming

exponentially decreasing growth and equilib-

rium core formation, the 182Hf-182W chronom-

eter indicates that Earth accretion was com-

pleted within 30 million years, culminating in

the Moon-forming giant impact ( 6).

The dynamics of material addition to Earth

is poorly understood, however. Simulations sug-

gest that some incoming metal mixed directly

with the core (see the fi gure, panel A) instead

of fi rst mixing with the silicate Earth mantle.

However, such computer simulations ( 1) do

not have the resolution needed to evaluate the

detailed fl uid dynamics of Earth accretion, and

the energetics of the impact would be expected

to provide at least localized Rayleigh-Taylor

instabilities and dispersed droplets of metallic

liquid in silicate liquid, leading to equilibrium 

How Did Earth Accrete?

GEOCHEMISTRY

Alex N. Halliday and Bernard J. Wood 

Isotope studies are providing clues to how

Earth assembled and how its core formed.
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accretion (see the fi gure, panel B) ( 7).

The age of the Moon provides an additional

constraint that can be brought to bear on this

issue. The W isotopic composition of the Moon

( 8) provides evidence that it formed more than

45 million years after the start of the solar sys-

tem in an event that appears to have isotopically

equilibrated the protolunar disk with the silicate

Earth, as predicted for the giant impact ( 9). The

best current estimate for the age of this event is

70 to 110 million years after the origin of the

solar system ( 10). Knowing this age, we can

use Earth’s W isotopic composition ( 6) to simu-

late how it accreted before the giant impact ( 10)

(see the fi gure). The two models in the fi gure

both generate the correct W isotopic composi-

tion for the silicate Earth, with a giant impact

at about 100 million years. The differences are

in the degree of equilibration between incom-

ing metal with the silicate Earth prior to further

core growth. In panel A, 60% of the incoming

metal is added directly to the core. In panel B,

all incoming metal fi rst equilibrates with the

mantle, with no direct mixing. The implica-

tions for the rates of accretion before the giant

impact are severe.

Of course, these are simple models, and

the truth may lie somewhere in between. For-

tunately, experiments provide additional con-

straints. As Earth grew, internal pressures and

temperatures rose, affecting the degree to which

key trace elements are partitioned into the core.

If newly accreted material did not reequilibrate

under the higher pressures of the growing Earth

prior to segregating further metal, then the

concentrations of these trace elements would

refl ect low-pressure core formation. It has long 

been known ( 11) that the mantle depletions in

Ni and Co cannot be explained by core-mantle

equilibrium experiments at low pressures. High

pressure–high temperature data show ( 12) that

the Ni and Co contents of the mantle can be

reproduced if the core was separated at pres-

sures of more than 30 GPa, whereas the man-

tle depletions of weakly metal-loving elements

such as V and Cr require temperatures of more

than 3000 K. The composition of the mantle

thus largely results from protracted metal-sil-

icate reequilibration deep within a large, hot,

growing planet.

The appropriate accretion scenario should

then involve little or no direct mixing of metal-

lic core material during growth (see the fi g-

ure, panel B). If this scenario was maintained

throughout Earth’s growth, most accretion

would have occurred in the first 10 million

years, with little further growth until the giant

impact ( 10). These experimental partitioning

data do not fi t with the traditional view that

Earth accreted at an exponentially decreasing

rate ( 5,  10, 13).

The degree to which one can apply reason-

ing based on high-pressure partitioning data to

the fi rst half of Earth’s accretion and equilibra-

tion history is limited, because the mantle com-

position is dominated by the effects of more

recent growth and core segregation. Neverthe-

less, some trace elements, particularly V, pro-

vide evidence that early Earth accretion must

have proceeded during far more reducing con-

ditions than exist today. Models of continu-

ous equilibrium core formation ( 2) reproduce

the mantle concentrations of several refractory

iron-loving elements (Ni, Co, W, V, Cr, Nb), 

provided that the pressure and temperature of

metal segregation reached 40 GPa and 3150

K, but only if Earth started as a small reduced

body that became oxidized during accretion.

Recently, a new approach has been proposed

for determining which elements are present in

the core and what this means for Earth’s early

evolution. Theory, experiments, and meteor-

ite measurements suggest that isotopes can

be fractionated even at high temperatures as a

result of bonding differences between silicate

and metallic liquids ( 14). Therefore, compari-

sons of the silicate Earth and meteorites from

smaller solar system objects that did not form

cores may resolve isotopic differences. Suit-

ably calibrated, these data could provide pow-

erful constraints on the temperature, pressure,

and conditions of core formation. 
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Sweet Silencing
TRANSCRIPTION

Jeffrey A. Simon 

A sugar molecule plays an unexpected role

in controlling gene silencing by modifying

repressor proteins.

          K
nowledge about protein modifi ca-

tions in gene regulation is rapidly

expanding. The various modifica-

tions of histones (proteins associated with

DNA) alone, including myriad phosphory-

lations, acetylations, methylations, and ubi-

quitylations, occur at more than 25 differ-

ent locations on a nucleosome (the compact

structure of histones and DNA that comprise

chromatin). That doesn’t include the many

covalent modifi cations on nonhistone tran-

scription factors, which can also be phospho-

rylated, acetylated, or methylated. By con-

trast, modifi cation by sugar molecules might

appear less relevant to regulating chromatin.

Most sugar-conjugated proteins accumulate

in domains at the cell surface or intracellular

membrane compartments, far from the hub of

gene transcription activity in the nucleus. A

notable exception is modifi cation by O-linked 

N-acetylglucosamine (O-GlcNAc) on ser-

ine and threonine residues of cytoplasmic

and nuclear proteins ( 1). On page 93 in this

issue, Gambetta et al. ( 2) reveal a key role for

O-GlcNAc glycosylation in gene silencing by

Polycomb group (PcG) proteins.

PcG proteins are highly conserved chro-

matin regulators with central roles in multi-

cellular development and stem cell biology

( 3,  4). They provide a key model for decipher-

ing mechanisms that silence gene expression

in organisms from fl ies to humans. There are

about 15 PcG proteins that sort into several

complexes that repress target genes. Three

main PcG complexes, called Polycomb

repressive complex 1 (PRC1), Polycomb

repressive complex 2 (PRC2), and PHO

repressive complex (PHO-RC), are well char-

acterized. PHO-RC has DNA binding activity

that helps select genomic targets for silenc-

ing, and PRC2 methylates histone H3 on

lysine-27 (K27), a hallmark of PcG-silenced

loci. Several functions have been attributed to

PRC1 complexes, including ubiquitylation of 
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histone H2A ( 5) and compaction of polynu-

cleosomes ( 6). How these and other discrete

functions integrate into stepwise mechanisms

that ultimately impede gene transcription

remains to be determined.

Some 25 years ago, the super sex combs

(sxc) gene in the fly Drosophila melano-

gaster was identified as a PcG repressor

( 7). Specifi cally, sxc mutations impaired the

silencing of Hox genes, leading to defects

in anterior-posterior patterning. However,

the molecular identity of sxc has remained

a mystery. Gambetta et al. reveal that sxc

encodes O-linked N-acetylglucosamine

transferase (Ogt), the single fl y enzyme that

catalyzes attachment of the sugar molecule

GlcNAc to proteins. Several sxc mutations

encode proteins with disrupted catalytic

domains; although these were produced in

normal amounts, they were not functional,

thereby implying that glycosyltransferase

activity functions in PcG silencing. Further-

more, Gambetta et al. show that GlcNAc

distribution in chromatin is highly coinci-

dent with PcG complexes at target genes.

GlcNAc could help recruit or bind PcG

complexes to target loci. Alternatively, it

could affect silencing by PcG complexes

after their arrival at genomic targets (see the

fi gure). Evidence supports the latter: Chro-

matin immunoprecipitation analyses of sxc

mutant tissue show that all three PcG com-

plexes remain attached at targets despite loss

of GlcNAc. Only a slight (1.5- to 2-fold)

reduction in PRC1 association with chro-

matin is detected, and nuclear localization of 

PRC1 appears unaffected. Thus, there is lit-

tle evidence that GlcNAc affects PcG com-

plex association with chromatin. Instead, a

potentially more direct GlcNAc role in gene

silencing is favored. Moreover, Gambetta et

al. determined that of the PcG proteins tested,

only PH is modifi ed by GlcNAc.

PH is a core subunit of PRC1, along

with PC, PSC, and RING subunits. The pre-

cise mechanism of PRC1 gene silencing is

not understood: RING and PSC are impli-

cated in histone H2A ubiquitylation ( 8,  9),

which may impact transcription elongation

( 10); PSC is most central to polynucleosome

compaction ( 6); and PC binds methylated

H3-K27 ( 11), which likely affects PRC1

association with chromatin. By contrast, PH

has the least defi ned role. Thus, determining

the effect of GlcNAc modifi cation on PRC1

may fi rst require deciphering the role of PH

in PRC1 function. Notably, PH retains par-

tial transcriptional repressor function even

in the absence of GlcNAc modifi cation. This

is implied by the phenotype of fl y embryos

lacking sxc, which is milder than that seen

with mutations in ph.

Because modif ication by GlcNAc

involves a dynamic process of enzymatic

attachment and removal, potential roles for

regulating chromatin by an enzyme that

removes O-GlcNAc should also be assessed.

Also, there may be additional Ogt substrates,

besides PH, that function in PcG silencing.

It also is unclear whether GlcNAc modifi ca-

tion has major roles in Drosophila other than

PcG-mediated gene silencing, as fl ies lack-

ing sxc do not show defects

beyond those attributable to

PcG loss.

Substrate specifi city pres-

ents an intriguing evolution-

ary issue, with distinct path-

ways affected by GlcNAc

loss in different organisms.

For example, worms lacking

GlcNAc develop normally

but show altered forma-

tion of the hibernation-like

dauer state ( 12); plants lack-

ing GlcNAc display defects

in response to the hormone

gibberellin ( 13); and mouse

embryonic stem cells are

inviable without GlcNAc

( 14). Another potential diver-

gence is that mammalian

cells accumulate GlcNAc on

the critical carboxyl-terminal 

domain of RNA polymerase

II ( 15), whereas attachment

of GlcNAc to polymerase II 

was not observed by Gambetta et al. in Dro-

sophila. Conversely, GlcNAc function may

be conserved in PcG silencing; mass spectro-

metric analysis of mouse brain tissue identi-

fi ed a PH homolog (Polyhomeotic-like pro-

tein 3) among the GlcNAc-modifi ed proteins

( 16). Thus, certain key GlcNAc targets may

well be conserved from fl ies to mammals.

And in an era where discovery is increasingly

driven by high-throughput approaches, the

lesson remains that careful attention to old fl y

mutants continues to pay dividends. 
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Predicting El Niño’s Impacts

OCEANS

Greg J. Holland 

Insights into El Niño’s spatial structure
may help to predict its effect on Atlantic
tropical cyclones.
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          T
he quasi-periodic cycle of warming and

cooling in the eastern, near-equatorial

Pacific Ocean known as the El Niño 

Southern Oscillation (ENSO) is associated

with marked ocean temperature changes in the

tropics and with long-range weather connec-

tions across the globe. In western South Amer-

ica, the cool phase (La Niña) brings dry condi-

tions and excellent fi shing in the nutrient-rich

upwelling water, whereas the warm phase (El

Niño) leads to fl oods and cutbacks in the fi sh-

ing industry ( 1). But the notoriety of ENSO lies

in its impact on seasonal weather around the

globe, from droughts in Australia, to changes

in the Indian summer monsoon and global

tropical cyclone activity. In a landmark report

on page 77 of this issue ( 2), Kim et al. revisit

the structure of ENSO. The study has important

consequences for the predictability of global

weather patterns.

The global impact of ENSO was fi rst docu-

mented in the early 20th century by Sir Gilbert

Walker, the director general of the Government

Observatories in India, who noted a strong

relationship between the surface air pressure

gradient across the Pacifi c Ocean and Indian

summer monsoon activity. He coined the term

“Southern Oscillation” to describe the rever-

sals in pressure gradient between Tahiti and

Darwin. In a seminal paper, Bjerknes showed

in 1969 that ENSO changes are communicated

via long-range weather connections (telecon-

nections) to substantially affect regional cli-

mate around the globe ( 3). Widespread impacts

of the particularly severe 1982/1983 El Niño

focused attention on ENSO and led to the

Tropical Ocean Global Atmosphere (TOGA)

program, which helped to elucidate the phys-

ical mechanism that underlies ENSO and to

develop ways of predicting its evolution.

ENSO teleconnections are now known to

have substantial societal impacts, including

food shortages and changes in insect-borne

diseases ( 4). One of the stronger ENSO tele-

connections is with global tropical cyclone

activity in the North Atlantic Ocean ( 5). Here,

ENSO drives large-scale atmospheric circu-

lation changes that dominate the interannual

variations in local tropical cyclone activity;

activity is enhanced during cold La Niña events 

and reduced during warm El Niño events.

This strong signal has led to extensive efforts

to predict seasonal tropical cyclone activity in

the North Atlantic and North Pacifi c, fi rst with

purely statistical methods ( 6) and more recently

with coupled general circulation models ( 7).

Unfortunately, all such seasonal predic-

tions are limited by a fundamental “predict-

ability barrier” (8). ENSO resembles a nonlin-

ear oscillator with two 

relatively stable attrac-

tors. In its cold and its 

warm phase, ENSO 

is highly predictable 

for several months 

ahead. However, as 

the ENSO moves 

closer to the transi-

tion zone between the 

phases, it may move in 

either direction, lead-

ing to considerable 

loss of predictive skill. 

Because the ENSO 

transition period is 

approximately phase-

locked to the annual 

cycle, this predictabil-

ity barrier typically 

occurs in the April-

May period. Thus, tropical cyclone forecasts

made before June have essentially no predic-

tive skill when compared to a trivial (“no-skill”)

benchmark, such as using the mean activity of

the previous 5 years. This barrier affects the

usefulness of ENSO predictions; for example,

the insurance-reinsurance industry has already

locked in annual rates before April-May.

Kim et al. now show that seasonal predict-

ability of Atlantic tropical cyclones may be

improved by breaking the warm El Niño phase

into two independent modes: an eastern Pacifi c

warming (EPW) and a central Pacifi c warming

(CPW). The EPW is indistinguishable from the

classical El Niño, but the CPW is quite differ-

ent, with warming concentrated in the central

Pacifi c and essentially no warming found far-

ther east. (The CPW is not really an El Niño,

but has most likely been mistaken for El Niño

in the past.) Of considerable interest is the fi nd-

ing that North Atlantic tropical cyclone activity

rises during CPW to a level similar to that seen

during La Niña—quite the opposite of the con-

ventional understanding of El Niño. The CPW 

also appears to have a high level of predictabil-

ity well before the April-May barrier.

Separating these two warm modes may thus

lead to a useful improvement in seasonal Atlan-

tic tropical cyclone prediction of Atlantic tropi-

cal cyclones (see the fi gure). The study by Kim

et al. also raises wider issues. Can the develop-

ment of a CPW preempt development of a full

El Niño? Is the recent increase in frequency of 

CPW events—with 80% of those since 1950

occurring since 1990—associated with natural

variability or with the appearance of a global

warming signal? As global climate models

improve to the point that they can simulate

realistic ENSO variations, understanding the

interactions between CPW and EPW and their

relative importance to global weather telecon-

nections will help to further refi ne our capacity

to predict the consequences of this critical cou-

pled atmosphere-ocean phenomenon.

References and Notes
1. J. Tarazona, W. Arntz, E. Castillo, Eds., El Niño in Latin

America: Biological and Social Impacts (Alfred Wegener

Institute, Kiel, Germany, 2001).

2. H.-M. Kim, P. J. Webster, J. A. Curry, Science 325, 77

(2009).

3. J. Bjerknes, Mon. Weather Rev. 97, 163 (1969).  

4. www.who.int/mediacentre/factsheets/fs192/en/index.html

5. W. M. Gray, Mon. Weather Rev. 112, 1649 (1984).  

6. W. M. Gray, Mon. Weather Rev. 112, 1669 (1984).

7. F. Vitart et al., Geophys. Res. Lett. 34, L16815 (2007).  

8. P. J. Webster, S. Yang, Q. J. R. Meteorol. Soc. 118, 877

(1992).  

9. NCAR is funded by the NSF. 

10.1126/science.1176515

National Center for Atmospheric Research (NCAR), 1850
Table Mesa Drive, Boulder, CO 80305, USA. E-mail:
gholland@ucar.edu

Heading for destruction. This GOES-12 satellite image shows Hurricane Katrina
on 28 August 2005, when the storm was at Category 5 strength and projected to
impact New Orleans. Although 2005 was not an El Niño year, better understand-
ing of ENSO will help to predict the frequency of such cyclones.
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How to Think, Say, or Do Precisely
the Worst Thing for Any Occasion
Daniel M. Wegner

In slapstick comedy, the worst thing that could happen usually does: The person with a sore toe manages
to stub it, sometimes twice. Such errors also arise in daily life, and research traces the tendency to do precisely
the worst thing to ironic processes of mental control. These monitoring processes keep us watchful for errors
of thought, speech, and action and enable us to avoid the worst thing in most situations, but they also increase
the likelihood of such errors when we attempt to exert control under mental load (stress, time pressure, or
distraction). Ironic errors in attention and memory occur with identifiable brain activity and prompt recurrent
unwanted thoughts; attraction to forbidden desires; expression of objectionable social prejudices; production
of movement errors; and rebounds of negative experiences such as anxiety, pain, and depression. Such ironies
can be overcome when effective control strategies are deployed and mental load is minimized.

There are many kinds of errors. We can fall
short, overreach, or skitter off the edge, of
course, but we can also miss by a mile, take

our eyes off the prize, throw the baby out with the
bath water—and otherwise foul up in a disturbingly
wide variety of ways. Standing out in this assortment
of would-be wreckage, though, is one kind of error
that is special: the precisely counterintentional error.
This is when we manage to do the worst possible
thing, the blunder so outrageous that we think about
it in advance and resolve not to let that happen.

And then it does. We see a rut coming up in the
road ahead and proceed to steer our bike right into
it. We make a mental note not to mention a sore
point in conversation and then cringe in horror as
we blurt out exactly that thing. We carefully cradle
the glass of red wine as we cross the room, all the
while thinking “don’t spill,” and then juggle it onto
the carpet under the gaze of our host. Normally, our
vigilance for such pitfalls helps us avoid them. We
steer away from ruts, squelch improper comments,
and protect carpets from spills by virtue of our
sensitivity to error. Knowing the worst that could
happen is essential for control. But sometimes this
sensitivity backfires, becoming part of a perverse
psychological process that makes the worst occur.

Observers of human psychology have sug-
gested that the mind can indeed generate just
such ironic errors. Edgar Allan Poe called this un-
fortunate feature of mind the “imp of the perverse”
(1). Sigmund Freud dubbed it the “counter will”
(2). William James said too that “automatic ac-
tivity in the nerves often runs most counter to the
selective pressure of consciousness” (3). Charles
Baudouin pronounced it the “law of reversed ef-
fort” (4), and Charles Darwin joined in to proclaim
“How unconsciously many habitual actions are
performed, indeed not rarely in direct opposition
to our conscious will!” (5). Hieronymus Bosch il-
lustrated this human preoccupation with the worst,

depicting a world in which error, sin, and ruin are
the usual consequence of human endeavor (Fig. 1).

Intentions and Ironies: Best and Worst
Do we do the worst thing more often than other
things? Fortunately for the proprietors of china
shops, we do not. However, accumulating evi-
dence on ironic processes of mental control (6)
reveals conditions under which people commit
precisely counterintentional errors. The prototypical
error of this kind occurs when people are asked to
keep a thought out of mind (e.g., “don’t think about
a white bear”). The thought often comes back.
When asked to signal any return of that thought,
people may indicate that it comes back about once
per minute (7)—often to echo for yet longer periods
(8) and, at the extreme, to return for days (9, 10).
Some people are better at such thought suppres-
sion than others (11, 12), of course, and some try
more than others (13), but keeping a thought out
of mind remains a challenge for most of us even
when we have only arbitrarily tried to suppress it.

Why would thought suppression be so hard?
It does seem paradoxical: We try to put out of
mind what we are thinking now, while still remem-
bering at some level not to think of it later. The
ironic process theory (6) suggests that we achieve
this trick through two mental processes: The first is
a conscious, effortful process aimed at creating the
desired mental state. The person engaged in sup-
pressing white bear thoughts, for example, might
peruse the room or otherwise cast about for some-
thing, anything, that is not a white bear. Filling
the mind with other things, after all, achieves
“not thinking of a white bear.”

As these distracters enter consciousness, though,
a small part of the mind remains strangely alert to
the white bear, searching for indications of this
thought in service of ushering it away with more
distractions. Ironic process theory proposes that
this second component of suppression is an ironic
monitoring process, an unconscious search for

the very mental state that is unwanted.
The conscious search for distractions
and the unconscious search for the
unwanted thought work together to
achieve suppression—the conscious
search doing the work and the un-
conscious search checking for errors.

The control system underlying
conscious mental control is unique,
however, in that its monitoring pro-
cess can also produce errors. When
distractions, stressors, or other mental
loads interfere with conscious attempts
at self-distraction, they leave unchecked
the ironic monitor to sensitize us to
exactly what we do not want. This is
not a passive monitor, like those often
assumed in control system theories,
but rather is an active unconscious
search for errors that subtly and con-
sistently increases their likelihood via
processes of cognitive priming (14).

For example, when people are asked not to think
about a target word while under pressure to respond
quickly in a word association task, they become in-
clined to offer precisely that forbidden target word
(15). Indeed, with time pressure people more often
blurt out a word while suppressing it than when
they are specifically asked to concentrate on it.

Fortunately, the ironic return of suppressed
thoughts is not inevitable, or we would be plagued
by every thought we had ever tried to put out of
mind. We can stop thinking of things quite success-
fully when we have time to devote to the project
and become absorbed in our self-distractions. The
ironic rebound of suppressed thoughts after sup-
pression is mainly evident when people abandon
the attempt to suppress or are encouraged to revisit
the suppressed thought (16, 17). The ironic return
of suppressed thoughts during suppression is found
only sporadically when people are simply reporting
their thoughts but is readily observed with measures
of thought that are sensitive to automatic, uncon-
trollable indications of the thought (18).
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Fig. 1. This detail from The Last Judgment by Hieronymus
Bosch illustrates the artist’s apocalyptic vision of some of the
worst that humans can think, say, or do.
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For example, when people are asked to name
the colors in which words are displayed and en-
counter a word they have been asked not to think
about, they name the word’s color more slowly—
apparently because their attention is rapidly drawn
to the word’s meaning and so interferes with color-
naming (15, 19). Such automatic attention to sup-
pressed thoughts surfaces in color-naming when
people are under mental load (such as holding a
five-digit number in mind) and can be found as an
effect of load in many paradigms (20, 21). Color-
naming research reveals, though, that ironic moni-
toring processes are not limited only to suppression;
they also occur during intentional concentration. Peo-
ple intentionally concentrating on particular words
under load show slowed color-naming for words
that are not concentration targets because these
nontargets now pop more easily to mind (19). Per-
haps this is why concentrating under pressure, such
as during last-minute studying, seems to accentuate
the clarity of every stray noise within earshot.

The ironic monitoring process also influences
memory. Memories we try to forget can be more
easily remembered because of the ironic results of
our efforts, but they do this mainly when mental
loads undermine conscious attempts to avoid the
memories (22, 23). People attempting to forget
many items at once can do so with some success
(24, 25), perhaps because monitoring multiple con-
trol projects dilutes ironic monitoring effects (26).
Functional magnetic resonance imaging studies
show a similar disparity in brain activity: People
trying to forget many targets show a suite of
changes in brain activity associated with forgetting
(27), whereas those trying not to think of a single
target show specific monitoring-related activity of
the anterior cingulate and dorsolateral prefrontal
cortex (28, 29). The brain regions subserving ironic
and intentional processes are differentiable when
people do targeted mental control tasks.

Taboos and Faux Pas: Worst Thoughts
and Utterances
Ironic lapses of mental control often appear when
we attempt to be socially desirable, as when we try
to keep our minds out of the gutter. People in-
structed to stop thinking of sex, for example, show
greater arousal (as gauged by finger skin conduct-
ance) than do those asked to stop thinking about a
neutral topic. Indeed, levels of arousal are inflated
during the suppression of sex thoughts to the same
degree that they inflate during attempts to concen-
trate on such thoughts (8). In research on sexual
arousal per se, male participants instructed to inhibit
erections as they watched erotic films found it har-
der than they had hoped, so to speak—particularly
if they imbibed a mental load in the form of a
couple of alcoholic drinks (30). Ironic effects also
may underlie the tendency of homophobic males
to show exaggerated sexual arousal to homoerotic
pictures (31).

The causal role of forbidden desires in ironic
effects is clear in experimental research on the
effects of imposed secrecy (32). People ran-
domly paired to play “footsie” under the table in

a laboratory study reported greater subsequent
attraction to their assigned partner when they
had been asked to keep their contact secret from
others at the table, and survey respondents re-
vealed similar effects of tainted love: a greater
desire for past romantic partners with whom
relationships had first started in secret (33). This
desire seems to arise as an ironic emotional ef-
fect of suppression: People who are asked not
to think about a specific old flame show greater
psychophysiological arousal than do others when
later allowed to think about that relationship (34).

Like forbidden romance, other occasions for
social deception are a fertile source of ironic effects.
People admonished to keep an item private in
conversation, for example, become more likely to
mention it; speakers asked to keep a target hidden
from an addressee more often leaked its identity
by making inadvertent reference to it—for exam-
ple, describing the target in Fig. 2 as a “small tri-
angle” and thereby revealing that the occluded
object was a larger one (35). Interviewees with eat-
ing disorders who role-played not having a disorder
for the interviewer also showed ironic effects. Dur-
ing the interview, they reported intrusive thoughts
of eating and revealed preoccupation with the
topic by rating the interviewer, too, as the likely
victim of an eating disorder (36).

Another challenge for mental control is keep-
ing a lid on our social prejudices. There is substan-
tial evidence that racism, sexism, homophobia,
and other prejudices can be expressed automati-
cally after all, even when we try to control them
(37, 38). But the ironic process theory holds that
unconscious urges to express such prejudices will
be especially insistent when we try to control them
under load. This possibility was initially docu-
mented in research that asked British participants
to suppress their stereotypes of skinheads (white
supremacists) and found that such stereotypes then
rebounded—even leading experimental participants
to sit far away from a skinhead in a waiting room

(39). Ironic effects have since surfaced showing
that expressions of prejudice against racial, ethnic,
national, and gender groups are often prompted by
attempts to be “politically correct” under mental
load (40–42). The desire to be fair and unpreju-
diced, exercised in haste or distraction, can engen-
der surprising levels of bias and prejudice.

Yips and Worries: Worst Movements
and Emotions
Pressures to avoid the worst are not always a
matter of doing what is socially desirable—they
can arise in attempts to achieve self-imposed
goals as well. The desire to succeed at a task
defines the worst thing that could happen in that
situation as failure at this task. So, when people
grasp a string with a weight attached and try to
keep this pendulum from swinging in one di-
rection, they often find that the pendulum swings
in just the way they hope to avoid (43). And, as
predicted by ironic process theory, the pendulum
is even more likely to swing in the unwanted
direction when its holder is distracted by count-
ing backward from 1000 by threes (Fig. 3).

Sports psychologists and coaches are familiar
with ironic movement errors, counterintentional
movements induced by the very desire to prevent
them. Former major league baseball players Chuck
Knoblauch, Steve Blass, and Rick Ankiel were
famed for sporadic wild throws as well as for the
desire to avoid them, Ankiel even calling his chronic
error “the Creature” (44). In golf putting, the ironic
tendency has a name (the “yips”), and golfers who
are instructed to avoid a particular error (e.g.,
“don’t overshoot”) indeed make it more often
when under load (43, 45). Eye-tracking cameras
reveal that soccer players who are instructed to
avoid kicking a penalty shot to a particular part
of the goal more often direct their gaze to the very
area to be avoided (46). Perhaps the common sen-
sation we get as we look over a precipice—that we
are teetering toward the edge—is an accurate per-
ception of our subtle ironic movements. (It may be
best when poised at the brink, by the way, not to
count backward from 1000 by threes.)

Worries and fears are also fertile ground for
ironic effects. Unwanted emotions associated with
thoughts not only provide a reason to avoid those
thoughts but also prompt an unwanted emotional
punch when the thoughts return. Emotions we put
out of mind are experienced with unusual intensity
when the emotional thoughts recur after suppres-
sion (19, 34, 47). Depressed mood is especially
recalcitrant, recurring after suppression when re-
minders, negative events, or increased mental loads
are encountered (48). And when anxious thoughts
are suppressed under mental load, their return can
rekindle anxiety with particular vigor (49).

Worry about falling asleep yields similar ironic
effects: People urged to fall asleep as quickly
as possible, but who are also given a mental load
(in the form of Sousa march music), are particu-
larly likely then to have trouble sleeping (50). The
common observation that dreams center on un-
pleasant and emotionally disturbing topics makes

Addressee

Occluder

Speaker

Target
Object

Fig. 2. Speaker who is asked to describe the mu-
tually visible target becomes more likely to mention
a clue to the hidden target that is irrelevant to the
addressee (e.g., saying “small triangle” rather than
“triangle”) when instructed to conceal the identity of
the target from the addressee. [Adapted from (35)]
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sense in this light: When people are instructed to
suppress thoughts of neutral or emotional topics
before sleep, they report more frequent dreaming
about those topics (51–53). If we spontaneously
choose to avoid unpleasant or worrisome thoughts
in daytime, it makes sense that such thoughts
would then populate our dreams.

Puzzling ironies arise too in response to pain.
Usually, people exposed to painful stimulation re-
port higher levels of felt pain when they direct their
attention toward the pain. However, suppression
of laboratory-induced pain can result in some
ironic effects, including ironic increments in sup-
pressed pain and ironic decrements in attended
pain (54–56). Such effects are unreliable and have
not been examined under variations in mental load,
so conclusions are not yet clear (57, 58). Caution
should also be exercised in considering ironic
effects of thinking about death. People suppress
thoughts of death spontaneously or use strategies
other than direct suppression, so ironic effects of
suppressing thoughts of one’s own death are not
always evident (59). Research on such effects is
complicated when natural attempts people make
to gain mental control obscure the effects of ex-
perimental manipulations of control striving.

Putting the Worst Behind Us
The ubiquity of ironic effects suggests we should
consider it something of a treat when we control
ourselves successfully. According to ironic process
theory, however, successful control is likely to be
far more prevalent than ironic error because people
often use effective strategies for control and deploy
them under conditions that are not mentally load-

ing. Ironic effects are often small, and the experi-
mental production of ironic errors often depends on
the introduction of artificial loads, time pressures,
or other means of magnifying ironic effects. Even
such amplifiers of ironic error may be overcome,
however, in certain individuals with talents for
mental control. People who are susceptible to hyp-
notic suggestion, for example, and who are given
suggestions to control thoughts show heightened
mental control without ironic effects (60, 61).

The rest of us, however, who go through life
without special talent for mental control, some-
times must turn to other tactics to overcome ironic
error. Strategies people use to relax excessive striv-
ing for control, for example, show promise in re-
ducing the severity of ironic effects. Potentially
effective strategies include accepting symptoms
rather than attempting to control them (62) and
disclosing problems rather than keeping them
secret (63). Therapies devised for improving mental
control—or for helping people to relax it—remain
largely untested, however, and there are enough
ambiguities surrounding the translation of labora-
tory research into effective treatments that recom-
mendations for clinical practice at this time are
premature. Current research indicates only that,
under certain conditions, we may be better able to
avoid the worst in what we think, do, or say by
avoiding the avoiding. Failing that, our best option
is to orchestrate our circumstances so as to mini-
mize mental load when mental control is needed.

References and Notes
1. E. A. Poe, “The imp of the perverse,” Graham's Lady's and

Gentleman's Magazine (July 1845), vol. 28, pp. 1–3.
2. S. Freud, in The Standard Edition of the Complete

Psychological Works of Sigmund Freud, J. Strachey, Ed.
(Hogarth, London, 1950), vol. 1, pp. 115–128.

3. W. James, Mind 4, 1 (1879).
4. C. Baudoin, Suggestion and Autosuggestion (Dodd,

Mead, New York, 1921).
5. C. Darwin, On the Origin of Species by Means of Natural

Selection (Broadview, Petersborough, Canada, 2003).
6. D. M. Wegner, Psychol. Rev. 101, 34 (1994).
7. D. M. Wegner, D. J. Schneider, S. Carter, T. White, J. Pers.

Soc. Psychol. 53, 5 (1987).
8. D. M. Wegner, J. W. Shortt, A. W. Blake, M. S. Page,

J. Pers. Soc. Psychol. 58, 409 (1990).
9. H. Trinder, P. M. Salkovskis, Behav. Res. Ther. 32, 833 (1994).
10. P. Muris, H. Merckelbach, R. Horselenberg, Behav. Res.

Ther. 34, 501 (1996).
11. R. D. V. Nixon, J. Flood, K. Jackson, Pers. Individ. Dif. 42,

677 (2007).
12. D. F. Tolin, J. S. Abramowitz, A. Przeworski, E. B. Foa,

Behav. Res. Ther. 40, 1255 (2002).
13. D. M. Wegner, S. Zanakos, J. Pers. 62, 615 (1994).
14. E. T. Higgins, in Unintended Thought, J. S. Uleman,

J. A. Bargh, Eds. (Guilford, New York, 1999), pp. 75–123.
15. D. M. Wegner, R. E. Erber, J. Pers. Soc. Psychol. 63, 903

(1992).
16. J. S. Abramowitz, D. F. Tolin, G. P. Street, Clin. Psychol.

Rev. 21, 683 (2001).
17. E. Rassin, H. Merckelbach, P. Muris, Clin. Psychol. Rev.

20, 973 (2000).
18. D. M. Wegner, in Advances in Experimental Social

Psychology, M. Zanna, Ed. (Academic Press, San Diego,
CA, 1992), vol. 25, pp. 193–225.

19. D. M. Wegner, R. E. Erber, S. Zanakos, J. Pers. Soc.
Psychol. 65, 1093 (1993).

20. A. C. Page, V. Locke, M. Trio, J. Pers. Soc. Psychol. 88,
421 (2005).

21. L. S. Newman, K. J. Duff, R. F. Baumeister, J. Pers. Soc.
Psychol. 72, 980 (1997).

22. C. N. Macrae, G. V. Bodenhausen, A. B. Milne, R. L. Ford,
J. Pers. Soc. Psychol. 72, 709 (1997).

23. S. Najmi, D. M. Wegner, Conscious. Cogn. 17, 114 (2008).
24. M. C. Anderson, C. Green, Nature 410, 366 (2001).
25. D. M. Wegner, F. Quillian, C. E. Houston, J. Pers. Soc.

Psychol. 71, 680 (1996).
26. R. M. Wenzlaff, D. E. Bates, Pers. Soc. Psychol. Bull. 26,

1200 (2000).
27. M. C. Anderson et al., Science 303, 232 (2004).
28. J. P. Mitchell et al., Psychol. Sci. 18, 292 (2007).
29. C. L. Wyland, W. M. Kelley, C. N. Macrae, H. L. Gordon,

T. F. Heatherton, Neuropsychologia 41, 1863 (2003).
30. H. B. Rubin, D. R. Henson, Psychopharmacology (Berlin)

47, 123 (1976).
31. H. E. Adams, L. W. Wright Jr., B. A. Lohr, J. Abnorm.

Psychol. 105, 440 (1996).
32. J. D. Lane, D. M. Wegner, J. Pers. Soc. Psychol. 69, 237

(1995).
33. D. M. Wegner, J. D. Lane, S. Dimitri, J. Pers. Soc. Psychol.

66, 287 (1994).
34. D. M. Wegner, D. B. Gold, J. Pers. Soc. Psychol. 68, 782

(1995).
35. L. W. Lane, M. Groisman, V. S. Ferreira, Psychol. Sci. 17,

273 (2006).
36. L. Smart, D. M. Wegner, J. Pers. Soc. Psychol. 77, 474 (1999).
37. A. G. Greenwald, M. R. Banaji, Psychol. Rev. 102, 4 (1995).
38. J. A. Bargh, in Dual Process Theories in Social

Psychology, S. Chaiken, Y. Trope, Eds. (Guilford,
New York, 1999), pp. 361–382.

39. C. N. Macrae, G. V. Bodenhausen, A. B. Milne, J. Jetten,
J. Pers. Soc. Psychol. 67, 808 (1994).

40. M. J. Monteith, J. W. Sherman, P. G. Devine, Pers. Soc.
Psychol. Rev. 2, 63 (1998).

41. A. D. Galinsky, G. B. Moskowitz, J. Exp. Soc. Psychol. 43,
833 (2007).

42. C. N. Macrae, G. V. Bodenhausen, Annu. Rev. Psychol.
51, 93 (2000).

43. D. M. Wegner, M. Ansfield, D. Pilloff, Psychol. Sci. 9, 196
(1998).

44. J. Merron, “Ankiel can’t seem to conquer ‘The Creature’”
(2003), http://assets.espn.go.com/mlb/s/2003/0615/
1568307.html.

45. D. L. Beilock, J. A. Afremow, A. L. Rabe, T. H. Carr,
J. Sport Exerc. Psychol. 23, 200 (2001).

46. F. C. Bakker, R. R. D. Oudejans, O. Binsch, J. Van der
Kamp, Int. J. Sport Psychol. 37, 265 (2006).

47. E. H. W. Koster, E. Rassin, G. Crombez, G. W. B. Naring,
Behav. Res. Ther. 41, 1113 (2003).

48. C. G. Beevers, R. M. Wenzlaff, A. M. Hayes, W. D. Scott,
Clin. Psychol. Sci. Pract. 6, 133 (1999).

49. D. M. Wegner, A. Broome, S. J. Blumberg, Behav. Res. Ther.
35, 11 (1997).

50. M. E. Ansfield, D. M. Wegner, R. Bowser, Behav. Res.
Ther. 34, 523 (1996).

51. D. M. Wegner, R. M. Wenzlaff, M. Kozak, Psychol. Sci. 15,
232 (2004).

52. F. Taylor, R. A. Bryant, Behav. Res. Ther. 45, 163 (2007).
53. R. E. Schmidt, G. H. E. Gendolla, Conscious. Cogn. 17,

714 (2008).
54. D. Cioffi, J. Holloway, J. Pers. Soc. Psychol. 64, 274 (1993).
55. L. Goubert, G. Crombez, C. Eccleston, J. Devulder, Pain

110, 220 (2004).
56. J. D. Eastwood, P. Gaskovski, K. S. Bowers, Int. J. Clin.

Exp. Hypn. 46, 77 (1998).
57. A. G. Harvey, B. McGuire, Behav. Res. Ther. 38, 1117 (2000).
58. A. I. Masedo, M. R. Esteve, Behav. Res. Ther. 45, 199 (2007).
59. J. Arndt, J. Greenberg, S. Solomon, T. Pyszczynski,

L. Simon, J. Pers. Soc. Psychol. 73, 5 (1997).
60. B. J. King, J. R. Council, Int. J. Clin. Exp. Hypn. 46, 295

(1998).
61. R. A. Bryant, S. Wimalaweera, Int. J. Clin. Exp. Hypn. 54,

488 (2006).
62. P. Bach, S. C. Hayes, J. Consult. Clin. Psychol. 70, 1129

(2002).
63. J. W. Pennebaker, Psychol. Sci. 8, 162 (1997).
64. Thanks to K. Gray, A. Heberlein, A. Jenkins, A. Knickman,

K. Koh, and T. Wegner for helpful comments. This work
was supported by National Institute for Mental Health
grant MH 49127.

10.1126/science.1167346

Fig. 3. Sample tracings of 30-s videos from below
a handheld pendulum on a string when pendulum
holder is asked to (A) hold it steady, (B) keep it
from swinging parallel to the arrow, (C) hold it
steady while counting backward from 1000 by
threes, or (D) keep it from swinging parallel to the
arrow while counting backward from 1000 by
threes. [Figure based on data from (43).]
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Serengeti Birds Maintain Forests
by Inhibiting Seed Predators
Gregory J. Sharam, A. R. E. Sinclair, Roy Turkington*

Tropical forests are declining and becom-
ing fragmented (1, 2). In Africa, they are
subjected to fires, competition from grasses,

and browsing and have low recruitment of trees
(3, 4). We report here the mechanism that con-
tributes to the regeneration of riverine forests in
the Serengeti ecosystem, Tanzania, and the de-
stabilizing consequences when fire disturbance

alters that mechanism by opening the forest can-
opy. Forest patches of mixed broadleaf trees oc-
cur naturally along rivers in East Africa, and in
Serengeti some 70 to 80% have disappeared since
1950 (5). We have monitored forest tree density
and bird species since 1966, and from 1997 to 2006
we monitored abundance of bird species, beetle at-
tack on seeds, germination of seeds, and survival of
tree seedlings in 18 patches of forest at different
stages of canopy loss (figs. S1 to S3) and con-
ducted experiments on seed viability (6). Total bird
species dropped from 33 in forest patches to 18 in
open-canopy patches (P < 0.001), largely because
of the loss of frugivores from 16 to 6 species.

Because the number of forest bird species de-
clined as tree density declined (Fig. 1A), we exam-
ined how this affected seed germination, seedling
emergence, and recruitment in remaining closed-
canopy undisturbed patches. The frugivores were

generalists that ingested fruits of most trees, re-
moved the pericarp, and either regurgitated seeds
or excreted them. The proportion of all seeds on
the forest floor that had been previously fed upon
and dropped by birds declined from 70% in
patches with closed canopy and high stem density
to 3% in open forest and thickets with low stem
density (Fig. 1B).

Bruchid beetles are the main insect seed pred-
ators (7). Seeds still on the trees were not at-
tacked by beetles, and seeds previously fed upon
by birds only suffered an ~5% attack rate. The
attack rate on uneaten seeds on the ground ranged
from 68 to 92%. Because the proportion of seeds
uneaten by birds in the total seed sample on the
ground increased as tree density declined (Fig.
1B), the overall attack rate by beetles increased
from 20 to 90% (Fig. 1C) as the canopy opened.

Seeds from the tree canopy and free from the
effects of birds and beetles germinated at 56% T
14% SE (n = 250). Seeds collected from the forest
floor without beetle holes had a similar germina-
tion rate with pericarp (i.e., without bird feeding,
42% T 8%, n = 225) or without pericarp (fed-upon
by birds, 48% T 6%, n = 224). Seeds that had been
attacked by beetles did not germinate whether the
fruit had been processed by birds (n = 87) or not

(n = 556). Therefore, birds protected the seeds
through their feeding, and in their absence beetles
caused a major reduction of seed germination.

We then related seedling emergence per m2

(Fig. 1D) and density of new recruits per m2 (Fig.
1E) to stem density. Seedling density declined
from a high of 0.3 to 0.7 new seedlings/m2 per year
in forest patches with high stem density (>1000
stems/ha) and a closed canopy to zero in forest
patches with fewer than 20 stems/ha (Fig. 1D)
(figs. S4 and S5). The density of recruits (beyond
cotyledon emergence but <50 cm tall) followed the
same pattern as that for seedlings, namely high
density in dense patches (0.65 recruits/m2) and low
density (0.02 recruits/m2) in patches with <20
stems/ha (Fig. 1E). Both the density of seedlings

emerging (Fig. 1D) and the density of
recruits (Fig. 1E) were in contrast to the
proportion of seeds attacked by beetles
(Fig. 1C). We conclude that forest-
adapted birds, by consuming seeds, protect
them from beetle attack. Consumption
increased the germination rate and ulti-
mately the density of seedlings and new
recruits. This density in a closed forest
provided sufficient recruitment to main-
tain the forest (4). Thus, the frugivorous
birds are necessary for the maintenance
of forests, and their absence could result
in the continued disappearance of for-
ests. In general, this study illustrates, first,
how a stable community is maintained
and, second, how it can unravel by a
single disturbance. This causes a positive
feedback loop of processes that, over
decades, changes the ecosystem into a
different state, despite the removal of the
original disturbance. This unravelling has
been widely observed (e.g., figs. S6 to S8,
1968 to 1999) and also measured at one
site for 40 years (1966 to 2006) (fig. S9).

References and Notes
1. C. A. Chapman, L. J. Chapman, Conserv. Biol.

13, 1301 (1999).
2. J. Terborgh et al., Science 294, 1923 (2001).

3. S. A. R. Mduma, A. R. E. Sinclair, R. Turkington, J. Ecol.
95, 184 (2007).

4. G. Sharam, A. R. E. Sinclair, R. Turkington, Biotropica 38,
599 (2006).

5. G. Sharam, thesis, University of British Columbia (2005).
6. Materials and methods are available as supporting

material on Science Online.
7. R. A. Pellew, B. J. Southgate, Afr. J. Ecol. 22, 73 (1984).
8. This work was funded by the Natural Sciences and

Engineering Research Council of Canada.

Supporting Online Material
www.sciencemag.org/cgi/content/full/325/5936/51/DC1
Materials and Methods
Figs. S1 to S9

19 March 2009; accepted 7 May 2009
10.1126/science.1173805

BREVIA

Biodiversity Research Center, University of British Colum-
bia, Vancouver, British Columbia V6T 1Z4, Canada.

*To whom correspondence should be adddressed. E-mail:
royt@interchange.ubc.ca

Log Tree Density
0            0.5            1           1.5            2           2.5           3           3.5

0

20 

15

10

5

25

0

80

60 

40

20

100
0

80

60 

40

20

100

0

0.8

0.6

0.4

0.2

1.0
0

0.8

0.6

0.4

0.2

1.0

# 
sp

ec
ie

s 
P

er
ce

n
t

P
er

ce
n

t 
G

er
m

in
at

io
n

 r
at

e 
# 

se
ed

lin
g

s 
m

 -2

y= 1.03x3 – 1.57x2 +1.27x + 1
R2 = 0.90

y= -9.84x3 + 53.0x2 – 52.3x + 11.7
R2 = 0.92

y= -17.6x  – 82.4
R2 = 0.49

y= 0.76x2 – 0.66x + 0.08
R2 = 0.71

y= 0.027 e0.976x

R2 = 0.73

A

B

C

D

ELog Tree Density
0            0.5            1           1.5            2           2.5           3           3.5
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Dissociable Components of
Rule-Guided Behavior Depend on
Distinct Medial and Prefrontal Regions
Mark J. Buckley,1*† Farshad A. Mansouri,2*† Hassan Hoda,2 Majid Mahboubi,2
Philip G. F. Browning,1 Sze C. Kwok,1 Adam Phillips,2 Keiji Tanaka2

Much of our behavior is guided by rules. Although human prefrontal cortex (PFC) and anterior
cingulate cortex (ACC) are implicated in implementing rule-guided behavior, the crucial
contributions made by different regions within these areas are not yet specified. In an attempt
to bridge human neuropsychology and nonhuman primate neurophysiology, we report the effects
of circumscribed lesions to macaque orbitofrontal cortex (OFC), principal sulcus (PS), superior
dorsolateral PFC, ventrolateral PFC, or ACC sulcus, on separable cognitive components of a
Wisconsin Card Sorting Test (WCST) analog. Only the PS lesions impaired maintenance of abstract
rules in working memory; only the OFC lesions impaired rapid reward-based updating of
representations of rule value; the ACC sulcus lesions impaired active reference to the value of
recent choice-outcomes during rule-based decision-making.

Although there have been recent advances
in our understanding of how and where
rules are represented in prefrontal cortex

(PFC), disparity has emerged between findings from
neurophysiology, neuropsychology, and neuro-
imaging as to the importance of different PFC re-
gions. To address these issues, it is important to
make distinctions between different kinds of rule-
guided behavior. For instance, some behaviors in-
volve following simple cued rules (e.g., stopping
at a red light) wherein the presence of a particular
stimulus instructs a fixed behavioral response. Ex-
perimental investigations of this category of rule-
based behavior often utilize conditional learning
tasks, such as arbitrary visuo-motor or visuo-visual
mapping where animals acquire and maintain be-
havioral rules of the form “if A, then B” (with A
being an instruction cue and B being the instructed
motor response, or stimulus, that should be chosen,
respectively). Although single-unit recording studies
in macaque monkeys have found that neurons in
both the dorsolateral PFC (dlPFC) and ventrolateral
PFC (vlPFC) can encode such arbitrary rules (1–3)
(Fig. 1B), human neuroimaging studies have ob-
served activitywithin the vlPFC associatedwith the
performance of similar tasks (4), and macaque le-
sion studies have established that the ventral PFC
[vlPFC and orbitofrontal cortex (OFC)] is far more
important than the dorsal PFC for supporting this
kind of rule-based behavior (5–8).

Humans and nonhuman primates are also
capable of learning to follow abstract rules where-

in a rule generalizes to all the possible exemplars
(1, 9–11). For example, neurons throughout dlPFC,
vlPFC, and OFC can encode, across a delay pe-
riod, which of two different abstract rules (“match-
ing” or “nonmatching” in this case) animals should
apply to perform a task correctly at the end of the
delay (12). Although there is no evidence of any
quantitative differences in the proportions of such
neurons in these different PFC regions of the ma-
caque, when a human neuroimaging study adopted
the same paradigm, activity associated with main-
tenance of specific rules across delays was ob-
served in vlPFC but not elsewhere within the PFC
(13). Another human neuroimaging study has sim-
ilarly reported the involvement of only the inferior
frontal gyral regions of the ventral PFC when rule-
specific activation has to be maintained across a
delay (14), and lesion studies in macaques have
established that the ventral PFC regions, but not
the dlPFC or anterior cingulate cortex (ACC), are
necessary for acquisition of nonmatching rules
(15–17). Thus the question arises: What, if any,
aspect of rule-guided behavior is the dlPFC nec-
essary to support in its own right?

In the paradigms discussed above, an animal
knows which abstract rule to apply either because
the rule remains constant or because it is instructed
by a cue presented at the start of each trial. How-
ever, there are many everyday circumstances where
we have to decide for ourselves which behavioral
rule is most appropriate to follow under the cir-
cumstances we find ourselves in (for example, in
deciding whether it remains appropriate to behave
“in the same way” as others in a social setting).
The Wisconsin Card Sorting Test (WCST) (18)
has been used extensively in the clinic because it is
a relatively simple task to administer and has long
been believed to have utility [which has now been
verified (19)] in contributing to the diagnosis of
patients who are likely to suffer from PFC dys-

function owing to brain disease or damage. In the
WCST, subjects first have to discover by trial and
error which abstract rule they should follow; then
they have to retain that rule in working memory so
that they may continue to apply it on subsequent
trials. This has to be done up until the point where
the subject determines that the rule is no longer
valid because it no longer elicits positive feedback;
after which point, the subject must determine
which alternative rule has become reinforced, and
so on. A recent study of ours confirmed that dlPFC
neurons in the vicinity of the principal sulcus (PS)
in Brodmann’s areas 46 and 9/46 of macaque PFC
can maintain representations of uncued rules both
within and between trials of a WCST analog (20).
As in the human WCST, the rules are not cued at
any time in our WCST analog either; rather, ma-
caque monkeys receive “stay” or “switch” cues, by
means of positive or negative feedback (Fig. 1A)
after each choice, which they can use to determine
whether they should either retain the current rule
(stay) or change to the other rule (switch) in the
next trial. In a recent human neuroimaging study in
which participants were either directly told which
rule to apply or alternatively were told to switch or
stay with their previously chosen rule, greater ad-
ditional activity was associated with the latter con-
dition in the middle frontal gyrus, including area
46, part of dlPFC (21). Likewise, another study
that compared free choice between rules with di-
rectly instructed rules, in the context of a working
memory task, found greater delay activity in
Brodmann’s area 46 in the free-choice condition
(22), as has a study in which subjects were able to
freely choose which action to perform, or which
stimuli to select (23). Thus, we hypothesized that
an important factor determining the necessary in-
volvement of the dlPFC in rule-guided decision-
making may be the way in which abstract rules
are set up. To determine whether the dlPFC is
necessary for implementing uncued abstract rules
held in working memory, we investigated the ef-
fects of lesions to different regions of dlPFC on
the WCST analog.

To engage in self-initiated rule-guided decision-
making, one needs to be able to adjust behavior
flexibly in light of positive or negative feedback.
Although neurons throughout swathes of frontal
cortex have been observed to have activities re-
lated to reward value (24), those in the OFC, in
particular, are believed to be most closely impli-
cated in representing the reward value of stimuli
or outcomes (25, 26). It has recently been re-
ported that neurons in the OFC might provide
a relatively context-free value scale to facilitate
comparison of the economic value to the animal
of different “goods” (27, 28). Nevertheless, it is
clear that OFC lesions do not simply render
animals unmotivated by reward or insensitive to
the value of reward, as even animals with OFC
lesions will work as hard as normal animals to
earn food reward and will avoid choosing food
items that are in view and on which they have
been fed to satiety (29). So what is the specific
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role played by the OFC? Previous lesion studies
in macaques have established that OFC-lesioned
animals are impaired on tasks in which animals
have to learn about changing stimulus-reward
value associations, such as reinforcer devaluation
paradigms, wherein the value of the food stuff
associated with one object in the pair is subse-
quently devalued by feeding to satiety (29), and
reversal learning paradigms in which the value of
food items remain the same but the stimulus-
reward reinforcement contingencies are changed
(17, 29, 30). Performance on tasks in which there
is a consistent relation between stimulus choice
and outcomes, such as discrimination learning,
is unaffected by OFC lesions (5, 29). The role
of the OFC also extends to learning about the
changing value of instrumentally learned motor
actions; OFC-lesioned animals are impaired in
extinction after conditioning to variable interval
schedules (30, 31). We included an OFC group
in this study to test the hypothesis that the role of
the OFC might also extend to learning about the
value of rules as is required in the WCST analog,
in which maintaining continued successful choices
cannot be based either on reference to the reward
value of recently chosen stimuli or recently chosen
actions, because both the identity and the posi-
tion of the rewarded stimulus are randomly de-
termined from trial to trial. Like the OFC, the
anterior cingulate sulcus cortex (ACCs) has also
been implicated in reinforcement-guided decision-
making, but in contrast to the OFC, it appears to
be more important for making decisions on the
basis of action values as opposed to stimulus val-
ues (32–36). But it is not yet known if the role of

the ACCs also extends to learning about the chang-
ing value of abstract rules, and so we also included
an ACCs-lesioned group in our investigation into
the effects of discrete medial frontal and pre-
frontal cortical lesions on performance of the
WCST analog.

Macaque lesion studies. Fourteen macaque
monkeys were trained to perform an analog of
the human WCST on a touch screen (Fig. 1A)
(37). The currently reinforced rule was not directly
cued at any time in this WCST analog; rather,
animals had to discover for themselves by trial and
error which rule was currently reinforced, then
they had to maintain performance according to
that rule across a series of trials until they attained
85% correct choices in a consecutive series of 20
trials, at which point an unannounced rule change
was implemented and the next block of trials, with
the other rule now reinforced, commenced. Each
daily session comprised 300 trials, and before
surgery, the 14 macaques were able to achieve a
mean of 10 rule shifts per session with a median
preoperative block length (i.e., trials taken to at-
tain criterion on a rule) of 24 trials. The mean pre-
operative distribution of response types for the
first 20 trials after every rule change is shown in
Fig. 2. Note that animals rarely selected the
stimulus that did not match the sample in either
dimension; on average only 2.1% of animals’
preoperative responses were of this type (which
we called “nonperseverative” errors). Most of the
animals’ errors in the task were “perseverative”
errors (defined here as a choice of the nonrein-
forced rule), and these errors accounted for 91%
of the total errors. The dominance of perseverative

errors on the very first trial after each unan-
nounced rule change (Fig. 2) confirms that the
animals could not predict when the unannounced
rule change would occur. Also, the first unex-
pected instance of an absent reward (i.e., at the
end of the first trial after a rule change) was on
average insufficient to inform animals that the
rule had changed (Fig. 2). Rather, the animals
took a few trials to shift their behavior over to
that of matching predominantly by the other rule.
This failure of animals to change their behavior
immediately after failing to receive a reward, the
lack of which unambiguously signifies a change
in reinforcement schedule, has also been observed
in other task-shifting paradigms used with ma-
caques (33). We likewise interpret this as further
evidence that, to foraging animals, single outcomes
(both negative and positive) are simply pieces of
evidence that must be weighed against the recent
history of experienced reinforcement to reach a
decision as to whether a current behavior (to ap-
ply a particular rule in this case) is still optimal.

Experimental groups and general effects
of PFC lesions on the WCST analog. On the basis
of individuals’ preoperative scores, we divided
the animals into three groups of matched abilities,
one group (PS group, n = 4, mean preoperative
rule shifts per session = 9.8) received bilateral
lesions of the PS within the inferior dlPFC; an-
other group (ACCs group, n = 4, mean preoper-
ative rule shifts per session = 10.1) received
bilateral lesions of the ACCs within the medial
frontal cortex; and the other animals (CON
group, n = 6, mean preoperative rule shifts per
session = 10) remained unoperated controls. In

Fig. 1. Behavioral task, intended lesions, and overall lesion effects. (A) The basic features of the WCST are
depicted in this panel: In each trial, a randomly selected sample is displayed alone on the center of the
touch screen, and when the sample is touched, three additional choice items immediately appear (one
matching in color, one matching in shape, and one not matching in either dimension, with their positions
randomly chosen). If the animal’s choice is correct (i.e., the animal selects the choice item that matches
according to the currently reinforced rule, which changes unannounced every time the animal attains 85%
in 20 consecutive trials), then a reward pellet is delivered, and the correct choice remains on the screen for
1 s to provide visual feedback; if the animal makes an incorrect choice, then no reward is given, and the
stimuli are removed and replaced by an error signal (white circle), which is presented on the screen for 1 s
instead. (B) From left to right, the extent of the intended lesions of the PS, the ACCs, the OFC, the sdlPFC,
and the vlPFC. (C) Group mean postoperative rule changes achieved per daily session, expressed as a
percentage of the mean number of preoperative rule changes of each monkey, for each of the following
groups: CON (n = 6), PS (n = 4), ACCs (n = 4), OFC (n = 3), sdlPFC (n = 3); error bars, SEM.
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the second stage of postoperative testing, the un-
operated controls were divided into two matched-
ability groups: One received bilateral lesions of
the superior dlPFC (sdlPFC group, n = 3), where-
as the other received bilateral lesions of the OFC
(OFC group, n = 3). The intended lesions are
depicted in Fig. 1B, and reproductions of the
actual lesions, which were as intended, are shown
in figs. S1 to S5. None of the lesioned groups
were impaired on any of the control tasks [see
supporting online material (SOM) text], which
included color-matching or shape-matching for
an entire session without rule shifts being imposed,
confirming that their perceptual, motor, and atten-
tional abilities were intact. However, after the le-
sions were introduced, the PS, ACCs, and OFC
groups were markedly impaired on the WCST
analog; they achieved means of only 7.4, 6.7, and
5.5 rule shifts per postoperative session, respec-
tively, compared with means of 10.1 and 11.7 rule
shifts per session in the CON and sdlPFC groups
at this stage of testing. The number of rule shifts
achieved postoperatively is shown (Fig. 1C) as a
percentage of the preoperative number attained for
each group. As it was clear that the sdlPFC lesion
had absolutely no effect on performance on this
or any other measure of performance of the
WCST analog, for all of the following statistical
analyses the sdlPFC group was hereafter con-
sidered an operated control group that could be
directly compared with the OFC group, as these
two groups had experience identical to each
other’s. Designed comparisons using the pooled
error term confirmed what is shown in Fig. 1C,
namely, that both the PS group [t(11) = 2.217, P =
0.024, one-tailed] and the ACCs group [t(11) =
2.459, P = 0.023, one-tailed] were significantly
impaired relative to the CON group and that there
was no difference in performance between the
PS and ACCs groups (t < 1). The OFC group was
also significantly impaired [t(4.32) = 4.3, P =
0.006, one-tailed] relative to the sdlPFC group,
whose performance did not change postopera-
tively (t = 0).

Two additional animals were trained preop-
eratively on our control task for the WCST analog
(37), which required color- or shape-matching
ability on alternate days but did not require rule
changes within a daily session. Both animals
were greatly impaired in implementing the rules
they had learnt preoperatively after vlPFC le-
sions. This is consistent with previous studies
that have reported that vlPFC-lesioned animals
are impaired at both the learning and use of
matching and nonmatching rules (16, 38–40).
The impairment in rule implementation after
vlPFC lesions in the WCST analog is unlikely
to be attributable largely to impoverished visual
input into PFC, because the OFC is also well
connected with visual association areas in the
temporal lobe (41, 42), and indeed, noncondi-
tional learning tasks, such as concurrent visual
discrimination learning, are not impaired by vlPFC
lesions (16). It has been proposed that a fun-
damental role of the PFC is learning about the

structure of complex tasks by a model-building
approach (43); this gradual learning process
allows the conditional or abstract rules that link
stimuli with goals and the means to achieve
them to be identified. Even after abstract rules
have been acquired, the vlPFC may remain nec-
essary to retain these linkages in the face of com-
peting and, in the case of abstract rules, disruptive
non–goal-directed learning processes elsewhere,
that might otherwise bias animals to respond on
the basis of rapidly acquired stimulus-response
associations instead (44). The vlPFC has been
proposed to be more important for learning and
retaining rules based on abstractions as opposed
to exemplars (45). This would be consistent with
the known patterns of PFC afferents from visual
association areas in the temporal lobes. The peri-
rhinal region of the temporal lobe, where object-
level representations of exemplars are believed
to be represented (46), projects more heavily
into OFC than vlPFC (41, 42), whereas vlPFC
receives relatively more of its input from the
inferotemporal cortex, where representations are
more feature-based than object-based (47).

The impairments in the PS, OFC, and ACCs

groups in the main experimental task noted
above cannot be attributable to impaired rule-
switching per se, as none of the groups (see fig.
S6) made significantly more perseverative or
nonperseverative errors in the trials immedi-
ately after rule switches (P > 0.1 for all Group ×
Stage interactions in two-way analysis of var-
iance for all preoperative versus postoperative
comparisons on numbers of perseverative or
nonperseverative errors accumulated in the
three trials that followed the first trial after
each rule changed). Therefore, the underlying
natures of the impairments in the PS, OFC, and
ACCs groups are explored in detail in the fol-
lowing sections.

The role of the PS in working memory for
rule. Having observed the impairment in the
PS, ACCs, and OFC groups in adapting to rule
shifts, we explored the respective role of these
areas in WCST analog performance. In order to
test our hypothesis that the PS lesion impairs
working memory for uncued abstract rules, it
is necessary to show that performance on the
WCST analog relies on working memory for
rule. To do this, we determined the extent to which
animals were able to maintain a rule from one
trial to the next in the WCST analog, depending
on the interval that elapsed between trials. In
these dedicated postoperative rule-memory ses-
sions (see SOM text for details), the WCST ana-
log proceeded as normal, except that from the
second block of the day onward, whenever ani-
mals again attained the normal criterion level
of performance on the current rule, instead of
having the rule change at that point, the rule
remained the same but the interval before the
next trial was either lengthened by 5 s [that this
delay length would impede working memory
for the rule was informed by a prior preliminary
investigation (see SOM text)] or the interval

before the next trial remained the same duration
as normal (6 s). We recorded the extent to which
the animals in different groups applied the cur-
rently reinforced rule on the next trial (the rule
itself did not change until the animal attained
criterion for a second time, i.e., a minimum of 20
trials later). The CON and sdlPFC groups per-
formed at 92.7% and 100% correct, respectively,
on the first trial after the normal delay, whereas
they performed at only 73.3% and 68.8% correct,
respectively, on the first trial after the extended
delay. That a relatively short lengthening of the
delay between trials can cause such a signifi-
cant performance decrement in unoperated con-
trols [for CON: t(5) = 3.92, P = 0.01] confirms
that between-trial rule remembrance in the
WCST analog is mediated by short-term work-
ing memory. Next, we assessed how well the PS
group performed under the same conditions
(Fig. 3A). The performance of the PS group was
not significantly different from chance levels of
choice between the two matching rules after
the 5 s longer interval (t < 1), and the PS group
was significantly impaired relative to the CON
group at remembering the rule across this slight-
ly longer interval [Group × Delay, F(1,8) = 5.76,
P = 0.04]. The ACCs and OFC groups, in com-
parison, did not perform significantly worse on
the trial after the slightly longer interval [ACCs:
Group × Delay, F(1,8) = 2.89, P > 0.1; OFC:
Group × Delay, F(1,4) = 1.34, P > 0.1]. We con-
clude that only the PS group had more fragile
working memory for the abstract rule. Although
previous studies have examined the effect of PFC
lesions in the acquisition of extra-dimensional
set-shifting abilities in the context of stimulus-
reward associative learning toward exemplars
(48) or toward categories (49), our study ex-
amines the importance of these PFC regions for
supporting flexible switching between abstract
rules based on short-term memory and outside of
the context of associative learning.

The role of the OFC in representing the val-
ue of rules. If the OFC group were impaired at

Fig. 2. Preoperative distribution of response types
after rule changes occurred. Proportions of the three
types of response (perseverative errors, nonpersev-
erative errors, and correct responses) that were made
in each of the first 20 trials of each block in the
WCST analog averaged across the performance of
all animals in all preoperative sessions.
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updating the current value of rules in the WCST
analog, then we would predict that once the
value of rules was sufficiently established (i.e.,
after several consecutive correct responses had
reinforced the value of the rule) that the OFC
group might then be expected to be able to
maintain a series of consecutive correct re-
sponses on the basis of remembering the rule
itself (as the previous analysis showed that
the OFC group have no deficit in rule remem-
brance). However, when the current rule value
is not as well established to animals (i.e., after
only one or a small number of consecutive cor-
rect responses have been made), deficits in the
OFC animals’ abilities to choose correctly might
be prominent. Thus, we first scored the pre-
and postoperative performance of each animal
on EC + 1 trials, that is the percent correct on
trials that followed a single correct response
(C) that was itself preceded by an error (E),
and we then scored how well animals could
maintain correct responding after varying num-

bers (n) of consecutive correct responses after
the initial errors, which constituted an ECn + 1
analysis (with n ranging from 2 to 10). For
both analyses, we included all trials in all
blocks excluding the trials immediately after
rule changes (responses in the first three trials
in each block were not considered in these
analyses). The performance of the OFC group
on trials after a single reward (EC + 1) was
76.9% preoperatively, but no better than chance
postoperatively (Fig. 3B); analyses confirmed
that the OFC group was significantly and se-
verely impaired [OFC: Group × Stage, F(1,4) =
16.81, P = 0.01], whereas the numerical trends
toward worse postoperative performance on
EC + 1 in the PS and ACCs groups did not
attain statistical significance [PS: Group × Stage,
F(1,8) = 4.18, P > 0.05; ACCs Group × Stage,
F(1,8) = 1.66, P > 0.1]. The ECn + 1 data shows
that the OFC group was also impaired post-
operatively at maintaining a series of correct
responses when the value of n in the ECn + 1

was low (Fig. 4E); analyses confirmed a highly
significant interaction between Group × Stage ×
n [F(8,32) = 4.27, P < 0.002] with a significant
linear trend component [F(1,4) = 11.74, P =
0.027], showing that the magnitude of the im-
pairment in the OFC group was inversely cor-
related with increasing values of n. None of the
other lesioned groups showed the same pattern
of postoperative deficit as the OFC group in the
ECn + 1 analysis (Fig. 4); both the PS group
[Group × Stage, F(1,8) = 5.34, P = 0.05; Group ×
Stage × n, F < 1] and the ACCs group [Group ×
Stage,F(1,8) = 5.31,P= 0.05; Group × Stage × n,
F < 1] were more consistently impaired across
all values of n in the ECn + 1 analysis, which
may be most parsimoniously accounted for as
impairments in rule memory (see above) or in
reference to the integrated outcome history of
recent decisions (see below), respectively, def-
icits that are not seen in the OFC group. Further,
the slope of the curves in Fig. 4E allows us
to infer that, after receiving multiple rewards,
the rate at which the OFC animals proceed to
shift over to making consecutive correct choices
according to the new rule is as rapid as controls,
which confirms that the OFC group is not in-
sensitive to reward per se, even if their overall
sensitivity to initial reward is deficient. Further
evidence that the OFC-lesioned animals are not
insensitive to reward per se comes from another
study (34), which showed that OFC-lesioned
animals are not impaired in their responses after
receiving a single reward (i.e., n = 1 of ECn + 1)
in a task in which animals had to make decisions
between specific motor actions, as opposed to
between rules.

We also calculated average response time
(i.e., time elapsing between test-item appearance
and screen touch) for each animal across the
three different kinds of responses: perseverative
errors, nonperseverative errors, and correct re-
sponses (Fig. 3C). Preoperatively, across all ani-
mals, the mean response times were 1231 ms
for correct responses, 1689 ms for perseverative
errors, and 1951 ms for nonperseverative errors;
response times for both error types were signif-
icantly slower than correct response times [per-
severative versus correct: t(13) = 5.79, P < 0.001;
nonperseverative versus correct: t(13) = 6.15, P <
0.001], and nonperseverative error responses
were significantly slower than perseverative er-
rors [t(13) = 3.14, P < 0.01]. The response times
in the OFC group were on average 287 ms slower
for correct responses, 287 ms slower for persev-
erative errors, and 339 ms slower for nonpersev-
erative responses than the response times recorded
by the same animals preoperatively. This slow-
ing of response times in the OFC group was sig-
nificant and similar across all three response types
[Stage × Group, F(1,4) = 8.06, P = 0.047; Stage ×
Response Type × Group, F < 1]. However, this
does not reflect a global lowering of motivation
because OFC-lesioned animals’ responses times
were unchanged postoperatively [Stage × Group,
F < 1; Stage × Response Type × Group, F < 1]

Fig. 3. Effects of different prefrontal lesions on different performance measures in the WCST analog.
(A) Response on the first trial after a short unfilled interruption. Group mean postoperative percent
correct performance on rare probe trials before which the intertrial interval after a correct response
(normally 6 s) was lengthened by 5 s; chance level of choice (between the two matching rules) in this
condition would equate to 50% correct. (B) Response after a single correct response. Group mean
preoperative levels (light hues) and postoperative levels (dark hues) of correct responses on trials
preceded by a single correct response (i.e., trials preceded by more than one correct response were
excluded). (C) Response times. Group mean preoperative minus postoperative response times averaged
across all trials according to the three different response types (perseverative errors, nonperseverative
errors, and correct responses). (D) Response after a single error. Group mean preoperative levels (light
hues) and postoperative levels (dark hues) of correct responses on trials after a single error trial that
was itself preceded by a correct response. Error bars, SEM.
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in control tasks without conflict between rules
(37). In addition, previous studies have observed
OFC-lesioned animals to be just as willing as un-
operated animals to work for reward in a range
of experimental tasks (29, 36, 50). The faster
decisions in the CON group compared with the
OFC group may be due to their being able to
reach decisions more quickly in the presence
of a heightened and more reliable bias in rule
value, as opposed to any insensitivity to the
signal value of reward per se. Consistent with
the conclusions of previous studies of OFC le-
sions (17, 50), our observations of a lack of per-
severation after rule changes in the OFC group
postoperatively lead us to rule out perseverative
tendencies as the explanation for their deficits in
adapting to rule shifts (Fig. 1C) and the findings
in EC + 1 (Fig. 3B) and ECn + 1 analyses (Fig.
4E). Our observations of slowed response times
allow us to rule out a general lack of inhibition in
OFC-lesioned macaques.

Rather than OFC being important for rule-
value coding per se, as argued here, might there
be an alternative explanation that could account
for the pattern of data in the OFC group? For
instance, it has been argued elsewhere (45) that
OFC mediates behavior-guiding rules based on
objects and so mediates learning about exem-
plars, whereas the vlPFC is more important for
attaching value to abstractions (48). Thus, it is
useful to consider whether the OFC might con-
tribute to higher-order rules in the current study
by coding outcomes for specific stimuli in the
context of a particular rule in the WCST analog.
Unlike in the intradimensional-extradimensional
(ID-ED) shift paradigm (48), successful task

performance in the WCST analog cannot arise
through learning about the relative value of par-
ticular exemplars (e.g., “red square”), or indeed
about the relative value of particular stimulus fea-
tures (e.g., the color red) either (49), because the
exemplar that is rewarded (and hence any features
that are present while reward is given too) changes
from trial to trial. Thus, whatever crucial contribu-
tion the OFC and vlPFC make toward performance
of the WCST task, it cannot be within-block learn-
ing about the value of objects or the value of ob-
ject features. In the SOM, we also argue against
the idea that the OFC and vlPFC might contrib-
ute to decision-making in the WCST analog by
representing the transient value of exemplars or
stimulus features, respectively, within the context
of an individual trial and within the context of
a particular rule (see SOM text, discussion). In
ruling out these alternative explanations, we be-
lieve that the most parsimonious explanation of
the impairment in the OFC group is that these
lesioned animals are unable to rapidly update
rule-value representations as efficiently as con-
trols and need a greater number of rewards to
do so.

The role of the ACC in rule-based decision-
making. One previous proposal regarding the
role of the ACC was that it might be important
for error detection and the enabling of subsequent
error correction [see (51) for a review]. Here, we
found that ACCs lesions had no effect on the
performance on trials that followed immediately
after errors. Indeed, none of the lesioned groups
showed any postoperative change in performance
on trials that followed single errors that were them-
selves preceded by a correct response (Group ×

Stage: F < 1 for all groups) (Fig. 3D). In all
groups, the effect of a single error in this task was
the same, that is, to “reset” the animals’ perform-
ance on the next trial back close to chance level
of selection between the two rules. Previous studies
have also refuted the hypothesis that the ACC is
important only for error detection and correction
because ACC lesions have been observed to im-
pair reward-guided action selection (52). Another
influential hypothesis regarding the role of the
ACC is that this brain region is important for con-
flict monitoring (53). However, a recent macaque
lesion study of our own showed that ACCs le-
sions leave intact animals’ abilities to detect and
respond to different levels of conflict (54). Thus,
we interpret the deficits in the ACCs group in the
present experiment as deficits in response selec-
tion and decision-making, a notion explored in
more detail below.

First, we found that the ACCs group were im-
paired across all values of n in our ECn + 1 anal-
ysis of the WCST analog performance data
[Group × Stage, F(1,8) = 5.31, P = 0.05; Group ×
Stage × n, F < 1], which indicated that they are
impaired relative to controls at maintaining ex-
tended sequences of correct choices between
abstract rules. This kind of ECn + 1 analysis was
recently used elsewhere to show that ACCs le-
sions produced a similar pattern of impairment
in a reinforcement-guided decision-making task
that necessitated making decisions between motor
responses (33); however, another study showed
that ACCs lesions do not impair reinforcement-
guided decision-making in a task where the
choices were between stimuli (36). These differ-
ences indicate that the OFC and ACCs are more

Fig. 4. Sustaining re-
warded behavior. For
each of the five groups,
(A) CON, (B) sdlPFC (le-
sion), (C) PS (lesion), (D)
ACCs (lesion), and (E) OFC
(lesion), the mean pre-
operative (light hues)
and postoperative (dark
hues) performance on
trials are depicted de-
pending on how many
(n) consecutive correct re-
sponses (C) lay between
an initial error trial (E)
and that trial. For example, “After ECn with n = 3” refers to the
mean performance on trials that were preceded by the following
sequence of trials: one error and then exactly three correct trials;
values are plotted for n = 1 to 7.
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important for reward-based decision-making be-
tween stimuli and actions, respectively (34, 35),
but this dichotomy alone does not provide an
account of why the ACCs group is impaired on
the WCST analog. The reason for the impair-
ment in the ACCs group on the WCST analog
might be related instead to another difference
between the ACC and the OFC, namely, that the
ACC may be more important than the OFC for
representing more highly integrated and “context-
dependent” representations of choice-outcome
values (55). Whereas ACC representations of
choice-outcome values may be more dependent
on the recent history of the monkey’s responses
and rewards and the context of changing envi-
ronmental constraints, the OFC may represent
indices of value in a relatively less integrated and
more context-independent manner. For example,
OFC neurons in macaques are reported to repre-
sent goods on a common value-scale indepen-
dent of what other goods are available (28), and
OFC neurons in rats appear to represent the costs
of a choice independent from the magnitude of
the reward (56). Integrated choice outcomes re-
flect costs as well as benefits, and both may vary
depending on the environment context; ACC le-
sions have been observed to impair animals’ cost-
benefit decision-making in rodents (57), and hu-
man neuroimaging studies have implicated the
ACC in representing estimates of environmental
volatility (58), a statistic that animals make ref-
erence to when determining the degree to which
recent outcomes should be allowed to influence
subsequent choices. Thus, the ACC has been pro-
posed to be involved in context-driven estimations
of the uncertainty of obtaining reward (55, 59).
The impairments in the ECn + 1 analysis in the
current study may also reflect animals’ being un-
certain about the value of repeating previously
successful choices; this may be attributable to
deficits in postoutcome updating of, or predeci-
sion referral to, representations of the extent to
which recent outcomes should influence future
decisions.

Second, unlike the OFC-lesioned animals who
were reported to respond slower postoperatively
in the preceding section, the response times in
the PS group were unchanged postoperatively
(F < 1 for all interactions involving Stage and
Group with Rule and/or Response-type factors),
whereas those of the ACCs group were signif-
icantly faster [Stage × Group, F(1,8) = 20.58, P <
0.01] for both perseverative errors [F(1,8) =
11.21, P = 0.01] and nonperseverative error re-
sponses [F(1,8) = 28.05, P < 0.01], but were un-
changed for correct responses [F(1,8) = 2.72, P >
0.1] (Fig. 3C). That this might reflect general
disinhibition in the ACCs can be ruled out be-
cause the response times of the ACCs group were
unchanged in our control tasks described in (37)
(Stage × Group, F < 1; Stage × Response type ×
Group, F < 1). In addition, we have previously
reported data confirming that ACCs-lesioned ani-
mals do not exhibit selective disinhibition under
conditions of high cognitive load (54); in this

study, the difference in response time between
conditions of high and low cognitive load was
observed to be no different in ACCs compared
with unoperated controls. Rather, this selective
quickening of response times in erroneous trials
in the ACCs group is further consistent with the
idea that errors are commissioned in this group
when the animals fail to complete the normal pro-
cesses of response selection, as outlined above,
when cognitively challenged.

Summary and conclusions. This lesion study
has shown that macaque PS, OFC, ACC, and
vlPFC (but not sdlPFC) all play indispensable,
but different, roles in rule-guided behavior. Our
data confirm that implementing previously ac-
quired abstract rules is crucially dependent on
the vlPFC region, and we propose that the vlPFC
may support abstract rule implementation by
biasing behavior toward such acquired rules and
away from the influence of competing concrete
stimulus-reward associations mediated by other
areas. Our study also showed that among all the
areas we targeted, only the PS region was neces-
sary to support working memory for abstract
rules. We propose that this region of dlPFC is
important when subjects have to select an abstract
rule themselves and then actively maintain a rep-
resentation of the chosen rule in working memory
in order to bias behavior away from other com-
peting rules. This finding extends the known range
of functions crucially supported by the PS beyond
spatial working memory [see SOM text, discus-
sion, and (54)]. Our OFC lesion was the only tar-
get lesion that impaired animals’ responses after
single rewards, and we argue that the pattern of
data after OFC lesions supports the hypothesis
that the role of the OFC extends to representing
the value of rules and that the OFC is necessary
to rapidly update rule value on the basis of rein-
forcement. The pattern of deficits after ACCs

lesions was consistent with a deficit in response
selection and reference to integrated represen-
tations of the outcome of rule selection, which
extends the known role of the ACCs to rule-based
decision-making. In contrast to these lesion ef-
fects, the sdlPFC lesion was unique in the areas
we investigated in that it was the only region that
proved not to be crucially involved in any aspect
of the WCST analog. The role of the sdlPFC de-
serves further investigation, as lesions to this re-
gion in macaques, to date, have only been shown
to impair working-memory tasks that involve moni-
toring externally or self-ordered choices (60) (see
SOM text, discussion). Nevertheless, our results
indicate that in tasks requiring cognitive flexibility
to adapt to the rule changes, there is a functional
dissociation even in the dlPFC.

These dissociations and double-dissociations
refute the idea that there may be no real special-
ization of function within the PFC (61). One PFC
region that we did not target in the current study
is the frontopolar cortex (FPC). The FPC has not
yet been targeted selectively by nonhuman primate
lesion studies, but human neuropsychological
patient-testing studies have reported that patients

with lesions that include the FPC region are as-
sociated with greater incidence of rule-breaking
behaviors and deficits in the prospective memory
component of multitasking (62). Although hu-
man patient neuropsychology is limited because
lesions are not circumscribed to cytoarchitectural
regions of interest, such studies do provide some
evidence of fractionalization of function within
the human PFC (62); indeed, with regard to ab-
stract rules, patients whose lesions are more rostral-
ly located are reported to be more impaired in
higher-order abstract rules (63). The precise role
of the FPC remains to be verified, but it has been
suggested that the FPC may lie at the top of a
processing hierarchy of rule-guided behavior, pos-
sibly important for implementing the most com-
plex (higher-order) rules or for selecting between
multiple nested abstract rules in branching or
multitasking paradigms (64–66). Here, in a spe-
cies capable of flexible switching between abstract
rules, we used the animal lesion approach where
highly circumscribed lesions can be placed within
anatomical regions of interest to demonstrate how
a range of different PFC and medial frontal regions
contribute in different ways to separable cognitive
processes involved in rule-guided behavior. Our
task is the closest nonhuman primate analog to
date of the human WCST, which has been used
extensively in the clinic because of its efficacy in
diagnosing frontal lobe dysfunction (19), and this
study offers a bridge between neurophysiological
investigations of the mechanisms of rule-guided
behavior in nonhuman primates and human neuro-
psychological and clinical studies.
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H2O at the Phoenix Landing Site
P. H. Smith,1* L. K. Tamppari,2 R. E. Arvidson,3 D. Bass,2 D. Blaney,2 W. V. Boynton,1
A. Carswell,4 D. C. Catling,5 B. C. Clark,6 T. Duck,7 E. DeJong,2 D. Fisher,8 W. Goetz,9
H. P. Gunnlaugsson,10 M. H. Hecht,2 V. Hipkin,11 J. Hoffman,12 S. F. Hviid,9 H. U. Keller,9
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The Phoenix mission investigated patterned ground and weather in the northern arctic region
of Mars for 5 months starting 25 May 2008 (solar longitude between 76.5° and 148°). A shallow
ice table was uncovered by the robotic arm in the center and edge of a nearby polygon at depths
of 5 to 18 centimeters. In late summer, snowfall and frost blanketed the surface at night; H2O
ice and vapor constantly interacted with the soil. The soil was alkaline (pH = 7.7) and contained
CaCO3, aqueous minerals, and salts up to several weight percent in the indurated surface soil.
Their formation likely required the presence of water.

The Phoenix mission, the first of NASA’s
Scout class, landed inside the arctic circle
of Mars on 25 May 2008 at 23:38:24 UTC

during the late northern spring. Phoenix was de-
signed to verify the presence of subsurface H2O ice
(1) that was previously predicted on the basis of
thermodynamic principles (2, 3) and was mapped
at low resolution (~500 km) within 1 m of the sur-
face by using Odyssey’s Gamma-Ray Spectrometer
(GRS) instrument (4–6). Here, we address the prop-
erties of subsurface ice as well as the interaction of
atmospheric water with the surface soil and the
evidence that water modified this soil in the past.

Phoenix landed at 68.22°N, 234.25°E (areo-
centric) at an elevation of –4.1 km (referenced
to Mars Orbiter Laser Altimeter areoid) on a
valley floor covered by the Scandia Formation
estimated to be Amazonian in age, a deposit that
surrounds the northern margin of a shield vol-
cano named Alba Patera (7, 8). The Scandia
Formation is interpreted as volcanic ash erupted
from Alba Patera and/or as ancient polar deposits
(9). The site also contains eroded ejecta deposits
from a 10-km-diameter, bowl-shaped crater,
Heimdal (fig. S1). Phoenix landed on darker
ejecta deposits 20 km southwest of the crater.

The dominance of polygonal ground at the
landing site (Fig. 1A) is consistent with the pres-
ence of widespread, shallow, cohesive icy soil that
has undergone seasonal or longer-term freezing.
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Contraction cracks fill with aeolian sediments
and are not able to close when the icy soil warms,
causing bulging of the polygon interiors (10).
The troughs between the 2- to 3-m diameter poly-
gons have depths of 20 to 50 cm relative to the
centers. Small rocks are abundant and generally
associated with troughs, but larger rocks (>1 m)
are rare. A small amount of adsorbed or volu-
metrically bound water in the surface layer is
implied by near-infrared (NIR) data from the
OMEGA (Observatoire pour la Minéralogie,
l'Eau, les Glaces, et l'Activité imaging spectrom-
eter on Mars Express) and CRISM (Compact
Reconnaissance Imaging Spectrometer for Mars
on Mars Reconnaissance Orbiter) orbiting spec-
trometers at this site.

The 2.35-m Robotic Arm (RA) and associ-
ated Icy Soil Acquisition Device (ISAD) were

used to excavate a dozen trenches (11) to the
north and northeast of the lander. The upper few
cm of soil is crusted, and clods were observed
around the trenches and inside the RA scoop.
Special procedures were developed, the “sprinkle”
techniques, to reduce the clumpiness of the de-
livered samples.

Optical Microscope (OM) images (Fig. 1B)
show particles that are the components of the
soil; by number, the dominant size consists of
reddish fine-grained agglomerates <10 mm across.
These small particles are just under the resolution
limit of the OM, but Atomic Force Microscope
(AFM) imaging shows that many particles have
a platy morphology (fig. S4). A second size dis-
tribution likely of different origin includes mag-
netic (20 to 100 mm) particles (Fig. 1C); many
are black, suggesting magnetite, whereas others

are brownish and less opaque. These larger par-
ticles are rounded and likely weathered by salta-
tion. In terms of soil mass, 20% is in the reddish
small particles and the other 80% in the larger
particles.

The soil is likely of aeolian origin, but the
crust that produces the clods formed in place. The
mechanical properties are similar to those found
by the Viking Lander 2 (12). The cloddy nature
of the soil may be a consequence of cementation
by carbonates (13) and other salts in association
with small amounts of water. Because no ripples
or dunes are seen, the landscape is likely deflated:
Dust devils observed by Phoenix (fig. S5) scour
the surface mobilizing airfall dust.

The diffusion of H2O vapor into and out of
the regolith during diurnal and seasonal cycles
may produce unfrozen films of water around

A B

C

1 mm

1 mm

Fig. 1. (A) Sol 0 image of the patterned
ground shaped by sub-surface ice. (B)
OM images of a surface sample from the
Dodo-Goldilocks trench on silicone sub-
strate with 1-mm scale bar. (C) OM im-
age (2 mm high) of a sparse sample on
the strong magnet. The rounded parti-
cles average to ~50-mm diameter, typ-
ical sizes for saltated grains.
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soil particles (14). The Thermal and Electrical
Conductivity Probe (TECP) electrical conduc-
tivity measurements were consistent with a fully
open circuit, implying that there was no effec-
tive transport of charge carriers on the scale of
15 mm. Nighttime increases in regolith dielec-
tric permittivity, observed during the latter half
of the mission (mid to late summer), imply an
overnight accumulation of H2O molecules.

A surface sample taken from the Dodo trench
(fig. S8) shows two regions of water release in
the Thermal and Evolved-Gas Analyzer (TEGA)
oven (fig. S6, A and B): a low-temperature re-
lease from 295° to 735°C and a high-temperature
release beginning near 735°C. Both indicate the
presence of hydrous minerals or phases. The low-
temperature region is likely indicative of phases
that formed through aqueous processes. Can-
didate phases include iron oxyhydroxides (e.g.,
goethite dehydroxylation onset around 250°C),
smectites (e.g., nontronite dehydroxylation onset
around 300°C), kaolinite (dehydroxylation onset
from 400° to 550°C depending on crystallinity),
iron sulfates (e.g., jarosite dehydroxylation onset
near 400°C), and magnesium sulfates (e.g, kieserite
loss of crystalline water near 350°C).

The high-temperature region may reflect the
presence of phases that have formed by aque-
ous or rock-forming processes. Candidates are
smectites (e.g., montmorillonite dehydroxylation
from 600° to 800°C and saponite dehydroxylation
near 700° to 800°C), chlorites, talc (dehydroxyla-
tion from 750° to 850°C), serpentines (e.g., antig-
orite dehydroxylation from 600° to 800°C), and
amphiboles (e.g., dehydroxylation near 1000°C).

TEGA has not detected low-temperature re-
lease of H2O in the surface soils. A null detection
below 295°C implies an arid soil with no ad-
sorbed water or interstitial ice. This is unexpected
because perchlorate salts (15) are expected to bind
six to eight H2O molecules at these cold tem-
peratures and orbital observations detect a strong
3-mm water absorption band. TECP indicates that
the soil is adsorbing water vapor at night.

Bright material was seen in one trench (Dodo-
Goldilocks) at a depth of 4 to 5 cm. This material
had a broad ≥1-mm absorption (16) and was bright
in the blue filter (<0.5 mm), consistent with coarse-
grained H2O ice containing a few percent of dust

(Fig. 2A). Other trenches showed a weaker spec-
tral contrast. In the Snow White trench, the ISAD
scraped into a hard, icy layer that appeared to be

pore ice (Fig. 2B); its albedo varied from midday
to early morning (fig. S7, A and B) likely because
of photometric changes in the illumination angle.

Fig. 2. Spectra reveal two
different concentrations of
icemixed with soil. Error bars
indicate 1s uncertainties. (A)
The Dodo-Goldilocks trench
matches high-albedo ice
with a minor soil compo-
nent (<2%) compared with
nearby ice-free soil exposed
in the trench bottom. (B) The
spectra in the Snow White
trench correspond to low-
albedo ice with a major soil
component, and nearby ice-
free surface soil exposed in
the trench bottom and to the sublimation lag developed 5 sols later at the same location as the ice.

A

B

Fig. 3. (A) An image taken by the RA camera pointed under the lander, showing the ice table
exposed by the thrusters. (B) Nighttime image of surface frost from sol 80 (Ls = 113°).
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In Dodo-Goldilocks, several chunks of bright
material 1.5 to 2 cm across were dislodged by the
RA on sol 20 (17) and had disappeared by sol 24
without any obvious residue (fig. S8, A and B).
This is expected for H2O ice. Over the next 2
months, the material in the trench sublimated by
several mm (fig. S8C). Pore ice has been predicted
by thermodynamical arguments (18), but the ex-
posure of nearly pure ice usually requires a liquid
phase or brine on Earth. If dominant in the region,
this supports the Odyssey GRS conclusion that ice
concentrations exceed pore ice (5, 19, 20).

Because attempts to collect and to deliver
ice-cemented soil materials to the TEGA ovens
were not successful, we sampled sublimated
till material at the bottom of one trench (Snow
White) on sol 63. A small, endothermic peak
was observed (fig. S9) coincident with the melt-
ing of ice with an onset temperature at –2°C and
a peak around 6°C. Evolved water was recorded
by TEGA’s mass spectrometer as the tempera-
ture increased from –20° to +35°C.

Integration of the endothermic peak provides
an estimate of the enthalpy of 0.35 J, which cor-
responds to 1.0 mg of water ice. If we assume
that the TEGA oven was full, this sample con-
tained ~2% ice. Because this sample was a sub-
limated lag, this does not represent the ice
concentration in the ice layer.

Early in the mission, the RA pointed its cam-
era under the lander to assess the footpad stability
and captured an image of the ice table excavated
by the 12 thrusters (Fig. 3A and fig. S3). The
curved shadow of the strut provides a means to
estimate its depth as 5 cm. The strut to the left of
the image shows a number of blobs that have
been interpreted as liquid brine splashed onto
the strut during the last few seconds of landing
(21). Perchlorate brines can have eutectic tem-
peratures as low as –70°C once the perchlorate
concentration reaches 30 to 50%. The planetary
distribution of brines is unknown, if they exist
at all, but salts do tend to concentrate with the
presence of small amounts of water.

Atmospheric water vapor was measured reg-
ularly by using the TECP (fig. S10). Water vapor
partial pressure remained near 2 Pa throughout
most days, dropping rapidly at 18. local true solar
time (LTST) to a minimum of <0.05 at 1.5 LTST.
Vapor pressure of 2 Pa is about that of saturation
over ice at 210 K. The water vapor measurements
and 2-m air temperatures suggest that the typical
mid-sol relative humidity was ~5%. The air was
close to saturation at night early in the mission and
was saturated toward the end, as seen via ground
fog and low clouds (22). Surface temperatures are
expected to be colder than thosemeasured at 2 m,
and indeed frost formation was observed in the
second half of the mission (Fig. 3B).

Water ice clouds were detected by the light
detection and ranging (LIDAR) (23) instrument
as layers of enhanced back scatter. Near summer
solstice, the most prominent clouds were detected
at heights above 10 km. As the season progressed
and the polar atmosphere cooled, clouds formed

in the boundary layer in late summer [after solar
longitude of Mars (Ls) = 117°], and fall streaks
are clearly seen in the LIDAR observations (22).
Late at night water ice was observed to fall from
the clouds at 4 km altitude, and ground fogs
were seen in the lower ~700 m of atmosphere
(22). This diurnal cycle deposited ice onto the
surface at night, reducing the vapor pressure to
low values (fig. S10), sublimated it in the morn-
ing, and redistributed it throughout the planetary
boundary layer in the turbulent afternoon. Near
midnight, ice clouds formed and precipitated a
portion of the atmospheric H2O back to the sur-
face in the early morning.

Orbital dynamics and particularly obliquity
variations strongly influence the martian climate
(24) and offer the possibility of liquid water in
the recent past. As the obliquity exceeds 30°, the
polar cap becomes warmer and increasingly un-
stable, releasing water vapor into the atmosphere.
Models predict a wetter environment when the
summer temperatures are able to exceed 0°C (25).

The pressure at the Phoenix landing site is
always higher than the triple point pressure.
Several lines of evidence support liquid films
of water in the soil in the recent past: CaCO3

identified by TEGA (13) likely forms in a wet
environment, segregated ice (fig. S8, A to C) is
a signature of frozen liquid water, soil is often
cemented by wetted soils, and the likelihood of
thicker snowfalls melting during the warmer days
at high obliquity. This evidence for periodic liq-
uid water in an alkaline environment with a
sprinkling of various salts and a perchlorate en-
ergy source (15) implies that this region could
have previously met the criteria for habitability
during favorable Milankovich cycles.
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Evidence for Calcium Carbonate at the
Mars Phoenix Landing Site
W. V. Boynton,1* D. W. Ming,2 S. P. Kounaves,3 S. M. M. Young,3† R. E. Arvidson,4
M. H. Hecht,5 J. Hoffman,6 P. B. Niles,2 D. K. Hamara,1 R. C. Quinn,7 P. H. Smith,1
B. Sutter,10 D. C. Catling,8,9 R. V. Morris2

Carbonates are generally products of aqueous processes and may hold important clues about the
history of liquid water on the surface of Mars. Calcium carbonate (approximately 3 to 5 weight
percent) has been identified in the soils around the Phoenix landing site by scanning calorimetry
showing an endothermic transition beginning around 725°C accompanied by evolution of carbon
dioxide and by the ability of the soil to buffer pH against acid addition. Based on empirical
kinetics, the amount of calcium carbonate is most consistent with formation in the past by the
interaction of atmospheric carbon dioxide with liquid water films on particle surfaces.

The key to understanding Mars’ past cli-
mate is the study of secondary minerals
that have formed by reaction with volatile

compounds such as H2O and CO2. A wet and
warmer climate during the early history of Mars,
coupled with a much denser CO2 atmosphere,
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are ideal conditions for the aqueous alteration of
basaltic materials and the subsequent formation
of carbonates (1, 2). Although Mg- and Ca-rich
carbonates are expected to be thermodynamically
stable in the present martian environment (3, 4),
there have been few detections of carbonates on
the surface by orbiting or landed missions to
Mars. Earth-based thermal emission observations
of Mars were the first to indicate the presence of
carbonates in the martian dust (1 to 3 volume per-
cent) (5). Mg-rich carbonates have been suggested
to be a component [2 to 5 weight percent (wt %)]
of the martian global dust based on the presence of
a 1480 cm−1 absorption feature in orbital thermal
emission spectroscopy (6). A similar feature was
observed in brighter, undisturbed soils by the
Miniature Thermal Emission Spectrometer on the
Gusev plains (7). Mg-rich carbonates have recent-
ly been identified in the Nili Fossae region by the
Compact Reconnaissance Imaging Spectrometer
for Mars instrument onboard the Mars Reconnais-
sance Orbiter (8), prompting the idea that the Mg-
rich carbonates in the dust might be due to the
eolian redistribution of surface carbonates. Car-
bonates have also been confirmed as aqueous al-
teration phases in martian meteorites (9–11).

Here, we describe observations made by in-
struments on the Phoenix Lander relevant to
the identification of calcium carbonate in the soil:
the Thermal and Evolved-Gas Analyzer (TEGA),
which is similar to the TEGA instrument flown
on the Mars Polar Lander (12), and the Micros-
copy, Electrochemical, and Conductivity Analyzer
(MECA) (13). TEGA consisted of eight thermal
analyzer cells that each contained an oven in which
samples were heated up to 1000°C at a controlled
ramp rate, with the necessary power recorded for
calorimetry. Any gases that were generated from
the heated samples were carried to the evolved-
gas analyzer by a N2 carrier gas maintained at
12 mbar oven pressure (14). The MECA con-
tained a Wet Chemistry Laboratory (WCL) that
consisted of four analyzer cells, each of which
added an aqueous solution to the soil and mea-
sured electrchemical parameters such as pH and
the concentrations of various ions before and
after the addition of various chemical reagents.

Soils analyzed by TEGA have similar ther-
mal and evolved gas behaviors. Here, we focus
on a subsurface sample dubbed Wicked Witch

(15). We looked for an endothermic phase tran-
sition by fitting a curve to the oven power as a
function of temperature and looked for dif-
ferences from the smooth baseline fit. For the
thermal analysis of a sample we routinely heated
the oven containing the sample a second time
with an identical temperature ramp within a day
or two after the initial heating and compared the
results to check for background transitions that
occurred in the oven itself.

A clear endothermic peak is seen between
725°C and 820°C, and there is another one be-
tween about 860°C and 980°C (Fig. 1). The phase
responsible for the 860°C peak is unidentified at
this time. The most likely phase candidate for
the 725°C endothermic reaction is a calcium-rich
carbonate mineral phase (e.g., calcite, ikaite, arag-
onite, or ankerite) (16). The area of the endo-
thermic peak is about 6 J. Based on the calcite
decomposition enthalpy of 2550 J/g (17) we esti-
mate that there is 2.4 mg of CaCO3 in the sample.
For a TEGA oven volume of 0.052 cm3, full with
a 1 g/cm3 sample, the concentration of CaCO3 is
about 4.5 wt % (18).

The amount of CO2 generated during the heat-
ing is shown in Fig. 2. There is a low-temperature
release between 400°C and 680°C, which may
be due to Mg or Fe carbonate, adsorbed CO2 con-
tained in a zeolite type phase, or organic mol-
ecules that are converted to CO2 by oxidants in
the soil. We made an independent estimate of
the amount of CaCO3 from the amount of CO2

generated at higher temperatures. The majority
of the high-temperature gas release appears to
happen at a temperature higher than that of the
oven phase transition (Fig. 2). There is a time
lag of about 3 min or 60° for the gas to reach the
EGA, but the observed time lag is greater than
expected (19). Pending laboratory studies, this
time lag may represent an interaction between
the CO2 and the walls of the plumbing. The area
under the peak corresponds to 0.66 mg of CO2,
which implies a concentration of 3 wt % CaCO3

in the sample. Based on the combined calorim-
etry and evolved gas results, the Wicked Witch
sample has on the order of 3 to 5 wt % CaCO3.

The WCL was designed to perform an assay
for carbonate using classical wet chemical meth-
ods based on sample acidification. After 25 mL
of water and a calibrant were added to the WCL
beaker, soil was added and the pH was measured
for a period of time. After a 4-sol freeze and sub-
sequent thaw, 2.5 × 10−5 mole of 2-nitrobenzoic
acid was dispensed into the soil solution (20).
The pH was monitored by two ion selective poly-
mer membrane pH electrodes and an iridium
oxide pH electrode (12). Based on the acid dis-
sociation constant (pKa) of 2-nitrobenzoic acid,
the pH of the WCL solution should be 3.2 after
acid addition in the absence of buffering.

After a surface sample dubbed Rosy Red (15)
was added, the pH of the WCL leaching solu-
tion rose to 7.7 T 0.5, a value consistent with the
pH of a carbonate buffered solution and a par-
tial pressure of CO2 (PCO2) of ~0.3 mbar in the
WCL headspace (Fig. 3A). Over the course of
sols 30 to 34, the pH reading decreased slightly
to pH 7.5 T 0.5, possibly due to changes in
headspace PCO2, temperature, or intrinsic sensor
drift. The addition of acid to the sample solution
did not change the pH, confirming that the sys-
tem is buffered by carbonate (Fig. 3B). The
addition of the acid was confirmed by WCL
cyclic voltammetry measurements, which detect
the presence of 2-nitrobenzoic acid in solution.
If calcium carbonate is the only saturated car-
bonate species present and thermodynamically
independent of other equilibrium reactions, its
solubility product Ksp will determine the up-
per limit of Ca2+ concentration in solution. The
measured Ca2+ concentration in the Rosy Red
soil solution of 5.5(T3.0) × 10−4 M is consistent
with a PCO2 of ~0.3 mbar and a saturated
calcium carbonate solution (21).

Assuming that a 1 cm3 sample with a density
of 1 g/cm3 was added to the WCL cell, equilib-
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rium calculations based on the measured ion
concentrations in solution and the quantity of
acid added show that the amount of calcium
carbonate needed to neutralize the acid is 0.3%
by weight. Lacking a full titration of the amount
of carbonate, this quantity is only a lower limit to
the concentration of calcium carbonate in the soil.
Two other samples, both subsurface samples
from the Sorceress location (similar to Wicked
Witch), were shown also to contain ≥ 0.3% of
calcium carbonate by weight. The WCL results

are entirely consistent with the TEGA calorim-
etry and evolved-gas data, which strongly sug-
gest the presence of calcium carbonate in the
soils around the Phoenix landing site.

Low-temperature carbonate dissolution and
precipitation are among the most important ped-
ogenic processes in terrestrial semiarid to arid
soils (22). Carbonates precipitate as coatings
on soil particles and in soil pores that can result
in cementation of particles. Calcium carbonate
generally precipitates by reaction of CO2-charged

water with Ca2+ released by dissolution of parent
materials. Soils at the Phoenix landing site are
in physical proximity to an ice-cemented soil
layer several cm under the surface and are cov-
ered with a surface frost during the winter. These
water reservoirs suggest the diffusion of water
vapor through the soils (23) and the possibility of
films of unfrozen water on particle surfaces. The
latter can weather basaltic minerals and mobilize
ions (24, 25). Given that atmospheric CO2 would
dissolve in these thin films, calcium carbonate
would precipitate if the water film becomes super-
saturated. These precipitation events may be fa-
cilitated by the evaporation of the thin films during
diurnal or seasonal cycles and may be much more
frequent during periods of high obliquity (26).
Another possibility for the formation of calcium
carbonate is by hydrothermal aqueous alteration
associated with an impact event or other thermal
source (e.g., volcanic). An impact event into a
volatile-rich target (i.e., ice and ice-cemented
sediments) would rapidly melt and/or vaporize
the ice, resulting in localized hydrothermal con-
ditions. The Phoenix landing site lies on the ejecta
of the Heimdall crater, which is located 20 km
away. Consequently, calcium carbonate formed
in the subsurface may have been transported to
the Phoenix site by the excavation of subsurface
material during the impact event that formed
Heimdall. In this case, calcium carbonate has
persisted in the soil since the impact event, ~0.5
billion years ago (27).

There are nonaqueous processes that can
form carbonates, but the reaction rates appear to
be far too small to account for the amount of
calcium carbonate that we find (28). The pres-
ence of several percent by mass of calcium car-
bonate in the soil at the Phoenix site is of the
expected magnitude if there has been periodi-
cally wet or damp martian soil in the geologic
past, but it is difficult to produce under current
martian conditions. This inference applies even
if the calcium carbonate has been transported to
the Phoenix site by wind, because the calcium
carbonate would still have formed in damp or
wet soil elsewhere on Mars. Two possible objec-
tions are (i) that the carbonate might be mag-
matic (e.g., carbonatites) and (ii) that the soil
particles might have an abnormally large spe-
cific surface area, which would make a larger
mass fraction of dry carbonate formation more
feasible. There is, however, no evidence to sup-
port either objection. For the latter, preliminary
analysis of microscopic imagery (29) indicates a
modest specific surface area. Consequently, the
simplest explanation is that the amount of car-
bonate provides geochemical evidence of past
liquid water.

The presence of calcium carbonate in the soil
has implications for our understanding of Mars.
Calcium carbonate buffers an alkaline pH, which
is similar to that of many habitable environments,
notably terrestrial seawater. Another implication
of the presence of calcium carbonate is that var-
ious ions may be adsorbed at exposed Ca2+ lat-
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tice sites of calcium carbonate and affect Mars’
soil geochemistry, and calcium carbonate can
cement small soil grains and change the phys-
ical properties of the surface of Mars.
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Detection of Perchlorate and the
Soluble Chemistry of Martian Soil at
the Phoenix Lander Site
M. H. Hecht,1* S. P. Kounaves,2 R. C. Quinn,3 S. J. West,4 S. M. M. Young,2† D. W. Ming,5
D. C. Catling,6,7 B. C. Clark,8 W. V. Boynton,9 J. Hoffman,10 L. P. DeFlores,1 K. Gospodinova,2
J. Kapit,2 P. H. Smith9

The Wet Chemistry Laboratory on the Phoenix Mars Lander performed aqueous chemical analyses
of martian soil from the polygon-patterned northern plains of the Vastitas Borealis. The solutions
contained ~10 mM of dissolved salts with 0.4 to 0.6% perchlorate (ClO4) by mass leached from
each sample. The remaining anions included small concentrations of chloride, bicarbonate, and
possibly sulfate. Cations were dominated by Mg2+ and Na+, with small contributions from K+ and
Ca2+. A moderately alkaline pH of 7.7 T 0.5 was measured, consistent with a carbonate-buffered
solution. Samples analyzed from the surface and the excavated boundary of the ~5-centimeter-
deep ice table showed no significant difference in soluble chemistry.

The elemental composition of the martian
surface has been measured in situ by the
two Viking landers (1), the Mars Path-

finder lander (2), and the two Mars Exploration
Rovers, Spirit andOpportunity (3, 4) with the use
of x-ray fluorescence spectrometry. Elemental

analysis does not, however, predict the solution
chemistry of the soil (5), which is important
because it is the soluble constituents that are of
primary importance to biological activity, pre-
biotic organic synthesis, and the thermophysical
properties of any liquid solution. The only prior
aqueous experiments were by the Viking missions
in 1976, but these focused on specific protocols
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seeking to detect metabolic processes indicative of
life (6, 7), and only evolved gases were analyzed.

The Phoenix spacecraft (8) landed in the north-
ern plains of Mars on 25 May 2008 carrying sev-
eral soil analysis instruments, among them a Wet
Chemistry Laboratory (WCL). The four single-use
cells (9) comprising the WCL were part of the
Microscopy, Electrochemistry, and Conductivity
Analyzer (MECA) instrument suite (10, 11). Sam-
ples from the landing site, which was dominated
by several centimeters of a loosely consolidated
regolith above a hard, icy sheet of permafrost, were
excavated by a robotic arm. The WCL analyzed
three of those samples (Fig. 1).

Using ion-selective electrodes (ISEs) (12), the
WCL measured solution concentration of the cat-
ions Ca2+, Mg2+, K+, NH4

+, and Na+; the H+ ion
(pH); and the halide ions, Cl–, Br–, and I–. A
Hofmeister anion ISE was intended to monitor
nitrate from a LiNO3 reference electrolyte that was
part of the leaching solution, but was ultimately
used for perchlorate detection (13). Other electrodes
measured total conductivity and oxidation-reduction
potential, performed cyclic voltammetry (in part
to detect soluble iron), and redundantly measured
halide concentration with chronopotentiometry.
Deployable BaCl2 crucibleswere included to detect
sulfate by titration using a Ba2+ ISE.

Each WCL analysis was designed to extend
over two nonconsecutive martian solar days
(sols) (14), with up to 10 hours of operation dur-
ing each sol. On the first sol, 25 ml of an aqueous
leaching solution containing micromolar levels

of calibrant ions was thawed and delivered to the
sensor-lined beaker, which was maintained at a
temperature of 5° to 10°C. A standard addition of

soluble salts provided a second calibration point
(except for the sample Sorceress 1, where the ad-
dition apparently failed), and then up to 1 cm3 of

Fig. 1. (A) The Phoenix robotic arm is poised to deliver a sample to one of the
four WCL cells. The sample previously delivered to the cell on the far end did
not successfully pass through the screen, and this cell was used as a blank. The
single chute in the foreground is for the delivery of samples to the
microscopes. The SSI image is from sol 102; the length of the box is 35 cm.
(B) The three successful WCL samples were acquired by the Phoenix robotic

arm and delivered from the locations shown in this image. The picture is a
mosaic of two SSI images acquired on sol 31 at wavelengths of 600, 530, and
480 nm to approximate RGB color. The first WCL sample (Rosy Red), from the
small divot on the left, consisted primarily of surface material. The second and
third samples (Sorceress 1 and 2) were acquired by scraping at the ice-soil
boundary from the large trench on the right (Snow White).

Fig. 2. Sensor response for the analysis of a 1-cc sample (Rosy Red on sol 30) after delivery to 25 ml of
solution in the WCL. The responses of the sensors are shown after filtering, determination of activity
from the calibration, and conversion to solution concentration with the Debye-Hückel formula. The first
vertical dashed line marks delivery of a crucible containing calibration salts; the second dashed line
marks the sample addition. Red circles are chloride measurements using chronopotentiometry. The time
axis is labeled by sol and local mean solar time. The small error bar is typical for monovalent ions, and
the larger error bar is for divalent ions (relative errors are smaller). The slow increase in Cl– is attributed
to a source within the WCL assembly, not the martian soil. For ClO4, a small contribution due to
interference from NO3 in the leaching and calibration solutions has been subtracted.
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soil was added and allowed to equilibrate with the
solution as it was stirred and monitored. Results
from the two calibration solutions were compared
to prelaunch data to determine an intercept (pivot)
voltage for the logarithmic scale and to verify that
there were no significant changes from the
predetermined slope. The nominal slope at 25°C
is 59/nmV per decade of concentration, where n
is the ion charge. A systemic error estimated at
less than T5mV, resulting from the determination
of the slope and pivot voltage, corresponds to a
20% error in concentration for monovalent ions
and 50% for divalent ions (15).

All sensors responded promptly upon addi-
tion of soil to the solution (Fig. 2 and Table 1).
Allowing for variable sample sizes (for Sorceress
1 the sample drawer was only two-thirds to three-
fourths full), the differences among the samples
were not significant. The most striking response
was the increase of the Hofmeister lipophilicity
series anion sensor signal by three orders of mag-
nitude, attributed to the perchlorate ion at an aver-
age concentration level of 2.4 (T0.5) mM (16). The
concentrations of Mg2+, Na+, and K+ in the solu-
tion increased over the initial calibrant concentra-
tions by an average of 3.3 (T1.7), 1.4 (T0.3), and
0.39 (T0.08) mM, respectively. The Ca2+ signal
decreased from its calibration level, a behavior
characteristic of the Ca2+ ISE in the presence of
perchlorate (17, 18). The true level of Ca2+ was
estimated as 0.60 (T0.3) mM from laboratory cal-
ibration of the Ca2+ sensor in the presence of the
measured concentration of perchlorate. For Cl–, an
increase of 0.47 (T0.09)mMrelative to the calibrant
level was observed upon soil addition. Over the
course of the experiment the Cl– level appeared to
slowly increase, but the observation of similar be-
havior in an empty cell suggests that leakage from
the BaCl2 crucibles is the most likely explanation
(19). Thus, we only attribute to mineralogical chlo-
ride the prompt increase in Cl– after soil addition.

The pH of all three samples at the partial
pressure of CO2 of the sample cell (~3 mbar) was
7.7 (T0.5). Although Mars rover results led to
inferences of widespread acidic soil (20), Viking
data analysis suggested a pH consistent with the
WCL result (21). The pH of the soil solution was
not measurably affected by addition of 4mg of 2-
nitrobenzoic acid, with a pKa of 2.2; this result
indicates that the soil provides pH buffering at
≥1 mM, most likely by calcium carbonate in the
soil (22). The leaching solution itself is unbuffered.

The measurement strategy of the WCL experi-
ment was to identify as many major anions and
cations as possible, and to measure the overall con-
ductivity of the sample solution in order to identify
gaps. Discrepancies among cation, anion, and
conductivity measurements imply the presence of
unmeasured ionic species. The activity-weighted
concentrations of only the measured ions predict
conductivity of about one-half the measured total
solution conductivity (Table 1), which suggests that
any unmeasured constituents are of comparable or
lower concentrations than those measured directly.
Although charge balancing in complex fluids can

be problematic, comparison of the charge concen-
tration associated with anions and cations suggests
that the missing species are anions. Bicarbonate
could account for this entire deficit, but soluble
sulfate is also a candidate.Measurements byViking
Lander 1 (1), the Mars rovers (23–25), and near-
infrared spectroscopy of themartian surface (26, 27)
suggest a soil sulfur content of 5 to 9weight%SO4,
at a uniformmolar ratio for S:Cl of 4:1. Although
it cannot be assumed that soils encountered by
Phoenix and by the Mars rovers are the same, the
complete absence of sulfate at the Phoenix site
would nonetheless be surprising. If the entire anion
deficit were sulfate, it would constitute ~0.8% of the
total sample mass, so if sulfate is present in the soil
at higher concentrations, it must be in a sparingly
soluble form such as CaSO4.

Independent evidence for perchlorate was pro-
vided by the Thermal and Evolved Gas Analyzer
(TEGA) (Fig. 3) (22). Although oxygen, sulfur,
and hydrazine (from thrusters) are candidate frag-
ment ions for mass 32, the observed temperature
range (325° to 625°C) is consistent with O2 evolu-

tion by the thermal decomposition of perchlorate
salts, as demonstrated both in a laboratory testbed
(28) and by literature values (29). Hydrazine would
evolve at lower temperature, and no other S frag-
ments (e.g., 32S16O2

+, 32S16O+) were detected dur-
ing the ramp.

The characteristics of perchlorate salts derive
largely from the chemical energy stored in the
highlymetastable, fully oxidizedmolecule, which
at high temperature is used for rocket fuel and
generation of breathing oxygen. At low temper-
ature, in aqueous solution, most perchlorates are
soluble and do not readily react or precipitate. This
affinity for water suggests that a history of liquid
water would be indicated by sharp gradients in
evaporitic perchlorate salt concentration. The homo-
geneous perchlorate concentration found at two
depths at the Phoenix site argues against such a
history. If liquid water were present in the past,
aeolian mixing, cryoturbation, or subsequent in-
flux of perchlorate have since obscured the record.

The distribution of cations in the solution
suggests that at least some of the perchlorate in

Table 1. Ion concentration determined shortly after addition of each of the three samples.
Quantities in the last seven rows are derived from concentrations. Concentration error is T20%
(monovalent ions) or T50% (divalent ions). Total charge includes Li+ and NO3

– from the leaching
solution. The Sorceress 1 sample volume was smaller than the others (i.e., more dilute) by an
estimated 25 to 35% and is therefore not included in the average. The pH reading from Sorceress 2
was comparable to the others, but noisy. Note that measured conductivity also includes ions from
the leaching solution.

Rosy Red Sorceress 1 Sorceress 2 Average

Na+ (mM) 1.4 1.10 1.4 1.4
K+ (mM) 0.36 0.17 0.39 0.38
Ca2+ (mM) 0.55 0.42 0.6 0.58
Mg2+ (mM) 2.9 2.20 3.7 3.3
Cl– (mM) 0.6 0.24 0.47 0.54
ClO4

– (mM) 2.6 2.10 2.2 2.4
Conductivity (mS/cm) NA 1000 1400 1400
pH 7.7 7.6 — 7.7
Equivalent conductivity at 25°C (mS/cm) NA 1370 1900 1900
ClO4

– mass (mg) 6.50 5.25 5.50 6.00
Conductivity at 25°C (calculated, mS/cm) 815 636 918 866
Total cation charge (mM) 9.66 7.51 11.39 10.53
Total anion charge (mM) 4.30 3.44 3.77 4.04
Anion deficit, if monovalent (mM) 5.36 4.07 7.62 6.49
Anion deficit, if divalent (mM) 2.68 2.04 3.81 3.25

Fig. 3. Evolved mass 32 (O2)
analysis for the Baby Bear surface
sample from TEGA. The curve is the
difference between the first high-
temperature ramp and the second-
day reheat for the high-temperature
ramp.

3 JULY 2009 VOL 325 SCIENCE www.sciencemag.org66

REPORTS



the soil is in the form of Mg(ClO4)2 or Ca(ClO4)2.
Alkaline earth perchlorate salts have a strongly
exothermic affinity for water, are deliquescent, and
have eutectic freezing points in the range of −70°C
(30, 31). The dynamics of thermally driven ex-
change of water vapor between the buried ice and
the overlying perchlorate-rich soil maymake a wet
super-eutectic solution possible at certain temper-
atures, possibly explaining the time-varying cohe-
siveness of the soil at the Phoenix site (32). If, as
was found by Phoenix, most of the chlorine on
Mars is in the form of perchlorate, it lends support
to the conjecture that low-temperature brines, stable
at or below the present-day mean martian frost-
point, may be responsible for contemporary liquid-
mediated processes such as gully formation (33).

The deliquescent properties of perchlorate salts
may also play a role in controlling soil and atmo-
spherewater content. Hydrogen levelsmeasured by
Odyssey’s Gamma Ray Spectrometer (GRS), cor-
responding to several percent of water in martian
surface soil over large swaths of equatorial Mars,
have been attributed to hydrated salts (34). Subse-
quently, the concentration of chlorine was mapped
and found to correlate with the hydrogen (35). In
the form of Mg(ClO4)2, perchlorate in equilibrium
with the martian atmosphere would be coordinated
as a mixture of hexahydrate and octahydrate, de-
pending on temperature and humidity (30), such
that the mass of water would be 3 to 4 times that of
the chlorine, a value similar to the GRS ratios. At
the Phoenix site, perchlorate in this form would
take up and release more water with temperature
than the entire peak summer column density in the
atmosphere, which suggests that it may even be a
factor in zonal control of atmospheric humidity.

Several microorganisms on Earth are known to
harvest energy by anaerobic reduction of the per-
chlorate molecule (36, 37). Under martian condi-
tions, perchlorate does not readily oxidize organics
(although the presence of perchlorate salts may
indicate a vigorous oxidant-forming chemistry in
the martian atmosphere or on the surface), but the
low water activity associated with such a strongly
desiccating substance may inhibit many forms of
life. The high-temperature oxidizing properties of
perchlorate will, however, promote combustion
of organics in pyrolytic experiments, compromis-
ing the ability of Phoenix’s TEGA experiment to
readily detect organics (38) and possibly affecting
the Viking mass spectrometer experiments (39).

If perchlorate on Mars has a photochemical
origin similar to that on Earth (40), and if the chlo-
rine directly originates from volcanic gas, then per-
chlorates are likely to be characteristic only of later
geologic time because on early Mars volcanism
would have produced a reducing atmosphere (41).
Perchlorate may be favored at high latitudes if ice
is important as a reaction surface for adsorbed spe-
cies or if its formation depends on ozone, which is
barely detectable in the tropics but is abundant in
the spring-winter circumpolar regions (42, 43).

In summary, aqueous chemical analysis of
martian soil has revealed that most of the soluble
chlorine is in the form of perchlorate. This find-

ing has possible relevance to water sequestration,
control of soil and atmospheric humidity, gully
formation, habitability, and resource use for hu-
man exploration.
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Mars Water-Ice Clouds
and Precipitation
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The light detection and ranging instrument on the Phoenix mission observed water-ice clouds
in the atmosphere of Mars that were similar to cirrus clouds on Earth. Fall streaks in the
cloud structure traced the precipitation of ice crystals toward the ground. Measurements of
atmospheric dust indicated that the planetary boundary layer (PBL) on Mars was well mixed,
up to heights of around 4 kilometers, by the summer daytime turbulence and convection. The
water-ice clouds were detected at the top of the PBL and near the ground each night in late
summer after the air temperature started decreasing. The interpretation is that water vapor mixed
upward by daytime turbulence and convection forms ice crystal clouds at night that precipitate
back toward the surface.

The seasonal hydrological cycle on Mars is
most evident in the Arctic region, where
the atmospheric water vapor abundance

increases to a maximum in midsummer after the
seasonal ground ice cover reaches a minimum
(1). The water returns to the surface as the at-
mosphere cools in late summer, but it has not
previously been known whether this process
involves clouds and precipitation as on Earth.
Observations of water vapor and temperature
during the Viking missions indicated that the
atmosphere would be saturated with respect to
water ice at night (2, 3), and it was suggested
that the precipitation of ice crystals could be
an important factor for the exchange of water
between the atmosphere and surface (4). Here
we report on experimental evidence that clouds
and precipitation play a role in the exchange of
water between the atmosphere and ground on
Mars.

The Phoenix mission (5, 6) obtained mea-
surements from the surface in the Arctic region
of Mars (68.22°N, 234.25°E). The spacecraft
landed before the summer solstice on Mars and
operated over the next 5 months. This period
encompasses the midsummer peak and decline
in the abundance of atmospheric water vapor,

so it was possible to observe the local processes
that contribute to the water cycle. The Phoenix
mission included a light detection and ranging
(LIDAR) instrument (7) that emitted pulses of
laser light upward into the atmosphere and de-
tected the backscatter from dust and clouds. An
essential capability of the LIDAR was that it
could resolve the internal structure of water-ice
clouds that drifted past the landing site.

Daytime LIDAR observations mainly detected
dust in the atmosphere. The measurements on
the 45th sol (8) after landing were typical for
moderate dust loading with no clouds (Fig. 1A).
The dust was distributed evenly up to a height

of 4 km because of the daytime vertical mixing
produced by convection and turbulence within
the planetary boundary layer (PBL). The atmo-
spheric dust loading reached a peak around the
summer solstice and then generally decreased.
On sol 97 [solar longitude of Mars (Ls) = 121°],
the dust loading within the PBL was reduced by
a factor of 3 in comparison with that on sol 45
(Fig. 1A).

During the period around the summer sol-
stice, clouds were observed sporadically and
mainly above heights of 10 km. Moving into late
summer, 50 sols after the solstice (Ls = 113°),
the LIDAR detected a regular pattern of cloud
formation each night within the PBL. A shallow
surface-based cloud formed near midnight (Mars
local solar time), and a second cloud layer formed
after 1 a.m. at heights around 4 km. On sol 99
(Ls = 122°), there was a clear enhancement in
the extinction coefficient due to the presence
of clouds in the height range from 3 to 4 km
and in the layer up to 1 km above the ground
(Fig. 1B). The observed clouds formed at an es-
timated temperature of around –65°C (Fig. 1C),
which is consistent with clouds that are com-
posed of water-ice crystals (the frost point for
carbon dioxide is less than –120°C). On each
sol during the second half of the mission (Ls =
113° to 150°), clouds remained through the early
morning hours and then dissipated when the
atmosphere warmed sufficiently during the day-
time. As the summer progressed toward autumn
and the air temperature decreased, the clouds
persisted longer into the morning hours and ex-
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Fig. 1. (A and B) Profiles of the optical extinction coefficient (9) derived from the LIDAR backscatter
signal at wavelength 532 nm for sols 45 (Ls = 97°), 97 (Ls = 121°), and 99 (Ls = 122°). Each profile is
averaged over 1 hour and smoothed for a vertical resolution of 40 m. (C) Height profiles of atmospheric
temperature estimated with a numerical simulation model of the martian PBL (19, 20), and an estimate
of the profile of frost point temperature.
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tended further toward the ground. Clouds were
not detected in the late afternoon or evening.

The outline and internal structure of the
clouds that drifted above the Phoenix landing
site are seen in the contour of the backscatter
coefficient (9). On sol 99 (Fig. 2A), the most
striking features are the tilted vertical streaks
after 05:00 (Mars local time). This pattern is con-
sistent with ice crystals precipitating from the
cloud and eventually sublimating in the sub-
saturated air below the cloud. Such fall streaks
are a well-known feature in observations of cir-
rus clouds on Earth.

In the early morning hours on sol 109, the
LIDAR observed clouds and precipitation that
extended all the way to the ground (Fig. 2B).
In the period between 03:10 and 03:50, there

were water-ice clouds at the top of the PBL (at
heights of 3 to 5 km) and at ground level. In the
next LIDAR run, from 05:16 to 05:45, the base of
the observed cloud had dropped to a height of
about 1.5 km, and there were precipitation fall
streaks starting at 05:30 that extended down
through the ground-level cloud. The LIDAR is
not able to measure below about 50 m because of
the geometry of the transmitter/receiver overlap. It
is reasonable to assume that the ice crystals would
have continued to descend through the saturated
air to reach the surface. The essential point here
is that precipitation moves water toward the sur-
face from heights of up to 5 km (10).

In the period around sol 99 (Ls = 122°),
clouds were observed only after 01:00, so we take
this as the time when clouds were initially form-

ing. The average fall speed required to produce
a fall streak length of 1.2 km (Fig. 2A) after 4
hours is consistent with an ellipsoidal ice par-
ticle with an aspect ratio of 3 and volume equiv-
alent to a sphere with a radius of 35 mm (11).
This approximates a columnar ice crystal 42 mm
wide and 127 mm long, which is similar to ice
crystals that have been sampled in cirrus clouds
on Earth (12, 13). The comparison is not sur-
prising, because cirrus clouds on Earth form at a
similar temperature and water vapor density.

The extinction coefficient represents the ef-
fective cross-sectional area of the ice crystals per
unit of volume and, assuming spherical particles,
the ice water content can be calculated as IWC =
4sReffr/3Q. s is the extinction coefficient; Reff
is the effective radius, which we assumed to be
35 mm based on the calculation of fall speed; Q
is the scattering efficiency, which has a value
of 2; and r is the density of water ice. The en-
hancement in the extinction coefficient due to
the cloud in the average signal profile (Fig. 1B)
has a peak value of 0.1 km−1, but the range is
from 0.07 to 0.27 km−1 in profiles with shorter
averages. The corresponding estimates of IWC
for spherical particles are in the range of 1.5 to
5.8 mg m−3, and this is also similar to measure-
ments of cirrus clouds on Earth (14). The spheri-
cal assumption can be avoided by using the
empirical relationship between the extinction
coefficient and IWC that was derived from air-
craft in situ measurements in cirrus clouds (14):
IWC = 119 s1.22. This gives a similar range of
values: 1.0 to 5.3 mg m−3. Using the empirical
relationship, the amount of ice water integrated
in the vertical (from the mean profile of Fig. 1B)
is 1.9 g m−2, which has the same value in units
of precipitable micrometers (pr-mm) of water.
This is more than substantial enough to play a
role in the seasonal decreasing trend of about
0.5 pr-mm per sol in the local column water
vapor (from Ls = 120° to 160°) measured from
orbit (1).

We estimated the amount of water vapor
within the PBL from the height and time of
cloud formation, combined with the simulated
temperature. For cloud formation commencing
at 01:00 at a height of 4 km, the simulated tem-
perature is –64.3°C (Fig. 1C), and the corre-
sponding saturated vapor pressure is 0.61 Pa.
The threshold relative humidity over ice for nu-
cleation on desert dust has been measured in
the laboratory to be in the range from 110 to
130% (15). Thus, we assumed that the water va-
por pressure at a height of 4 km when the cloud
started to form was 20% greater than the sat-
urated value: 0.61 × 1.2 = 0.73 Pa. At the height
of 4 km, the water vapor volume mixing ratio
before cloud formation is 0.73/522 = 0.0014,
where the model atmospheric pressure is 522 Pa.
The uncertainty in this estimate is about T20%,
based on the range in the possible cloud forma-
tion times and the ice nucleation threshold. It is
also assumed here that water vapor was well
mixed throughout the PBL by the daytime

Fig. 2. Contour plots of backscatter coefficient (×10−6 m−1 sr−1) derived from the LIDAR backscatter
signal (9) at wavelength 532 nm on mission sols 99 (Ls = 122°) (A) and 109 (Ls = 127°) (B).
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turbulence and convection, so that in the early
evening, the mixing ratio of water vapor was ap-
proximately constant up to a height of 4 km.
Above the cloud top, the water vapor partial pres-
sure would have been below the saturation val-
ue because clouds were not observed at those
heights. The corresponding height profile of
frost point temperature (before cloud formation)
is shown in Fig. 1C. The integrated amount of
water vapor within the PBL (from the ground
to 4 km) before cloud formation on sol 99 (Ls =
122°) can be estimated from the analysis above
to be 35 pr-mm. This is a substantial fraction of
the total atmospheric column water vapor (40 to
50 pr-mm) measured from orbit at the latitude of
Phoenix in previous years (1, 16). Solar radia-
tion measurements during the Pathfinder mis-
sion also indicated that atmospheric water vapor
was confined near the ground (17).

We also used the simulated temperature pro-
files in Fig. 1C to estimate the IWC in the clouds.
At 05:00 and a height of 4 km, the simulated
temperature is –66°C and the saturated vapor
density is 5 mg m–3. The threshold value of va-
por density at cloud formation (time 01:00) was
7.6 mg m–3. The difference of 2.6 mg m–3 is an
estimate of the IWC in the cloud, and this is
within the range of IWC derived from the LIDAR
measurements.

Our estimate of the water content of the PBL
is consistent with independent measurements.
The Thermal and Electrical Conductivity Probe
instrument (18) on Phoenix measured the partial
pressure of water vapor near the ground to have
values up to 2 Pa during the daytime and less than
0.1 Pa at night, with a diurnal average of 0.9 Pa
(6). The water vapor volume mixing ratio in the
mixed boundary layer would be greater than
the average at ground level (0.0012), because the

vertical mixing occurs mainly during the daytime.
Also, if the water vapor volume mixing ratio was
0.0016 throughout the PBL, then the integrated
amount up to a height of 4 km would be 40 pr-mm,
and this is an upper limit because it is within the
measured range of the total atmospheric column
water vapor (1, 16). Our estimate of the volume
mixing ratio at the top of the PBL (0.0014) is
within the range of plausible values.

The Phoenix LIDAR observations have dem-
onstrated that water-ice crystals grow large enough
to precipitate through the atmosphere of Mars.
In the early morning hours, the clouds formed at
ground level and at heights around 4 km be-
cause these were the coldest parts of the PBL
(Fig. 1C). The cloud was capped at the top of
the PBL because daytime turbulent mixing does
not transport moisture above that height. The
overall process was that water ice was transported
downward by precipitation at night, it sublimated
in the morning, and then the vapor was mixed
back up through the PBL by turbulence and con-
vection during the daytime. The clouds and pre-
cipitation act to confine water within the PBL.
Eventually the ice clouds would have persisted
within the PBL throughout the daytime, and
water ice would have remained deposited on
the ground. As the depth of the PBL decreased
in late summer, this local process would con-
tribute to the seasonal decrease in atmospheric
water vapor (1).
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A Coherent Single-Hole Spin
in a Semiconductor
Daniel Brunner,1 Brian D. Gerardot,1 Paul A. Dalgarno,1 Gunter Wüst,1 Khaled Karrai,2
Nick G. Stoltz,3 Pierre M. Petroff,3 Richard J. Warburton1,4*

Semiconductors have uniquely attractive properties for electronics and photonics. However, it has
been difficult to find a highly coherent quantum state in a semiconductor for applications in
quantum sensing and quantum information processing. We report coherent population trapping,
an optical quantum interference effect, on a single hole. The results demonstrate that a hole spin
in a quantum dot is highly coherent.

Semiconductor heterostructures can be de-
signed to confine electrons, holes, and pho-
tons in specificways. Post-growth processing

enables the creation of individual devices and
their interconnection into fully functional circuits.
However, it is not yet clear whether these mate-
rial advantages can be exploited in a new class of
device whose operation depends on the controlled
manipulation of coherent quantum states. Achiev-

ing the necessary coherence poses considerable
challenges.

In bulk semiconductors and quantum wells,
individual quantum states lose coherence rapidly
through an interaction with the lattice vibrations,
or phonons. An electron spin interacts only in-
directly via the spin-orbit interaction with the
phonons and emerges as a strong candidate quan-
tum bit (qubit) (1). However, to suppress the

spin-orbit interaction, the electron must be tightly
confined to a nanoscopic quantum dot (2–4). But
in GaAs, the semiconductor with the best mate-
rials properties, the electron spin now interacts
with 104 to 105 nuclear spins, too few for can-
cellation of the hyperfine interaction and too many
for each nuclear spin to be used as a resource.
The nuclear spins create a fluctuating effective
magnetic field, the Overhauser field. The electron
spin precesses in the Overhauser field such that
the time-averaged coherence time, T2*, is small,
just ~10 ns (5–7), much less than the intrinsic
decoherence time, T2, which is around 1 ms (8, 9).
This difficulty represents a stumbling block in
engineering a coherent semiconductor spin state.
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An alternative is to use a hole spin in an
attempt to bypass the interaction with the nuclear
spins (10–16). A hole state is constructed from a
p-type atomic wave function that conveniently
goes to zero at the location of the nuclei, sup-
pressing the contact part of the hyperfine inter-
action (14). Furthermore, in a quantum dot, the
hole spin–phonon interaction is weak because
the strong quantization reduces the admixture of
heavy and light hole states (11, 13).

We conducted an experiment that is sensitive
to hole spin coherence. We observed a quantum
interference phenomenon, the “visibility” of which
depends directly on the hole spin coherence (17).
The interference arises in the optical spectroscopy
of a L system, a quantum system consisting of
three states, |1〉, |2〉, and |3〉, with optical transitions
between |1〉 ↔ |3〉 and |2〉 ↔ |3〉 (Fig. 1A). In our
case, states |1〉 and |2〉 correspond to Zeeman-split
hole spin states, and state |3〉 corresponds to an
exciton. A “pump” laser [Rabi energy ℏWpump,
where ℏ is Planck’s constant divided by 2p]
drives the |2〉 ↔ |3〉 transition, and a “probe”
laser [Rabi energy ℏWprobe] drives the |1〉↔ |3〉
transition. The interference occurs when the
frequency difference of the lasers matches the
|1〉-|2〉 splitting, the two-photon resonance. In this
case, the amplitude of state |3〉 undergoes a de-
structive interference, and a dark state—an admix-
ture consisting only of states |1〉 and |2〉—results.
This phenomenon, coherent population trapping
(CPT) (7, 17–20), is the underlying basis for elec-
tromagnetically induced transparency (21) and is
revealed by a dip in the probe absorption spectrum,
provided that the coherence of states |1〉 and |2〉
is high enough. Specifically, when Gr > Wpump >
Wprobe, the probe absorption acquires a dip with
energy width ℏW2

pump/Gr where Gr is the sponta-
neous emission rate from state |3〉 (Fig. 1A). This
width sets the sensitivity of the experiment to the
decoherence rate g of state |2〉 with respect to |1〉:
For g << W2

pump/Gr the signal in the dip goes to

zero, but for g >>W2
pump/Gr the dip is washed out

(Fig. 1A). Previous observations of CPT in semi-
conductors have not achieved a perfect dip because
in each case the dephasing was too rapid (7, 18–20).

Our experiments are performed on single
InGaAs dots in a GaAs matrix (Fig. 1D), loading
a single hole into a single dot and probing the
exciton transitions resonantly with laser spectros-
copy (22). To establish a L system, we apply a
magnetic field in the x direction, in the growth
plane, which allows optical transitions from both
hole spin states to both exciton states (23) (Fig.
1E). Once the Zeeman splitting of the exciton
states is larger than the linewidths, twoL systems
can be established. We work with the one at
lower energy (Fig. 1E). At zero magnetic field
and with one linearly polarized laser, there is an
absorption peak at the exciton resonance. In mag-
netic field, this resonance disappears through
optical pumping (4, 23). However, a “double
resonance” can be located by driving the dot
simultaneously with a second laser: When both
lasers come into resonance, onewith the |1〉↔ |3〉
transition and the other with the |2〉 ↔ |3〉 tran-
sition, optical pumping is suppressed and a
probe absorption signal reappears. Upon locat-
ing the double resonance, we then look for the
CPT dip.

In the example data at a magnetic field of
2.3 T (Fig. 2), there is a pronounced and narrow
dip in the probe spectrum. To prove that the dip
arises fromCPT, we detuned the pump laser (Fig.
3, A to C). Figure 3D shows that the energy shift
of the dip in the probe spectrum equals the energy
shift of the pump, as expected for a two-photon
resonance. There are a number of features in Fig.
2. First, the dot is rendered transparent at the two-
photon resonance. Such a clear destructive inter-
ference is only possible with a highly coherent
hole spin state. Second, the CPT dip clearly sur-
vives the broadening of the exciton resonance,
which is as large as 6 meV for this particular dot.

Third, for nonzero pump detunings, the form of
the probe absorption spectrum does not follow
the atomic physics model (Fig. 1B). Instead of a
maximum signal located close to zero probe
detuning (Fig. 1B), we find that the maximum
signal is always close to the CPT dip (Fig. 3, A
and C). Furthermore, for positive pump detun-
ings, the probe absorption falls more rapidly on
the positive detuning side than on the negative
side, a situation reversed for negative pump
detunings.

The CPT dip allows us to make a quantitative
statement on the hole spin coherence time T2*
(17). To eliminate systematic errors, it is first
necessary to understand the entire probe spec-
trum (Fig. 3, A to C). The missing factor in Fig.
1, A and B, is a description of the broadening of
state |3〉, the exciton. Including subnanosecond
dephasing in level |3〉 fails; this simply smears out
the curves in Fig. 1, A and B. The experiment
itself points to the resolution of this problem. The

Fig. 1. (A) Calculated
probe absorption spectrum
in the presence of an on-
resonant pump laser in a L
system. The dip represents
CPT; r is the density matrix.
(B) As for (A) but with a
detuned pump. The model
uses Rabi energiesℏWpump =
1.0 meV, ℏWprobe = 0.45 meV,
radiative decay rates ℏG31 =
ℏG32 = 1/2ℏGr = 0.50 meV
with a lower-level coherence
time T2 = 1 ms (black line),
and T2 = 10 ns (red line). (C)
Calculated probe absorption
with the same parameters as
(B) but also including a spec-
tral wandering of level j3〉 with Lorentzian probability distribution with full
width GX = 6 meV. (D) A cross-sectional scanning tunneling image (80 nm by
40 nm) of a quantum dot, showing schematically a single hole and a magnetic
field B applied in the plane along the x direction. [Image: Murat Bozkurt and
Paul Koenraad] (E) The quantum states of the hole: j1〉 and j2〉 are the hole

spin eigenvectors in the x basis, split by the Zeeman effect; the upper levels are
X1+ excitons consisting of two spin-paired holes and an unpaired electron with
spin T1/2, again in the x basis. The optical transitions are linearly polarized
along either the x or y direction. Two L systems are established (solid and
dashed lines).
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radiative decay time, 0.4 T 0.2 ns; magnetic field,
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narrow CPT dip amid the broad exciton reso-
nance suggests that the exciton undergoes a spec-
tral wandering with little if any effect on the
hole spin splitting. Once the two-photon reso-
nance condition is satisfied, it remains satisfied
even as the exciton energy fluctuates. To con-
firm this view, we convoluted the density matrix
calculation with a probability distribution in the
detunings to describe the fluctuations of the
exciton energy, slow relative to radiative recom-
bination but fast relative to the experimental
integration (22). The convolution made surpris-
ingly large changes to the probe spectrum (Fig.
1C) and reproduced all the features in the ex-
periment. We achieved excellent fits to the probe
absorption curves (Fig. 3, A to C), reproducing
both the width of the CPT dip and the overall
line shape.

The minimum signal in the dip depends on
the hole spin coherence. Figure 4A shows the
results of the theory for various T2 values along
with the data of Fig. 2, allowing an immediate
and robust conclusion that T2* is at least 100 ns.
To quantify this upper bound further, we used the
average of the ratio of the minimum to the max-
imum signal, Imin/Imax, from 10 data sets: (0.11 T
2.07)%. Figure 4B plots the calculated Imin/Imax

versus T2. The constraints on the parameters are
that they must be compatible with the auxiliary
experiments (22) and that they reproduce the
overall line shapes in Fig. 3. This implies that any
systematic error is less than the random error in
the measurement of the small signal in the dip.
The data in Fig. 4 reveal upper bounds to T2
associated with probabilities calculated from the
random error, for example, T2 ≥ 490 ns with 70%
probability. With the current data, the probability
that T2 exceeds 1 ms is about 40%.

The CPT dip (Fig. 2 and Fig. 3, A to C) has a
linewidth of just 0.35 meV (85 MHz), ushering
semiconductor optical spectroscopy into the do-
main of atomic physics with applications as
frequency standards (24), ultrasensitive magnetom-
eters (25), “slow light” photon storage devices
(21), and coherent spin rotations via stimulated
Raman adiabatic passage (26). The coherence of
the hole spin points to applications in quantum
information. A two-qubit device is possible with
hole spins in tunnel-coupled quantum dot mole-
cules (27).

The contact hyperfine interaction is not the
only interaction between a quantum dot spin and
the nuclear spins. There is also a dipole-dipole
interaction. Recent theory suggests that the cou-
pling coefficient of the heavy hole dipole-dipole
hyperfine interaction is by no means negligible
(28), but the interaction has an Ising form. For
electrons, loss of phase arises through the com-
ponent of the Overhauser field along the direc-
tion of the applied field. For a heavy hole spin
with an Ising interaction, the Overhauser field
lies in the growth direction, z, and has a benign
effect in the presence of a large applied field in
the x direction. Our data are consistent with this

picture, but further work is required to establish
its validity.
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Fig. 3. CPT of a single-hole spin at 3.0 T and 4.2 K
with Zeeman splitting 18.38 meV using the same
dot and Rabi energies as Fig. 2. The points show
the measured absorption against probe laser de-
tuning for three different pump wavelengths, one
blue-detuned from the resonance (A), one close to
resonance (B), and one red-detuned (C). The solid
lines are fits to the calculated response for pump
detunings of +2.831 meV (A), 0.000 meV (B), and
−2.820 meV (C); ℏWpump = 1.0 meV, ℏWprobe =
0.45 meV, ℏG31 = ℏG32 = 0.50 meV, ℏg3 = 0 (pure
dephasing rate of state j3〉), ℏg2 = 0.00067 meV,
GX = 6.0 meV, and field scattering ratio a = 0.01
(22). (D) Measured detuning of the probe laser at
the CPT dip plotted against pump laser detuning
with a linear fit.
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Self-Assembling Sequence-Adaptive
Peptide Nucleic Acids
Yasuyuki Ura,1 John M. Beierle,1 Luke J. Leman,1 Leslie E. Orgel,2 M. Reza Ghadiri1*

Several classes of nucleic acid analogs have been reported, but no synthetic informational polymer has
yet proven responsive to selection pressures under enzyme-free conditions. Here, we introduce an
oligomer family that efficiently self-assembles by means of reversible covalent anchoring of nucleobase
recognition units onto simple oligo-dipeptide backbones [thioester peptide nucleic acids (tPNAs)] and
undergoes dynamic sequence modification in response to changing templates in solution. The oligomers
specifically self-pair with complementary tPNA strands and cross-pair with RNA and DNA in Watson-Crick
fashion. Thus, tPNA combines base-pairing interactions with the side-chain functionalities of typical
peptides and proteins. These characteristics might prove advantageous for the design or selection of
catalytic constructs or biomaterials that are capable of dynamic sequence repair and adaptation.

Although several classes of nucleic acid
analogs have been reported (1–6), nearly
all previously postulated mechanisms for

constructing nucleic acid oligomers invoke an
irreversible covalent backbone assembly of
nucleobase-containing monomers or fragments.
We envisioned that a fundamentally different oligo-
mer assembly mechanism relying on dynamic
covalent chemistry (7–19) could involve the revers-
ible anchoring of nucleobase units onto indepen-
dently preformed backbone structures (20). In the
present study, we investigate an oligomer system
based on a simple repeating dipeptide backbone
motif (1). The design features cysteine residues at
alternating amino acid positions to provide the an-
chor for reversible tethering of nucleobase thioester
monomers from solution via transthioesterifica-
tion reactions. Although a number of reversible
covalent reactions could be employed for nucleo-
base anchoring, thioester exchangewas chosen for
its chemoselective and relatively fast reaction
kinetics, prebiotic relevance, and because it al-
lowed the employment of a natural amino acid
(Cys) for anchoring [see fig. S7 for molecular
models supporting the structural compatibility of
thioester peptide nucleic acid (tPNA) for inter-
strand base pairing with complementary oligonu-
cleotides]. Avariety of amino acid residues can be
used at the flanking positions of the backbone
(Glu, Asp, Arg, and Gly residues were employed
here) to provide the appropriate spacing between
Cys residues (1), improved aqueous solubility,
backbone flexibility, and/or electrostatic proper-
ties for improved interactions with nucleic acids
(Fig. 1). Because our studies experimentally estab-
lish a process involving peptides as the integral
component for the spontaneous assembly of infor-
mational oligomers, it is tantalizing to speculate
about the possible interdependence of peptides
and nucleic acids at the advent of primordial (pre-
RNAWorld) genetic systems (21–24).

We initially investigated the assembly of the
adenine thioester (500 mM) (see fig. S1 for
nucleobase syntheses) onto (Glu-Cys)10 peptide
1 (100 mM) (25). Because peptide 1 contains 10
Cys residues, the nucleobase thioester was present
in just 0.5 equivalents relative to Cys in this reac-
tion. The anchoring reaction was rapid and ef-
ficient, generating a bell-shaped distribution of
substituted peptides within 30 min, as determined
by matrix-assisted laser desoption/ionization–
time-of-flight mass spectrometry (MALDI-TOF
MS) (Fig. 2A). When the nucleobase thioester
was present in a twofold excess or higher ratio
relative to Cys, the fully substituted 10-mer and
9-mer substituted tPNA strands predominated
after 30 min (Fig. 2A). Product distributions did
not change when analyzed after longer reaction
times. These results are consistent with reports
indicating that equilibrium in dynamic combina-

torial thioester libraries is typically reached within
15 min (26–28).

Having established that peptide 1 rapidly and
efficiently anchors adenine thioester monomers
from solution via transthioesterification, we next
assessed the capacity of this assembled tPNA
strand to bind complementary sequences of DNA
and RNA. We prepared tPNA strands by incu-
bating peptide 1 (100 mM) and adenine thioester
(2 mM, twofold excess relative to Cys residues) in
neutral aqueous solution at 25°C for 30 min. Next,
we added a dT20 DNA strand (100 mM) to the
reaction solution, diluted the mixture 25-fold,
and cooled it to 2°C for ultraviolet (UV) thermal
denaturation analysis. The sample exhibited a hy-
perchromic melting profile consistent with a co-
operative helix-to-coil transition, with an observed
melting temperature (Tm) of 34°C (Fig. 2B). No
change in absorbance was apparent in numerous
control spectra (Fig. 2B), indicating that the ob-
served transition occurred only when the peptide,
nucleobase thioester, and complementary DNA
strand were simultaneously present in the reaction
mixture. In an otherwise identical reaction involv-
ing the (noncomplementary) dA20 template in-
stead of dT20, we did not observe any cooperative
melting transition, which thus indicated base-
pairing selectivity.

To further support the hypothesis that the
observed pairing interaction was dependent on
anchoring of nucleobase species to peptide 1,
we examined a series of reactions involving
dT20 (5 mM), peptide 1 (5 mM), and increasing
concentrations of the adenine thioester (0, 25,
50, or 100 mM). Only the reactions employing
50 or 100 mM thioester exhibited cooperative

1Department of Chemistry and The Skaggs Institute for
Chemical Biology, The Scripps Research Institute, 10550 North
Torrey Pines Road, La Jolla, CA 92037, USA. 2The Salk Institute
for Biological Studies, P.O. Box 85800, San Diego, CA 92186,
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Fig. 1. Chemical struc-
ture and assembly mech-
anism of the dynamic
oligomers. (A) Mecha-
nism for reversible co-
valent assembly of the
oligomers via anchoring
of thioester-derived rec-
ognition units (adenine is
shown) onto an oligopep-
tide backbone. RNA and
DNA structures are drawn
for comparison (in the
box at right). (B) Illustra-
tion of oligomer assembly
and binding to a comple-
mentary oligonucleotide
template. (C) Structures
of the nucleobase thio-
ester monomers used in
the present study. Me,
methyl.
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transitions (fig. S2), as would be expected consid-
ering that the number of substitutions per peptide
is probably five or fewer under the more limit-
ing concentrations of nucleobase thioester. With
shorter DNA dT10 or RNA rU20 templates, co-
operative melting transitions were also observed
(Table 1). A Job plot analysis for peptide 1 with
dT10 or dT20 indicated binding in the expected
1:1 or 2:1 ratios, respectively (fig. S3).

We next investigated the effects of backbone
chirality, charge, spacing of the Cys side chains,
flexibility, and length by preparing an expanded
series of peptide backbones for analysis (Table
1). We observed cooperative melting transitions

for each of the more than 20 sequences tested.
Sequences 2 through 5 surveyed different com-
binations of amino acid chirality in the repeating
dipeptide unit; higher Tm’s were observed for
the homochiral peptides (2 and 5) than for the
heterochiral backbones (3 and 4) (fig. S2). Re-
placing the Glu residues of peptides 1 and 2 with
Arg (sequences 7 and 8) resulted in substantially
heightened Tm values, whereas replacing Glu with
Asp (sequence 6) had little effect on the observed
Tm, as might be expected based on electrostatic
considerations. We synthesized peptides 9 through
12 to introduce backbone conformational flexi-
bility by incorporating Gly residues. However, the

Gly residues replace negatively charged Glu in se-
quence 9 and positively charged Arg in sequences
10 through 12, so the observed increase in Tm for 9
relative to 2 and decreases in Tm for 10 through 12
relative to 8 probably result from electrostatic
changes rather than from conformational effects.

We next prepared peptides 13 through 22, in
which the length of the backbone varied from 4
to 20 Cys residues. Tm values rose with backbone
length (Fig. 2C), a trend probably due to the ca-
pacity of the longer backbones to anchor a greater
number of nucleobase units for interaction with
the oligonucleotide strand. We further prepared
sequences 23 and 24 to study the effects of altered

Fig. 2. Establishing oligomer assembly and DNA pairing properties. (A)
Reaction scheme and corresponding MALDI-TOF MS spectra demon-
strating adenine thioester anchoring to peptide 1 in reactions contain-
ing 0.5 equivalents (left) or 2 equivalents (right) of adenine thioester
relative to Cys residues. “7mer” refers to peptides containing seven
adenine bases tethered to Cys side chains. m/z, mass/charge ratio. (B) UV
thermal denaturation curves for solutions containing various combina-
tions of peptide 1 (5 mM), adenine thioester (“A-SR,” 100 mM), and dT20
(5 mM). (C) Thermal denaturation curves demonstrating the effect of pep-
tide backbone length on Tm values. “Aba” refers to 4-acetamidobenzoic
acid, which was incorporated in some cases to facilitate peptide concen-
tration determination. The DNA present in all cases is dT20.

Fig. 3. Establishing specific self-pairing interactions among the
assembled tPNA oligomers. (A) Schematic diagram illustrating
the pull-down assay used to characterize oligomer self-pairing
(nucleobase thioesters: T, thymine; A, adenine; C, cytosine; dG,
7-deazaguanine). After the 1-hour incubation, the beads were
washed to remove those peptide strands not associated with the
bead-bound tPNA sequences. Next, isobutylamine was added to
the beads to cleave the nucleobase thioesters anchored to the
peptide strands via aminolysis. Subsequent HPLC analysis of the
cleavage products allowed quantification of the resultant nucleo-
base amides relative to one another. (B) HPLC analyses of the
assay indicating that oligomers substituted with complementary
nucleobases pair with high selectivities. Similar high selectivities
were observed when the assay was carried out instead with the
7-deazaguanine and thymine bases anchored to the immobilized
peptides and the adenine- and cytosine-substituted strands free
in solution.
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structural and hydrogen bonding properties of the
repeating backbone unit. Peptide 23 has a seven-
atom backbone repeat (in contrast to the six-atom
repeat in the backbones of oligo-dipeptides and
oligonucleotides) as a result of the incorporated
isoaspartic acid residue (see fig. S4 for structure).
The somewhat lower Tm values for sequence 23
relative to peptides 2 or 6 may, therefore, stem
from a less favorable nucleobase spacing and/or
from the increased proximity of the carboxylate
side chain to the backbone/oligonucleotide du-
plex. The repeating unit of peptide 24 includes
sarcosine, the N-methylated derivative of glycine.
N-methylation of a backbone amine prevents the
formation of hydrogen bonds and reduces the
barrier to amide cis/trans isomerization; these fac-
tors probably contribute to the observed increase
in Tm for 24 relative to non-methylated sequence
10. Overall, the above studies indicate that a broad
range of amino acid residues is permissible in the
tPNA backbone. Therefore, tPNA seems to be
unique among oligonucleotide analogs in simulta-
neously exhibiting base-pairing interactions and
expressing side chain functionalities of typical pep-
tides and proteins. These characteristics might be
advantageous for the future design or selection of
catalytic tPNA constructs reminiscent of protein
enzymes or ribozymes.

In addition to characterizing the cross-pairing
interactions between the tPNA oligomers and
oligonucleotides, we also confirmed the ability of
the tPNA strands to self-pair. Self-pairing is an im-
portant criterion for a putative primordial genetic
polymer, because sequence-specific self-recognition
and templating would have been necessary for a
polymer to propagate genetic information before
the advent of RNA. Initial studies aimed at estab-
lishing self-pairing interactions using analyses by
UVor circular dichroism spectroscopy proved in-
conclusive because the observed spectral changes
were of low magnitude and were probably com-
plicated by thioester hydrolysis; these observations
suggest that the tPNA homoduplex may not ex-
hibit strong hyperchromic shifts upon denaturation
or may have a poorly defined structure. We there-
fore carried out a series of pull-down experiments
in which an N-terminally biotinylated (Glu-Cys)10
peptide was immobilized onto a solid support and
substituted with one of the four nucleobases (7-
deazaguanine was used in place of guanine to
avoid the possibility of forming of G-quadruplex
type structures but still retain theWatson-Crick spec-
ificity of guanine). The immobilized, nucleobase-
substituted peptide was then incubated with a
solution containing two or three differentially sub-
stituted (Glu-Cys)20 peptides to afford direct binding
competitions (Fig. 3). In each case, the immobilized
adenine-, thymine-, cytosine-, or 7-deazaguanine–
substituted peptides specifically retained those
strands substituted with the Watson-Crick com-
plementary nucleobase; observed selectivities for
the complementary base over noncomplementary
bases were typically ≥10:1 (Fig. 3). Further-
more, the observed amount of a 7-deazaguanine–
substituted strand retained by an immobilized

cytosine-substituted peptide was reduced by about
half when a non-immobilized cytosine-substituted
peptide was also included in the incubation solu-
tion, aswould be expected due to partitioning of the
7-deazaguanine–substituted strand between the
competing complementary strands in solution and
on the solid support. Analysis of an immobilized 7-
deazaguanine–substituted peptide with a bound
cytosine-substituted strand at regularly increasing
temperatures indicated a Tm of ~15 to 20°C (fig.
S5). Because the substituted peptides were purified
after the nucleobase anchoring reaction, the absence
of free nucleobase thioester and thiol in these self-
pairing studies makes it unlikely that thioester ex-
change occurred among the substituted peptides.

Finally, we investigated the potential for dy-
namic nucleobase exchange and template-directed
assembly processes in the tPNA strands. Initial

experiments confirmed the capacity for nucleobase
exchange by showing that the ratio of nucleobases
anchored to peptide 1 changed by severalfold over
a few hours in response to the addition of one of
the nucleobase thioesters in excess (fig. S6). A
much more interesting driving force that could, in
principle, influence tPNA assembly is the presence
of a template strand complementary in sequence
to a subset of the reversibly assembled oligomers.
As with other dynamic libraries, those oligomers
that bind to the template would be sequestered
from the equilibrium, driving the reaction to re-
equilibrate, and thereby amplifying species that
bind the oligonucleotide. We investigated this pos-
sibility by mixing the adenine and 7-deazaguanine
nucleobase thioesters in solution with peptide 9,
splitting the reaction mixture, and then adding a
different DNA template to each solution. In the

Fig. 4. Template-directed assembly and dynamic sequence remodeling reactions. (A) Outcome of incuba-
tion of peptide 9 with various DNA templates in the presence of adenine and 7-deazaguanine thioesters,
analyzed by HPLC to determine the ratio of nucleobases anchored to the peptide. On the basis of
independent experiments run in duplicate, errors are estimated to be less than 8% for all data shown. (B)
Same as (A), except employing immobilized DNA templates. After 3 hours, the immobilized duplexes were
washed at the temperatures shown and analyzed by HPLC. (C) Template-directed assembly reactions using
immobilized mixed sequence DNA templates (template sequences are shown in the figure). (D) Outcome of
incubation of peptide 9 with adenine and 7-deazaguanine thioesters, initially in the presence of a dT20
template for 2 hours, and after 4 additional hours in the presence of dA20 and dC20 DNA strands, leaving
only the dC20 strand available to serve as template because of duplex formation between dT20 and dA20.
HPLC analysis of the oligomers before and 4 hours after addition of the dA20 and dC20 strands indicated
substantial sequence remodeling in response to the available templates.
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absence of a template, the ratio of bases anchored
to the peptide after four hours at 0°C was approx-
imately 1:1, as determined by high-performance
liquid chromatography (HPLC) analysis. In con-
trast, anchored adenine species were selectively
enriched to a ~3:1 ratio when dT10 or dT20 were
present, whereas anchored 7-deazaguanine moi-
eties were elevated to a similar ~3:1 ratio in the
presence of a dC10 or dC20 template (Fig. 4A).
These results are consistent with a template-
directed assembly process in which Watson-Crick
pairing interactions of the nucleobase-substituted
tPNA strands with the DNA template favor the
incorporation of complementary units to the pep-
tide at equilibrium. Nearly identical nucleobase
ratios were observed for aliquots of the reaction
removed at 2 hours, suggesting that equilibrium
is reached within 2 hours in such reactions.

One explanation for the observed 3:1 templat-
ing ratios in the above reactions is that all the as-
sembled oligomers in solution contain anchored
nucleobases in a ratio of 3:1; alternatively, the ob-
served ratio could represent a composite value of a
more complex mixture of equilibrating oligomers,
some of which have a higher proportion of the

complementary nucleobase and are bound to the
template, and some of which have a lower pro-
portion of the complementary base and are not
bound to the template. To distinguish between these
two possibilities, we prepared several DNA tem-
plates having a biotin tag. This allowed us to immo-
bilize the DNA templates on streptavidin beads and
thereby selectively retain and analyze only those
assembled oligomers that bound to the template
strands (Fig. 4B) (16).Afterwashing awayunbound
peptide species, the observed nucleobase ratio for
oligomers retained by the DNA template improved
in the presence of both dT20 and dC20 such that the
complementary bases represented nearly 90% of
the bases anchored to the peptide backbone (Fig.
4B). Washing the immobilized template/oligomer
duplexes at increasing temperatures only slightly
improved the observed nucleobase selectivities,
suggesting that the duplex-bound oligomers are
relatively uniform in nucleobase constitution.

We further prepared a series of biotinylated
mixed-sequence DNA templates containing dif-
ferent ratios of cytosine and thymine nucleotides
to investigate templated-assembly reactions in-
volving more complex templates (see Fig. 4C for

template sequences). After carrying out assembly
reactions using these templates with peptide 9 as
described above, we observed a linear relation be-
tween the percentage of cytosine nucleotides present
in the DNA template and the percentage of 7-
deazaguanine thioester anchored to the peptide
at equilibrium (Fig. 4C). This finding supports the
potential of the oligomers to sequence-specifically
assemble in response to mixed-sequence templates,
although more rigorous evaluations of this possi-
bilitywill probably requiremethods to sequence the
assembled tPNA oligomers.

Adaptability is a characteristic feature of living
systems and could be an advantageous property
for new materials or prebiotic informational oligo-
mers. To further demonstrate the unique dynamic
features of the tPNA oligomers, we carried out an
experiment involving selective pressures (DNA
template strands) that change over the course of the
reaction. Peptide 9 was incubated with the adenine
and 7-deazaguanine thioesters, initially in the pres-
ence of dT20 template. After 2 hours, an aliquotwas
removed for analysis and, as expected, showed
predominantly adenine nucleobases anchored to
the peptide (Fig. 4D). An excess of dA20 and dC20

DNA strands were then added to the reaction. We
reasoned that, because of the greater length of the
DNA strands relative to the peptide, the added dA20

would displace any assembled oligomer that was
bound to the dT20 template, thereby preventing
dT20 from further templating oligomer assembly.
These processes would leave only the dC20 strand
available in solution to act as a template. Although
the recently displaced, predominantly adenine-
substituted peptides would not be expected to ini-
tially interact with the dC20 strand, nucleobase
exchange involving the 7-deazaguanine monomers
in solution would eventually make possible nucle-
ation of productive interactions between dC20 and
the oligomer. HPLC analysis of the reaction mix-
ture 4 hours after the addition of the dA20 and dC20

DNA strands indicated a substantial enrichment of
anchored 7-deazaguanine moieties relative to the
analysis before the addition of dA20 and dC20 (Fig.
4D), supporting the suggestion that the oligomers
are capable of dynamic response to changing ex-
ternal conditions.

Although we have focused here on peptide
backbones, a wide variety of nonpeptidic poly-
thiol backbone architectures could additionally
be suitable foundations for anchoring thioester-
based recognition units. Furthermore, a number
of other reversible covalent bonds, such as acetal
(29), disulfide, acylhydrazone (9, 12), or imine
(16, 18–20) linkages, are also compatible with
aqueous conditions and therefore could probably
be used to engineer dynamic informational oligo-
mers using suitably functionalized backbone and
nucleobase derivatives. Although the templating
results obtained thus far are encouraging, emerg-
ing experimental and theoretical evidence (30–33)
indicates that several factors can limit the degree
to which template affinity affects the amplifica-
tion of library members in dynamic combina-
torial libraries such as this one. An important

Table 1. Thermal denaturation data for various peptide backbones. All thermal denaturations were
conducted at 260 nm with the use of equimolar adenine-substituted peptide and oligonucleotide (4 mM),
unless otherwise noted. See table S1 for concentrations at which nucleobase anchoring reactions were
conducted (typically 100 mM) before addition of the oligonucleotide and dilution for UV analysis. “Aba”
refers to 4-acetamidobenzoic acid, which was added in some cases to facilitate peptide concentration
determination. Underlined letters represent amino acids of the D-chirality. “[bD]” refers to isoaspartic acid
(the b3-amino acid derived from coupling to the Asp side chain); see fig. S4 for structure. “Sar” refers to
sarcosine (the N-methylated derivative of glycine). A dash indicates that an analysis was conducted, but it
did not give a typical sigmoidal melting transition. nd, not determined.

Peptide number Peptide sequence
Tm (°C)

dT10 dT20 rU20

1 Ac-(EC)10-CONH2 17 34 22
2 Aba-(EC)10-CONH2 15 27 nd
3 Aba-(EC)10-CONH2 10 15 nd
4 Aba-(EC)10-CONH2 7 15 nd
5 Aba-(EC)10-CONH2 15 28 16
6 Aba-(DC)10-CONH2 16 30 17
7 Ac-(RC)10-CONH2* 27 43 39
8 Aba-(RC)10-CONH2 21 31 nd
9 Aba-(ECGC)5-CONH2 19 32 13
10 Aba-(GCRC)5-CONH2 15 30 –‡
11 Aba-GCRC(GC)3RC(GC)3RC-CONH2 14 25 nd
12 Aba-RC(GC)8RC-CONH2 12 20 nd
13 Ac-(EC)4-CONH2 <5 11 nd
14 Ac-(EC)6-CONH2 19 26 nd
15 Ac-(EC)8-CONH2 18 30 nd
16 Ac-(ECGC)3-CONH2 18 23 nd
17 Ac-(GCEC)3-CONH2 18 23 nd
18 Ac-(RC)4-CONH2 8 20 nd
19 Ac-(RC)6-CONH2* 19 31 nd
20 Ac-(RC)8-CONH2* 21 34 nd
21 Aba-(EC)16-CONH2† 23 39 nd
22 Aba-(EC)20-CONH2† –‡ 43 nd
23 Aba-([bD]C)10-CONH2 9 20 11
24 Ac-(SarCRC)5-CONH2 21 37 nd
– dA10 35 46 nd
*Before analysis, the sample was annealed by heating to 60°C. †Peptide and oligonucleotide concentrations of 1 mM were
used for analysis. ‡The sample did not exhibit a typical sigmoidal melting transition.
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limitation for the oligomers described here is that
library members assembled from fewer building
blocks have an entropic advantage over species as-
sembled from a larger number of building blocks.
Although template binding energy can overcome
this disadvantage, such a handicap could make
the assembly of long oligomers challenging. It re-
mains to be seen whether the sequence integrity
of the tPNA oligomers will be sufficient to prop-
agate genetic information through multiple rounds
of replication or templated synthesis.
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Impact of Shifting Patterns of Pacific
Ocean Warming on North Atlantic
Tropical Cyclones
Hye-Mi Kim, Peter J. Webster,* Judith A. Curry

Two distinctly different forms of tropical Pacific Ocean warming are shown to have substantially
different impacts on the frequency and tracks of North Atlantic tropical cyclones. The eastern
Pacific warming (EPW) is identical to that of the conventional El Niño, whereas the central Pacific
warming (CPW) has maximum temperature anomalies located near the dateline. In contrast to EPW
events, CPW episodes are associated with a greater-than-average frequency and increasing landfall
potential along the Gulf of Mexico coast and Central America. Differences are shown to be
associated with the modulation of vertical wind shear in the main development region forced by
differential teleconnection patterns emanating from the Pacific. The CPW is more predictable than
the EPW, potentially increasing the predictability of cyclones on seasonal time scales.

North Atlantic tropical cyclones (hereafter
“cyclones”) have a substantial societal im-
pact in the United States, Mesoamerica,

and the Caribbean, and much effort has been ex-
pended in predicting their number and frequency
(1–4). Over the past 150 years, U.S. landfall fre-
quencies and damages have been smaller during
El Niño ($800 million/year) than during La Niña
($1600 million/year) (5). The phase of the El
Niño Southern Oscillation (ENSO) is a critical
predictor used in empirical forecasting of the
number of cyclones (1, 6, 7). Correlations be-
tween the phase of ENSO and cyclone activity

have been well documented: Activity is reduced
in the El Niño phase whereas it is increased in the
La Niña phase, which is attributed to alterations
in vertical wind shear (1) or atmospheric stability
(8) associated with the different phases of ENSO.

Several recent studies (9–13) have identified
episodes of warming in the central Pacific Ocean
(central Pacific warming, CPW), in contrast to
the conventional El Niño warming that occurs
generally in the cold tongue region of the East
Pacific Ocean (eastern Pacific warming, EPW).
Warming and cooling events are defined based
on the detrended sea-surface temperature (SST)
(14) anomaly index for August to October, as dis-
cussed in the Supporting Online Material (SOM).
EPW, CPW, and Eastern Pacific cooling (EPC)
events are defined as follows: Niño 3 (fig. S1)
warming greater than 1 standard deviation (SD),

for EPW; Niño 3 or Niño 3.4 cooler than 1 SD,
for EPC; and for CPW, Niño 4 warming exceed-
ing 1 SD, while Niño 3 stays below this range.
The results are shown in fig. S2.

With these definitions, a total of 9 EPWyears,
5 CPWyears, and 12 EPC years were identified.
SSTanomalies for all warming events since 1950
are shown in fig. S3.Although the frequency of the
total number of warm events (i.e., CPW + EPW)
has stayed approximately the same, the occurrence
of CPWevents has been increasing at the expense
of EPW events, especially since the early 1990s
(fig. S2). The frequency of cold-phase events (EPC)
has remained approximately the same.

Figure 1, A to C, displays the composite of
SSTanomalies during the period August to October
for EPW, CPW, and EPC events, respectively. The
CPW (Fig. 1B) is confined to the central Pacific
with a maximum SST anomaly near the dateline,
whereas EPWevents (Fig. 1A) are located 60° to
80° to the east, in a location similar to that of the
EPC maximum negative anomaly (Fig. 1C). The
magnitude of the CPW anomaly is smaller than
that associated with EPW but is set against a
higher background SST, making it possibly more
conducive to the formation of deep convection.
Remote climate associations during CPW and
EPW have been found to be different (11). For
example, a CPW event appears to be associ-
ated with reduced rainfall in the western United
States and increased rainfall in the eastern United
States, opposite to that expected during an
EPW (15).

The monthly variation in the frequency of
tropical cyclone formation from June to November
is shown in Fig. 1D for EPW, CPW, and EPC, in
addition to the climatological average, using the
National Hurricane Center Best Track tropical
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cyclone database (16) from 1950 to 2006. The
database was detrended to avoid the possible
statistical influence of a climate trend (17–19) or
decadal variability (20, 21). Climatologically, the
greatest number of cyclones occurs during August
to October. There is a clear difference between
the number of cyclones forming during EPWand
EPC events, as noted earlier (1), but there is
almost as large a difference between the EPW
and CPWevents. The accumulated cyclone ener-
gy (ACE) also shows that the overall cyclone ac-
tivity is larger in CPWevents than in EPWevents
(table S1).

The location of the Pacific warming also
affects the location of cyclogenesis and the tracks
of tropical cyclones. Figure 2 shows the com-
posite of mean track density anomalies relative to
the 57-year climatology. To calculate the track
density, “best track” locations are binned into 5° ×
5° grid boxes. Track density for a specific type of
Pacific warming or cooling event is defined as
the number of cyclones passing through each
grid box during the ASO period divided by the
total number of years for that type of event. Track
density is smoothed by averaging the eight-grid
points surrounding the main grid point with 1:8
weighting and the total divided by 2. This tech-
nique provides anomaly patterns of the locus of
tropical storms (22). A bootstrap technique (23)
is applied to determine statistical significance of
the track density. For the EPWevents, a compos-
ite anomaly is constructed with 9 years chosen at
random from among the 57 years of data. The
process is repeated 10,000 times to obtain a prob-
ability distribution at 90 and 95% levels. The same
process is applied for CPW but by choosing 5
years and, for EPC, 12 years. Confidence limits

are shown as contours on Fig. 2. During an EPW
(Fig. 2A), track density is reduced over most of
the North Atlantic, with a concentration in the
western and Caribbean regions. The tracks dur-
ing a CPWevent (Fig. 2B) differ markedly from
those occurring during an EPWevent: Compared
to climatology, track density for CPW increases
across the Caribbean, the Gulf ofMexico, and the
U.S. east coast, but it decreases in the central and
western North Atlantic. During an EPC event
(Fig. 2C), large increases in track density occur
across the entire North Atlantic.

The year 2004 was a CPW year. Seasonal
cyclone forecasts predicted lower-than-average
activity based on predictions of El Niño by the
National Oceanic and Atmospheric Administra-
tion Climate Prediction Center (24) using the
Niño 3.4 index. However, the cyclone activity
was unusually high, contrary to normal expecta-
tions for an El Niño year. A total of 15 tropical
cyclones developed in the North Atlantic, of which
12 were named storms. In 2004, tropical cylones
caused a total of $40 billion in damage and led to
the loss of 3000 lives. There was a concentration
of cyclones in the Caribbean and the Gulf of
Mexico. Also, 2002 was a CPW year. The num-
ber of landfalling cyclones was again higher than
expected in an El Niño year. ACE was below
average, but the track density anomaly was close
to that shown in Fig. 2B.

The differences in cyclone tracks for EPW,
CPW, and EPC are consistent with changes in
atmospheric circulation caused by differential heat-
ing in the Pacific that forces changes in vertical
shear in the main development region of the North
Atlantic (5°N to 20°N, 85°W to 15°W). Figure
S4 shows that the wind shear (the difference in

zonal wind speed between 200 and 850 hPa) is
stronger during EPW periods and weaker during
EPC periods, whereas during CPW periods the
wind shear anomaly is almost neutral. Strength-
ening or weakening of the vertical wind shear
occurs largely through changes in the upper-level
westerly flow (fig. S5) and is thought to be a
major factor inhibiting or enhancing the forma-
tion and intensification of cyclones (1).

We have shown that there are statistically
significant differences between the frequency
and tracks of cyclones during EPW compared
to CPW events. For these associations to be
useful in seasonal prediction, the location of the
anomalous Pacific warming needs to be forecast
well in advance of the hurricane season. Predic-
tion of the Niño 3.4 and Niño 3 (e.g., EPW) is
hampered by the existence of a “predictability
barrier” (25–27) that limits the prediction of Niño
3.4 or 3 before April or May. To perform an
initial assessment of the relative predictability of
EPWand CPW, we compare the predictability of
Niño 3 (indicative of an EPWevent) and Niño 4
index (indicative of a CPW event) using the
ECMWF Seasonal Forecasting System (see
SOM) (28). On the first day of each calendar
month in the period 1981 to 2007, 11 7-month
ensembles were generated, giving a total of 3564
7-month integrations. The results of this “serial
integration” are shown in Fig. 3 as anomaly
correlations in ensemble mean as a function of
lead time (1 to 7 months) for the entire year. The
two bold diagonal lines indicate target months
June and November, framing the North Atlantic
hurricane season. We define useful predictability
occurring when correlations are greater than 0.7.
The Niño 3 (or EPW) predictability (Fig. 3A)
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Fig. 1. Composites of SST anomalies (contours interval is 0.5°C) during the August to October
period for (A) EPW, (B) CPW, and (C) EPC. (D) The average number of North Atlantic tropical
cyclones per month from June to November for climatology (gray bar), EPW (red), CPW (green),
and EPC (blue). The time series has been detrended to eliminate the effects of decadal
variability or climate trends.
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shows clear seasonality, with the spring predict-
ability diminishing rapidly into the hurricane sea-
son target months. Hindcasts made earlier than
May provide little information about the ensuing
hurricane season. By contrast, the Niño 4 (or CPW)
predictability (Fig. 3B) has no obvious spring
barrier. Figure 3, C and D, showing hindcasts ini-
tialized on 1 April and 1 June, indicate extended
predictability earlier in the season for CPW than
for EPW.

At present, it is difficult to assess why there
has been an increased frequency of CPW events
during the past few decades while EPW events
have declined. Determining whether the CPW is
a new mode associated with a general warming
of the tropical oceans, or is connected to decadal
modes of Pacific variability that have strong SST
expressions in the central tropical Pacific such as
the North Pacific Gyre Oscillation (29), is ham-
pered by both data and model inadequacies. Many
of the models used in the Intergovernmental Panel
on Climate Change (IPCC) AR-4 constructions
(30) do not reproduce major elements of inter-
decadal variability. Furthermore, SST data in the
equatorial central and eastern Pacific before the
1920s were sparse, and it is difficult to determine
what form of Pacific warming took place during
earlier phases of the Pacific Decadal Oscillation.

We do know that since 1960, especially since
1990, CPW events have become more prevalent
and that there is a greater and earlier predictability
of a CPWevent than an EPWevent. In addition,
there is preliminary evidence that the character of
Pacific cooling events has also changed during
the past few decades. Future work will determine
whether these differences result in changes in the
characteristics of North Atlantic cyclones.
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Successful Conservation of a
Threatened Maculinea Butterfly
J. A. Thomas,1,2* D. J. Simcox,2 R. T. Clarke2,3

Globally threatened butterflies have prompted research-based approaches to insect conservation.
Here, we describe the reversal of the decline of Maculinea arion (Large Blue), a charismatic
specialist whose larvae parasitize Myrmica ant societies. M. arion larvae were more specialized
than had previously been recognized, being adapted to a single host-ant species that inhabits a
narrow niche in grassland. Inconspicuous changes in grazing and vegetation structure caused host
ants to be replaced by similar but unsuitable congeners, explaining the extinction of European
Maculinea populations. Once this problem was identified, UK ecosystems were perturbed
appropriately, validating models predicting the recovery and subsequent dynamics of the butterfly
and ants at 78 sites. The successful identification and reversal of the problem provide a paradigm
for other insect conservation projects.

The conservation of insects poses formi-
dable challenges (1). National extinction
rates of temperate butterflies and other

arthropods have recently exceeded those of ter-
restrial vertebrates and vascular plants (2–6), and
population extinctions have frequently occurred
on nature reserves where species’ resources re-
mained abundant (6–8). Moreover, every early
attempt to conserve a declining butterfly failed
because of inadequate understanding of the causes
of decline (7, 8). In 1974, the International Union
for Conservation of Nature therefore selected
three butterflies, including the ~six species of
Maculinea (Large Blues), as global flagships
for lepidopteran conservation (9), advocating re-
search into their ecology and the maintenance of
source habitats (10); the longest-running initia-
tive involves Maculinea arion.

M. arion is an extreme specialist that switches
from feeding on a plant to living as a social par-
asite inside Myrmica ant colonies during a 10-
month larval instar and 3-week pupal period
(Fig. 1). In the UK, M. arion’s population was
estimated to include 91 colonies over the period
of 1795 to the 1840s, declining to ~25 popula-
tions supporting tens of thousands of adults in
1950, and to 2 colonies of ~325 total individuals
in 1972 before national extinction in 1979 (Fig.
2A) (11, 12). Nine sites were declared conserva-

tion areas from 1930 to 1969, which preserved
M. arion’s Thymus- and Myrmica-rich grasslands
but failed to slow extinctions (12).

To understand M. arion’s decline on super-
ficially unchanged sites, annual variation in every
factor causing mortality or reduced natality in
the life cycle was identified and measured from
1972 to 1978 in its last UK population on Site
X, Dartmoor (fig. S1) (13). We quantified 18 life-
table parameters during 6 years of typical and
extreme weather (table S1), including adult dis-
persal (14), oviposition choice and egg distribu-

tion (15), adult natality, egg and larval mortality
on Thymus species, cannibalism on Thymus (16),
adoption by Myrmica ant species (17), host spec-
ificity (18), queen effect on workers (19), and
the carrying capacity of ant colonies (20). Mor-
tality on Thymus (egg-larval instarIII) was low
and had no influence on population dynamics
(fig. S2), although the distribution of Thymus
determined which Myrmica ant nests were acces-
sible to larvae (17). Post-adoption larval instarIV
mortality inside Myrmica nests was the key fac-
tor determining overall population changes (fig.
S2), an analysis supported by phenomenolog-
ical and spatial automata models (16, 21). We
identified four causes of M. arion mortality at
this stage: (i) availability of the preferred ant
host species (18), (ii) presence/absence of queen
ants (19), (iii) larval density within ant nests
(20), and (iv) drought effects on host food avail-
ability (22). Factors (i) and (iii) were most var-
iable: Five Myrmica species foraged beneath
Thymus on Dartmoor and adopted instarIV lar-
vae with probabilities proportional to worker
abundance (17), but survival was 5.3 times higher
in colonies of Myrmica sabuleti than with those
of its congeners (18); population-scale survival
with M. sabuleti decreased with larval density
per nest (fig. S3).

Failure by female butterflies to lay their full
potential of eggs amplified the population de-

1Department of Zoology, University of Oxford, South Parks
Road, Oxford, OX1 3PS, UK. 2Centre for Ecology and Hydrol-
ogy, Maclean Building, Benson Lane, Crowmarsh Gifford,
Wallingford, Oxfordshire, OX10 8BB, UK. 3Centre for Conser-
vation Ecology and Environmental Change, School of Conser-
vation Sciences, Bournemouth University, Fern Barrow, Talbot
Campus, Poole, Dorset BH12 5BB, UK.

*To whom correspondence should be addressed. E-mail:
jeremy.thomas@zoo.ox.ac.uk

Fig. 1. Life cycle of M. arion.
Adult butterflies oviposit on
Thymus species flowers from
June through July (model pa-
rameter Vw). Larval instarsI-III
feed on flowerheads for 3
weeks, with (including eggs)
survival (SF) depending on
parasites, predation, and can-
nibalism. The small final
instarIV larva abandons Thy-
mus and is adopted into the
underground nest of the first
Myrmica ant worker to
encounter it, with survival (Pt)
depending on its adoption into
primary (M. sabuleti) or sec-
ondary (M. scabrinodis) host-
species’ nests. M. arion larvae
acquire ~98% of their final
biomass eating ant brood and
frequently experience density-
dependent mortalities (1 –
Dt) in nests that adopt more
than 1 larva; mortalities in ant nests are amplified in drought years (QW). After 10 months, the larva pupates
in the Myrmica nest, emerging as an adult 2 to 3 weeks later. [Illustrations by Richard Lewington]
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cline from 1974 to 1976 (fig. S2). We observed
no emigration (14) or eggs on sites 260 to 400 m
away from primary colonies. Predation by birds
and invertebrates was high but stable, reducing
the mean female longevity to 3.9 T SE 0.6
(standard error of 0.6) days and natality to 51 T
8.9 eggs, which is about 25% of the number laid
by caged females. After single inactive days of
wet weather, an average female laid 56 T 14%
more eggs on the next suitable day but failed to

compensate for prolonged wet periods in 1974
(table S1). In contrast, a drought in 1975 reduced
mean female life spans to 2.1 T 0.3 days and
average natality to 20 eggs. On the basis of his-
torical records, there is only an 8% chance of
two such extreme summers in a 7-year period,
but both were included as model parameters due
to the unpredictability of future weather.

We reduced the 18 life-table factors to seven
influential parameters in a mechanistic model de-

scribing M. arion’s population dynamics on its
last UK site in the period of 1972 to 1978

atþ1 ¼ atSF (Psab(t) þ cPscab(t))DtQwVw ð1Þ

where at is the predicted egg numbers in year
t; SF is the mean survival of eggs and early
larval instars on Thymus [estimate = 0.37, see
supporting online material (SOM)]; Psab(t) and
Pscab(t) are the proportion of instarIV larvae adopted
respectively by M. sabuleti or other secondary-
host species in year t (larvae die if no Myrmica
coincides with Thymus); c is the initial density-
independent survival within secondary-host ant
nests (0.19) (18); Qw is the reduction in larval
survival inMyrmica nests in drought years (0.56)
(table S1); Vw is the number of eggs per adult
(table S1) in a typical year (25.5 eggs), a pro-
longed wet summer (11.5), or an extreme drought
summer (8.0); and Dt is the density-dependent
survival within Myrmica nests, where

Dt ¼ a − b log(Lt/Rt) ð2Þ

and Lt is the larval density per Myrmica nest
in year t = (total larvae entering ant nests)/
(number of available nests), and Rt is the relative
worker size = (mean worker ant weight in year t)/
(mean worker ant weight at Site X1972-77). The
calibration data fit to Eq. 2 is shown in fig. S3.

We found that Eq. 1 fitted actual egg popu-
lation numbers [R2 = 95% (where R is the correla-
tion coefficient), P = 0.005] and annual changes
(R2 = 76%, P < 0.05) on Site X from 1972 to
1978 and, thus, was used to estimate the amount
of habitat manipulation needed to optimize con-
ditions for host Myrmica species in all subse-
quent conservation projects. Varying the ratio of
M. sabuleti [Psab(t)] to other Myrmica species
[Pscab(t)] co-occurring with Thymus predicted a
butterfly growth rate l of greater than 1 if more
than 68% of larvae are adopted by their pri-
mary host, assuming the low butterfly densities
and conditions on Site X in the 1970s. In opti-
mum habitat of 100% Thymus coexistence with
host ants, no extreme weather, and the median
ant densities and biomass subsequently recorded
on conservation sites, we predicted l = 5.49, sta-
bilizing after 12 years under density-dependent
parameter Dt at a capacity (K) of 910 adults per
hectare.

Surveys and habitat analyses (13) of every
former M. arion site in fig. S1 enabled us retro-
spectively to analyze the cause of its decline.
Overexploitation (butterfly collecting) was ruled
out as a factor (11, 12), and no relation was ob-
served between M. arion population survival
time and grassland patch size or isolation over
the 50 years before national extinction (Fig. 2B).
Instead, we found that the quality of grassland
habitat, represented by the availability of M.
sabuleti, was the driver to extinction. Despite
abundant Thymus and other Myrmica species,
only 0 to 38% of food plants coexisted with
M. sabuleti on former sites (Fig. 3A), well be-

Fig. 2. Populations of M. arion in the UK. (A) Number of colonies since 1950. Hatched bars indicate
temporary colonies. Arrows: “a” represents extinction of native UK populations, “b” indicates re-
introduction from Sweden to UK restoration sites, and “c” denotes introductions using UK populations. (B)
The persistence of 39 UK populations known in 1929 to the extinction of the last in 1979, plotted against
each population’s site area and the square root of distance from the nearest neighboring occupied habitat
patch in 1929. No colonization was observed during this period. Red, Atlantic coast populations; blue,
Cotswolds; black, Dartmoor. No relation was found between persistence time and either landscape
parameter [areaallsites: R

2 = 2%, P = 0.39; isolationallsites: R
2 = 5%, P = 0.20; areawithinlandscape: R

2 = 1 to
14%, P = 0.70 to 0.18; isolationwithinlandscape: R

2 = 5 to 9%, P = 0.46 to 0.16].

Fig. 3. Relation between the proportional occurrence (Psab) of ant M. sabuleti in Thymus grasslands and
turf height (H). Horizontal dashed lines denote that minimum Psab (68%) was required for M. arion’s basic
reproductive rate l > 1. (A) Model calibration was calculated on the basis of Psab and H recorded from
1972 to 1978 surveys. Blue, occupied M. arion sites (dot at 0.42 denotes the site in year of extinction);
red, known extinct sites; black, other sites. Fitted empirical logistic: loge[(Psab + 0.01)/(1 – Psab + 0.01)] =
aH + bH (1/√H + 0.1), aH = –5.95 (SE = 0.40), bH = 8.12 (SE = 0.74), R2 = 56%, P < 0.001. (B) Annual
relation after application of grazing regime on site Y from 1974 to 2008. Dots denote experimental
grassland [colors as in (A)], and triangles represent unmanaged controls. (C) Model application to 77
other restoration sites sampled (N = 334) from 1978 to 2008. The dashed line indicates an empirical
logistic fit to restored sites: aH = –6.63 (SE = 0.40), bH = 11.02 (SE = 0.64), R2 = 61%, P < 0.001.
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low the minimum predicted for l > 1. Only on
Site X, where the butterfly persisted, did M.
sabuleti densities exceed the 68% model thresh-
old. M. sabuleti presence was closely correlated
with vegetation structure; in particular, occur-
rence decreased with turf height (Fig. 3A and
fig. S4B). The fitted relation suggested swards
less than 1.4 cm tall were needed to provide
the minimum threshold host-ant density for
M. arion. Turf height, in turn, correlated with
soil temperature (fig. S5) during key growth
periods forM. sabuleti (23). When mean swards
exceeded ~2 cm, the microclimate in their
warmest daytime brood chambers near the soil
surface fell more than 2° to 3°C relative to 1-cm
tall turf, allowing less thermophilous conge-
ners, especially M. scabrinodis, to outcompete
M. sabuleti (fig. S4C) (23). As human me-
diated grazing declined, the hillsides to which
M. sabuleti was confined were grazed primar-
ily by rabbits. When the rabbit population de-
clined because of myxomatosis, all but one
(farmed) M. arion site became too overgrown
for the primary host (Fig. 3A).

Unaware of the inconspicuous habitat deg-
radation, early conservationists took inappro-
priate measures on the basis of false assessments
of M. arion’s decline. Thus, a fence erected in
1931 to deter butterfly collectors inadvertent-
ly excluded the herbivores that maintained its
specialized habitat, resulting in rapid extinc-
tion of the population (12). By the time the
cause of the decline was evident, the last UK
population was extinct (Fig. 2A). Since then,
52 Thymus grasslands have been managed
and restored, and at least 50 additional sites
are at earlier stages of restoration, with the
criteria defined by Eq. 1 (Fig. 3). Although
isolation and fragmentation were not impli-
cated in M. arion’s decline (Fig. 2B), where
possible chains of sites were restored within
the butterfly’s ~250-m dispersal range (14) in
four landscapes (fig. S1). Meanwhile, a suitable
donor race was identified from Öland, Sweden,
with a phenology that synchronized with its re-
sources under observed and predicted UK cli-
mates (fig. S6).

Myrmica populations responded rapidly to
the changed vegetation structure. On Site Y,
Dartmoor (fig. S1), M. sabuleti was not detected
from 1973 to 1974, yet it coexisted with 84% of
Thymus within a decade after scrub clearance and
the reintroduction of seasonal grazing, while re-
maining absent from ungrazed controls (Fig. 3B;
R2 = 81% for fit of niche-model). Similar patterns
occurred on 77 other conservation grasslands (Fig.
3C), where host-ant co-occurrence with Thymus
initially averaged 9% (45% maximum). On many
managed sites, M. sabuleti now dominates 100%
of Thymus-grassland, sometimes forming super
colonies with 5 to 10 nest-centers per square meter
and mean worker (hence brood) weights 13 to
82% higher than on Site X in the 1970s. Com-
pared with early data, the fit with turf height
was less precise, although recalibration showed

the same strong pattern (Fig. 3C; R2 = 37 and
61%, respectively), with the minimum threshold
host-ant density for M. arion now occurring in
turf less than 2.1 cm tall. This tolerance of taller
swards by M. sabuleti is largely explained by re-
cent climate warming reducing the vegetation’s
shading effect (24). Thymus populations were
less dynamic. On average, the density of flower-
ing plants increased by 265 T 80% but dispersed
to encompass previously inaccessible Myrmica
colonies only at two sites.

Successful releases of M. arion (SOM) were
made from Öland, Sweden, to three UK sites in
1983 to 1992 (a fourth to the Cotswolds failed,
presumably due to an excessive climatic difference
relative to Öland). Four later introductions (Fig.
2A) to distant sites or new regions were sourced
from established populations in Somerset, UK.
By 2008, the butterfly had naturally colonized
25 other conservation sites, albeit establishing

peripheral colonies in seven cases (Fig. 2A). The
largest populations contained 1000 to 5000 adult
butterflies per hectare, an order of magnitude
greater than any previous population of M. arion
recorded worldwide.

Long-term predictions of butterfly population
dynamics (Fig. 4A and figs. S7 and S8) were
estimated from the initial number ofM. arion (a0)
introduced in year 0, and thereafter from an-
nual variation in habitat and weather parameters
Psab(t), Pscab(t), Dtw, and Vw, with no adjustment
for observed butterfly numbers during its sub-
sequent 16 to 21 generations. Observed M. arion
populations closely followed model predictions
(Fig. 4A and fig. S7), increasing in 5 to 10 gen-
erations toward their theoretical carrying capacities,
where they stabilized or experienced temporary
declines because of drought (e.g., 1996 to 1997)
or suboptimal management (Site X, 2000 to
2004). In seven M. arion populations that have

Fig. 4. Prediction of the long-term population dynamics of M. arion in the UK. (A) Fit of Eq. 1 to
recorded changes on Site X (blue lines), from which it was parameterized in the period of 1972 to
1978, and its ability to predict observed numbers after M. arion was re-introduced following conser-
vation management to Site X (R2C = 69%) (SOM) and Green Down (green lines, R2C = 94%). Solid lines
indicate observed numbers, dashed lines denote model predictions, and K indicates the site carrying
capacity (equilibrium level) for M. arion estimated from Eq. 1, where density effects (Dt) negate further
growth. (B) Estimated and observed values of carrying capacity per square meter. Dotted line, 1:1 ratio;
solid line, fitted regression; R2 = 98.6%; P < 0.01 (before conservation management, K = 0 except on
Site X). (C) Prediction of annual changes (N = 99) in M. arion egg numbers on 19 conservation sites
from 1983 to 2008 (red, Site X). The plot shows the log of observed change [log(Et+1/Et)] versus the log
of predicted change [log(at+10 /Et)], where Et is the observed egg number in year t, and at+10 is the
predicted egg number in year t + 1 from Eq. 1 with at replaced by Et. Dotted line, 1:1 ratio; solid line,
fitted regression; R2 = 71%; P < 0.001.
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existed long enough for density-dependent mor-
talities to halt further growth, observed peak den-
sities correlate closely with estimated site carrying
capacities per square meter (Fig. 4B): The fact
that site values vary by two orders of magnitude
is due to differences in the ratio ofM. sabuleti to
other ants, Myrmica nest densities, and worker
biomass. Because of the parameterization of
stabilizing density-dependent larval mortalities
withinMyrmica nests (Eq. 2), model predictions
of butterfly numbers 10 to 20 years ahead were
as close to observed numbers as in the first dec-
ade (fig. S8). On more recently restored UK sites,
the direction and size of annual M. arion popu-
lation change was also close to model predic-
tions (Fig. 4C).

M. arion’s UK re-establishment is too recent
for settled landscape-scale dynamics to emerge.
During its natural colonization of 23 Polden Hills’
sites, M. arion spread by stepping-stone occu-
pation of neighboring habitat patches, taking 14
years to reach the furthest one, 4.4 km from a
source introduction. The rate of increase of colo-
nization distance from original sources was 1.9
times greater during years 8 to 14 than in years
0 to 4 (P < 0.02), possibly reflecting selection
for dispersive adults consistent with shifts in thorax
widths measured in UK M. arion populations
during previous range changes (25). Seven sites
experienced temporary occupancy in 2003 to
2008 (Fig. 2A): All were smaller than other con-
servation areas (average of 0.11 and 1.55 ha,
respectively, and Mann-Whitney P = 0.008) and
are regarded as ephemeral satellites of neighbor-
ing populations.

Surveys of M. arion across Europe have re-
vealed similar declines for similar reasons (SOM).
Today, successful but smaller-scale management
is being applied in other nations on the basis of
UK results, and M. arion’s global listing has
changed from “vulnerable” to “near-threatened”
(26). It will shortly downgrade from “endangered”
to “vulnerable” in Europe and is one of just three
UK butterflies due to meet the Convention of
Biological Diversity’s target to reverse species’
declines by 2010 (27). The others inhabit similar-
structured grassland: Their successful conser-
vation derived directly from extensions of this
research (7).

The Maculinea project tackled problems
typical of many temperate butterflies that were
disappearing from apparently suitable sites (7, 8)
and provided insights for quicker, cheaper ap-
proaches. Having recognized that immature
stages (and ant nest sites) typically exploit a
narrow subset of their named resource and that
the availability of optimum larval habitat along-
side adult metapopulation constraints largely de-
termines population sizes and persistence (7, 28),
successful conservation was achieved across
the genus Maculinea. Similarly, the declines
of several phytophagous Palaearctic butterflies
were reversed by identifying the subsets of
food plants preferred by larvae, then perturb-
ing ecosystems to generate them (7). Despite

these short-cuts, species-conservation is im-
practical for the vast majority of insects, for
which the preservation of primary ecosystems
or a community approach are appropriate (1).
However, because many other threatened spe-
cies increased on UK sites following targeted
management for M. arion (29), we consider that
successful species-based and community con-
servation for insects represent different routes to
the same end.
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Meningococcal Type IV Pili
Recruit the Polarity Complex
to Cross the Brain Endothelium
Mathieu Coureuil,1* Guillain Mikaty,1 Florence Miller,2,3 Hervé Lécuyer,1,4 Christine Bernard,1
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Type IV pili mediate the initial interaction of many bacterial pathogens with their host cells. In
Neisseria meningitidis, the causative agent of cerebrospinal meningitis, type IV pili–mediated
adhesion to brain endothelial cells is required for bacteria to cross the blood-brain barrier. Here,
type IV pili–mediated adhesion of N. meningitidis to human brain endothelial cells was found to
recruit the Par3/Par6/PKCz polarity complex that plays a pivotal role in the establishment of
eukaryotic cell polarity and the formation of intercellular junctions. This recruitment leads to the
formation of ectopic intercellular junctional domains at the site of bacteria–host cell interaction
and a subsequent depletion of junctional proteins at the cell-cell interface with opening of the
intercellular junctions of the brain-endothelial interface.

Neisseria meningitidis is a commensal
bacterium of the human nasopharynx
that, after bloodstream invasion, crosses

the blood-brain barrier (BBB) (1). Few patho-
gens have a tropism for the brain, indicating
that N. meningitidis possess specific components

to interact with the BBB. Meningeal coloniza-
tion by invasive capsulated N. meningitidis is
the consequence of the bacterial adhesion onto
brain endothelial cells (2, 3), which is fol-
lowed by bacterial division onto the apical
surface of the cells (movie S1). This process is
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mediated by type IV pili (Tfp) (4–9). In addi-
tion, by powering a form of cell locomotion re-
ported as twitching motility (10), Tfp lead to
the spread of the bacteria on the surface of the
cells and the formation of microcolonies. Sub-
sequent to the formation of these microcolonies,
Tfp trigger the recruitment of cortical actin and
signal transducing proteins, leading to the forma-
tion of filopodia-like structures (2, 11–13). The
crossing of the BBB by N. meningitidis implies
that, after Tfp-mediated adhesion, the bacteria
transcytose through the brain capillaries and/or
open the brain endothelium.

To investigate whether adhesion of N.
meningitidis affects the integrity of adherens
junctions (AJs) and/or tight junctions (TJs) of
human brain endothelial cells, we analyzed the
consequences of infection by N. meningitidis on
the distribution of junctional proteins by using
the human brain microvascular endothelial cell
line hCMEC/D3 (14). After infection, compo-
nents of the AJ (VE-cadherin, p120-catenin, and
b-catenin) and the TJ (ZO1, ZO2, and claudin-5)
were targeted underneath N. meningitidis colo-
nies (Fig. 1A). At the site of N. meningitidis
adhesion, these junctional proteins codistributed
with each other and with the actin honeycomb-
like network. In noninfected cells, the recruit-
ment of junctional proteins usually occurs at the
cell-cell interface and is controlled by several
polarity proteins (Par3/Par6/PKCz) (15–17). In
infected monolayers, Par3 and Par6 were ob-
served underneath N. meningitidis colonies (Fig.
1B). Thus, N. meningitidis triggers a signal lead-
ing to the formation of an ectopic domain con-
taining filopodia-like structures and enriched
in junctional proteins, thus resembling spot-
like AJs observed during early steps of junc-
tional biogenesis. We refer to this domain as
an “ectopic early junction-like domain” (18). By
using isogenic derivatives, Tfp-induced signal-
ing was shown to be responsible for the forma-
tion of these ectopic early junctionlike domains
(fig. S1, A and B). However, Tfp retraction
through the PilT motor was not required for
formation of the ectopic domains (fig. S1, D
and E).

The small guanosine triphosphatase Cdc-42
is required for polarization of mammalian cells
(19, 20). The role of this component in the recruit-
ment of the polarity complex by N. meningitidis
was investigated. Transfection of a dominant neg-
ative mutant of Cdc42 or knockdown of Cdc42 by

RNA interference (RNAi) inhibited the re-
cruitment of Par6, Par3 (Fig. 2A and fig. S2A),
VE-cadherin, p120-catenin, and actin (Fig. 2B and
figs. S2B and S3). These results link the Cdc42/
polarity complex pathway with the formation of
the ectopic early junctionlike domains.

The role of the polarity complex in the re-
cruitment of junctional proteins was further ex-
plored by studying the inhibition of Par3 and
Par6 with either dominant negative mutants or
knockdown by RNAi. PKCz inhibition was as-
sessed by using a PKCz pseudosubstrate in-
hibitor (PKCz-PS) (21). Inhibition of Par6 and
PKCz reduced the recruitment of p120-catenin,

VE-cadherin, and actin (Fig. 2, B and C, and
figs. S2C and S3) and that of Par3 (Fig. 2D and
fig. S2E), consistent with the finding that the
Par6/PKCz complex recruits Par3 at intercellular
junction domains (22). On the other hand, in-
hibition of Par3 reduced only the recruitment
of VE-cadherin (Fig. 2B and figs. S2D and S3),
consistent with Par3 being specifically needed
for junctional proteins targeting at early cell-cell
junctions (23). These observations confirmed the
role of the polarity complex in the recruitment
of the junctional proteins by N. meningitidis.

The sequence of events leading to the target-
ing of AJ proteins at the cell-cell junctions dur-
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Fig. 1. N. meningitidis recruits ectopic junctionlike domains beneath colonies. (A) VE-cadherin (green),
the main component of the endothelial AJ, colocalized with actin (red) beneath N. meningitidis (Nm)
colonies (top row). Two other AJ components, p120-catenin and b-catenin, and three components
of the TJ, ZO-1, ZO-2, and claudin-5, are recruited under N. meningitidis colonies (bottom row).
Arrow indicates a bacterial colony. Scale bars indicate 10 mm. (B) Yellow fluorescent protein (YFP)–tagged
Par6 (par6-YFP) or myc-tagged Par3 (par3-myc), both green, are recruited underneath N. meningitidis
colonies where they colocalize with actin (red). Areas outlined in white indicate the presence of a
N. meningitidis colony. Scale bars, 10 mm. The formation of these ectopic early junctionlike domains is
not found underneath all N. meningitidis colonies. Signaling underneath bacterial microcolonies required
a minimal number of 20 bacteria per colony to be detected by immunofluorescence, with around 40 to
50% of microcolonies containing 40 to 50 bacteria. The average number of colonies signaling after
2 hours of infection is 40%.
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ing cellular polarization remains unknown. To
get insight into this process, we engineered a VE-
cadherin knockdown of hCMEC/D3 cells by
stable expression of a VE-cadherin short hairpin
RNA (VEC shRNA) (Fig. 3, A and B, and fig.
S4A). In this cell line, p120-catenin and actin
were still recruited beneath N. meningitidis col-
onies, whereas recruitment of b-catenin was
dramatically reduced. On the other hand, down-
regulation of p120-catenin using RNAi (Fig.
3C, S4B) resulted in inhibition of VE-cadherin
and of actin recruitment. Consistent with a pre-
vious report, cortactin and Arp2/3 were not re-
cruited by the bacterial colonies in p120-catenin
knockdown cells (24) (fig. S4C). Furthermore,
inhibition of Src kinase, which phosphorylate
cortactin and is activated after the formation
of the cortical plaque (25), did not modify
p120-catenin recruitment but inhibited VE-

cadherin and actin recruitment (fig. S4, D and
E). Taken together, these results strongly sug-
gest that p120-catenin–mediated recruitment
of actin and VE-cadherin requires the recruit-
ment and phosphorylation of cortactin by the
Src kinase. In summary, Cdc42, via the polarity
complex, organizes this ectopic early junction-
like domain, mainly by the initial recruitment of
p120-catenin.

We asked whether the signal triggered by
Tfp and leading to the formation of these ec-
topic early junctionlike domains destabilized
intercellular junctions, especially by redirecting
a recycling pool of junctional proteins to the
N. meningitidis adhesion site. First, inhibition
of protein synthesis did not prevent recruitment
of VE-cadherin (fig. S5A). Second, inhibition
of clathrin-coated pit formation blocked VE-
cadherin recruitment (fig. S5, B and C), suggest-

ing that VE-cadherin internalization is required
for its targeting underneath N. meningitidis col-
onies. Third, when monolayers were tagged be-
fore infection with a VE-cadherin monoclonal
antibody, antibodies were relocalized beneath
colonies in infected monolayers (fig. S6). Thus,
the VE-cadherin delocalized by the bacteria was
coming from the intercellular junctions. This
redistribution of the AJ proteins was associated
with a reduction of the amount of tagged VE-
cadherin at the intercellular junction (fig. S6 and
movie S2). Thus, the junctional VE-cadherin is
internalized and then mistargeted at the site of
bacterial cell interactions.

Depletion of intercellular junction proteins
from the cell-cell interface could open a para-
cellular route for bacterial spread. Indeed, N.
meningitidis was shown to increase perme-
ability to Lucifer Yellow (LY), a compound that

Fig. 2. The Cdc42-Par3/Par6/PKCz pathway controls the formation of ectopic
early junctionlike domains. Data are expressed as mean T SEM. (A) Knockdown
of Cdc42 was performed by using specific small interfering RNA duplexes (Cdc42
siRNA). Cells were cotransfected with par6-YFP or par3-myc. Knockdown of
Cdc42 by RNAi reduced the recruitment of par6-YFP and par3-myc by fourfold.
*t test (P < 0.005). (B) Knockdown of Cdc42, Par6 and Par3 were performed
as described (27) (Cdc42 siRNA, Par6 siRNA, and Par3 siRNA). Scramble
siRNA and siCONTROL were used as control for Cdc42/Par6 and Par3 knock-
down, respectively. Knockdown of Cdc42 by RNAi reduced the recruitment of
VE-cadherin, p120-catenin, and actin by 2.2-fold, 2.3-fold, and 2.5-fold, respec-

tively. See also fig. S3. Knockdown of Par6 by RNAi reduced the recruitment of
VE-cadherin, p120-catenin, and actin by 2.7-fold, 2.4-fold, and 2.4-fold, re-
spectively. Knockdown of Par3 by RNAi reduced the recruitment of VE-cadherin
by twofold. *t test (P < 0.01), **t test (P < 0.002). (C and D) HCMEC/D3 cells
were either incubated with 3 mM or 6 mM of PKCz-PS or PKCh-PS (control) or
left untreated. (C). PKCz-PS (6 mM) reduced VE-cadherin, p120-catenin, and
actin recruitment by 8.5-fold, 5-fold, and 4.9-fold, respectively. *t test (P <
0.001). (D) HCMEC/D3 cells were transfected with either par6-YFP or par3-myc.
Par3-myc recruitment was reduced 9-fold by 6 mM PKCz-PS, but par6-YFP
recruitment was not affected [*t test (P < 0.001), **t test (P < 0.01)].

Fig. 3. P120-catenin is key
to the recruitment of both
actin and AJ proteins. (A and
B) VE-cadherin silencing
was performed by stable
expression of a VE-cadherin
shRNA (VEC shRNA). (A)
Recruitment of b-catenin,
p120-catenin, and actin was
determined by immunoflu-
orescence. Knockdown of
VE-cadherin had no effect
on the recruitment of p120-
catenin and actin but re-
duced b-catenin recruitment
by 20-fold. *t test (P <
0.001). Data are expressed
as mean T SEM. (B) In VEC-shRNA–expressing cells, p120-catenin was still re-
cruited beneath N. meningitidis colonies, where it colocalized with actin (top),
whereas b-catenin was no longer recruited (bottom). Areas outlined in white
indicated the location of a N. meningitidis colony. Scale bars, 10 mm. (C) Silencing

of p120-catenin was performed by using a specific siRNA duplex (p120 siRNA).
Recruitment of VE-cadherin and actin was determined by immunofluorescence.
Knockdown of p120-catenin reduced VE-cadherin and actin recruitment by 10-fold
and 4-fold, respectively. *t test (P < 0.001). Data are expressed as mean T SEM.

A B C
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marks passive paracellular diffusion (Fig. 4A)
(26). Moreover, this increase relied on PKCz ac-
tivity and bacterial piliation (Fig. 4A). This mod-
ification of permeability was associated with the
formation of gaps between infected cells (Fig.
4B). The number of gaps increased over time
and was reduced by the PKCz-PS (Fig. 4, B and
C). Gaps did not form when cells were infected
with a nonpiliated strain, showing that these gaps
are due to Tfp-mediated signaling (Fig. 4C). In-
deed, piliated strain cross the monolayer at a
rate higher than those of nonpiliated isogenic
derivatives or a piliated strain in the presence of
PKCz-PS (Fig. 4D). Thus, the signaling induced
by N. meningitidis Tfp that leads to the recruit-
ment of the polarity complex is associated with
large alterations of the intercellular junctions that

are sufficient for the bacteria to cross the brain
endothelial cell monolayer.

In summary, N. meningitidis microcolonies
trigger via type IV pili a signal resembling the
one responsible for the formation of AJ at
cell-cell junctions. This leads to the formation
of ectopic early junctionlike domains (fig.
S7), thus disorganizing the cell-cell junctions
and opening the paracellular route, which al-
lows N. meningitidis to cross the BBB and to
invade the meninges.
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Role of Layer 6 of V2 Visual Cortex in
Object-Recognition Memory
Manuel F. López-Aranda,1,2,4 Juan F. López-Téllez,1,2,4 Irene Navarro-Lobato,1
Mariam Masmudi-Martín,1 Antonia Gutiérrez,3,4 Zafar U. Khan1,2,4*

Cellular responses in the V2 secondary visual cortex to simple as well as complex visual stimuli have
been well studied. However, the role of area V2 in visual memory remains unexplored. We found that
layer 6 neurons of V2 are crucial for the processing of object-recognition memory (ORM). Using the
protein regulator of G protein signaling–14 (RGS-14) as a tool, we found that the expression of this
protein into layer 6 neurons of rat-brain area V2 promoted the conversion of a normal short-term ORM
that normally lasts for 45 minutes into long-term memory detectable even after many months.
Furthermore, elimination of the same-layer neurons by means of injection of a selective cytotoxin
resulted in the complete loss of normal as well as protein-mediated enhanced ORM.

The current dominant view of visual mem-
ory is the multiple-domain approach, under
which different components of recogni-

tion memory such as perception, storage, famil-

iarity, and recollection are subserved by different
modules in the brain (1–5). Recognition memory,
one of the most studied examples of declarative
memory, is generally considered to consist of two

components, recollection and familiarity, and de-
pends on the medial temporal lobe (MTL), a struc-
ture composed of the hippocampus and adjacent
perirhinal, entorhinal, and parahippocampal corti-
ces (6, 7). In contrast, perceptual learning is a
domain-of-perceptionmodule localized outside the
MTL, which includes ventral visual-stream struc-
tures such as area V2. However, the multiple-
domain approach has been contradicted (7–10). It is
argued that the entire ventral visual-to-hippocampal
stream is important for visual memory (9). This

1Laboratory of Neurobiology, Centro de Investigaciones
Médico-Sanitarias, University of Malaga, Campus Teatinos s/n,
29071 Malaga, Spain. 2Department of Medicine, Faculty of
Medicine, University of Malaga, Campus Teatinos s/n, 29071
Malaga, Spain. 3Department of Cell Biology, Faculty of
Science, University of Malaga, Campus Teatinos s/n, 29071
Malaga, Spain. 4Centro de Investigación Biomédica en Red
sobre Enfermedades Neurodegenerativas (CIBERNED), Insti-
tute of Health Carlos III, Madrid, Spain.

*To whom correspondence should be addressed. E-mail:
zkhan@uma.es

Fig. 1. Animal performance on
ORM task. (A) When an object was
shown for 3 min, normal rats could
retain the object information in
memory for 30 and 45 min but
not for 60 min. (B) Injection of
lentivirus–RGS-14 into layer 6 of
area V2 boosted the animal ORM
capacity such that the animal was
able to retain the same object
information for more than 24
weeks. (C) The ability of RGS-14
animals to convert 45-min memory
into long-term memory remained
even after 14 months when a novel
visual stimulus was presented. (D)
Normal animals could retain infor-
mation about two different objects
(obj) but were unable to remember
when four objects were shown.
Animals with RGS-14 were able to
keep in memory the information
about six different objects shown. In
all figures, the exploration time is
derived from one old object and
one new object except in (D), in
which values are derived from mul-
tiple old objects, as indicated in the
figure, and 1 new object. Delay is
the interval between exploration
trial and memory test trial (30). Values are presented as mean T SEM obtained from number (n) of animals indicated beneath the bars. Asterisk indicates a
significantly longer exploration time for a new object (P < 0.05).
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theory, unlike the dominant one, predicts that
object-recognition memory (ORM) alterations
could result from the manipulation in V2, an
area that is highly interconnected within the
ventral stream of visual cortices. In the monkey
brain, this area receives strong feedforward
connections from the primary visual cortex (V1)
and sends strong projections to other secondary
visual cortices (V3, V4, and V5) (11, 12). Most
of the neurons of this area are tuned to simple
visual characteristics such as orientation, spa-
tial frequency, size, color, and shape (13–15).
V2 cells also respond to various complex shape
characteristics, such as the orientation of illu-
sory contours (15) and whether the stimulus is
part of the figure or the ground (16). Anatom-
ical studies implicate layer 3 of area V2 in
visual-information processing. In contrast to
layer 3, layer 6 of the visual cortex is com-
posed of many types of neurons, and their re-
sponse to visual stimuli is more complex. But
the importance of layer 6 in visual-information
processing remains an enigma.

We used a multidomain protein known as
regulator of G protein signaling–14 (RGS-14) to
dissect out the role of area V2 in visual memory.
This protein contains a conserved RGS domain,
which binds active Gi/o a–guanosine triphos-
phate (a-GTP) to confer GTPase activating pro-
tein activity (17, 18), a GoLoco/GPR motif that
binds to inactive Gi a-GDP and Gi a1/3 (19–21),
a tandem Rap1/2–binding domain (RBD) (22),
and other regions with unknown functions (23, 24).
RGS-14 protein is associated with microtubules
and is an important factor in mitosis (25). Although
the expression of RGS-14 protein was observed
in monkey and rat brain (26), very little is known
about its role in brain functions.

We used animal performance on ORM tests
to evaluate visual memory. Rats were exposed
to two identical objects for 3 min in an open
field, and then they were analyzed for the length
of time that object information was retained in
their memory. During the ORM test session, one
of the two identical objects was replaced with a
new object, and the exploration time for both ob-
jects was recorded. After the memory test with
delay periods of 30, 45, and 60 min, normal ani-
mals were able to retain object information for 30
and 45 min but not for 60 min (Fig. 1A). We
called this limited visual memory of normal ani-
mals short-term ORM or normal ORM, and sur-
passing the normal ORM time limit was considered
to be an increase in memory. Normal animals in-
jected with lentivirus of RGS-14 into layer 6 of
area V2 of rat brain 3 weeks before the test were
subjected to the evaluation of ORM status. The
overexpression of RGS-14 protein into layer 6
produced a large increase in the normal ORM
(Fig. 1B). In contrast to normal animals, in which
ORM lasted for 45 min, a visual stimulus of the
same length of time to RGS animals led to the
formation of long-term ORM, lasting for many
months (Fig. 1B). Injection of lentivirus of RGS-
12 (a protein that belongs to the same family as

Fig. 2. Localization of RGS-
14 protein in lentivirus–
RGS-14–injected animals.
(A) Cresyl violet staining
of area V2 in the adjacent
section indicates the cor-
responding layer 6. (B) A
coronal brain section shows
the localization of RGS-14
proteins as green fluores-
cence in layer 6 of the V2
visual cortex. (C toD) Draw-
ings show localization of
RGS-14 protein (red) at
the injection site obtained
from the analysis of cor-
onal (n = 5 rat brains)
(C) and sagittal (n = 7
rat brains) (D) serial sec-
tions. Both sections repre-
sent themaximum spread
area observed. Area V2
is delimited by thin lines within the cerebral cortex in both (C) and (D). Distribution of cortical layers
from layer 1 (I) to layer 6 (VI) is shown in (B). Cc, corpus callosum; Hp, hippocampus; scale bars,
125 mm.

Fig. 3. Ox7-SAP injection in layer 6 and determination of ORM. (A) A normal view of layer 6 (VI)
of the V2 visual cortex stained with cresyl violet. (B) Injection of Ox7-SAP (Ox7) into layer 6 of
area V2 resulted in a major loss of neurons in this layer. (C) The behavioral performance of
animals injected with Ox7-SAP (B) on the ORM task showed a complete loss of normal visual
memory after 45 min. Similarly, when RGS-14 animals with confirmed enhanced ORM, as shown
in Fig. 1, were treated with Ox7-SAP, the RGS-14–mediated effect on ORM was also abolished.
(D) Injection of Ox7-SAP into the same layer of parietal cortex, an area just adjacent to V2, pro-
duced no effect on normal memory. Furthermore, in contrast to area V2, RGS-14–mediated effect
on ORM was also absent in this area. Values are presented as mean T SEM obtained from 5 to
8 animals in each case. Asterisk shows significantly higher exploration time for a new object
(P < 0.05).
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RGS-14), saline solution, or vehicle lentivirus into
the same area showed no such change in the
ORM level. The performance of rats was similar
to that of normal noninjected animals (fig. S1).
The average exploration time during the initial
3-min exploration session of two identical ob-
jects was not significantly different between the
vehicle-control (16.09 T 0.81 s; n = 16 rats) and
animals injected with RGS-14 (18.62 T 1.47 s;
n = 15 rats) (fig. S2). This finding excludes other
factors than RGS-14 protein being involved into
the memory boost. The injection of lentivirus
of RGS-14 into the 2/3 layer of the V2 visual
cortex, an area dorsal to the target site, and into
CA1 and the dentate gyrus of hippocampus,
areas ventral to the target site, did not produce
an effect similar to that seen with the injection
into layer 6 of the V2 visual cortex (fig. S3).
Overexpression of RGS-14 protein in this layer
not only boosted ORM but also maintained this
characteristic for more than 14 months toward
novel visual stimuli (Fig. 1C). In addition, the
capacity to retain information on multiple ob-
jects was also higher in RGS animals. Normal
animals could retain the information about two
different objects but were unable for four ob-
jects. However, in contrast to normal animals,
RGS animals could retain information about six
objects (Fig. 1D).

After the behavioral experiments, brains of
animals injected with lentivirus–RGS-14 were
processed for immunocytochemistry to localize
the area and/or site of protein expression in order
to uncover the anatomical correlate of the mem-
ory enhancement observed in these animals.
Brain sections were incubated with specific anti-
bodies to RGS-14 (26) coupled with green fluo-
rescence to visualize the protein. The expression
of RGS-14 protein in area V2 was mainly lo-
calized in layer 6 (Fig. 2B). The analysis of
injection site in sequential coronal (n = 5 rat
brains) (Fig. 2C) as well as sagittal (n = 7 rat
brains) (Fig. 2D) brain sections further confirmed
the RGS-14 protein localization in layer 6 of
area V2. Fig. 2, C and D, provides a 360° view
of the RGS-14 protein localization area observed
in the brain.

Next, we tested the importance of layer 6
neurons of area V2 in the formation of ORM by
means of selective elimination of the neurons of
this layer. Would the elimination of neurons in
this layer abolish the both normal (short-term)
and long-term memory mediated by the RGS-14
protein? We injected Ox7-SAP, a saporin-based
immunotoxin that selectively eliminates neurons
(27, 28), into layer 6 of area V2 and evaluated
the visual memory of animals. Injection of the
immunotoxin resulted in the loss of almost all
the neurons of this area while leaving other cells
and structure intact (Fig. 3B). However, no dam-
age to the hippocampus was observed (fig. S4).
Behavioral performance of the Ox7-SAP–
injected animals on an ORM task showed a
complete loss of normal ORM [delay of 45 min
(Fig. 3C)], suggesting a major role of layer 6

neurons in visual memory. In addition to the
facilitation in long-term ORM formation, layer 6
neurons are crucial for normal ORM. Further-
more, injection of Ox7-SAP in RGS animals
abolished the protein-mediated enhancement in
ORM [delay of 60 min (Fig. 3C)]. This result
further confirmed the association of layer 6
neurons in the formation of long-term ORM.
In contrast to area V2, injection of Ox7-SAP in
layer 6 of parietal cortex, an area adjacent to
area V2, did not produce any effect on normal
ORM [delay of 45 min (Fig. 3D)]. Similar-
ly, overexpression of RGS-14 protein in other
areas, such as layers 2/3 of area V2, dentate
gyrus and CA1 of the hippocampus (fig. S3),
and layer 6 of the parietal cortex (Fig. 3D),
also had no effect on long-term ORM (delay
of 60 min).

The loss of both normal and RGS-mediated
enhanced ORM after elimination of area V2 layer
6 neurons led us to question whether this layer
of neurons serves as an ORM storage site. In
RGS animals, after encoding information on
novel objects, layer 6 neurons of area V2 were
eliminated by Ox7-SAP treatment, and stored
ORM was traced. Despite the absence of layer
6 neurons, these animals were able to recall
information on objects shown before the Ox7-
SAP treatment (fig. S5). However, their nor-
mal as well as RGS-mediated enhanced ORM
were lost for novel visual stimuli (fig. S6).
Thus, our results show that layer 6 of area V2
is implicated in ORM formation but not in its
storage.

After passing through area V2, visual infor-
mation continues ventrally through other visual
areas to the MTL, a domain where ORM is
thought to be processed (6, 7). Our findings of
the role of layer 6 neurons in the formation of
both normal (short-term) and long-term ORM
provide a new dimension to our understanding
and emphasize the importance of V2, an area
localized outside of MTL. It is proposed that
layer 6 neurons of area V2 modulate the pro-
cessing of visual information flow by either di-
rect or indirect intrinsic connections within this
area from layer 6 to other layers. In accord-
ance with our results, a magnetic resonance
imaging study designed to map the functional
activation of the visual cortices in response to
visual stimulus (29) showed the activation of
area V2 during both visual perception and re-
call. In conclusion, our results show that layer
6 of area V2, an area which previously was
thought to be involved in perception and per-
ceptual learning, not only plays a critical role
in the formation of short- and long-term visual
memory but also contradicts the multiple do-
main theory and supports the view that the
entire stream of ventral visual-to-hippocampus,
and not the MTL alone, is important for visual
memory processing. Additionally, the role of
RGS-14 protein in the enhancement of visual
memory makes this protein an important phar-
maceutical target for the treatment of ORM

defects as well as for boosting the memory
capacity.
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Jmjd6 Catalyses Lysyl-Hydroxylation
of U2AF65, a Protein Associated
with RNA Splicing
Celia J. Webby,1* Alexander Wolf,2* Natalia Gromak,3* Mathias Dreger,4 Holger Kramer,5
Benedikt Kessler,5 Michael L. Nielsen,6† Corinna Schmitz,2 Danica S. Butler,1 John R. Yates III,7
Claire M. Delahunty,7 Phillip Hahn,8 Andreas Lengeling,8,9 Matthias Mann,6
Nicholas J. Proudfoot,3 Christopher J. Schofield,1‡§ Angelika Böttger2‡§

The finding that the metazoan hypoxic response is regulated by oxygen-dependent
posttranslational hydroxylations, which regulate the activity and lifetime of hypoxia-inducible
factor (HIF), has raised the question of whether other hydroxylases are involved in the regulation of
gene expression. We reveal that the splicing factor U2 small nuclear ribonucleoprotein auxiliary
factor 65-kilodalton subunit (U2AF65) undergoes posttranslational lysyl-5-hydroxylation catalyzed
by the Fe(II) and 2-oxoglutarate–dependent dioxygenase Jumonji domain-6 protein (Jmjd6).
Jmjd6 is a nuclear protein that has an important role in vertebrate development and is a
human homolog of the HIF asparaginyl-hydroxylase. Jmjd6 is shown to change alternative RNA
splicing of some, but not all, of the endogenous and reporter genes, supporting a specific role for
Jmjd6 in the regulation of RNA splicing.

Metazoan cells respond to limiting oxygen
by activation of the hypoxia-inducible
factor (HIF) system (1). The HIFa sub-

units are regulated by Fe(II)– and 2-oxoglutarate
(2OG)–dependent oxygenase catalysis; prolyl-
hydroxylation promotes HIFa degradation via the
ubiquitin-proteasome system, and asparaginyl hy-
droxylation reduces the HIF transcriptional activity

by blocking its interaction with p300 (2). Sequence
analyses suggest that Jumonji domain-6 protein
(Jmjd6) (3–9) is a homolog of the HIF asparaginyl
hydroxylase (factor-inhibiting HIF) (1).

To investigate the function of Jmjd6, we as-
sayed for proteins interacting with Jmjd6 in cells
using tandem-affinity purification coupled with
mass spectrometry (MS) analyses (10, 11). A sub-

stantial proportion (22 of 39) of the potential
Jmjd6-interacting proteins are connected to RNA
metabolism, processing, and splicing (table S1)
with ~25% being nuclear proteins possessing
Arg-Ser (RS) domains (12 of 39). We confirmed
the interaction of Jmjd6 with the splicing factor
U2 small nuclear ribonucleoprotein auxiliary fac-
tor 65-kDa subunit (U2AF65) (12) and cisplatin
resistance–associated overexpressed protein (CROP)
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Fig. 1. (A) GFP-pulldown demonstrates interaction of Jmjd6 with U2AF65 and CROP. Cell
lysates from HEK293 cells expressing GFP-Jmjd6 (left) or GFP (right). Input (In), flow-through
(F), and bead (B) fractions were analyzed by means of Western blotting using antibodies to
GFP, U2AF65, and CROP. (B) RS domains of LUC7L2, U2AF65, and CROP. Lysyl residues are
in red. Peptides (10 to 16 residues) were derived from the RS domains; hydroxylated
residues are underlined. (C) MALDI–time-of-flight analysis of LUC7L2267-278 with Jmjd6. Assays included LUC7L2267-278 (100 mM), ascorbate (100 mM), Fe(II)
(100 mM), 2OG (500 mM), Tris (50 mM, pH 7.5), and Jmjd6 [(b) and (i)]. (a) and (f) are controls without Jmjd6. (c) to (h) include all components except 2OG (c),
Fe(II) (d), and with NOG (12 mM) (e), succinate (1 mM) (g), and fumarate (1 mM) (h).
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(13) using pull-down assays (Fig. 1A and fig. S1A)
(14) in human embryonic kidney (HEK) 293T
(HEK293T) cells. Endogenous U2AF65 and Jmjd6
coimmunoprecipitate in HeLa cells with antibody
to U2AF65 (fig. S1B), and the interaction is dis-
rupted by means of ribonuclease (Rnase) treat-
ment (fig. S2).

Jmjd6 has recently been reported to be a his-
tone arginine demethylase (7). However, we con-
sidered the possibility that arginine-rich sequences
present in RS domains (Fig. 1B) of many of the

Jmjd6-interacting proteins (table S1) may be Jmjd6
substrates. RS domain sequences from U2AF65,
CROP, and LUC7-like2 (LUC7L2) were synthe-
sized with dimethylated arginine residues and incu-
bated with Jmjd6 in the presence of oxygen, Fe(II),
and 2OGand analyzed bymeans of matrix-assisted
laser desorption/ionization (MALDI) MS. Peptides
U2AF6528-43(R35Me2sym),U2AF6528-43(R33Me2sym),
and LUC7L2267-282(R274Me2sym) did not show di-
methyl arginine-demethylation (–14 shift in mass).
Recombinant Jmjd6 also did not produce de-

methylated arginine histone H4 and H3 fragment
peptides. Instead, a clear +16-dalton or +32-dalton
mass shift relative to unreacted peptide was ob-
served for RS-rich and histone peptides (figs. S3
and S4). This observation indicates the incorpo-
ration of one or two oxygen atom(s) into the
peptide, as observed by Chang et al. (7). No
hydroxylation was observed in the absence of
oxygen. The CROP321-336 peptide did not con-
tain any lysine residues and was not hydroxyl-
ated. The +16-dalton mass shift observed with
LUC7L2267-278 was 2OG- and Fe(II)–dependent
and was inhibited by the known oxygenase in-
hibitor N-oxalylglycine (NOG) (1) and the Krebs
cycle intermediates succinate and fumarate (1 mM)
(Fig. 1C). Substitution of the proposed Fe(II)–
binding residues (9) with nonchelating residues
(H187A and H187A-D189A) inactivated Jmjd6,
implying an intact Fe(II)–binding center is required
for catalysis. Incubation under 18O2 reveals the ori-
gin of introduced hydroxyl group as from dioxygen
(fig. S5). MS/MS analyses of LUC7L2267-278 indi-
cated oxidation of Lys-3, corresponding to Lys-269
in LUC7L2 (fig. S6); nuclear magnetic resonance
(NMR) analyses demonstrated oxidation to occur
at C-5 on the side chain (fig. S7).

The shortest U2AF65 and LUC7L2 peptide
(Fig. IB) substrate observed to undergo hydrox-
ylation possesses 12 residues (LUC7L2267-278).
Shorter peptides were not (<5%) hydroxylated
under standard conditions. When LUC7L2263-278
was tested, both +16 and +32 mass shifts were
observed.When either of the two target lysines in
LUC7L2263-278 was individually substituted for an
arginine, only a single hydroxylation occurred. The
simultaneous substitution of both of the lysines
to arginines ablated hydroxylation (fig. S8), as
did substitution with a tri-, di-, or monomethylated
lysine residue (fig. S9).

Liquid chromatography–mass spectrometry
(LC-MS)/MS analyses of full-length recombinant
U2AF65 after incubation with Jmjd6, 2OG, and
iron (ascorbate is not required for Jmjd6 activity)
indicates that U2AF65 is a Jmjd6 substrate (figs.
S10 and S11). LC-MS/MS analysis of endoge-
nous U2AF65 from HeLa cells revealed hydrox-
ylation at Lys-15 and Lys-276 at ratios of ~1:100
and 1:250 hydroxylated:unhydroxylated residues
(Fig. 2, A and B), respectively. Overexpression of
Jmjd6 inHeLa cells resulted in the increasedhydrox-
ylation of U2AF65 (fivefold at Lys-15) (fig. S12).

The available data suggest that factors in ad-
dition to the local sequence determine Jmjd6 selec-
tivity. For example, Lys-15 and Lys-276 in intact
proteins appear to be substrates of Jmjd6, whereas
the peptides U2AF6512-26 and U2AF65274-287 are
not. All the synthetic peptides found to be hydrox-
ylated in vitro are very basic and carry a predicted
overall charge of at least +4. Precedent for struc-
tural factors other than local sequence selectivity
comes from work on the HIF hydroxylases (1).

U2AF65 is required for mRNA splicing (15).
Modulation of splice-site recognition by U2AF65 in-
fluences alternative splicing (16). Jmjd6 knockdown
(but not knockdown of a nonspecific DNA-binding
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Fig. 2. MS/MS analysis of endogenous U2AF65 reveals hydroxylation of Lys-15 (A) and Lys-276 (B).
U2AF65 was immunoprecipitated from HeLa cells, digested with protease, then analyzed. Data for the
unmodified (top) and hydroxylated peptides (bottom) are shown. Inserts show the MH2+ peptide precursor
ions that were fragmented; the b and y fragment ions are not indicated.
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Fig. 3. Jmjd6 regulates alternative splicing. (A) RNA interference–mediated
depletion of human Jmjd6 in HeLa cells. Western blot analyses of protein from
mock and Jmjd6 siRNA-treated HeLa cells with antibodies to Jmjd6 and actin.
(B) (Top left) Exon structure of MGEA6 gene showing exons (18 to 20) in
boxes, introns as horizontal lines, and splicing patterns as diagonal lines.
Arrows indicate the location of primers for reverse transcription polymerase
chain reaction (RT-PCR) analyses. The forward primer used for quantitative
PCR of –ex19-spliced isoform (spanning exon 18- exon 20 splice junction) is
shown as a dashed line. (Bottom left and middle) RT-PCR analyses detecting
endogenous MGEA6 RNA from mock cells, cells treated with Jmjd6 siRNA1,
or siRNA targeting MAZ4. Histogram on the right shows the mean amount
of –ex19-spliced isoform (TSD) compared with that in mock-treated cells ana-
lyzed by means of quantitative PCR from three independent experiments.
(Right) Alternative splicing of human endogenous hnRNPA2B1 and TEAD1

genes is not affected in cells treated with Jmjd6 siRNA1 or MAZ4 siRNA. (C)
(Left and middle) RT-PCR analysis detecting MGEA6 RNA from HeLa cells treated
with DFO (100 mM over 24 hours). The splicing products +ex19 and –ex19 are
indicated. The histogram shows the mean amount of –ex19-spliced isoform
(TSD) compared with that in mock-treated cells analyzed by means of quan-
titative PCR from three independent experiments. (Right) Alternative splicing
of human endogenous hnRNPA2B1 and TEAD1 genes is not affected in HeLa
cells treated with DFO. (D) (Top) The a-TM minigene construct, with exons 1,
3, and 4 shown as boxes and introns as lines. Splicing patterns are shown as
diagonal dashed lines. Arrows indicate the location of primers used in RT-PCR
analysis. (Bottom) RT-PCR analyses of a-TM minigene construct transfected in
mock-treated HeLa cells, cells treated with Jmjd6 siRNA1, or siRNA targeting
MAZ4. The histogram shows the mean percentage of a-TM exon 3 skipping
(TSD) from three independent experiments.
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protein, MAZ4) altered the alternative splicing
pattern of the endogenous tumor antigen gene
MGEA6, which is regulated by the splicing reg-
ulatory protein SF2/ASF (17) with an increase in
the amount of exon 19 skipping (–19) of the
MGEA6 gene (Fig. 3, A and B, and figs. S13 and
S14). A similar splicing pattern was also ob-
served when HeLa cells were treated with the
hypoxia mimic desferrioxamine (DFO) (1), a 2OG
oxygenase inhibitor (Fig. 3C). In contrast, alter-
native splicing of the hnRNPA2B1 and TEAD1
genes was not affected by Jmjd6 knockdown or
DFO (Fig. 3, B and C).

The a-tropomyosin (a-TM) minigene con-
struct (Fig. 3D) (18) recapitulates splicing regu-
lation of the a-TM gene and contains exons 1, 3,
and 4 surrounded by their intronic regulatory se-
quences (18). Splicing the a-TM minigene con-
struct generates two mRNA isoforms: 1-3-4 and
1-4. We overexpressed the a-TM construct both
in mock-treated cells and cells treated with small
interfering RNA (siRNA) targeting Jmjd6 and
MAZ4 (Fig. 3D). The Jmjd6 knockdown cells,
but not mock-treated cells or cells treated with
siRNA targeting the MAZ4 protein, produced a
clear increase in the amount of 1-4 spliced isoform
(Fig. 3D). A second siRNA duplex (siRNA2)
targeting another region of Jmjd6 mRNA had a
similar though smaller effect on a-TM alternative
splicing (fig. S13). Treatment of the Jmjd6 KD
cells with cycloheximide did not affect a-TM
splicing (fig. S13). Together these results imply
a role for Jmjd6 in the regulation of alternative
splicing.

Lysyl hydroxylation is the dominant oxidative
catalytic activity of Jmjd6. Jmjd6-catalyzed argi-
nine demethylation cannot be ruled out but would
have to occur at a level below our current levels of
detection. Although histone peptides were found to
be Jmjd6 substrates, our subcellular localization and
interaction analyses imply that histones, if interact-
ing with Jmjd6 at all, are not a focus of Jmjd6
activity. Furthermore, in extensive MS-based anal-
ysis on endogenous histones we have accrued
no evidence for hydroxylation of lysine residues
(histones H2A, H2B, H3, and H4). Instead, we
have shown that U2AF65, a protein important
for pre-mRNA splicing, is an endogenous Jmjd6
substrate. Jmjd6 has a selective effect on splicing,
even though U2AF65 is a ubiquitous splicing
factor. This may reflect different intron 3′ splice
site strengths, which in turn may have altered
affinity for the hydroxylated form or forms of
U2AF65 and possibly other splicing factors.

Our results on lysyl-hydroxylation of nucle-
ar proteins support proposals (19) that post-
translational hydroxylation in both the cytoplasm
and the nucleoplasm is ubiquitous and that changes
in oxygen tension elicit systems-wide effects on
proteins and protein biosynthesis, and may provide
a regulatory mechanism for alternative splicing.
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Essential Role of the
Glycosyltransferase Sxc/Ogt in
Polycomb Repression
Maria Cristina Gambetta, Katarzyna Oktaba, Jürg Müller*

Polycomb group proteins are conserved transcriptional repressors that control animal and plant
development. Here, we found that the Drosophila Polycomb group gene super sex combs (sxc)
encodes Ogt, the highly conserved glycosyltransferase that catalyzes the addition of N-
acetylglucosamine (GlcNAc) to proteins in animals and plants. Genome-wide profiling in
Drosophila revealed that GlcNAc-modified proteins are highly enriched at Polycomb response
elements. Among different Polycomb group proteins, Polyhomeotic is glycosylated by Sxc/Ogt in
vivo. sxc/Ogt–null mutants lacked O-linked GlcNAcylation and failed to maintain Polycomb
transcriptional repression even though Polycomb group protein complexes were bound at their
target sites. Polycomb repression appears to be a critical function of Sxc/Ogt in Drosophila and may
be mediated by the glycosylation of Polyhomeotic.

The Drosophila gene super sex combs (sxc)
was originally identified because mutations
in this gene caused lethality at the pupal

stage and homeotic transformations of multiple
body segments into segments normally present in
more posterior body regions (1). This phenotype
suggested that multiple homeotic (HOX) genes
were expressed outside of their normal expres-
sion domains, and the HOX gene Ultrabithorax
(Ubx) was indeed misexpressed in sxc mutant
larvae (2). Consequently, sxc was classified as
a Polycomb group (PcG) gene. To explore the

role of sxc in PcG repression, we stained larvae
that were transheterozygous for two different
sxc-null mutations with antibodies against the
protein products of the PcG target genes Ubx,
Abdominal-B (Abd-B), Sex combs reduced (Scr),
engrailed (en),Distal-less (Dll), and teashirt (tsh).
Each of these genes was expressed outside of its
normal expression domain (fig. S1). sxc is thus
needed for repression of multiple PcG target genes
in Drosophila larvae.

We fine-mapped the sxc gene to a 160-kb
genomic interval (3). Sequencing candidate open
reading frames in genomic DNA from sxc mu-
tants (3) revealed that sxc1, sxc4, sxc5, and sxc7

each had individual base changes in the open read-
ing frame of CG10392 that changed an amino-acid
codon into a premature termination codon or a
codon for a different amino acid (Fig. 1A). In
sxc6, a point mutation destroys the splice acceptor
site in the fourth intron of CG10392 (Fig. 1A).
CG10392 encodes O-linkedN-acetylglucosamine
(O-GlcNAc) transferase (Ogt), the enzyme that
catalyzes addition of GlcNAc to serine or threonine
residues of a broad range of nuclear and cytosolic
proteins in animals and plants (4, 5). The molec-
ular lesions in five different sxc alleles therefore
identified sxc as the gene that encodesOgt, and in
the following we call this gene sxc/Ogt. We next
analyzed the Ogt protein in extracts from sxc
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mutant larvae with an antibody to Ogt. No Ogt
protein was detected in sxc3, sxc6, or sxc7mutants,
suggesting that these are protein-null mutations
(Fig. 1B). OgtN948I (the mutant Ogt protein en-
coded by sxc4) and OgtD1031-1059 (the C-terminally
truncated Ogt protein encoded by sxc5) were both
expressed as stable polypeptides in mutant larvae
(Fig. 1B). The phenotype of sxc4 and sxc5mutants
is as severe as that of the protein null mutants sxc3,
sxc6, or sxc7 (1–3). The expressed OgtD1031-1059

and OgtN948I proteins, containing lesions predicted
to affect the fold of the glycosyltransferase domain
(6, 7), therefore seem to be completely nonfunc-
tional. An intact glycosyltransferase domain in
Ogt is thus critical for Polycomb repression.

More than 100 different proteins have been
reported to bear the O-GlcNAc modification in
mammalian cells, including RNA polymerase II
and several transcription factors and coregulators
(4, 5). Labeling of Drosophila polytene chromo-
somes with wheat germ agglutinin (WGA), a
lectin that binds with high affinity to GlcNAc
residues (8, 9), suggested that GlcNAcylated pro-
teins are also present onDrosophila chromosomes
(10). We determined the genome-wide distribution
of GlcNAc-modified proteins in the chromatin of
imaginal disc cells from Drosophila larvae by
performing chromatin immunoprecipitation (ChIP)
assays with an antibody that recognizes the
O-GlcNAc modification (11) and with a WGA-
affinity resin (3). We hybridized the precipitated
material to high-density whole-genome tiling ar-
rays and analyzed them using TileMap (12) using
a stringent cutoff. Only genomic regions signifi-
cantly enriched by both antibody to O-GlcNAc
and WGA-affinity resin were considered, result-
ing in a high-confidence set of 1138 genomic
sites bound by GlcNAc-modified proteins (Fig.
2A) (3). We next compared the GlcNAc profile
with the genome-wide binding profile of the PcG
protein Ph that we had generated in parallel (3)
and with that of the PcG protein complex PhoRC
(13). 490 of the 1138 GlcNAc sites overlapped
with Polycomb response elements (PREs) bound
by Ph and/or PhoRC (Fig. 2A, left). Moreover,
among the 1% top-ranked GlcNAc sites nearly all
(111 of 114) overlapped with Ph- and/or PhoRC-
bound regions (Fig. 2A, right). In PcG target genes
misexpressed in sxc mutants (fig. S1), GlcNAc-
modified proteins were specifically localized at
PREs (Fig. 2B and fig. S2). To validate these
findings, we performed ChIP assays with the anti-
body toO-GlcNAc in imaginal discs fromwild-type
or sxc mutant larvae and analyzed immunopre-
cipitates for enrichment of selected DNA sequences
of the PcG target genesUbx,Abd-B, Scr, en,Dll, tsh,
and pannier (pnr) (Fig. 3A). GlcNAc ChIP signals
were present at PREs in wild-type but not in sxc
mutant larvae, demonstrating that the antibody to
O-GlcNAc indeed specifically immunoprecipitated
GlcNAc-modified proteins bound at these PREs
(Fig. 3A).We also compared the GlcNAc profile at
the Ubx gene in wing (Ubx repressed) and haltere/
third leg–disc cells (Ubx active). GlcNAcylated
proteins were bound atUbx PREs both in cells in

which the gene is repressed and in cells in which
it is active (Fig. 3A), much like the PcG protein
complexes PhoRC, Polycomb repressive com-
plex 1 (PRC1), or PRC2 (14).

We next performed ChIP assays with antibodies
against the PhoRC subunit Pho, the PRC1 subunit
Ph, and the PRC2 subunit E(z) to test whether
binding of any of these protein complexes might
be affected in sxc mutants. Comparison of the
ChIP profiles in wild-type and sxc mutant wing
discs showed that binding of Pho and E(z) at
PREs was largely unaffected in sxcmutants (Fig.
3B). Ph was also bound at high levels at all PREs
in sxc mutant discs, but Ph ChIP signals were
1.5- to twofold reduced at most PREs as com-
pared with those in wild-type discs (Fig. 3B),
even though nuclear localization of Ph appeared
comparable in wild-type and sxc mutant cells
(fig. S3). However, not only Pho and E(z) but
also Ph were all bound at wild-type levels at the
Scr and tsh PREs in sxc mutant discs (Fig. 3B),
and yet Polycomb repression at these two genes
was lost in the mutant discs (fig. S1). These re-
sults suggest that loss of target gene repression is
not solely due to reduction of PcG protein com-
plex binding, although it is possible that binding
of other PcG proteins is more severely affected in
sxcmutants. Lastly, we performed ChIP analyses
with antibodies against trimethylated lysine 27 of
histone H3 (H3-K27me3), the PcG-specific chro-
matin modification generated by PRC2 (15). H3-
K27me3 levels in target-gene chromatin were
comparable in wild-type and sxc mutant larvae,
and so were bulk H3-K27me3 levels (fig. S4).
Sxc/Ogt is therefore apparently not critical for re-
cruitment of PRC2 or for its ability to trimethylate
H3-K27 in target gene chromatin.

The similarity between the GlcNAc and PcG
protein ChIP profiles prompted us to test whether
any of the PcG proteins themselves may carry the
O-GlcNAcmodification.We usedWGA-agarose
to affinity-purify GlcNAc-modified proteins from
wild-type or sxcmutant larval extracts and probed
the purified material with antibodies against the
PhoRC subunits dSfmbt and Pho; the PRC1 sub-
units Ph, Pc, Ring, and Scm; and the PRC2 sub-
units Su(z)12 and Nurf55. Ph, but none of the
other proteins tested, was strongly enriched after
WGA-affinity purification from wild-type but not
from sxc mutant larvae (Fig. 4). This enrichment
of Ph was also observed under denaturing con-
ditions (Fig. 4). This suggests that Ph itself is
GlcNAcylated by Sxc/Ogt. PRC1 components
Ring, Pc, or Scm did not copurify with GlcNAc-
modified Ph in these WGA pull-down assays
from larval extracts (Fig. 4), although Ring and
Pc were readily detected together with Ph in such
purifications from embryonic nuclear extracts (fig.
S4). This finding could be explained by differ-
ential association of Ph with PRC1 components
and/or different accessibility of GlcNAc moieties
on Ph during embryonic and larval development.
WGA-purifications failed to provide evidence for
GlcNAcylation of the large subunit of RNA poly-
merase II (Fig. 4) Rpb1, which was previously
proposed to be a mechanism by which Ogt might
mediate transcriptional repression in mammalian
cells (16).

The work reported here shows that GlcNAcyla-
tion by Sxc/Ogt plays an essential role in PcG
repression. Ogt is a single-copy gene in mice,
flies, and worms, and the only known glycosyl-
transferase that adds GlcNAc moieties to nuclear
and cytosolic proteins (4, 5). Ogt is essential in

Fig. 1. Molecular char-
acterization of the Dro-
sophila PcG gene sxc/Ogt.
(A) Structure of the Sxc/Ogt
protein and lesions in sxc
mutant alleles. The 13
tetratrico peptide repeats
and the bipartite glycosyl-
transferase domain com-
posed of CDI and CDII, also
called N- and C-terminal
GT-B subdomains (6, 7),
are shown as white, gray,
and black boxes, respec-
tively. Base substitutions
in sxc mutant alleles are
indicated. OgtD1031-1059,
encoded by sxc5, lacks the
C-terminal helix (gray box)
that forms part of the CDI
domain. Asn948, mutated
in sxc4, is conserved in fly, worm, mouse, and human Ogt. (B) Detection of Sxc/Ogt protein in wild-type
(wt) and sxcmutant larvae. Immunoblot of imaginal disc extracts from third instar larvae of the indicated
genotype, probed with antibodies to human Ogt (top) and a-tubulin (bottom) is shown. The 80-kD protein
(asterisk) is a truncated protein encoded by sxc1. The viable allele sxc2 expresses a full-length protein (3).
Lack of functional Ogt in sxc7/sxc1 mutants is further supported by the loss of O-GlcNAcylation on
nucleoporins (fig. S6).
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Fig. 2. O-GlcNAc–modified proteins are localized
at PREs in Drosophila. (A) Venn diagrams showing
the overlap of 1138 10% top-ranked O-GlcNAc
sites (left) or 114 1% top-ranked O-GlcNAc sites
(right) with 1689 Ph and 338 PhoRC-bound regions
in larval imaginal discs (tables S1 and S2) (3). (B)
ChIP profiles of O-GlcNAc, Ph, and PhoRC subunits
Pho and dSfmbt at the Antennapedia complex in
imaginal disc cells. Hybridization intensities for
oligonucleotide probes are plotted as color bars
above the genomic map (release 5, kilobase coor-
dinates) of Drosophila melanogaster; significantly
enriched regions are marked below plots (3). The
HOX genes labial (lab), proboscipedia (pb),
Deformed (Dfd ), Scr, and Antennapedia (Antp) on
the plus (above) and minus (below) strand are
represented with exons (black boxes) and introns
(thin black lines).

Fig. 3. O-GlcNAc modification and PcG protein
binding in wild-type and sxc mutant chromatin. (A)
ChIP analysis monitoring O-GlcNAc modification in
wing (magenta) and haltere/third leg (pink) imaginal
discs from wt and sxc7/sxc1 mutant (sxc–) larvae.
Graphs show results from independent immuno-
precipitation reactions (n = 3 immunoprecipitation
reactions) with antibody to O-GlcNAc. ChIP signals,
quantified by means of quantitative polymerase chain
reaction, are presented as mean percentage of input
chromatin precipitated at each region; error bars
indicate TSD (3). Locations of PREs (purple boxes) and
other regions relative to transcription start sites are
indicated in kilobases; euchromatic (eu.) and hetero-
chromatic (het.) control regions were mapped outside
of these genes. Inwt larvae, GlcNAc ChIP signals at the
–30 kbUbx PREwere comparable in wing and haltere/
third leg chromatin, but at the +32kb PRE the signal
in haltere/third-leg chromatin was two- to threefold
lower than in wing chromatin, paralleling PRC1 and
PRC2 binding (14). (B) ChIP signals in WT (blue
bars) and sxc– wing discs (orange bars) representing
Pho, E(z), and Ph binding.
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mice, in which it is required for the viability of
embryonic stem cells (17, 18), but dispensable
for the normal development of Caenorhabditis
elegans (19). In contrast, Drosophila mutants
lacking Sxc/Ogt and O-GlcNAcylation display
a specific phenotype: loss of Polycomb repres-
sion. sxc mutants show no other obvious devel-
opmental defects, suggesting that PcG repression
is the main process that critically depends on
O-GlcNAcylation in Drosophila. We provide
evidence that Ph is GlcNAcylated. Although it
remains to be determined whether Ph is indeed
the relevant Sxc/Ogt substrate in PcG repression,
it is tempting to speculate that the function of
Sxc/Ogt in gene silencing may be to GlcNAcylate
Ph. The sxc null phenotype is not as severe as that
of other PcGmutants, notably that of ph [(1, 20, 21)
and this study]. Thus, if GlcNAcylation of Ph con-
tributes to its function, Ph still retains partial repres-
sor activity in the absence of this modification. One
possibility would be that GlcNAcylation of Ph is
needed for efficient anchoring of Ph to PREs and/or
for the capacity of PRE-tethered Ph to maintain a
repressed chromatin state at target genes.

AllDrosophila PcG proteins are conserved in
vertebrates, and the PcG system represses a large
set of orthologous developmental regulator genes
both during Drosophila development and in
mammalian embryonic stem cells (13, 22). Thus,
GlcNAcylation of Polyhomeotic homologs, or
perhaps other PcG proteins, may also be an evo-
lutionary ancient and essential function of Ogt
in vertebrates.
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Ligand-Gated Chloride Channels
Are Receptors for Biogenic Amines
in C. elegans
Niels Ringstad,* Namiko Abe,*† H. Robert Horvitz‡

Biogenic amines such as serotonin and dopamine are intercellular signaling molecules that
function widely as neurotransmitters and neuromodulators. We have identified in the nematode
Caenorhabditis elegans three ligand-gated chloride channels that are receptors for biogenic
amines: LGC-53 is a high-affinity dopamine receptor, LGC-55 is a high-affinity tyramine receptor,
and LGC-40 is a low-affinity serotonin receptor that is also gated by choline and acetylcholine.
lgc-55 mutants are defective in a behavior that requires endogenous tyramine, which indicates that
this ionotropic tyramine receptor functions in tyramine signaling in vivo. Our studies suggest
that direct activation of membrane chloride conductances is a general mechanism of action for
biogenic amines in the modulation of C. elegans behavior.

Biogenic amines function in diverse neu-
ronal circuits as neurotransmitters and
neuromodulators. Therapeutics for many

psychiatric disorders, including major depres-
sion, schizophrenia, and bipolar affective dis-
order, target signaling pathways of such biogenic
amines as serotonin, dopamine, and noradrenaline
(1). Biogenic amine signaling pathways are also
targets of drugs of abuse (1). Almost all known
biogenic amine receptors are G protein–coupled
receptors (GPCRs) that signal though the activa-
tion of heterotrimeric guanine nucleotide–binding

proteins (G proteins), which activate second-
messenger signaling pathways. However, there
exists a second type of biogenic amine receptor:

Fig. 4. Sxc/Ogt glycosylates Ph in Drosophila.
Extracts of wild-type (WT) or sxc1/sxc7 (sxc–) mu-
tant larvae were subjected to affinity-purification
with WGA-agarose under native or denaturing
(denat.) conditions (3) and probed with anti-
bodies to PRC1 subunits Ph, Pc, Ring, and Scm;
PhoRC subunits dSfmbt and Pho; PRC2 subunits
Su(z)12 and Nurf55; the large RNA polymerase
II subunit Rpb1; and Ogt. “I” indicates 0.5% of
input extract and “E” indicates 10% of affinity-
purified material. Ph, but none of the other
proteins, is strongly enriched in WGA affinity–
purified material (lanes 2 and 4); no enrich-
ment of any protein is seen in material purified
from sxc mutant larvae (lane 6). Weak enrich-
ment of dSfmbt under native (lane 4) but not
denaturing conditions (lane 2) probably reflects
association with GlcNAc-modified Ph. Levels of
Ph are increased in sxc mutant larvae as com-
pared with those in WT larvae (compare lane 5
with lanes 1 and 3), possibly reflecting a failure
to downregulate Ph expression by the PcG sys-
tem through PREs in the Ph gene (23).
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Fig. 1. Biogenic amines evoke currents in Xenopus oocytes expressing
LGC-53, LGC-55, or LGC-40. (A, C, and E) Whole-cell currents recorded
from Xenopus oocytes expressing LGC-53, LGC-55, or LGC-40 during ap-
plication of serotonin (5-HT), dopamine (DA), octopamine (OA), tyramine
(TA), and histamine (HA). The concentrations of applied neurotransmitters
were 10 mM in (A) and (B) and 100 mM in (C). (B and D) Dose-response
curves for dopamine- and tyramine-evoked currents in Xenopus oocytes
expressing LGC-53 and LGC-55, respectively. Each point (T SEM) rep-
resents the average of three to five recordings. Dose-response data were
fitted to the Hill equation and normalized to the maximum amplitude of

the current (Imax). The EC50 of dopamine for LGC-53 was 4.4 mM, and the
estimated Hill coefficient was 1.9. The EC50 of tyramine for LGC-55 was
6.0 mM, and the estimated Hill coefficient was 1.8. (F) Dose-response
curves for serotonin-, acetylcholine-, and choline-evoked currents in
Xenopus oocytes expressing LGC-40. Dose-response data were fitted to
the Hill equation and normalized to Imax. n ≥ 5. The EC50 of serotonin for
LGC-40 was 905 mM, and the estimated Hill coefficient was 2.7. The EC50
values of acetylcholine and choline for LGC-40 were 87 mM and 3.4 mM,
respectively, and the estimated Hill coefficients were 1.5 and 1.9,
respectively.

Fig. 2. Pharmacological charac-
terizations of the ionotropic do-
pamine receptor LGC-53 and
the ionotropic choline receptor
LGC-40. (A) Inhibition of LGC-53
currents by dopamine-receptor
antagonists. The mean ratios
(T SEM) of the peak currents
evoked in the presence and ab-
sence of the indicated dopamine
receptor antagonist are shown.
n ≥ 5. Drugs were tested at a
concentration of 100 mM, and
5 mM dopamine was used to
evoke LGC-53 currents. (B to D)
Dose-response curves for the in-
hibition by haloperidol, risperi-
done, and spiperone of LGC-53
currents. Dopamine (5 mM) was
used to evoke currents in oocytes
expressing LGC-53 in the pres-
ence of different concentrations
of dopamine receptor antago-
nists. Currents were normalized
to the current evoked by 5 mM
dopamine in the absence of re-
ceptor antagonists. n ≥ 5. (E and F) Dose-response curves for the inhibition by atropine, d-tubocurarine, and hemicholinium-3 of LGC-40 currents. Currents were
evoked by 2 mM choline in oocytes expressing LGC-40 in the presence of different concentrations of compounds. Currents were normalized to the current evoked
by 2 mM choline in the absence of any compounds. n ≥ 5.
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biogenic amine-gated ion channels. The verte-
brate 5-hydroxytryptamine (serotonin) receptor 3A
(5-HT3 receptor) is a serotonin-gated cation chan-
nel (2, 3). Two arthropod histamine receptors and
the Caenorhabditis elegansMOD-1 serotonin re-
ceptor are biogenic amine–gated chloride chan-
nels (4–8). These biogenic amine–gated channels
from diverse phyla suggest a mechanism of action
for their cognate ligands: fast excitation or inhibi-
tion analogous to the response to the activation of
nicotinic acetylcholine receptors or to the activa-
tion of g-aminobutyric acid type A (GABAA)
receptors, respectively. We report that such a
mechanism of action for biogenic amines is more
general: a single species, C. elegans, expresses
multiple ion channels gated by biogenic amines.

The known biogenic amine–gated ion chan-
nels are members of the Cys-loop family of ion
channels. Using database searches of proteins
encoded by theC. elegans genome, we identified
26 presumptive Cys-loop family ion channels
that are highly similar to the MOD-1 serotonin-
gated chloride channel (9) [E values reported by
the BLAST algorithm range from 10−35 to 10−94

(table S1)]; 23 have sequences in their pore-
forming M2 transmembrane domains, predicted
to confer chloride selectivity (10). We expressed
these 26 receptors individually in Xenopus laevis

oocytes and tested them for receptor activity
using a two-electrode voltage clamp to monitor
whole-cell currents evoked by application of a
panel of agonists, including the biogenic amines
serotonin, dopamine, octopamine, tyramine, and
histamine (11). We identified three genes that en-
code ion channels activated by biogenic amines:
lgc-40, lgc-53, and lgc-55. LGC-53 was activated
with the highest efficacy by dopamine (Fig. 1A),
with a median effective concentration (EC50) of
4.4 mM (Fig. 1B). LGC-55 was activated with the
highest efficacy by tyramine with an EC50 of 6.0
mM (Fig. 1, C and D). LGC-40 was activated only
by high concentrations of serotonin (EC50 = 905
mM) (Fig. 1, E and F). We tested whether other
potential ligands could be more effective and
found that choline and acetylcholine gated LGC-
40 at lower concentrations (choline EC50 = 3.4
mM, acetylcholine EC50 = 87 mM) (Fig. 1F) (12).
Compounds that block ion channels endogenous
to Xenopus oocytes failed to block agonist-evoked
whole-cell currents in oocytes expressing LGC-
40, LGC-53, and LGC-55, which indicates that
such endogenous channels do not mediate the
agonist-evoked currents (fig. S1).

Ligand binding by Cys-loop family ion chan-
nels is mediated by the amino-terminal extra-
cellular domains of channel subunits (13). We

aligned the extracellular domain sequences of
LGC-40, LGC-53, and LGC-55 with those of
MOD-1 and 5-HT3 receptor subunits and of other
Cys-loop family receptors, but did not identify
any amino acids that were conserved specifically
among amine-gated channels (fig. S2).

All previously characterized dopamine recep-
tors are GPCRs (1). We tested whether antago-
nists of G protein–coupled dopamine receptors
can inhibit the LGC-53 dopamine-gated ion chan-
nel. Of seven antagonists tested (Fig. 2A), three
acted with a median inhibitory concentration
(IC50) of less than 100 mM: risperidone (IC50 =
40 mM), haloperidol (IC50 = 32 mM), and
spiperone (IC50 = 38 mM) (Fig. 2, B to D) (11).
Risperidone, haloperidol, and spiperone all are in
clinical use as antipsychotics (1). Because these
drugs also block LGC-53, we suggest that some of
their actions as therapeutics might be through
inhibition of a yet-to-be-identified human dopa-
mine receptor that, like LGC-53, is composed of
Cys-loop family channel subunits.

We tested d-tubocurarine and atropine, an-
tagonists of ionotropic and G protein–coupled
acetylcholine receptors, respectively (1), and
hemicholinium-3, a blocker of the high-affinity
choline transporter (14), for effects on choline-
evoked currents in oocytes expressing LGC-40

Fig. 3. LGC-40, LGC-53,
and LGC-55 are chloride
channels. (A) Alignment
of sequences from the
presumptive M2 region
of amine-gated ion chan-
nels, which determines
ion selectivity of Cys-
loop family ion channels
(10, 13, 29). Cation-
selective 5-HT3 receptor
subunits are labeled in
green, andanion-selective
MOD-1, HCLA, and HCLB
subunits are labeled in
red. (B to D) Current-
voltage relations (I-V
curves) of LGC-40, LGC-
53, and LGC-55 in ND96
medium (which contains
96 mM sodium and 104
mMchloride), sodium-free
medium (0 mM sodium
and104mMchloride), or
low-chloride medium (96
mM sodium and 8 mM
chloride). The mean re-
versal potential T SEM
from four to five exper-
iments under each con-
dition is shown.
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(Fig. 2, F and G). LGC-40 currents were blocked
by low concentrations of d-tubocurarine (IC50 =
8.3 mM) but were relatively insensitive to atro-
pine (Fig. 2F). Hemicholinium-3 was the most
effective antagonist of the LGC-40 channel, with
an IC50 of 2.0 mM (Fig. 2G). Thus, LGC-40 is
sensitive to both a canonical antagonist of
acetylcholine-gated ion channels and an inhibitor
of the high-affinity choline transporter.

The presumptive M2 regions, which are pre-
dicted to determine the ion selectivity of Cys-loop
family ion channels, of LGC-40, LGC-53, and
LGC-55 are more similar to the M2 regions of
known chloride channels than to those of known
cation channels (Fig. 3A) (10, 13). To test whether
these receptors are chloride channels, we mea-
sured the reversal potentials of agonist-evoked
currents in Xenopus oocytes expressing LGC-40,
LGC-53, and LGC-55 (Fig. 3, B through D). In

solutions containing 96 mM Na+ and 104 mM
Cl–, ligand-evoked currents reversed at –23 to –26
mV, close to the reversal potential for chloride in
Xenopus oocytes (15). Replacement of sodium
ions with N-methyl-D-gluconate (NMDG) or cho-
line did not alter the reversal potentials of the
evoked currents. Replacement of chloride ions
with gluconate shifted the reversal potentials
positively by 17 to 31 mV (Fig. 3, B to D) (16).
These data indicate that LGC-40, LGC-53, and
LGC-55 are chloride channels. The observed
shift in reversal potential was less than predicted
for channels that are perfectly selective for chlo-
ride over other anions (our unpublished observa-
tions); perhaps these channels might also pass the
anions we used to replace chloride.

To identify biological functions of these
amine-gated chloride channels, we isolated lgc-
40, lgc-53, and lgc-55 deletion mutants (fig. S3).
lgc-55 mutants, which lack the tyramine-gated
chloride channel, had a behavioral defect that
indicates an in vivo function for this receptor
in tyraminergic signaling. Tyramine from the
RIM motor neurons suppresses small rapid head
movements during touch-evoked locomotory re-
versals (17). (RIM neurons are a pair of inter–
motor neurons that innervate muscles in the head
via neuromuscular junctions in the nerve ring.)
Animals lacking endogenous tyramine fail to
suppress these head oscillations and exhibit the
Sho phenotype (suppression of head oscillations–
defective), as do animals lacking the tyraminergic
RIM motor neurons (17) (Fig. 4A). Similarly,
lgc-55 mutants continued to execute head move-
ments during touch-evoked reversals (Fig. 4A).
The Sho phenotype of lgc-55 mutants was
rescued by transgenes containing the lgc-55
cDNA fused to lgc-55 promoter sequences and
by transgenes containing the lgc-55 cDNA fused
to the unc-119 promoter, which drives expression
broadly in the nervous system (18). To identify
cells that express LGC-55, we created transgenic
animals expressing green fluorescent protein
under the control of the lgc-55 promoter (18).
We observed expression of this reporter trans-
gene in head muscles and in the glia-like GLR
cells, which are connected to the head muscles
by gap junctions (19), and weaker expression in
many unidentified head neurons (Fig. 4B). We
also observed strong expression in the ALM and
AVM mechanosensory neurons (not shown).
Expression of lgc-55 in muscles, including head
muscles, did not rescue the Sho phenotype of lgc-
55 mutants (Fig. 4A). Our findings suggest that
LGC-55 can act in the GLR cells or neurons to
control head movements and establish that the
LGC-55 tyramine receptor functions in vivo in
the tyraminergic control of head movements. No
behavioral abnormalities were detected in mu-
tants that carry deletions in lgc-40 and lgc-53
(20).

We conclude that, including MOD-1, there
exist in C. elegans at least four ligand-gated chlo-
ride channels that can be activated by biogenic
amines. Our results indicate that ligand-gated

chloride channels constitute a class of receptor
for biogenic amines and that direct activation
of membrane chloride conductances is a general
mechanism of biogenic amine action inC. elegans.
Biogenic amine–gated chloride channels might
exist in the nervous systems of animals other than
C. elegans and arthropods. In mollusks, synaptic
dopamine rapidly activates a chloride conduct-
ance that is blocked by picrotoxin, an antagonist
of ligand-gated chloride channels (21–24). In the
mammalian brain, histaminergic neurons project
to the hypothalamus and use rapid inhibitory syn-
aptic signals that (i) are not mediated by G protein
signaling, (ii) are picrotoxin-sensitive, and (iii) are
mediated by chloride conductances (25). The mo-
lecular identity of the histamine receptor in this
synapse is not known, but the recent demon-
stration that GABAA receptor subunits can form
histamine-gated chloride channels in vitro sug-
gests that an ionotropic histamine receptor might
contain known ligand-gated chloride channel sub-
units (26). If direct activation of ligand-gated
chloride channels is a mechanism of biogenic
amine action in the mammalian brain, such re-
ceptors might be therapeutic targets, given the
many links between aminergic signaling and
psychiatric disorders (1, 27).
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LXR Regulates Cholesterol Uptake
Through Idol-Dependent
Ubiquitination of the LDL Receptor
Noam Zelcer,* Cynthia Hong, Rima Boyadjian, Peter Tontonoz†

Cellular cholesterol levels reflect a balance between uptake, efflux, and endogenous synthesis.
Here we show that the sterol-responsive nuclear liver X receptor (LXR) helps maintain cholesterol
homeostasis, not only through promotion of cholesterol efflux but also through suppression of
low-density lipoprotein (LDL) uptake. LXR inhibits the LDL receptor (LDLR) pathway through
transcriptional induction of Idol (inducible degrader of the LDLR), an E3 ubiquitin ligase that
triggers ubiquitination of the LDLR on its cytoplasmic domain, thereby targeting it for degradation.
LXR ligand reduces, whereas LXR knockout increases, LDLR protein levels in vivo in a tissue-
selective manner. Idol knockdown in hepatocytes increases LDLR protein levels and promotes LDL
uptake. Conversely, adenovirus-mediated expression of Idol in mouse liver promotes LDLR
degradation and elevates plasma LDL levels. The LXR-Idol-LDLR axis defines a complementary
pathway to sterol response element–binding proteins for sterol regulation of cholesterol uptake.

The low-density lipoprotein (LDL) receptor
(LDLR) is central to the maintenance of
plasma cholesterol levels (1). Mutations in

this receptor are the leading cause of autosomal
dominant hypercholesterolemia, characterized by
elevated plasma cholesterol levels, and increased
risk of cardiovascular disease (2, 3). In line with
its pivotal role in cholesterol homeostasis, ex-
pression of the LDLR is tightly regulated. Tran-
scription of the LDLR gene is coupled to cellular
cholesterol levels through the action of the sterol
response element–binding protein (SREBP) tran-

scription factors (4, 5). Enhanced processing of
SREBPs to their mature formswhen cellular sterol
levels decline leads to increased LDLR transcrip-
tion (6). Posttranscriptional regulation of LDLR
expression is also a major determinant of lipo-
protein metabolism. Genetic studies have identi-
fied mutations in the genes encoding the LDLR
adaptor protein 1 (LDLRAP1/ARH) (7, 8) and the
SREBP target gene proprotein convertase subtil-
isin/kexin 9 (PCSK9) that result in altered stability,
endocytosis, or trafficking of the LDLR (9–13).

The liver X receptors (LXRs) are also impor-
tant transcriptional regulators of cholesterol metab-
olism. LXRa (NR1H3) and LXRb (NR1H2) are
sterol-dependent nuclear receptors activated in
response to cellular cholesterol excess (14). LXR
target genes such as ABCA1 and ABCG1 pro-
mote the efflux of cellular cholesterol and help to
maintainwhole-body sterol homeostasis (15, 16).
Mice lacking LXRs accumulate sterols in their

tissues and manifest accelerated atherosclerosis,
whereas synthetic LXR agonists promote reverse
cholesterol transport and protect mice against
atherosclerosis (17–19). The coordinated regu-
lation of intracellular sterol levels by the LXR
and SREBP signaling pathways led us to inves-
tigate whether LXRs control the uptake as well as
efflux of cholesterol.

We initially tested the ability of LXRs to
modulate LDL uptake in HepG2 human liver
cells and primary mouse macrophages (20).
Treatment with synthetic LXR ligand (GW3965
or T1317) decreased binding and uptake of
boron-dipyrromethene (BODIPY)-labeled LDL
(Fig. 1A). The LXR ligands modestly induced
changes in LDLR mRNA expression (fig. S1A);
however, they decreased LDLR protein levels
rapidly and in a dose-dependent manner, and this
effect was independent of cellular sterol levels
(Fig. 1, B to D). Levels of ABCA1 protein, an
established target of LXR, were reciprocally in-
creased by LXR ligands (Fig. 1, B to D). LXR
ligands had no effect on LDLR levels in macro-
phages or mouse embryonic fibroblasts (MEFs)
lacking LXRa and LXRb (Fig. 1E and fig. S1B).
LXR activation also decreased LDLR protein but
not mRNA levels in human SV589 fibroblasts
(fig. S1, C and D) (21).

To investigate the link between endogenous
LXR ligands and LDLR expression, we used an
adenovirus vector encoding oxysterol sulfotrans-
ferase (Sult2b1) (22, 23). Depletion of oxysterol
agonists by Sult2b1 in SV589 cells led to increased
LDLR protein, and this effect was reversed by
synthetic ligand (fig. S1E). We further tested the
effect of LXR agonists on LDLR produced from a
transfected vector (i.e., not subject to endogenous
SREBP regulation). In HepG2 cells stably ex-
pressing an LDLR–green fluorescent protein (GFP)
fusion protein, LDLR-GFP expression was local-
ized primarily on the plasma membrane (Fig. 1F).
Ligand activation of LXR decreased LDLR-GFP
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levels and redistributed the protein from the plasma
membrane to intracellular compartments.

To investigate the mechanism by which LXR
affects the LDLR, we examined LXR target
genes by transcriptional profiling.We identified a
potential mediator, denoted on our array as
9430057C20Rik (table S1), that corresponds to
a protein originally identified on the basis of its
interaction with myosin regulatory light chain
(24). We propose that this protein, which has been
variably referred to asMir andMylip, be renamed
Idol (for inducible degrader of the LDLR) to re-
flect its biologic function. Idol contains a band 4.1
andEzrin/Radixin/Moesin homology (FERM)do-
main that mediates interactions with cytoplasmic
domains of transmembrane proteins (25, 26).
Unique among FERM domain-containing pro-
teins, Idol also contains a C-terminal RING do-
main and has been proposed to act as an E3
ubiquitin ligase, although its biological substrate(s)
have not been identified (24, 27). Idol mRNA is
widely expressed in mice in vivo (fig. S2A).
Exposure of cells to increasing concentrations of
LDL induced the expression of both Idol and
Abca1 mRNA, indicating that their expression is
responsive to extracellular cholesterol levels (fig.
S2B). Furthermore, LXR agonists induced Idol
expression inmultiple cells in an LXR-dependent
manner, including primary hepatocytes, primary
macrophages, MEFs, and HepG2 cells (Fig. 2A
and fig. S2, C to E). Treatment of mice with
GW3965 induced expression of Idol in multiple
tissues, including the spleen, intestine, and adrenals
(Fig. 2B). Only modest regulation of Idol by LXR
agonist was observed in liver, consistent with the
degree of Abca1 regulation (fig. S2F). Idol mRNA
levels were also substantially decreased in the
spleen and liver of Lxrab−/−mice compared with
those of wild-type (WT) controls (fig. S2G).

LXR regulation of Idol was not sensitive to
cycloheximide, suggesting that it was a direct
transcriptional effect (fig. S3A). It was not sec-
ondary to induction of SREBP-1c, because oxy-
sterols that block SREBP processing still induced
Idol expression (fig. S3B). LXRs activate target
genes by binding to consensus elements (LXREs)
in their promoters. We identified an LXRE ~2.5
kilobases upstream of the mouse Idol translation
start site (fig. S3C) and generated a reporter con-
struct encompassing this region. Activation by
LXRa and GW3965 resulted in a roughly four-
fold increase in reporter activity that was largely
abolished in the absence of a functional LXRE
(fig. S3D). Electromobility shift analysis showed
that LXR/RXR bound to WT but not mutant
versions of the Idol LXRE (fig. S3E).

Given that Idol is a putative E3 ubiquitin
ligase, we hypothesized that Idol induction might
underlie the ability of LXRs to regulate LDLR
abundance. Using a cotransfection system in
human embryonic kidney (HEK) 293T cells, we
found that Idol expression redistributed LDLR-
GFP from the plasma membrane to an intracel-
lular compartment (Fig. 2C) and reduced the
level of LDLR-GFP protein in a dose-dependent

manner (Fig. 2D). Even levels of Idol protein too
low to be detected by our antibody were effec-
tive. In contrast, Idol carrying a point mutation
[Cys387→Ala387 (C387A)] in the catalytic RING
domain (27) had no effect on the LDLR (Fig. 2C
and fig. S4A). Idol levels are very low, even when
driven from an exogenous vector, suggesting that
Idol is an unstable protein. In support of this idea,
Idol levels were greatly enhanced when the RING
domain was mutated, raising the possibility that
Idolmight catalyze its own degradation (fig. S4A).

The effect of Idol on membrane proteins
appears to be selective for the LDLR. Levels of
transfected LRP1-GFP or b-amyloid precursor
protein–GFP proteins, both of which undergo
regulated endocytosis similar to the LDLR, were
unaffected by Idol expression (fig. S4A). Sim-
ilarly, Idol did not influence protein levels of

ABCA1-GFP, endogenous transferrin receptor,
endogenous myosin regulatory light chain, or the
LDLR family members Lrp4 and SorLA (fig. S4,
A and B). The very closely related family mem-
ber ApoER2 was marginally affected by Idol.
Adenovirus-mediated expression of Idol reduced
LDLR protein levels in primary hepatocytes,
HepG2 cells, and McR-H7777 rat hepatocytes
(Fig. 2E) and also reduced LDL uptake in MEFs
and McR-H7777 cells (Fig. 2F).

To explore the role of endogenous Idol in
LDLR regulation, we developed short hairpin
RNAs (shRNAs) targeting Idol (fig. S5). Idol-
specific shRNAs increased LDLR protein levels
inMEFs (Fig. 3A) andMcR-H7777 cells (Fig. 3B)
without affecting LDLR or LXR or SREBP2 tar-
get mRNAs (Fig. 3C and fig. S5), suggesting that
Idol activity is a physiological mechanism for reg-
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ulating LDLR abundance. In support of this idea,
Idol-specific shRNAs increased LDL uptake in
both fibroblasts (Fig. 3D) and McR-H7777 cells
(Fig. 3E). Finally, the ability of an LXR ligand to
reduce LDLR protein levels was diminished by
Idol shRNA, implicating Idol in LXR-dependent
regulation of the LDLR (Fig. 3F).

Pulse-chase labeling studies showed that Idol
did not block LDLRmRNA translation or appear-
ance of the immature protein, but it completely
prevented appearance of the mature glycosylated
form (Fig. 4A). Given that mutation of the RING
domain inactivates Idol, the most parsimonious
explanation for our data is that Idol acts as an E3
ligase to trigger ubiquitination of the LDLR itself,
thereby marking it for degradation. We found that
ubiquitination of transfected LDLR in 293T cells
was dramatically enhanced by expression of active
but not mutant Idol (Fig. 4B). Analysis of a series
of LDLR receptor mutants that become trapped at
various stages of the maturation or recycling path-
way revealed that Idol is capable of acting in the
endoplasmic reticulum (ER). LDLR [Gly546 →
Asp546 (G546D)], which is unable to exit the ER
(28), could still be degraded by Idol (Fig. 4C).
Treatment of cells with brefeldin A, which blocks
protein trafficking out of the ER, did not inhibit
ubiquitination of theWT LDLR (fig. S6A) or the
G546D mutant (fig. S6B). Treatment with am-
monium chloride, a disruptor of lysosomal pH,
inhibited LXR-induced endogenous LDLR degra-
dation (fig. S6C). These data suggest that Idol can
ubiquitinate the precursor LDLR in the ER and that
subsequent trafficking to the lysosome is required
for degradation. We also observed LXR ligand-

dependent ubiquitination of endogenous LDLR in
primary macrophages (Fig. 4D) and Idol-dependent
ubiquitination of endogenous LDLR in primary

hepatocytes (Fig. 4E). GW3965 triggered LDLR
ubiquitinationwithin 4hours, consistentwith the time
course of LDLR degradation (Figs. 1D and 4D).
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Wedetermined the structural requirements for
Idol-dependent LDLR degradation with the use
of mutational analysis. Idol had no effect on an
LDLR lacking the entire 50–amino acid intracel-
lular domain (fig. S6D). The LDLR intracellular
domain contains three highly conserved lysine
residues and one cysteine that could be potential
sites for ubiquitination (Fig. 4F) (29). Single mu-
tations of any of these residues, or combined mu-
tation of all three lysine residues, did not prevent
Idol from degrading the LDLR (Fig. 4G and fig.
S6E). However, superimposing a cysteine muta-
tion on constructs containing two or three mu-
tated lysines rendered the LDLR insensitive to
degradation. Additional mutagenesis revealed that
either an intact Lys20 (K20) or an intact Cys29

(C29) was required for Idol-mediated degradation
(Fig. 4G and fig. S6E). Finally, not only did com-
binedmutation of the K20 and C29 residues block
LDLR degradation by Idol, it also blocked ubiq-
uitination (Fig. 4H). The proteasome blocker
MG132, despite stabilizing Idol protein, did not
stabilize the LDLR, consistent with previous reports
that degradation of the LDLR occurs in the lyso-
some (Fig. 4H) (30, 31).

To investigate whether activation of the LXR-
Idol pathway affects LDLR expression in vivo,
we treated mice with GW3965. LXR agonist re-
duced LDLR protein levels in a tissue-selective
manner, concordant with the degree of Idol in-
duction (Figs. 2B and 5A). Whereas prominent
effects were observed in intestine and peritoneal

macrophages, LXR ligand had minimal effect
on Idol mRNA and LDLR protein levels in the
liver. Notably, we observed a reciprocal effect
on LDLR protein levels in resident macrophages
and intestine when we analyzed mice in which the
LXR-Idol pathway is inactive (Fig. 5B). LDLR
protein levels were substantially higher in macro-
phages and intestine of LXRab–/– mice as com-
pared with WT controls. LDLR levels were also
slightly higher in the liver. Thus, gain or loss of
LXR-Idol activity affects LDLRexpression in vivo.

Because Idol was not subject to strong LXR
regulation in the liver, we employed an alter-
native strategy to test its function in this tissue.
We infected mice with adenoviral vectors encod-
ing b-galactosidase or mouse Idol. Idol expression

Fig. 4. Idol reduces LDLR pro-
tein expression through ubiquiti-
nation of conserved residues in
its cytoplasmic domain. (A) 24
hours after infection with Ad-LacZ
or Ad-Idol HepG2-LDLR-GFP, cells
were pulsed with [35S]methionine
and [35S]cysteine for 15 min and
chased as indicated. Samples
were immunoprecipitated at the
indicated time points after la-
beling. (B) HEK293 cells were
cotransfected with LDLR-GFP,
Idol, and HA-ubiquitin expression
plasmids. After 36 hours, lysates
were subjected to immunopre-
cipitation (IP) and immunoblot-
ting. HA, hemagglutinin; Ub,
ubiquitin; WB, Western blot. (C)
Total HEK293 cell lysates were
analyzed by immunoblotting 48
hours after cotransfection with
Idol and WT or mutant LDLR ex-
pression plasmids. p, immature
protein; m, mature glycosylated
form. (D) Peritonealmacrophages
were cultured in sterol-depletion
medium and treated with 1 mM
GW3965 for 4 hours. Total lysates
were immunoprecipitated with
anti-ubiquitin, then immuno-
blotted (IB) for LDLR. (E) Primary
mouse hepatocytes were infected
with Ad-GFP or Ad-Idol and
cultured in sterol-depletion me-
dium. After 24 hours, lysates
were immunoprecipitated with
anti-ubiquitin antibody and then
immunoblotted for LDLR. (F)
Evolutionary conservation of the
LDLR intracellular domain.
Potential ubiquitination sites are
indicated. (G) Immunoblot analy-
sis of HEK293 total cell lysates
cotransfected with control or Idol
expression plasmids along with
the indicated mutated LDLR
constructs. Numbering in the LDLR constructs refers to Fig. 1F. (H) HEK293 cells were cotransfected with LDLR, mutant LDLR (K6R/K20R/C29A), Idol, and
HA-ubiquitin expression plasmids as indicated. Subsequently, cells were treated with vehicle or 25 mMMG132 for 6 hours. Blots are representative of at least two
independent experiments. IgG, immunoglobulin G.
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increased plasma levels of total and unesterified
cholesterol, whereas levels of triglycerides, free
fatty acids, and glucose were not significantly
altered (Fig. 5C and fig. S7A). Fractionation of
plasma lipoproteins revealed that Idol expression
caused a phenotype reminiscent of that exhibited
by Ldlr(–/–) mice, with the appearance of a prom-
inent LDL peak not present in the control mice
(Fig. 5D and fig. S7B). Plasma apoB protein
levels were increased by approximately threefold
in Idol-transducedmice, and therewas no difference
in PCSK9 levels (fig. S7, C andD). Consistent with
our in vitro results, hepatic expression of LXR and
SREBP-2 target genes was not affected by Idol ex-
pression (fig. S7E), but LDLR protein levels were
markedly reduced (Fig. 5E). In contrast, transferrin
receptor levels were not altered by Idol. Finally,
Idol adenovirus had no effect on plasma choles-
terol levels (fig. S8A) or lipoprotein profiles (fig.
S8B) in Ldlr(–/–) mice, demonstrating that Idol
requires LDLR expression for these effects.

In summary, we have shown that the sterol-
sensitive nuclear receptor LXR regulates LDLR-
dependent cholesterol uptake through a pathway
independent of the SREBPs. LXR induces the
expression of Idol, which in turn catalyzes the
ubiquitination of the LDLR, thereby targeting it
for degradation. These results provide a potential
explanation for an earlier observation that an
ectopically expressed LDLR could still be reg-
ulated by sterols (32). Identification of the Idol-
LDLR pathway fills a gap in our understanding of
how LXRs control cholesterol homeostasis. The
ability of LXRs to respond to excess cellular cho-
lesterol by promoting efflux through ABC trans-
porters has been extensively documented (14).
The LXR-Idol-LDLR pathway provides a mech-
anism to simultaneously limit LDL cholesterol
uptake. Idol and ABCA1 are coordinately regu-

lated by LXR in a cell-type selective manner,
consistent with this functional link.

The LXR-Idol pathway appears to be most ac-
tive in peripheral cells such as macrophages, adre-
nals, and intestine. At the same time, however, Idol
is constitutively expressed in the liver, and gain or
loss of Idol function in cultured hepatocytes regu-
lates LDLR protein levels and affects LDL uptake.
Forced expression of Idol in liver in vivoprofoundly
reduces LDLR levels, further indicating that Idol is
capable of degrading LDLR in this tissue.

Whether Idol expression is required for LDLR
degradation in vivo is a critical question that
remains to be addressed. If it is required, then
conceivably the Idol pathway could be targeted
pharmacologically so as to increase LDLR levels
and enhance LDL clearance.
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Fig. 5. Idol expression regulates LDLR
expression and affects plasma cholesterol
and LDL levels in vivo. (A) C57BL/6 mice
were treated for 3 days with 40 mg/kg per
day GW3965 by oral gavage. Total lysates
from resident peritoneal macrophages,
small intestine (ileum), and liver were ana-
lyzed for protein levels by immunoblotting.
Macrophages were isolated from the peri-
toneal cavity and processed without in vitro
culture. (B) Total lysates frommacrophages,
small intestine (ileum), and liver from WT
and Lxrab–/–mice were analyzed by immu-
noblotting. Macrophages were isolated
from the peritoneal cavity and processed
without in vitro culture. (C) Analysis of plas-
ma cholesterol 6 days after transduction of
C57BL/6mice with Ad-b-gal or Ad-Idol. (n=
8 mice per group) ***P < 0.001. (D) Cho-
lesterol content of size-fractionated lipo-
proteins frommice infected with Ad-b-gal or
Ad-Idol. (E) Immunoblot analysis of total
liver lysates. Data are representative of at
least two independent experiments.
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nonradioactive TLC plates. Both lines feature a high-resolution 16-bit,

color charge–coupled device camera inside a darkroom. It takes just a

few simple mouse clicks and a few seconds for the instrument to provide

accurate results as TLC plate images and chromatograms. These good-

laboratory-practices compliant systems are compact enough to fit inside

a fume hood and can be supplied with a computer or connected to one

in the laboratory. The darkrooms are designed with overhead ultraviolet

(254 nm and 365 nm) and white lighting to provide the flexibility to au-

tomatically image all fluorescent or visible TLC plates. The Chromascan

darkroom is computer controlled and its camera has a motorized zoom

lens with feedback, for full-process automation.

Syngene

For information 800-686-4407

www.syngene.com

Microplate Mover
The Orbiter RS is a high-speed microplate mover offering reliable per-

formance with flexible plate handling. Extensive vertical reach allows

multiple stacked or high-density instruments to be loaded in a small

footprint, and a bidirectional telescoping arm provides superior reach,

improved user safety, and unlimited base rotations within a 360° work-

space. It accommodates plate formats from shallow to deep well, in ad-

dition to tip boxes and lids, tubes, and racks. This flexibility is further

supported by random or sequential plate access, and the ability to mix

modes of storage as assay requirements change. For safety, the robotic

arm is able to pass through the base and remain inside the rotating base

while turning. It features closed-loop motion control, collision detection,

and position recovery.

Thermo Fisher Scientific

For information 905-332-2000

www.thermofisher.com

Wellplate-Transfer Robot
The Wellplate-Transfer Robot System is an automated platform designed to

handle multiwell microplates. At the center of the system is a mountable three-

axis robot that automatically transfers standard wellplates from 11 slot hotels

to an Applied Scientific Instruments (ASI) automated XY stage. The ASI stage

provides high resolution and high repeatability and can be mounted onto any

common research-grade inverted microscope. The focus can also be automated

with one of ASI’s DC servomotor Z-drives, which can be retrofitted to the fine-

focus shaft of most microscopes or with one of ASI’s patented piezo-Z top-plate

stages for nanometer-scale focusing. The robot can be controlled through its

Teaching Pendant or through RS-232 serial communication.

ASI/Applied Scientific Instrumentation

For information 800-706-2284

www.ASIimaging.com

Microplate Handler
The BenchCel R-Series microplate handlers feature a high-speed robot

that can access integratedmicroplate stacks and peripheral instruments.

This customizable, modular design provides the flexibility and scalability

required to meet the needs of the most diverse laboratory applications.

They are available in two-rack, four-rack, and six-rack configurations,

with options for rack capacity and style. Even the smallest instrument in

the series can support three peripheral instruments, allowing customers

to create highly configurable workstations that combine a broad range

of functionality, including barcode labeling, microplate sealing, plate

reading, centrifugation, and sophisticated liquid handling using Agilent

or third-party peripherals. The series offers the convenience of being

able to store and handle most types of microplates, lidded plates, tip

boxes, and tube racks. A novel delidding function removes and replaces

lids as needed.

Agilent Automation Solutions (formerly Velocity11)

For information +44-1763-269110

www.velocity11.com

Homogenizing System
The DPS-20 from Pro Scientific is a compact, dual-processing homoge-

nizing system that combines the functions of mechanical and ultrasonic

homogenizing for faster sample preparation. It features an innovative,

three-in-one design and offers users the choice of a fully automated

ultrasonic homogenizing configuration, fully automated mechanical

homogenizing, or both. This advanced system offers optimum control

and flexibility and can support a wide range of processing needs. The

instrument can save time by merging the advantages of each homog-

enizing method for faster and more efficient sample breakdown. Its au-

tomation capacity allows for repeat processing and consistent results.

Scientific Laboratory Supplies

For information +44-(0)-1159-821-111

www.scientific-labs.com

Newly offered instrumentation, apparatus, and laboratory materials of interest to researchers in all disciplines in academic, industrial, and governmental organizations
are featured in this space. Emphasis is given to purpose, chief characteristics, and availabilty of products and materials. Endorsement by Science or AAAS of any prod-
ucts or materials mentioned is not implied. Additional information may be obtained from the manufacturer or supplier.

Electronically submit your new product description or product literature information! Go to www.sciencemag.org/products/newproducts.dtl for more information.



POSITIONS OPEN

MANAGING DIRECTOR
Energy Frontier Research Center

The University of Notre Dame (website: http://
www.nd.edu) is seeking a Managing Director for
the Energy Frontier Research Center (EFRC) Mate-
rials Science of Actinides within the College of En-
gineering. The EFRC partners five universities and
three national laboratories. The Managing Director
will maintain continuous communication with the
technical leads at each of these institutions to ensure
that the program remains consistent with the proposed
research plan. The Managing Director will facilitate
communications between technical leads concerning
new research findings and synergisms between the
individual groups, and will be instrumental in stra-
tegic planning. Ph.D. required.
Please apply online at website: http://ND.jobs

to Job #09204. For additional information about
working at the University of Notre Dame and various
benefits available to employees, please visit website:
http://hr.nd.edu/employment/working_at_nd.shtml.

The University of Notre Dame is an Equal Employment
Opportunity/Affirmative Action Employer.

FACULTY POSITION, PHARMACOLOGY
The Division of Basic Pharmaceutical Sciences

(DBPS) at Xavier University of Louisiana, College of
Pharmacy invites applications for one 12-month, tenure-
track position at the rank of ASSISTANT or ASSO-
CIATE PROFESSOR. Candidates for this position
must have a Ph.D. degree in pharmacology or a closely
related field. Preference will be given to candidates with
previous teaching and ongoing research experience. The
successful candidate will also be expected to establish a
funded research program in his or her area of interest.
Applicants should submit (i) a letter of intent; (ii) cur-
riculum vitae; (iii) a statement of research interests; and
(iv) the names and addresses (e-mail address and tele-
phone number) of at least three references to: Tarun
K. Mandal, Ph.D., Chair, DBPS Faculty Search
Committee, Xavier University College of Pharmacy,
1 Drexel Drive, New Orleans, LA 70125. E-mail:
dbpsjob@xula.edu; telephone: 504-520-7650; fax:
504-520-7954.

Xavier University of Louisiana is an Equal Opportunity Em-
ployer. Women, minorities, and persons with disabilities are encour-
aged to apply.

CAREER OPPORTUNITY

Doctor of Optometry (O.D.) degree in 27 months
for Ph.D.s in science and M.D.s. Excellent career op-
portunities for O.D./Ph.D.s and O.D./M.D.s in re-
search, education, industry, and clinical practice. This
unique program starts in March 2009, and features
small classes and 12 months devoted to clinical care.
Contact the Admissions Office, telephone:

800-824-5526 at the New England College of Op-
tometry, 424 Beacon Street, Boston, MA 02115.
Additional information at website: http://www.neco.
edu, e-mail: admissions@neco.edu.

SHANTOU UNIVERSITY MEDICAL COL-
LEGE in Shantou, China, is launching nationally and
internationally competitive research and teaching pro-
grams and has many openings for leading and up-and-
coming scientists working at different disciplines and
Pearl River Scholar in key disciplines. Selected candi-
dates will be sufficiently supported with startup fund,
relocation expenses, housing, and competitive salary
packages. Please visit the website: http://www.med.
stu.edu.cn/zj.htm for more information. Interested
candidates should send curriculum vitae to e-mail:
lqchen@stu.edu.cn.

POSITIONS OPEN

ASSISTANT OR ASSOCIATE PROFESSOR
Center of Excellence for Infectious Diseases

The newly created Center of Excellence for Infec-
tious Diseases at the Paul L. Foster School of Medi-
cine, Texas Tech University Health Sciences Center,
El Paso, Texas, is seeking candidates for tenure-track
faculty positions at Assistant or Associate Professor
level. This is part of a state-funded initiative to en-
hance research in infectious diseases. The Center is
primarily interested in investigators with research in-
terests in molecular immunology, host-pathogen in-
teractions, vaccine development, and animal models
for translational studies.
Successful candidates are expected to develop and

maintain independently funded research programs in
infectious diseases or a related field. The position re-
ports to the co-directors of the Center of Excellence
for Infectious Diseases.
Minimum qualifications: M.D. or Ph.D. degree in

a related field and at least three years of postdoctoral
experience with a strong publication record.
Preferred qualifications: Candidates with funded

grant support and experience in emerging infectious
diseases and cutting edge technologies are particu-
larly encouraged to apply.
The Center offers competitive salary and startup

packages, newly constructed laboratory space, BSL-2
and BSL-3 laboratories, and a supportive interactive
environment. Interested candidates must apply online
at website: http://jobs.texastech.edu, requisition
#77147 by submitting curriculum vitae, a short write-
up of research interests, and three letters of recom-
mendation. For further information, please e-mail or
contact:

Manjunath Swamy, M.D.
E-mail: manjunath.swamy@ttuhsc.edu or

Premlata Shankar, M.D.
E-mail: premlata.shankar@ttuhsc.edu

Co-Directors of the Center of Excellence for
Infectious Diseases

The positions are open until filled. Application re-
view will begin immediately.

Texas Tech University Health Sciences Center is an Equal
Opportunity/Affirmative Action Employer.

POSTDOCTORAL FELLOWS, M.D., Ph.D.,
D.D.S., OR M.D.-Ph.D.

The University of Alabama at Birmingham Center
for Metabolic Bone Disease has three openings for
Postdoctoral Fellows interested in hard tissue, bone
biology, and related diseases. Fellows will be funded
by an NIH T32 Institutional Training Grant which
requires recipients to be either U.S. citizens or perma-
nent residents. The UAB Comprehensive Bone Research
Program has one of only six NIH P30 Research Core
Centers focused on hard tissues and has a core research
faculty of more than 50.
These full-time positions are available for up to three

years with the current NIH stipend amount based on
the awardees_ experience and are available for training
in basic, translational, or clinical investigations.
Submit an application to Dr. Jay McDonald con-

sisting of: (1) a copy of your current curriculum
vitae; (2) a one- to two-page statement of your re-
search interests; and (3) the names of three references.
Applications will be accepted until all three posi-

tions are filled.

Jay M. McDonald, M.D.
Professor, Department of Pathology

Director, Center for Metabolic Bone Disease
The University of Alabama at Birmingham

LHRB 509, 701 19th Street South
Birmingham, AL 35294-0007
Telephone: 205-934-6666

Fax: 205-975-9927
E-mail: mcdonald@uab.edu
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UNITED STATES & CANADA

E-mail: advertise@sciencecareers.org
Fax: 202-289-6742

Daryl Anderson
US Sales Manager – Industry
Phone: 202-326-6543

Tina Burks
Academic – Midwest/Canada
Phone: 202-326-6577

Alexis Fleming
Academic – East Coast
Phone: 202-326-6578

Nicholas Hintibidze
Academic – West and South Central
Phone: 202-326-6533

Online Job Posting Questions
Phone: 202-326-6577

EUROPE & INTERNATIONAL

E-mail: ads@science-int.co.uk
Fax: +44 (0) 1223 326532

Tracy Holmes
Associate Director, Science Careers
Phone: +44 (0) 1223 326525

Alex Palmer
Phone: +44 (0) 1223 326527

Dan Pennington
Phone: +44 (0) 1223 326517

Susanne Kharraz Tavakol
Phone: +44 (0) 1223 326529

Lisa Patterson
Phone: +44 (0) 1223 326528

For full advertising details, go to
ScienceCareers.org and click For Advertisers,

or call one of our representatives.

To subscribe toScience:

In US/Canada call 202-326-6417 or 1-800-731-4939.
In the rest of theworld call +44 (0) 1223 326515.

Sciencemakes every effort to screen its ads for
offensive and/or discriminatory language in
accordancewith US and non-US law. Sincewe
are an international journal, youmay see ads from
non-US countries that request applications from
specific demographic groups. Since US law does
not apply to other countries we try to accommodate
recruiting practices of other countries. However, we
encourage our readers to alert us to any ads that
they feel are discriminatory or offensive.

Science Careers

Classified Advertising

Release The Power of Science



National Institute of Neurological Disorders and Stroke
Health Science Policy Analyst

The National Institute of Neurological Disorders and Stroke (NINDS), located
in Bethesda, Maryland, part of the National Institutes of Health, Department of
Health and Human Services, is seeking applications for a Health Science Policy
Analyst vacancy in its Office of Science Policy and Planning (OSPP) in theOffice
of the Director. The incumbent is responsible for analyzing and monitoring
developments in neuroscience as they affect NINDS programs; for furnishing
policy and programmatic guidance and assistance as required to Institute scientific
program staff; and for consulting with the appropriate institute staff regarding the
many policy issues relevant toNINDS,NIH, andDHHS. The ability to both func-
tion independently in a staff capacity and to develop collaborative relationships
is essential. In conjunction with OSPP staff members or other Institute staff, the
applicant will prepare reports and analyses of research findings; prepare written
testimony and related briefing materials for Congressional hearings; coordinate
strategic planning efforts; attend, plan, and coordinate meetings for the NINDS;
and scientific initiatives.

This is a civil service position that will be filled at the GS-12 or GS-13 grade level.
The salary range is $73,100 - $113,007. Applicants are strongly encouraged to
apply on-line through USAJobs. For information on how to apply for the Health
Science PolicyAnalyst vacancy, and for the full vacancy announcement, please
go to: (http://jobsearch.usajobs.opm.gov/getjob.asp?JobID=31797224). When
applying for this vacancy, please make sure to reference vacancy announcement
number NINDS-2009-349682-DE. Supporting documents (i.e., curriculum vitae,
copy of all transcripts) may be faxed to 301-402-2232,Attn: Erin Bandak or sent
via e-mail to bandake@mail.nih.gov Please be aware that if all the requested
supporting documents are not submitted before the closing date, it will result in
non consideration of your application.

National Institute of Neurological Disorders and Stroke

Staff Scientist
Microscopic and Image Analysis

The Division of Intramural Research of the National Institute of Neuro-
logical Disorders and Stroke is recruiting a Staff Scientist. The individual
will work under the guidance of Drs. Chris McBain, John Isaac and Jef-
frey Diamond and is expected to work on collaborative research efforts
between the three labs as well as maintain existing equipment. The
successful candidate will be well versed in a variety of microscopic and
image analysis techniques including digital fluorescence, confocal and
two-photonmicroscopy. The ability to operate andmaintain light, confo-
cal and two-photon imaging systems is essential. In addition, having a
working knowledge of commercially available software environments
for image analysis and image processing and digital data presentation
would be advantageous. The successful candidate will possess a Ph.D.
in the neurosciences or a closely related field. Applicants should have
at least 3-4 years postdoctoral experience and an established track-
record in the physiology of neural circuits. Candidates will be required
to communicate the results of their research clearly and effectively
both orally and in writing and must have good interpersonal skills.
Salary and benefits will be commensurate with experience. Interested
candidates should send a statement of research interests and goals, CV,
bibliography and three letters of recommendation to: Chris J. McBain,
Ph.D., Porter Neuroscience Center, Bldg. 35, Room 3C903, 35 Convent
Drive, Bethesda, MD 20892 or by email to mcbainc@mail.nih.gov.
Evaluation of applications will begin July 20, 2009.

Staff Scientist
Experimental Transplantation and Immunology

AStaff Scientist position is available in the Experimental Transplanta-
tion and Immunology section of the National Cancer Institute in the
laboratory of Dr. Dennis Hickstein to develop zebrafish zebrafishmodels
of human cancer.

Experience in molecular genetic techniques is recommended. Previ-
ous experience with the zebrafish model is desirable. The laboratory is
located on the main campus in the new Clinical Research Center, This
position is ideally suited for an individual who has recently completed
post-doctoral training in a laboratory working in the zebrafish system.
The laboratory is part of a highly interactive group emphasizing basic
approaches to human malignancy.

The NCI offers competitive salaries along with an excellent work envi-
ronment. The DHHS and NIH are Equal Opportunity Employers that
value and foster diversity throughout the entire organization.

Interested applicants should send a CV, brief description of research
interests and experience, and contact information for three references
to:

Dennis D. Hickstein,M.D., Senior Investigator,Experimental Transplan-
tation and Immunology, Center for Cancer Research, National Cancer
Institute, Bldg. 10/CRC, Room 3-3142, Bethesda, MD 20892,
Email: hicksted@mail.nih.gov.

Biomedical scientists around the world are invited
to join us online to hear leading investigators
present their latest results to the NIH Intramural
Research community. Lectures may be viewed
live at 3:00 p.m., EDT (20:00 GMT) on Wednes-
days, from September through June. Live web-
casts can be viewed under “Today’s Events” at:
<http://videocast.nih.gov/>

The lecture series session has ended and will
resume on September 16, 2009. The schedule of
lectures will be available at: <http://www1.od.nih.
gov/wals/schedule.htm.

The NIH Director’s
Wednesday Afternoon Lecture Series



Center for iPS Cell Research and Application
Institute for Integrated Cell-Material Sciences

Kyoto University

Director: Shinya Yamanaka

Professor (2 - as Principal Investigator) at CiRA, iCeMS
Kyoto University, Japan (http://www.icems.kyoto-u.ac.jp/cira/)

Workplace:Center for iPS Cell Research andApplication (CiRA), Insti-
tute for IntegratedCell-Material Sciences, KyotoUniversity (Kawara-cho
53, Shogoin, Sakyo-ku, Kyoto 606-8507, Japan) OR another research
facility in the city

Job Description:

(1) Research on regulation of cellular conditions utilizing nuclear
reprogramming techniques.

(2) Development of differentiation induction techniques according to
various characteristics of iPS cell clones.

(3) Establishment of various disease-specific iPS cells and development
techniques for their clinical application.

(4) Pre-clinical study for cell transplantation therapy utilizing small- or
medium-sized mammals.

(5) Other researches utilizing advantages of iPS cells

Starting Date: October 2009 or after (Negotiable)

Pay: To be determined in accordance with Kyoto University Regulations

Application Docs:

(1) Curriculum vitae
(2) Lists of acquired research funds, publications, presentations, and

patents
(3) A brief summary of scientific achievements (3-10 pages)
(4) Research plan (3-10 pages). Please state your research policy and

targets at CiRA for the period of 5 years
*Please be advised that your application documents will NOT be
returned to you.

Application Deadline:August 31, 2009

Screening Process: Candidates will be screened based on application
documents submitted and by an interview (or a series of interviews) as
needed. Candidates will be notified of the results in writing.

If hired: You will be a professor in accordance with Kyoto University
Regulations. Whereas you may be appointed as an associate professor
according to your experience and achievement, you are surely an indi-
vidual principal investigator, and there is a possibility to be promoted
to professor after hired as an associate professor. Your work will be
assessed in 2014 by the internal and external evaluation committees, and
you may then receive some advice on your research policy and targets.
In case of poor achievement by then, you are possibly to be transferred
to a different department in the center.

You are expected to read the “Message from the Director” posted on the
homepage of CiRA’s website carefully prior to submitting your appli-
cation documents. The above “(4) Research plan” should be prepared
taking that into account.

Postal Address: Shogoin Kawara-cho 53, Sakyo-ku, Kyoto 606-8501,
Japan, CiRA Support Office, iCeMS, Kyoto University

Please be sure to clearly state “Application forCiRAProfessor” on the
envelope, enclosing the above 4 application documents in it, and mail
it to the above postal address by August 31, 2009. Please keep in mind
that applying by Email is not acceptable.

Contact: Tetsuya ISHII

Head of research management office

CiRA, iCeMS, Kyoto University

Phone: 81-75-751-4057

Email: collaboration@cira.kyoto-u.ac.jp

©2009 Merck & Co. Inc. All rights reserved. Merck and the Merck logotype are

registered trademarks of Merck & Co. Inc.

Research Fellow (Particle Sizing)

Merck & Co. Inc., established in 1891, is a global research-driven

pharmaceutical company dedicated to putting patients first. Join

us and experience our culture first-hand - one of strong ethics

& integrity, diversified experiences and a resounding passion

for improving human health. As part of our global team, you’ll

have the opportunity to collaborate with talented and dedicated

colleagues while developing and expanding your career.

Currently, we have an exciting opportunity available for a

Research Fellow to join our Bioprocess Analytical & Formulation

Sciences team in West Point, Pennsylvania! In this role you

will work as part of an innovative team to develop and apply

biophysical methods in the evaluation, characterization and

stabilization of a broad spectrum of biological products ranging

from therapeutic proteins to live virus vaccines. These methods

include, but are not limited to:

• MALS and other techniques for molecular size analyses

• Separation technologies (FFF)

• Calorimetry

• Ultracentrifugation

Other responsibilities include developing advanced

technologies and instrumentation, providing scientific

supervision, overseeing outsourcing activities, coordinating

programs and maintaining equipment.

Qualifications include a Ph.D., at least 5 years’ industry

experience, and demonstrated expertise in the application

of biophysical methodologies to the characterization of

biomolecules. Expertise should include a theoretical and

working knowledge of light scattering methodologies such as

multi-angle light scattering (MALS) and varied spectroscopic

techniques (CD, AUC, etc.). Applicants must also be highly

motivated and have excellent communication skills.

Preferred applicants will have GLP/GMP experience, as well

as experience developing innovative solutions to biological

particle manipulation, aggregation source, molecular size

determination and stabilization over a wide size range of

biologics (proteins to viruses).

We offer an excellent salary and an industry-ranked benefits

program, including tuition reimbursement, work-life balance

initiatives and developmental programs at all levels. Merck’s

retirement package includes a pension plan and one of the best

401(k) plans in the nation.

To be considered for this position, please visit our career site

atmerckcareers.jobs/9446 to create a profile and submit

your resume for requisition # CHE001683. Merck is an equal

opportunity employer, M/F/D/V - proudly embracing diversity in

all of its manifestations.

Our work is someone’s hope.

Join us.
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Director of Sainsbury-Wellcome

Centre for Neural Circuits and

Behaviour at UCL
University College London (UCL), the Gatsby Charitable Foundation, and the Wellcome Trust invite

applications for the post of Director of a major new neuroscience centre to be based at UCL; the Sainsbury-

Wellcome Centre for Neural Circuits and Behaviour at UCL. This Centre will address a fundamental challenge

in modern biology, determining how neural circuits process information and direct behaviour. Advances in this

field will transform understanding of brain function, and ultimately lead to new ways of monitoring and

regulating brain activity in health and disease.

The Sainsbury-Wellcome Centre will be housed in a new state-of-the-art building embedded at the heart of

UCL. It will develop and exploit new approaches for determining anatomical and functional connectivity in

neural circuits and for recording, imaging and manipulating activity in genetically defined ensembles of

neurons. This experimental work will be tightly integrated with theoretical and computational neuroscience,

as currently represented by the Gatsby Computational Neuroscience Unit at UCL. The new Centre will

comprise 12-15 research groups and lead a vibrant interdisciplinary research effort, investigating information

processing in neural circuits across a range of model systems and behaviours.

UCL provides the ideal environment for a new Centre undertaking such a major interdisciplinary effort in

neuroscience. The Centre will draw on and catalyze the rich, wide-ranging neuroscience community at UCL,

currently ranked 2nd in the world for ISI citations in neuroscience and behaviour. It will also benefit from

important strengths in allied fields such as physics, chemistry, engineering, nanotechnology and biomedicine.

The Director of the Centre will be a visionary leader with an outstanding track record in neuroscience research

related to the core mission of the Centre and with substantial experience of scientific strategy and

management. The Director will engage in recruiting and nurturing outstanding research groups; and in

promoting links between the Centre, UCL, and the wider scientific community. This prestigious leadership

role will be associated with substantial long-term resources to support the scientific work of the Director,

as well as for personal salary (which will be negotiable on the UCL Professorial Scale), relocation, and

startup costs.

The appointment is available from Summer 2009. The post of Director carries with it a Professorial title and a

senior management role within the School of Life and Biomedical Sciences at UCL.

Further information, including details of how to apply can be downloaded from

http://www.ucl.ac.uk/medicalschool/vacancies

Closing date for applications: Friday 24th July 2009.

We particularly welcome female applicants and those from an ethnic minority, as they are currently under-

represented within UCL at this level. This is in line with section 48 of the Sex Discrimination Act and section

38 of the Race Relations Act.
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Assistant Professor in Mammalian Neuroscience

McLaughlin Research Institute seeks an innovative scientist who can take
advantage of the Institute’s strengths in mouse genetics to address important
problems in neurobiology, neurological or psychiatric diseases, or related
areas. Low animal care costs and transgenic services facilitatemouse-intensive
projects that would be cost-prohibitive at many other facilities. Applicants
with interests in animal models for human neurological disease, stem cell
models or stem cell therapy, novel strategies for genome modification or dis-
section of cellular function, electrophysiology, or behavior, are particularly
encouraged to apply. Candidates should possess a doctoral degree and a record
of research excellence as a postdoctoral fellow.Applicants should be capable
of developing productive research programs that can compete successfully
for grant funding. The willingness and ability to establish both intramural and
extramural collaborations is essential. The successful applicant will move into
newly renovated laboratory space available in March 2010.

The Institute is a small, non-profit organization located near Montana’s
Rocky Mountain front that offers a non-bureaucratic, interactive research
environment in a spacious modern research building. Faculty members also
benefit from the active involvement ofMRI’s ScientificAdvisory Committee
(Irv Weissman, David Baltimore, David Cameron, Neal Copeland, Jeff
Frelinger, LeroyHood,Nancy Jenkins, and James Spudich). For additional
information see www.montana.edu/wwwmri. For specific questions about
the Institute, contact George Carlson, John Mercer, John Bermingham,
Teresa Gunn, or Deb Cabin atMRI.

Applications, including names and contact information for three to five
individuals who may serve as references, should be sent to:

Search Committee

1520 23rd Street South

Great Falls, MT 59405

search@mri.montana.edu

An Equal Opportunity/Affirmative Action Employer.

Faculty Positions in Prokaryotic Biology

The Department of Biology at Texas A&M University (TAMU) invites
applications for tenure-trackAssistant Professor positions in microbiol-
ogy. Exceptional applicants at other levels may also be considered.

Candidates pursuing innovative research in all areas of prokaryotic biol-
ogy will be considered, including but not limited to biotechnology, cell,
developmental, environmental, or evolutionary microbiology, genetic
mechanisms and genomics, host-pathogen interactions, and synthetic
biology. The primary criteria for selection will be excellence and cre-
ativity in research and scholarship. We strongly encourage applications
from candidates who will increase the exposure of our students to a
diverse culture.

The successful candidates will be expected to maintain a vigorous,
externally funded research program and to contribute to the teaching
of undergraduate and graduate students. We offer a highly interactive
and collegial research environment, a strong modern infrastructure, and
a competitive startup package. More information about our department
can be found at www.bio.tamu.edu. For full consideration, applicants
should send a letter of intent, curriculum vitae, statement of research and
teaching interests, and three letters of recommendation by September
1, 2009 to:

Microbiology Faculty Search Committee

Department of Biology

Texas A&M University

3258 TAMU

College Station, TX 77843-3258

If you have questions about this search, please direct e-mails to Dr.
Michael Benedik, Chair of the Search Committee, at microsearch@
mail.bio.tamu.edu

Texas A&M University is an Equal Opportunity Employer and has a
policy of being responsive to the needs of dual-career couples.

The Faculty of Natural Sciences invites applications for a tenured

W3 Professorship for
Inorganic and Analytical Chemistry (Chair)
(in succession of Prof. Dr. Dr. h. c. mult. Rudi van Eldik)

The successful candidate is expected to represent the field of Inorganic Chemistry in
research and teaching at the university. The research interests of the applicant should
strengthen current and ongoing activities of the Department of Chemistry & Pharmacy
in the area of inorganic molecular synthesis with potential applications in catalysis
and/or molecular materials. Based on innovative synthesis concepts, the design,
development and application of novel, functional and complex systems are envisioned.

The future chair of Inorganic and Analytical Chemistry will be joining a strongly
interdisciplinary environment. The diversity of research currently undertaken by the
chemistry faculty is characterized by programs like the Excellence Cluster “Engineering
of Advanced Materials”, the Graduate School of “Molecular Science” and the DFG
Research Initiative 583 “Redox Active Metal Complexes”. Active participation in these
programs and corresponding follow-up initiatives will be appreciated.

Qualifications of interested candidates include a university doctoral degree, an
established record of teaching at the university level and a habilitation or equivalent
qualification that may have been gained outside the university or during an
Assistant/Associate Professorship.

Candidates for this position should be aged 52 years or under at the time of
appointment. Exceptions may be considered in certain cases as determined by the
Ministry for Science, Research and Art, subject to approval by the Ministry of Finance.

The University of Erlangen-Nuremberg actively encourages applications from
female candidates as part of our ongoing commitment to increase female
representation in research and teaching. Disabled candidates are given preference
if equally qualified.

Application documents (curriculum vitae, photograph, list of publications and teaching
activities, certified copies of degree documents but no publications) and a brief
statement of research interests are due on September 25, 2009, the latest and should
be mailed to: Dekan der Naturwissenschaftlichen Fakultät, Friedrich-Alexander-
Universität Erlangen-Nürnberg, Universitätsstraße 40, 91054 Erlangen, Germany.

Friedrich-Alexander-Universität
Erlangen-Nürnberg

www.uni-erlangen.de

Keck School of Medicine of the
University of Southern California

W. M. Keck Endowed Professorship

The University of Southern California is seeking an interna-
tionally recognized leader in biomedical research to hold the
W. M. Keck endowed Professorship within the Department of
Biochemistry and Molecular Biology. This recruitment is part
of a major expansion of the basic research programs in the Keck
School of Medicine, which includes the areas of stem cell biol-
ogy, neuroscience, the molecular and genetic bases for human
diseases, and cancer biology and therapy. The appointment will
be made at the level of Associate or Full Professor.

Please send Curriculum Vitae, preferably by email
(cmmunoz@usc.edu), to:

Michael R. Stallcup, Ph.D.
Chair, Department of Biochemistry and Molecular Biology

University of Southern California
1441 Eastlake Avenue, NOR 6316
Los Angeles, CA 90089-9176

The University of Southern California is an Equal Opportunity
Affirmative Action Employer. Women and individuals belong-
ing to minority groups are particularly encouraged to apply.
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Imperial College London and King’s College London

MRC-HPA Centre for Environment and Health

Applications invited for 9 Posts at Chair, Reader, Senior Lecturer and Lecturer level

This major new initiative in Environment and Health is core funded by the Medical Research Council (MRC) and the UK’s Health Protection Agency
(HPA), and is held jointly between Imperial College London and King’s College London. The Centre aims to be an international centre of excellence for
research and training on the health effects of environmental pollutants and the translation of this knowledge to inform national and international policies
to improve health.

We now seek applications from leading researchers in environmental epidemiology, environmental modelling, biostatistics, toxicology, biomarkers and
related disciplines, for nine academic positions based at Imperial College and King’s College. Appointments will range from Lecturer to Chair level
depending on qualifications, publication record and experience. Both clinical and non-clinical applicants are encouraged to apply.Anumber of postdoctoral
positions and PhD studentships are also available.

The new research programme will include both methods development and investigation of priority questions in environment and health through two
integrated research themes: (1) health effects of sources and emissions of environmental contaminants, and (2) air pollution and health. We will integrate
individual-level and small-area analyses of environmental exposures and health, combined with experimental data, biomarker andmechanistic studies, and
analyses of large population cohorts, to tackle environmental health problems of public health and scientific importance. There will be a focus on new and
emerging technologies in areas such asmapping, modelling, toxicology, epigenetics, proteomics andmetabonomics. There will also be an extensive training
programme with PhD studentships, Masters courses and short courses. For further details see our Web site http://www.environment-health.ac.uk/.

For informal discussions please contact the Centre Director Professor Paul Elliott (Tel: 44 (0) 20 7594 3328, email: p.elliott@imperial.ac.uk) or the
Centre Deputy Director Professor Frank Kelly (Tel: 44 (0) 20 7848 4004, email: frank.kelly@kcl.ac.uk). Please state your area of interest and expertise
when contacting us.

Job descriptions, application form and closing dates will be available from the following link: www.imperial.ac.uk/employment. You can send your
completed application to the HR Assistant, Faculty of Medicine, Imperial College London, St Mary’s campus, Medical School Building, London
W2 1PG or by email to: smrecr@imperial.ac.uk.

Valuing diversity and committed to equality of opportunity.

RSA, The Melon Ground, Hatfield Park, Hatfield, Herts AL9 5NB Tel +44 (0)1707 259333

Director MRC Toxicology Unit
This is an opportunity for an outstanding and visionary scientist

to direct a prominent and internationally renowned MRC Unit

and to provide leadership in the field of toxicology.

The MRC Toxicology Unit is the largest academic establishment

in toxicology in the UK. It has a strong international reputation

for science underlying molecular and cellular mechanisms of

toxicity particularly in the fields of apoptosis, neurotoxicity and

cancer. The Unit is adjacent to the Schools of BioSciences and

Medicine at the University of Leicester. The Director will be a

full-time employee of the MRC and will be offered an Honorary

Chair at the University of Leicester.

As part of its remit, the Toxicology Unit is expected to develop

innovative research programmes relating to the mechanisms through

which xenobiotics induce adverse health effects. The Unit is expected

to provide leadership in mechanistic toxicology and network with

research groups engaged in related fields such as clinical toxicology,

pharmacovigilance, toxicogenomics, epidemiology and industrial

and regulatory toxicology communities. As part of its core funding

from MRC, the Unit will continue to lead a high profile national

programme of training and capacity building in integrative toxicology.

The Director will bring new scientific insights and vision, setting

the overall strategic plan for the Unit’s work and will be responsible

for the oversight of scientific programmes, approx. 120 Unit staff,

collaborations, training, knowledge transfer and the Unit’s budget.

We invite applications from outstanding biological or medical

scientists with a passion for research excellence and either direct

experience of, or a strong interest in, applying their science to the

field of mechanistic toxicology. The position will require someone

of international scientific stature with proven research leadership,

management, interpersonal and communication skills and the

ability to inspire scientific colleagues.

To discuss your interest in confidence, please contact

Dr Kevin Young or Dr Marc Lambert: 09341@theRSAgroup.com

Tel: +44 (0)1707 259333.

MRC is an Equal Opportunities Employer.
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Download
your free copy.

ScienceCareers.org/bookletsScienceCareers.org/booklets

CAREER

TRENDS

Careers Away

from theBench
Advice andOptions for Sc

ientists

This booklet is brought to
you by

the AAAS/Science Busine
ss Office

Baylor College of Medicine

Baylor College of
Medicine is recruiting
McNair Scholars.
The best minds in medicine
seek emerging leaders in:

Breast Cancer Research
Dan L. Duncan Cancer Center of

Baylor College of Medicine

Type 1 Diabetes Research
Division of Diabetes, Endocrinology

and Metabolism

Neuroscience Research
Departments of Neuroscience

and Neurology

Pancreatic Cancer Research
Dan L. Duncan Cancer Center of

Baylor College of Medicine

Through a $100 million gift from the

Robert and Janice McNair Foundation,

Baylor College of Medicine in Houston

is recruiting up-and-coming researchers

and physician scientists to serve as McNair

Scholars. These new faculty members will

join the best minds in medicine in a uniquely

collaborative work environment as we

transform the future of healthcare through

groundbreaking basic or translational

research and the delivery of personalized

medicine. A very generous recruiting

package will be offered to these new

faculty members.

Are you a McNair Scholar candidate?

• A promising investigator with an

exciting research program and high

impact publications in your field

• A junior faculty or senior

postdoctoral fellow

• Extraordinary potential for significantly

advancing human health and novel

treatments for human disease through

highly innovative, cutting-edge research

• Committed to collaboration and

willing to share discoveries for the

benefit of the larger medical community

Baylor College of Medicine is an Equal

Opportunity/Affirmative Action/Equal

Access Employer.

For more information and to learn

how to apply, visit www.bcm.edu/

mcnair or call 713.798.9134.

GLOBAL PROBLEMS,

MINNESOTA SOLUTIONS

In less than a year, the University of
Minnesota’s Institute on the
Environment has appointed more
than 30 international experts to
tackle the grand challenges of energy
and climate change; food, land and
ecosystems; and fresh water.

As a strategic priority of the
university, the Institute is continuing
to expand its cadre of experts. We’re
currently seeking the world’s best
and brightest innovators to take on
the following roles.

GLOBAL RENEWABLE ENERGY

LEADERSHIP FELLOW

�e Initiative for Renewable Energy
and the Environment, an Institute
signature program, will select up to
four fellows to develop ground-
breaking global research in solar,
wind, carbon capture and storage,
energy-e�cient buildings and many
other areas.

NORTHSTAR FELLOW

�e Initiative for Sustainable
Enterprise, a new Institute program,
will select up to four fellows to
design, implement and evaluate
projects through the newly formed
NorthStar Consortium, which
includes corporate, nonpro�t,
government and university
stakeholders.

�e closing date for both
positions is Sept. 1, 2009. Link to
“Employment Opportunities” at
environment.umn.edu/about for
full descriptions and
application
details.

POSTDOCTORAL posi-
tion in the Laboratory of
Guillermo Calero in the
Department of Structural

Biology at the University
of Pittsburgh. The can-

didate will work on structural studies
of multiprotein complexes involved in
Transcription/DNA repair. Our group is
working on novel biochemical methods
that allow reconstitution of multi-protein
complexes ranging from 3-28 polypeptides
(MW100 kDa-1.5MDa). The laboratory is
equipped with a state of the art facility to
express, solubilize, purify and crystallize
biological samples. The laboratory equip-
ment includes a 120 lts. yeast fermenter, a
15 lt. bioreactor for insect and mammalian
cell expression, light scattering, mass spec-
troscopy and chromatography equipment,
crystallization robots and X-ray home
sources. The position requires a PhD in
any area of Biology/Physics/Chemistry
and strong backgrounds in biochemistry
and X-ray crystallography.

Please send a CV and 3 reference letters
to Dr. Guillermo Calero by e-mail at
guc9@pitt.edu or gcalero@structbio.pitt
.edu.

The University of Pittsburgh is an
Affirmative Action, Equal Opportunity

Employer.
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Chromatin Inc. is a rapidly growing biotech company that is unlocking the potential of plants to produce greater
value and meaningful products for consumer, grower, seed producer, processor, and bio-energy markets. With
facilities in Chicago and Champaign, Illinois, Chromatin is leveraging its proprietary mini-chromosome tech-
nology to introduce multiple genes (“gene stacks”) simultaneously into plant cells. The company has formed
multiple partnerships with leading agricultural companies to advance mini-chromosome applications in tra-
ditional crops such as corn. Chromatin is now expanding its technology to bio-energy feedstocks, developing
gene stacks that improve yields and reduce the costs of feedstock conversion to fermentable sugars.

Chromatin is recruiting a number of highly motivated, results-oriented individuals. Successful candidates will join a talented team of researchers to advance
the company’s goals. All candidates are expected to work independently as well as in a team-based environment with a high level of organization, attention to
detail, and ability to complete tasks. Good written and oral communication skills are essential. Full-time positions include health, vision, dental and 401 (k)
benefits. Positions are located in Chicago and Champaign, IL. Please see www.chromatininc.com for more details.

Chromatin, Inc. is currently recruiting for the following positions:

Director of Bio-energy Crop or ProjectManager (Job number 0609-01) to
lead the company’s mini-chromosome technology in bio-energy crop genetics,
transformation and molecular biology. The successful candidate will manage
a talented team of scientists and represent Chromatin in its partnership with a
leading agbiotech company. The candidate must have a broad understanding
of plant molecular biology, demonstrated leadership of research teams and
an excellent track record in molecular biology, genetics, and/or cell culture.
Applicants should exhibit strong management skills and have 5+ years of
supervisory experience in an industry setting or a goal-oriented collaborative
research program.

Director of Bioinformatics (Job number 0609-02) to develop the analysis
pipeline for several projects targeted at crop improvement and technology
development. Successful candidates will have experience in life sciences and
computational approaches, specifically with state of the art high-throughput
sequence data analysis, database design and management, genetic mapping
(QTLand association mapping) and strong statistical skills.Applicants should
have a PhD in Biology or Computer Science or a related field, and 5+ years
of post-degree experience, including 2+ years of supervisory experience. The
ability to workwith a team and communicate well withmanagement, biologists
and programmers as well as external scientists is essential.

Director of Carbohydrate Research (Job number 0609-03) with expertise
in carbohydrate biochemistry and biosynthetic pathways to build and manage
a program focused on improving bioenergy feedstocks. Key responsibilities
include directing research on carbohydrate pathway optimization and devel-
oping and managing collaborations with external partners. The successful
candidate will have a Ph.D., a broad background in plant biology andmetabolic
engineering, a proven track record in starch and/or sugar pathway engineering,
demonstrated leadership in building and managing a successful and innova-
tive research program and 5+ years of supervisory experience, preferably in
an industry setting.

PlantTransformationLead (Job number 0609-04) tomanagemini-chromo-
some transformation efforts. Ideal candidates will have extensive cell culture
skills with a variety of plant species, with specific emphasis on monocots and
experience in transgenic plant production including the design and execution
of experiments using new technologies. Knowledge of commercial transgenic
plant production and tracking is a plus. Successful candidates must have a
Masters, Ph.D., or the equivalent experience in an industrial setting as well
as supervisory experience.

PlantTissueCulture Scientist (Jobnumber0609-05) andMolecularBiology
Scientists andResearchAssociates (Job number 0609-07) positions are also
available. Please see www.chromatininc.com for more details.

Application Process: Submit CV and cover letter referencing the job for which you are applying to: careers@chromatininc.com.

Chromatin is an Equal Opportunity Employer.

Symposium on Aging:

Systems Biology of Aging

November 10 - 13, 2009

Buck Institute for Age Research
Nathan Shock Center of Excellence in the

Biology of Age Research
www.buckinstitute.org/symposium/

Organizers:

Robert Hughes, Ph.D.

Stuart Kim, Ph.D.

Simon Melov, Ph.D.

Sponsored in part by The Ellison Medical Foundation and
the Glenn Foundation for Medical Research.

International Max Planck Research
School

PhD Program in
Structure and Function of Biological

Membranes

Max Planck Institute of Biophysics
Max Planck Institute of Brain Research

Goethe University

Frankfurt am Main, Germany

Several PhD fellowships are available in the International Max Planck
Research School in Frankfurt. The two Max Planck Institutes and
research groups at Frankfurt University offer a unique environment
for the study of biological membranes and membrane proteins. PhD
opportunities exist in internationally leading laboratories in the areas
of membrane protein structure determination, membrane biochemistry,
molecular biology, and functional studies by electrophysiological and
spectroscopic methods, computational biophysics and structural
bioinformatics, as well as studies of whole membranes, cells and
organelles.

Highly qualified candidates with degrees in biochemistry, chemistry,
physics, biology, medicine or related subjects are invited to apply for the
next round of admission. Selection interviews will take place in Frankfurt
on 17 and 18 November 2009. Application forms can be downloaded
from the website of the Research School at www.biophys.mpg.de/
research-school. Completed application forms and two letters of
reference should arrive no later than 16 August 2009.

For further details please contact:

Dr. Janet Vonck
MPI of Biophysics
Max-von-Laue-Str. 3
D-60438 Frankfurt am Main
Germany
E-mail: research.school@biophys.mpg.de
Tel: +49+69-6303-3004/3001
Fax: +49+69-6303-3002
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POSITIONS OPEN

POSTDOCTORAL POSITION (100 percent,
multiyear) in mouse genetics and neurodegenerative
disease available immediately at University of Califor-
nia, Davis to use mouse models to study the genetic,
cellular, molecular, and mitochondrial mechanisms of
neurodegenerative disease. Expertise in cloning, con-
ditional knockouts, and overexpression of genes re-
quired. Salary depends upon experience (NIH scale).
Send curriculum vitae to e-mail: gcortopassi@ucdavis.
edu. Website: http://cortopassilab.ucdavis.edu.

UCD is an Affirmative Action/Equal Opportunity Employer.

POSTDOCTORALRESEARCHOPPORTUNITY,
AQUATIC INVASIVE SPECIES

The University of Michigan Cooperative Institute
for Limnology and Ecosystems Research (CILER) an-
nounces a two-year Postdoctoral invasive species re-
search opportunity in support of National Oceanic and
Atmospheric Administration_s (NOAA) Aquatic Inva-
sive Species Program (AISP). This is a cooperative ven-
ture of AISP/National Center for Research on Aquatic
Invasive Species (NCRAIS) and CILER. The position
will be filled competitively based on recommendation
of an advisory panel after review of submitted pro-
posals. There are six potential NOAA host sites in the
United States. Funding is available for one position.
The University of Michigan/CILER must receive pro-
posals by e-mail or on a CD by surface mail by 5 p.m.
Eastern Time on August 10, 2009. For more infor-
mation and application guidance, visit our website:
http://www.ciler.snre.umich.edu/.

POSITIONS OPEN

Two POSTDOCTORAL POSITIONS are avail-
able immediately in the Center for Cardiovascular
Sciences at Albany Medical College, New York, in the
laboratory of Dr. Mohamed Trebak. The successful
candidate will have a Ph.D. degree and proven research
ability as demonstrated by publications in peer-reviewed
journals and letters of recommendation. She/he will
also possess a strong knowledge base in biochemistry,
cell biology, signal transduction, molecular biology,
and physiology. We are especially interested in candi-
dates with strong hands-on experience in patch clamp
electrophysiology and/or molecular biology.
Topics of research focus on calcium signaling in

vascular smooth muscle and endothelial cells. Specif-
ically, the role of TRPC and STIM/Orai ion chan-
nels in native calcium entry pathways and vascular
function. This laboratory uses mouse and rat animal
models of cardiovascular diseases and a wide range of
in vitro technologies including patch clamp electro-
physiology, calcium imaging, molecular and cellular
biology, and biochemical techniques.
Interested individuals should send a cover letter

and curriculum vitae and provide contact informa-
tion of three references, preferably electronically, to:
Dr.MohamedTrebak, e-mail: trebakm@mail.amc.edu.

STAFF SCIENTIST. Experienced basic scientist at
the level of ASSOCIATE PROFESSOR or higher,
with a past record of extramural funding procure-
ment. Areas of research desired include intestinal or
hepatic immunology or non-alcoholic fatty liver dis-
eases (NAFLD). Candidates should have an M.D.
and/or Ph.D. degree or equivalent. Send curriculum
vitae and references to: M. Michael Wolfe, M.D.,
Chief, Section of Gastroenterology, Boston Medi-
cal Center and Boston University School of Med-
icine, 650 Albany Street, X 504, Boston, MA,
02118.

An Equal Opportunity Employer.

MARKETPLACE

Custom Antibody Production
•Polyclonal and monoclonal antibodies

•Advanced antigen design

•Phosphorylation site specific antibodies

•Application guaranteed antibodies

•Industry leading affordable price

EZBiolab www.ezbiolab.com

Immunochemical Reagents
Hapten Reporter Groups and Conjugates

Wide Selection of Conjugates:
NP, DNP, TNP, PC Proteins & more!

+1.800.GENOME.1
www.btiimmuno.com

8¢/u
Truncated
Taq DNA

Polymerase
Withstand 99oC

US Pat #5,436,149 e-mail: abpeps@msn.com
Call: Ab Peptides 1•800•383•3362

Fax: 314•968•8988 www.abpeps.com

Widely
Recognized

Original &
Guaranteed

KlenTaq1
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Full time Associate/Full Professor
Positions

Reproductive Medicine and
Reproductive Biology

Nanjing Medical University
Nanjing, China

NanjingMedical University is currently seeking Senior Scientists for the
lab of Reproductive Medicine. This lab was constructed with the great
support fromNanjingMedical University and the Government of Jiangsu
Province in 1997 and focused on the research of gametogenesis and the
related human reproduction disease.With 12 years booming development,
this lab now becomes the candidate of Key State lab of Reproductive
Medicine in China. In order to elevate the scientific research levels of
Nanjing Medical University, especially in the field of Reproductive
Medicine and to serve Chinese people better in Reproduction Health,
we warmly invite you to join us. The university will offer a dynamic
and stimulating research environment which involves multidisciplinary
interactions. We provide a highly competitive benefit and compensation
package for the positions including the independent lab room and start-
up research funds.

Keyword: Reproductive Medicine, Nanjing,

Minimum requirements:

• Amazing passion for the research of Reproductive Medicine and
Reproductive Biology and potential to transfer the research into
clinical application

• Has been working as an Assistant Professor in a University abroad
or has completed post-doctoral training with outstanding academic
records

• Ability to work in a team and be flexible to manage the research team
well

Contact:Mr. HanzhanGu, Department of HumanResouce, Nanjing

Medical University, 140HanzhongRoad, Nanjing, Jiangsu Province,

210029, The People’s Republic of China; Tel/Fax: 86-25-86862642;

Email: ghz@njmu.edu.cn.

EXPERIMENTAL PATHOLOGY FACULTY POSITIONS

The Department of Pathology and Laboratory Medicine of theWeill Cornell
Medical College invites applications for faculty positions in experimental
pathology. Candidates are expected to develop and maintain productive,
independent, externally funded research programs in basic mechanisms of
human disease which fall within the broad areas of molecular oncology and
cancer genetics.

Candidates may hold an MD, a PhD, or combined MD and PhD degrees
but must possess a sufficient amount of post-doctoral research training to
develop an independent research program. Teaching responsibilities will
include graduate and medical students.

The Department offers a supportive intellectual environment in which several
mid-level and senior scientists direct well-funded independent research pro-
grams inmolecular oncology, immunobiology, and vascular biology.Modern
research laboratory facilities, excellent core facilities, and competitive start-up
packages are available.

Interested applicants should submit a curriculum vitae, representative recent
publications, and a brief description of past scientific accomplishments, future
research plans, and career objectives, as well as the names of three individuals
familiar with the applicant and the applicant’s research program. Applica-
tions will be accepted until all positions are filled. Please submit via email
to rubinma@med.cornell.edu or to:

Dr. Mark A. Rubin

Vice Chairman for Experimental Pathology

Department of Pathology and Laboratory Medicine

Weill Cornell Medical College

1300 York Avenue, Box #69

New York, New York 10065

Weill Cornell Medical College is an Equal Opportunity/Affirmative Action
Employer. Women and minority candidates are encouraged to apply.



August 4-6, 2009
World Trade Center Boston/Seaport Hotel

Boston, MA USA

focus
on

• Exploiting Cancer

Stem Cells

• Combining Molecular

Targeted Therapies

• Epigenetics and

Emerging Targets

• Companion Diagnostics

and Biomarkers

• Regulatory Pathways

and Perspectives

www.drugdisc.com/Cancer

Innovations in Discovery Science, Translational

Research and Cancer Clinical Trials

New Frontiers in Cancer
DrugDevelopment

Conference Keynote

From Empiric to Speci�c: How CanWe Translate Science into
Cancer Treatments and Get it Right More Reliably?

George D. Demetri, M.D.
Director, Ludwig Center at Dana-Farber/
Harvard Cancer Center
Center for Sarcoma and Bone Oncology
Dana-Farber Cancer Institute

Featured Presentation

�e Evolving Treatment Paradigm in Multiple Myeloma

Kenneth C. Anderson, M.D.
Chief, Division of Hematologic Neoplasia,
Dana-Farber Cancer Institute
and Kra� Family Professor of Medicine,
Harvard Medical School

Plenary Keynote

Global Pharma Innovator: Daiichi Sankyo's
Challenge to Build a Competitive
Pharmaceutical Company in the Global Market

Takashi Shoda
President and CEO,
Daiichi Sankyo Co., Ltd.,
Japan

Organized by

Part of IBC’s

Drug Discovery &DevelopmentWeek

Point:
�e current approach to �rst-in-class

innovation in oncology isn’t working

Counterpoint:
Novel target discovery platforms
are feeding innovation in oncology

Debate and Discussion:

Register Today

Use Priority Code

D9201CSA



What makes you happy?
How about Western blots in 55 minutes without equipment?
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Put a smile on your face and your research with the

chemiluminescent Thermo Scientific Pierce Fast Western Blot Kit

55-minute Western blot procedure.

• Fast – all the sensitivity you need in a fraction of the time;

save 3-4 hours per blot over traditional blotting methods

• Convenient – no expensive hardware or extra bench space

needed; eliminates membrane clogging issues

• Economical – costs about the same as a classical Western blot

• Easy – optimized kit includes all reagents except

primary antibody

• Versatile – kits work with both rabbit and mouse

primary antibodies

Visit www.thermo.com/fastwest

The sensitivity you need in less time

with no expensive hardware.

Target proteins were probed using a classical

Western blot procedure (3-4 hours) and the

Fast Western Blot Kit procedure (55 minutes).

Fast Western – < 1 hour

Classical – 4 hours

GAPDH Src

GAPDH Src

Moving science forward
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