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and Antarctic Peninsula at the upper left. Floating ice shelves 

at the surface are in gray; the grounded ice sheet is shaded 

green to blue with increasing elevation. The topography was 

used to determine the volume of ice above sea level, as 

described on page 901. 

Image: David Vaughan, British Antarctic Survey
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Although this is only about half as much as pre-
viously thought, its impact on coastal areas
would still be devastating.

Tales of Talin, Kindlin, 
and Integrin
The integrins are receptors on the surface of ani-
mal cells that mediate attachment to the extra-
cellular matrix. Integrins also act as signaling
molecules, activating signaling pathways when
they bind to their ligands in the matrix. Further-
more, integrins can communicate signals from
the inside to the outside of the cell when signals
within the cell alter the affinity of integrins for
their extracellular ligands. Moser et al. (p. 895)
review recent advances in understanding the
roles of the proteins talin and kindlin in such
bidirectional signaling and how they influence
the function of integrins in health and disease.

Subwavelength Patterning
Microscopists have recently achieved fluores-
cence imaging at subwavelength resolution by
focusing one beam of light in a halo around
another beam, thereby quenching the glow of
fluorescent dyes in all but the very center of the
illuminated spot. Three studies have now
adapted this approach to photolithography
(see the Perspective by Perry). Andrew et al.

(p. 917, published online 9 April) coated a photo-
resist with molecules that, upon absorbing the
ultraviolet etching beam, isomerized to a trans-
parent layer but returned to the initially opaque
form upon absorption of visible light. Applying
an interference pattern with ultraviolet peaks
superimposed on visible nodes restricted etching
to narrow regions in the center of these nodes,

Synaptic Tag Tagged
Input-dependent synaptic plasticity is critical for
the reproducible activation of a specific neuronal
assembly encoding a particular memory. The
synaptic tagging hypothesis, which suggests how
input specificity is maintained in late-phase
synaptic plasticity, attempts to explain the per-
sistence of long-term memory. However, it has
been difficult to identify proteins that behave as
the hypothesis predicts. Okada et al. (p. 904)
investigated if the regulated spine entry of a late-
phase-related somatically synthesized plasticity-
related protein, Vesl-1S, works as a synaptic tag.
Vesl-1S protein was carried from the soma to
every dendrite and recruited into spines by
synaptic activation in an input-specific manner.
Spine entry was protein-synthesis independent,
was NMDA receptor dependent, and had a per-
sistent lifetime of activation. These results pro-
vide long-sought evidence for the input-specific
capturing of a plasticity-related protein as postu-
lated by the synaptic tagging hypothesis.

Collapse and Rise 
The West Antarctic Ice Sheet (WAIS) is thought to
be inherently unstable and susceptible to rapid
collapse if it reaches a certain warming thresh-
old. Although such an event is considered
unlikely, to predict the consequences of collapse
it is important to know how much sea level
would rise in such a case. The WAIS is thought
to contain enough ice to raise sea level by 5 to 7
meters were it to collapse. Bamber et al. (p.
901, see the cover; see the Perspective by Ivins)
have reassessed that number, on the basis of
better data on the geometry of the WAIS, and
conclude that its sudden collapse would raise
sea level by about 3.2 meters, on average, with
large and important regional variations.

yielding lines of subwavelength width. Scott et

al. (p. 913, published online 9 April) used a cen-
tral beam to activate polymerization initiators,
while using a halo-shaped surrounding beam to
trigger inhibitors that would halt polymerization.
Li et al. (p. 910, published online 9 April) found
that use of a different initiator molecule allowed
both beams to share the same wavelength (800
nanometers), with a relatively weak quenching
beam lagging a highly intense initiating beam
slightly in time. Both the latter techniques pro-
duced three-dimensional features honed to sub-
wavelength dimensions.

Global Analysis of Titan 
In its orbit around Saturn, the Cassini spacecraft
passes regularly by the planet’s largest moon,
Titan. Using a radar instrument to peer through
the moon’s thick atmo-
sphere, Zebker et

al. (p. 921, pub-
lished online 2
April) developed
a global model of
Titan. Titan is slightly
oblate, so that its poles have
lower elevations than the equator, which may
explain why the moon’s hydrocarbon lakes are
located at high latitudes.

Identifying Abortive 
Initiation
During transcription initiation in vitro, the RNA
polymerase enzyme typically engages in cycles
of synthesis and release of short RNA transcripts

EDITED BY STELLA HURTLEY
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<< Editing the Genome
The ciliate Oxytricha trifallax has an unusual genome with
the coding regions of genes (the exons) scattered through
the genome. The exons are then somehow knitted together
following transcription prior to their translation into pro-
teins. As part of this process Oxytricha eliminates all trans-
posable elements, stripping the genome down to 5% of
the original germline DNA during development. Nowacki

et al. (p. 935, published online 16 April) show that
germline-limited transposases appear to be important for
these large-scale DNA rearrangements.

Continued on page 853
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This Week in Science 

(“abortive initiation”) before breaking interactions with promoter DNA and beginning transcription
elongation. Using hybridization methods developed to detect microRNAs, Goldman et al. (p. 927)
directly detected products of abortive initiation in bacterial cells in vivo. Abortive initiation increased
when interactions between RNA polymerase and the promoter were strengthened or when transcrip-
tion was prevented. Thus, products of abortive initiation may help to regulate gene expression.

Regulating Oocyte Maturation 
Understanding exactly how ovarian follicles mature to generate fertile eggs is key to many aspects of fer-
tility treatment. When the pituitary surge of luteinizing hormone (LH) binds to its receptor on granulosa
cells of preovulatory follicles, a cascade of signaling events triggers granulosa cells to become luteal cells
and the oocyte to resume meiosis. Fan et al. (p. 938; see the Perspective by Duggavathi and Murphy),
using the mouse as a model system, targeted disruption of the kinases ERK1 and ERK2 selectively in gran-
ulosa cells. The kinases were essential in vivo mediators of LH induction of ovulation and luteinization. 

Migration and Asymmetry
Although vertebrates show asymmetry in internal body organization,
the earliest steps toward establishing different anatomies on the left
and right sides are not conserved. How this is achieved in birds has
been especially confusing. Gros et al. (p. 941, published online 9
April) show that in chicks some of the earliest left-right asymmetric
domains of gene expression, including those of Sonic hedgehog

(Shh) and Fibroblast growth factor 8 (Fgf8), are produced passively.
Genes are activated in bilateral cell populations, followed by
rearrangements that shuffle Shh-expressing cells.

Stop-Go Axon Crossing
Developing axons may or may not cross the body’s midline according to a balance between repulsive
and attractive guidance factors. As an axon first approaches the midline, a repressive receptor
encoded by the comm gene is inactivated by relocation within the cell. After the axon crosses the mid-
line, the repressive receptor is reactivated, keeping the axon from crossing back. Yang et al. (p. 944,
published online 26 March; see the Perspective by Kidd) now show that in Drosophila the comm gene
is regulated by the attractive receptor known as Frazzled. The Frazzled protein thus functions in two
ways: It initiates attraction in response to a ligand and it activates transcription of the comm gene,
keeping the repressive signal out of the action.

The Path Not Taken
People readily recognize that unchosen actions have consequences and adjust their behavior accord-
ingly. The ability to recognize fictive outcomes is thought to be a necessary component of regret, and
disruptions in this ability may cause anxiety and problem gambling. Do animals engage in this same
process? Hayden et al. (p. 948) provided monkeys with information about what rewards unchosen
options would have given. The monkeys’ behavior depended strongly on these fictive outcomes.
Responses of single neurons in the anterior cingulate cortex, which monitors outcomes of rewarding
decisions and guides subsequent changes in behavior, were recorded while monkeys performed the
task. Nearly half the neurons in the sample responded to both experienced and fictive outcomes.
Thus, the anterior cingulate cortex does not simply monitor the consequences of actions, but repre-
sents outcomes in a more abstract manner that incorporates both real and fictive information. 

Reversing Pavlov
Memories of fearful associations, such as hearing a tone before receiving a low-voltage shock, are labile
when they are retrieved, such that the association can be extinguished or reconsolidated. Monfils et al.

(p. 951, published online 2 April) demonstrate that applying a standard extinction treatment (sounding
the tone multiple times in the absence of any shocks) within a window of time during which reconsolida-
tion would normally occur has the effect of overwriting the original memory. Rats treated in this fashion
display much lower levels of renewal (fear induced by sounding the tone once by itself), reinstatement
(fear induced by giving the shock once by itself), and spontaneous recovery.

Continued from page 851
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EDITORIAL

Translational Careers
POWERED BY THE COMPUTATIONAL MUSCLE OF BIOINFORMATICS AND THE BROAD PERSPECTIVE
of systems biology, advances in biomedical science now have the capacity to transform medicine.
Yet to fully realize the health benefits of new scientific insight, we must ensure a vibrant flow of
information between the basic sciences and clinical medicine. This takes both systems and people. 

The U.S. government has made an unprecedented investment in the infrastructure required
to support a new generation of translational researchers. Through the Clinical and Translational
Science Award program (CTSA), the National Institutes of Health has created a national consor-
tium that already includes 39 centers in 23 states with an annual funding commitment of $500
million by 2012. Still in its infancy, this initiative seeks to shorten the time required to translate
research results into therapies by many means, including training researchers and providing
them with an academic home, developing tools for clinical research, streamlining regulatory
processes, and fostering interdisciplinary and interinstitutional research.
The potential is clear.

But people are the prerequisite for success. We need an array of inno-
vative investigators whose expertise spans all the disciplines of basic
discovery and medical science. As a counterpoint to federal efforts, our
private, nonprofit organizations have addressed the human capital need
in robust ways, training and funding physicians and other clinical 
scientists, and piloting models for interdisciplinary graduate training
involving biologists, physical and computational scientists and engineers,
as well as a wide range of clinical and public health professionals. 

Beyond the rigorous research education essential for all scientists,
translational scientists who will work at the boundaries of discovery and
clinical science must possess an assortment of practical and logistical
skills. They must understand the processes by which discoveries turn into
therapies, as well as the evolving role of private industry. They must navigate the regulatory
environment surrounding human-subjects research, work in teams and share the rewards of
their work, and defer financial rewards while spending years in extra training to gain this
knowledge. Existing investigators must learn new skills, but we must also attract new people
and facilitate productive interactions among them. 

The infrastructure envisioned by the CTSA initiative will provide access to resources of
enormous value. But the most precious resource for translational research is the insights of indi-
vidual investigators. All will benefit if these investigators participate in a coherent, communica-
tive community. Incompatible communications infrastructures work against this aim. We need
a means to connect people and transmit important information in a way that crosses the bound-
aries of individual subspecialties, institutions, and professional societies. Toward these ends—
and in partnership with each of our organizations, and others that wish to join us—AAAS and
Science are launching CTSciNet (http://sciencecareers.org/ctscinet), the Clinical and 
Translational Science Network. CTSciNet will combine a career-development Web portal for
clinical and translational investigators with an experimental, evolving communications infra-
structure, to be launched soon. The articles in CTSciNet will focus on educating trainees and new
investigators in translational-research skills, in the spirit of Science Careers, which has served sci-
entists since 1995. As it develops, CTSciNet’s online professional network will connect clinical
and translational science communities worldwide, leading to the formation of scientific relation-
ships among student peers, mentors and protégés, and collaborators in academia and industry. 

If it fulfills its potential, translational research will lead to better health for people. But trans-
lation is not one-way; the insights gained at the bedside, and from clinical and population-based
studies, will spawn hypotheses, enabling scientists to probe the mechanisms of disease in new
ways and ultimately enriching basic biology. Therefore, strengthening the support systems for
those who will accomplish this multidirectional translation can only be good for science.

– N. Andrews, J. E. Burris, T. R. Cech, B. S. Coller, W. F. Crowley Jr., E. K. Gallin, K. L. Kelner,

D. G. Kirch, A. I. Leshner, C. D. Morris, F. T. Nguyen, J. Oates, N. S. Sung

10.1126/science.1172137
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tinct lineage of helper cells; however, one line-

age of cells can induce the different classes of

antibodies associated with immune response to

distinct classes of pathogens. 

Three studies by Reinhardt et al., Zaretsky et

al., and King and Mohrs address this issue in the

context of a helminth infection, which generates

a classical T helper cell 2 (T
H
2) immune response

associated with interleukin-4 (IL-4) production.

Using IL-4 reporter mice, the authors demon-

strate that in the lymph node, most IL-4–producing

T cells localize to B cell follicles. These cells are

similar in phenotype to T follicular helper cells

and are required for B cell class switching, but

they also express T
H
2-associated genes such as
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The elevation of the Andes mountains has a tremendous influence on climate and ecology
across South America, and their interaction with the atmosphere even tweaks Earth’s rotation.
Their past elevation and uplift history would have greatly influenced evolution and the devel-
opment of ecosystems. The Andes were constructed by near-continuous subduction beneath
South America for more than several hundred million years, and an uplift history might reveal
or help elucidate specific tectonic events shaping the continent. Carrapa et al. compared dates
from several techniques marking the original formation age and timing of rapid cooling of
minerals now found in sedimentary rocks in the Central Andes. These ages reflect times of
more rapid erosion of the Andes. The data are consistent with several episodes of uplift or
exhumation including at about 350, 80 to 50, and 30 to 5 million years ago. Ehlers and
Poulsen explored the relation between Andean uplift and paleoclimate of South America using
a climate model and focusing on the past 10 million years or so. The simulations show that
the lower Andes would have led to more drying of the Central Andes, but to more precipita-
tion to the north. The magnitude of the results, while elucidating the importance of the
Andes in climate, complicate the interpretation of stable isotope fossil plant data used to
infer uplift history. — BH

Geology 37, 407 (2009); Earth Planet. Sci. Lett. 281, 238 (2009).

I M M U N O L O G Y

T Cell Plasticity

CD4� T helper cells are important mediators of

humoral immunity. Different types of infection

induce distinct helper lineages with characteris-

tic profiles of cytokine expression. During an

infection, CD4� T cells interact with B cells in

lymph node follicles where, through cell-cell

interaction and cytokine secretion, they deter-

mine the classes of antibodies that B cells pro-

duce. CD4� T cells that induce B cell class

switching, termed T follicular helper cells,

express distinct phenotypic markers regardless of

infection type and were thus thought to be a dis-

GATA-3. In contrast, IL-4–producing cells outside

of lymph nodes express T
H
2-associated markers,

but not T follicular helper cell–associated mark-

ers. These studies suggest that T follicular helper

cells may not represent a distinct lineage, but

rather differentiate from other T helper cell line-

ages and help to channel B cell responses via the

secretion of lineage-specific cytokines. These

studies also provide insight into how humoral

and cellular immunity are coordinated because

the same helper cytokines that induce humoral

responses in the lymph node also drive cell-

mediated immunity in the periphery. — KLM

Nat. Immunol. 10, 385 (2009); J. Exp. Med. 206,

10.1084/jem.20090303; 10.1084/jem.20090313 (2009).

A N I M A L B E H AV I O R

6 Heads Are Better than 2

A study of the gregarious house sparrow suggests

that individuals in larger groups are swifter at

solving new problems than those in smaller

groups—findings that add a behavioral dimen-

sion to the ecological costs and benefits of group

living. Using wild-caught birds that were then

acclimatized to experimental aviaries, Liker and

Bókony investigated whether group size affected

the success rate at which birds

figured out how to obtain

seeds from a familiar feeder

when access was blocked

with a transparent lid. The

larger groups, which con-

tained six birds, were able to

dislodge the lids roughly 10

times as quickly as smaller

groups of two birds—a pat-

tern that was consistent

across all individuals in the

groups. Also, birds from urban

environments were faster than birds from rural

backgrounds. Increased success at problem-solving

in larger groups may reflect a wider diversity of

experience and skill among the individuals in the

group and may constitute an adaptive advantage

in complex habitats. — AMS

Proc. Natl. Acad. Sci. U.S.A. 106,

10.1073/pnas.0900042106 (2009).

C H E M I S T R Y

Sources of Static

Contact electrification can be a nuisance (as in a

static electricity shock) but can also be harnessed

in applications such as photocopying. Many

issues about this process are still unresolved—

EDITED BY GILBERT CHIN AND JAKE YESTON
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for example, in materials such as polymers, are
the charges being transferred during rubbing
electrons, or ions? Liu and Bard examined fresh
samples of the thermoplastic poly(methyl
methacrylate), or PMMA, which develops a positive
charge if rubbed against Teflon. They found that
the pristine PMMA tubing samples could undergo a
number of reactions that are most readily
explained as electron rather than ion transfers:
plating out silver, copper, and palladium metal
from ions in solution, for example, and reducing
ferricyanide. Powdered samples increased the pH
of aqueous solutions and generated hydrogen. The
authors estimate that PMMA has a surface density
of 5 � 1013 “cryptoelectrons,” which could be
recharged by contact with sodium amalgam, and
further argue that the electrons occupy surface
states created by damaged bonds, as opposed to
states created by impurities. — PDS

J. Am. Chem. Soc. 131, 6397 (2009).

C E L L B I O L O G Y

Nuclear Optics

In humans, the 3 billion nucleotides of DNA
that constitute the genome would take up sub-
stantial cellular space if they were all stored in
an open configuration; in a remarkable instance
of molecular housekeeping, the DNA strands are
instead packaged efficiently by the cell with pro-
teins to form chromatin—a compressed mate-
rial that can be straightforwardly confined to an

approximately 10-�m-diameter membrane-
bound nucleus. Some of the DNA needs to
remain easily accessible to proteins and small
molecules that together regulate gene expres-
sion and ensure the whole lot can be copied
faithfully base by base, once per cell cycle. The
vast majority of cells from both unicellular and
multicellular organisms package transcription-
ally inactive chromatin (heterochromatin) at the
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Light intensity (high, red/blue; low, green/
orange) transmitted by conventional (left) 
and inverted (right) nuclei.
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nuclear periphery and the more active chro-
matin (euchromatin) in the center. Although the
function of this segregation is debated, the pat-
tern correlates with the timing of replication,
which during S phase is generally later for hete-
rochromatin, and is altered by changes in gene
activity, as occurs during development.

In mammals, rod photoreceptor cells dis-
play the opposite pattern, with euchromatin
found at the nuclear periphery. Solovei et al.

have analyzed chromatin organization in rod
cells from more than 30 mammalian species,
including deer, rabbits, and pigs. They found
the inverted pattern predominantly in noctur-
nal animals, and they demonstrated that this
inversion has the consequence of improving
photon transmission through the retina. In
fact, the heterochromatin regions had a higher
refractive index than the euchromatin, and the
rod cell nuclei acted as converging lenses,
indicating that the large-scale organization of
euchromatin and heterochromatin can be use-
fully exploited to achieve specialized cellular
functions. — HP*

Cell 137, 356 (2009).

M AT E R I A L S  S C I E N C E

Of Grains and Glasses

Most crystalline materials do not naturally form
single crystals, but instead form ordered regions
separated by thin grain boundaries. Although
the boundaries may occupy only a small fraction
of the volume, they can substantially affect the
mechanical and electrical properties. Zhang et

al. use simulations to explore the boundaries at
high temperatures, where less is known about
them experimentally, and specifically probe how
atom mobility changes with temperature. They
find that the motion of the atoms resembles that
in glass-forming liquids. In particular, both
materials show the cooperative motion of
strings of atoms, with similar behavior in the
size and motion of the strings over a range of
temperatures, including the formation at low
temperature of cages that trap atoms into local-
ized oscillations. The authors believe their
model can explain why grain boundary behav-
ior is dependent on the mode of an applied
stress, something that is not captured by con-
ventional grain boundary migration theories.
The nature of the strain (tensile or compres-
sive), for example, alters the average chain
length, which in turn influences the mobility.
Similarly, impurities can either disrupt or
enhance the formation of atom chains, and
thus render the boundary region either a
stronger or weaker glass former. — MSL

Proc. Natl. Acad. Sci. U.S.A. 106,

10.1073/pnas.0900227106 (2009).

Continued from page 857

*Helen Pickersgill is a locum editor in Science’s editorial
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Busting the 

Bumblebee

Bushwa
There’s an old but persistent myth, based on cal-
culations from 19th century aerodynamic theory,
that bumblebees shouldn’t be able to get their
heavy bodies airborne with their teeny wings.
Computer modelers have tried to explain how they
do it, and now scientists at the University of
Oxford have captured bumblebee flight in vivo.

Biomechanicist Richard Bomphrey and col-
leagues trained bees to fly between a hive and
pollen-rich flowers in a smoky wind tunnel while
high-speed video cameras captured the swirls of
air, or vortices, over the beating wings. It turned
out that bumblebees are very inefficient fliers.
Unlike most flying animals, they “use the wings on
each side independently,” says Bomphrey, which

means that they do not connect
the airflow over their wings into a
single vortex that would speed
them on. Such flight requires a lot

of energy, supplied by bumblebees’
hefty thorax muscles and energy-rich diets.

Bomphrey speculates that the bees have sacri-
ficed efficiency for “increased control whilst hov-
ering at flowers.” Or the large thorax needed to
carry pollen may prevent airflow from linking over
it. With this study, in the May issue of Experiments

in Fluids, “we now have more information about
the flows round bumblebee wings than any other
animal,” says co-author Adrian Thomas.

“The finding sounds indeed interesting,” says
biologist Fritz-Olaf Lehmann of the University of
Ulm in Germany. But he cautions that three-
dimensional flow measurements would be more
informative than the 2D smoke trails that the
Oxford group studied.

DNA on the Block
When J. Craig Venter became the first person
to sequence his genome in 2001, it took his
company, Celera Genomics, a year and cost
$100 million.

This week, a European man won an auction
on eBay with a bid of $69,000 to have his whole
genome sequenced and analyzed by Knome Inc.
in Cambridge, Massachusetts. 

The company, which usually charges
$99,500 per genome, will donate the proceeds
to the X PRIZE Foundation. “The cost of generat-
ing sequence data has been in an absolute free
fall” as technology advances, says Knome CEO
Jorge Conde. The foundation plans to push the
process further by awarding $10 million to the
first team that can sequence 100 human
genomes in 10 days for $10,000 each. 

One company promises a $10,000 genome
by next year and predicts that the figure will
plunge to $1000 in 5 years, says geneticist Yoav
Gilad of the University of Chicago in Illinois. At
such prices, researchers are salivating at the
thought of finding out, for example, whether
different populations evolved different versions
of genes to adapt to various diseases or diets—
research that will help usher in a bold new era
of personalized medicine.

Chancellor
Turnover 
At UC

Two University of
California (UC) institu-
tions are getting their
first female chancel-
lors this summer. At UC
San Francisco, Susan Desmond-Hellmann, 51,
(above) will replace J. Michael Bishop, 73, who
is stepping down after 10 years. As a cancer
researcher and executive at the pioneering
biotech company Genentech, Desmond-
Hellmann played a key role in ushering block-
buster cancer drugs—such as Herceptin,
Rituxan, and Avastin—to market. Desmond-
Hellmann, a hot commodity who shows up
perennially on Fortune’s list of powerful
businesswomen, was leaving Genentech as
part of the leadership shakeup following the com-
pany’s acquisition by Swiss drugmaker Roche. 

And last week, UC regents approved the
appointment of Linda Katehi as chancellor of UC
Davis. Katehi, 55, is currently a professor of elec-
trical and computer engineering and provost at
the University of Illinois, Urbana-Champaign. 

Into the Depths
On 23 May, a new crewless submersible will leave Guam on a trip that will include an attempt
to explore the deepest part of the world’s oceans: the 11,000-meter Challenger Deep in the
Pacific Ocean’s Mariana Trench.

Nereus will have to withstand the pressure of roughly 1000 atmospheres—equivalent to
“three SUVs standing on your big toe,” says Andy Bowen of the Woods Hole Oceanographic
Institution in Massachusetts, one of the designers.

There have been only two prior attempts to go this deep. In 1960, two men spent 20 min-
utes at the bottom in the bathyscaphe Trieste. In 1995, Japan’s crewless submersible Kaiko
made a brief visit. Nereus will be the first equipped to roam around mapping Challenger Deep,
with batteries enabling it to operate autonomously for 20 hours and cover about 70 kilometers,
Bowen says. The vehicle, which carries stacks of disposable steel plates as ballast, will also be
tethered to the mother ship by a 40-km-long fiber-optic cable for remote operation so that it
can collect samples and send back pictures.

C
R

E
D

IT
S

 (
T

O
P

 T
O

 B
O

T
T

O
M

):
 C

O
U

R
T

E
S

Y
 O

F
 U

N
IV

E
R

S
IT

Y
 O

F
 O

X
F

O
R

D
; 
U

N
IV

E
R

S
IT

Y
 O

F
 C

A
L
IF

O
R

N
IA

; 
R

O
B

E
R

T
 E

L
D

E
R

/W
O

O
D

S
 H

O
L
E

 O
C

E
A

N
O

G
R

A
P

H
IC

 I
N

S
T

IT
U

T
IO

N

Nereus, ready for the abyss.
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NEWS>>
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Take a deep breath. That’s what President
Barack Obama seems to be telling nervous
U.S. scientists in the detailed 2010 budget
that he unveiled last week. 

Despite the candidate’s repeated assur-
ances about the importance of investing in
science, Obama’s $3.6 trillion budget request
to Congress—his first since tak-
ing office in January—is hardly a
call to arms. Overall spending on
research would creep up by
0.6%, to $59 billion, over the
comparable appropriation for
2009. (The more commonly
quoted f igure for federal R&D, which
includes weapons systems, would edge up
0.4%, to $147.6 billion).

What that number doesn’t include, how-
ever, is the unprecedented $21 billion influx
of research funding from the one-time stimu-
lus package enacted in February (Science,
20 February, p. 992). The small percentage
change also reflects large increases this year
for some agencies that legislators approved
belatedly in March (Science, 6 March,
p. 1275). Then there’s the fact that the new

Administration is still filling many positions
and, as one lobbyist notes, “You need people
to come up with new programs.”

Take the National Institutes of Health
(NIH), which received $10.4 billion in
stimulus funds that must be spent in the next
18 months. Its 2010 budget would rise to

$30.8 billion, a 1.5% increase over
a 2009 budget without the stimu-
lus funding. “We didn’t need addi-
tional resources,” says Kathleen
Sebelius, newly installed as head
of the Department of Health and
Human Services, of which NIH

is a part. Even so, Obama has proposed a
controversial doubling of cancer research
over 8 years, to $11.5 billion, starting with
a 5% jump in 2010. 

The small overall increases for 2010
have put science advocates in a diff icult
position. They don’t want to appear
ungrateful for what’s in the stimulus pack-
age, and even a small increase in the regular
budget is better than nothing against a
budget deficit topping $1 trillion. But “we
would like to have seen the strong support

for medical research expressed by President
Obama matched by sizable funding
increases [in the 2010 request],” said
Richard Marchase, president of the Federa-
tion of American Societies for Experimen-
tal Biology in Bethesda, Maryland, in a
statement about the proposed NIH budget.
“While we appreciate that NIH received an
incremental increase at a time when federal
programs are facing cuts, and while the sci-
entific community is immensely grateful
for the investment in medical research that
Congress and the president made through
the Recovery Act, the budget still raises
serious concerns about the sustainability of
the biomedical research enterprise.”

Getting a $3 billion slice of the stimulus
pie hasn’t hurt the National Science Founda-
tion (NSF), whose budget Obama has prom-
ised to double over 10 years as part of a com-
mitment f irst made by Bush in 2007 to
strengthen federal support for the physical
sciences (see sidebar). The foundation
would receive an increase of 8.5% in 2010,
to $7.04 billion. Within that total, its
research account would grow by 12%, to
$5.73 billion. (Details had not been released
at presstime.) The science and technology
portion of the Environmental Protection
Agency’s budget would grow by 6.6%, to
$842 million, with more research into air
toxics, human health, and ecosystems. And
the U.S. Geological Survey’s budget would

Stimulus Spending Looms Large as
Obama Charts a Course for Science

THE 2010 BUDGET

15 MAY 2009 VOL 324 SCIENCE www.sciencemag.org

Science lobbyists have cheered President Barack Obama’s arrival at the
helm of the U.S. ship of state for a host of reasons. One is the impressive
scientific credentials of the new Administration’s initial appointments.
The list generally begins with Steven Chu, a physics Nobelist, and
includes science adviser John Holdren, National Oceanic and Atmos-
pheric Administration head Jane Lubchenco, and the co-chairs of the
President’s Council of Advisors on Science and Technology, medicine
Nobelist Harold Varmus and genomics wizard Eric Lander. Another is
Obama’s repeated promise to “restore science to its rightful place.”
That’s code for reversing the regulatory policies of the Bush years that
seemed to ignore or distort the scientific analyses on which they were
supposed to be based. And just last month, Obama received an ovation
from the members of the National Academy of Sciences (NAS) by calling
for 3% of the country’s economy to be devoted to research, an unprece-
dented level of public and private spending on science. 

But how long will that honeymoon last? Here are five areas that could
cause friction between the new president and the research community.

In addition to providing new funding, Obama
has done plenty to befriend researchers con-
cerned about global warming. He has stuck
with his campaign promise to push for an
80% reduction by 2050 in 1990 greenhouse
gas emissions. And an Environmental Protec-

tion Agency (EPA) ruling last month that those gases should be regulated under
the Clean Air Act will give Obama leverage with Congress.

But there’s also much concern that the president may ultimately be
forced to choose a watered-down deal over no deal at all. An Administra-
tion official said last month that the Administration was considering a bar-
gain in which emissions caps would begin in 2014 instead of 2012, and
that one concession to large carbon emitters might be opening up oil
drilling in U.S. waters. Holdren also indicated recently that Obama might
be rethinking a campaign promise to have companies pay for all the emis-
sions allowances allotted to them as part of a reduction scheme.

“It’s too early to start whining,” says atmospheric scientist Michael
Oppenheimer of Princeton University. “But I’m concerned about what the
White House might eventually agree to.”

Online
Podcast 
interview with 

author Jeffrey Mervis.

sciencemag.org
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grow faster than inflation for the first time in
years, receiving a 5% boost, to $1.1 billion.

One agency whose science budget is get-
ting a real shakeup is the Department of
Energy (DOE). The president has requested
$280 million for a competition to pick eight
Energy Innovation Hubs, each one focused
on a different energy-related challenge
aimed at reducing the country’s carbon emis-
sions and fostering energy independence.
“This is something that I feel quite passion-
ate about,” said Energy Secretary Steven Chu
about the hubs, which he described as little
Bell Labs. Each would receive as much as
$135 million over 5 years. The 2010 budget

also includes $10 million for a new agency,
Advanced Research Projects Agency-
Energy (ARPA-E), to identify and fund what
Chu and others call “transformative
research” on solutions to the country’s
energy needs. ARPA-E received $400 mil-
lion in the stimulus package.

DOE would also get $115 million to
begin educating students at all levels in
clean-energy f ields. That’s six times the
amount DOE now invests in training and
would make the department a major player
in federally funded science, technology,
engineering, and math education. By com-
parison, the leader, NSF, would see its edu-

cation directorate grow by only $13 million,
to $858 million. That bump would be more
than absorbed by boosts for technology
training at community colleges and a hike in
the graduate research fellowship program.
The latter addresses the president’s promise
to triple the size of the program, to 3000 new
awards a year, by 2013.

The proposed 3.9% increase for DOE’s
Office of Science, to $4.94 billion, takes into
account the 19% leap that the office received
in 2009, as well as the $1.6 billion in the
stimulus package. At the same time, the 2010
budget would also scale back some activities,
notably the hydrogen vehicle program, a
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THE ERRATIC PACE OF DOUBLING By the numbers. What would the president’s promised
10-year budget doubling mean each year for the three
agencies it covers? The Bush Administration was always
careful to say it wanted to double overall spending by the
National Science Foundation, the Department of Energy’s
(DOE’s) Office of Science, and the National Institute of
Standards and Technology by 2016. But the Obama White
House has calculated each yearly step, for each agency.
Budget cynics may not be surprised, but it turns out that
most of the growth occurs in the last 5 years and that
2011 is projected to be a pretty tough year. DOE’s science
office would grow by only 1.6% in 2011, for example,
and NSF by 2.9%. Double-digit increases would return
the following year and beyond, however, with each
agency winding up in 2016 with twice the amount it had
received in 2006.

When Obama promised NAS members last
month that his Administration would make
“the largest commitment to scientific
research and innovation in American history,”
he predicted the payoff would include “solar
cells as cheap as paint [and] green buildings
that produce all the energy they consume.”
Chu has also painted a rosy picture of the
technical breakthroughs that will lead the way
to a low-carbon future.

But will there be a backlash when, as is likely, those breakthroughs
don’t materialize or have no practical impact before the next election?
“There’s no question that they’re overpromising, but that’s part of the
excitement,” says Massachusetts Institute of Technology chemist John
Deutch, undersecretary of energy during the Carter Administration.
Deutch says success will hinge on the Administration’s ability to sustain
generous support over many years, along with regulations that allow new
technologies to flourish.

Obama’s 2010 budget to make can-
cer research the top priority for the
National Institutes of Health (NIH)
has dismayed biomedical research
advocates, who say such set-asides
are harmful to science. Varmus, a
former NIH director, has written that
it’s a bad idea to set aside funding

for a specific disease because discoveries in one area often turn out to
benefit another. Richard Marchase, president of the biology association
FASEB, is also concerned that other disease groups will follow suit and
that a coalition of patient and research groups that have pushed for
increasing the NIH budget “will begin to unravel.”

Advocates take heart in the fact that the increase is spread over all
27 NIH entities, not just the National Cancer Institute. Research on
cancer covers basic studies of cell growth and genetics that could
have broad implications for other diseases, says David Moore of the
Association of American Medical Colleges. Still, there will be a push
for Congress to embrace a broader approach.
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Bush favorite, from $169 million to $68 mil-
lion. As Chu explained during a budget brief-
ing, “Is it likely in the next 10 or 15 or even
20 years that we will convert to a hydrogen
car economy? The answer, we felt, was no.”

Old and new

Obama provided few specifics about sci-
ence when he previewed his 2010 budget in
late February. But the details released last
week contain more than a passing resem-
blance to those of his Republican predeces-
sor,  says  Bush sc ience adviser  John
Marburger. “It is certainly the sort of
budget I would have expected under the pre-
vious administration, and indeed it carries
forward the priorities of that administration,
as the Bush administration carried forward
science priorities of the Clinton administra-

tion,” Marburger wrote in an e-mail to Science.
The promised budget doubling for DOE

science, NSF, and the National Institute of
Standards and Technology, for example, was
a cornerstone of Bush’s last three requests
and had been embraced—but not always
followed—by a bipartisan majority in Con-
gress. The meager NIH increase, after the
huge bulge from stimulus funding, also con-
tinues a tradition going back to 2004 after
the agency’s budget finished a 5-year dou-
bling course. The competitive research pro-
gram at the U.S. Department of Agriculture
would remain at about $200 million. Simi-
larly, most of NASA’s vastly overcommitted
science programs (Science, 3 April, p. 34)
would get no more assistance from Obama
than they received from Bush. But whereas
astrophysics would drop by 7% in 2010,

earth sciences, already buoyed by $325 mil-
lion in stimulus funding, would receive boosts
in each of the next 4 years, growing from
$1.4 billion in 2009 to $1.6 billion in 2013.

The biggest question mark for NASA is
the fate of its human exploration program
following the planned retirement of the space
shuttle next year. On budget day, presidential
science adviser John Holdren announced
that Norman Augustine, former CEO of
space and defense giant Lockheed Martin,
has agreed to head a panel to do a quick
review of the new rocket and space capsule
that NASA has promised will be ready by
2015. “I anticipate they are going to …
assess the status of where we are at and the
progress that we are making,” explained act-
ing NASA Administrator Christopher
Scolese. “Clearly, if we are on the wrong
path, we should change.”

At the budget briefing, Holdren talked
about how much the president “gets it” when
discussing science and how he lights up
when the topic turns to science education.
But this year’s budget request may not be the
best metric to measure progress toward
the president’s goals. Standing alongside
Holdren at the briefing—and singled out for
praise—was National Oceanic and Atmos-
pheric Administration Administrator Jane
Lubchenco, a much-decorated marine ecolo-
gist to whom Holdren kidded he was “joined
at the hip,” having been nominated the same
day, appeared together before the Senate, and
sworn in at the same ceremony. But despite
that close kinship, NOAA’s proposed 2010
research budget of $568 million is actually
$8 million less than the Bush Administration
requested last year.  –JEFFREY MERVIS

Counting on them. Science adviser John
Holdren (left) and NASA’s Christopher
Scolese describe the president’s proposed
2010 science budget. 

Many people are watching
nervously as NIH, still with-
out a permanent director,
doles out its $10.4 billion
stimulus windfall. On the
one hand, acting NIH Direc-
tor Raynard Kington is

doing a fine job, they say, and delays in appointing an NIH director
aren’t unusual—the institute had no designated director for more
than 2 years after Varmus left in December 1999, for example.

Still, advocates believe that a fresh vision is needed for 2011
and beyond to avoid the same sort of crash that occurred in 2004
when NIH ended a 5-year budget doubling. In the meantime, Con-
gress will need to be convinced that the stimulus money was spent
in innovative ways and not just to let researchers extend current
projects. “We’re going to need big, glamorous things to hang our
hats on,” says one lobbyist.

Public health scientists and environmen-
tal advocates are still seething from the
previous Administration’s approach to
regulating air pollution. Stephen John-

son, EPA head under President George W. Bush, endured scathing criti-
cism when he picked standards for ozone and soot that were looser than
those his experts advised (Science, 21 March 2008, p. 1602).

The Clean Air Act requires EPA to base standards for these and four
other common air pollutants only on what the science says will adequately
protect human health. In 2005 and 2008, Johnson disregarded the advice
of science advisers on portions of those standards. Advocacy groups sued,
and now the soot and ozone standards are back at EPA for a second look.

Lisa Jackson, EPA’s new administrator, has promised to follow the sci-
ence in deciding whether to tighten regulations on power plants, the auto
industry, and other sources of air pollution. But will a recession erode that
commitment? In her Senate confirmation hearing, Jackson left herself
some breathing room: “I understand that the laws leave room for policy-
makers to make policy judgments.”

–DAN CHARLES, JOCELYN KAISER, ELI KINTISCH, AND ERIK STOKSTAD

4 5

Published by AAAS



www.sciencemag.org SCIENCE VOL 324 15 MAY 2009 867

NEWS OF THE WEEK

A frantic grant-writing effort that has con-
sumed biomedical research scientists this
spring came to an end last week, resulting in
a huge pile of new applications—more than
10 times larger than expected—to be
reviewed by the National Institutes of
Health (NIH). After this enthusiastic
response, there will be many disappointed
applicants: The rejection rate could run as
high as 98%.

The flurry of activity was sparked by the
recent economic stimulus bill, which
enabled NIH to expand ongoing grants and
offer so-called Challenge Grants, described
as an opportunity to jump-start research on
certain topics. The NIH director’s off ice
announced the competition for these 2-year
grants, worth $1 million each, in early
March. This was just 2 weeks after President
Barack Obama signed the bill that gave NIH
$8.2 billion to spend on extramural research
by October 2010 (Science, 17 April, p. 318).
By 12 May, NIH had logged about 20,000
applications for the Challenge awards. That
total surpasses anyone’s expectations and
tops what NIH normally receives in its regu-
lar three-times-a-year grant cycle. By con-
trast, NIH received only 1600 applications
from researchers seeking to expand existing
grants—fewer than anticipated.

Initially, NIH expected to receive per-
haps 1500 Challenge Grant applications
and make 200 or more awards, says
Anthony Scarpa, director of the NIH Center
for Scientific Review (CSR). But as NIH
officials spoke with university administra-
tors, Scarpa says, NIH kept revising its esti-
mate upward. 

Even after the 27 April deadline had
passed, it took a while to pin down the total
numbers. Some applications got clogged in
the federal grants–submission portal,
Grants.gov. Although researchers worried
that the Web site would collapse, that did not
happen—the system just took longer than
usual to process applications, so NIH gave
investigators an 11-day extension. The
20,000 total is surprising, says one NIH
official, but NIH has seen a similar dispro-
portionate spike in first-year applications
for some other new programs, such as the
Pioneer Awards. 

Although some scientists grumble that
the Challenge Grant award success rate will
be so low that decisions cannot be made

rationally, others are buoyed by the out-
pouring of ideas: “This is our march on
Washington. Now policymakers need to
step up to the plate,” says cancer researcher
Peter Bitterman of the University of Min-
nesota, Twin Cities, which submitted about
240 applications.

To review the applications, CSR has
called on 15,000 people, largely previous
reviewers but also new ones found with help
from scientific societies. Each application
will be sent electronically to three experts,
then some 30 study sections will meet in per-
son to assign overall scores, using a new

“editorial board” model, Scarpa says. CSR
staff members, who are also organizing a
regular round of reviews this spring, have
been working overtime, he adds: “It’s a
heroic effort. They’re really overworked.”
But Scarpa says he is confident that “it will
be an excellent level of review.”

Scientists should expect that “substan-
tially more” than 200 awards will be made,
because many institutes and centers will
decide to fund some on their own, says act-
ing NIH Director Raynard Kington. NIH
expects at least 400 overall. Still, the suc-
cess rate will be low. But Kington says the
effort won’t be wasted because many inves-
tigators will resubmit their ideas in the
bread-and-butter R01 category starting
next fall.  –JOCELYN KAISER

Stimulus Funding Elicits a  
Tidal Wave of ‘Challenge Grants’

BIOMEDICAL RESEARCH

Swamped. NIH is calling in reinforcements to help
review roughly 20,000 proposals for 2-year
research projects.

From the Science

Policy Blog

ScienceInsider went all over town last week
to hear federal agency officials present
details of President Barack Obama’s 2010
budget request to Congress. Here is a sam-
pling of what we learned. 

At NASA, the earth sciences program was
the favored child within space science,
adding to its $325 million haul from the
recent stimulus package. The budget offers
little help for other heavily mortgaged sci-
ence programs. However, the president
threw a wild card into the NASA deck by
announcing a review of the Bush Adminis-
tration’s plans for human exploration of the
moon and Mars.

The intramural labs at NIST fared well, as
did external industrial support programs such
as the Technology Innovation Program, a
perennial target for the Bush Administration.
Look for a boost in efforts to build a smart
grid, advance solar energy, and revamp infor-
mation technology in health care.

Problems with the Advanced Spectroscopic
Portal program, which was started in 2004
to screen cargo at land and sea borders for
signatures of nuclear material, have led to a
proposed elimination of acquisition funds
for the Domestic Nuclear Detection Office

within the Department of Homeland Secu-
rity. Administration officials say they plan to
use stimulus money to buy the detectors if
and when they are proven effective.

While most institutes and the director’s
Common Fund would receive tiny raises,
cancer research at the National Insti-

tutes of Health would take off on an 
8-year doubling path. “It’s a presidential
priority,” explained acting NIH Director
Raynard Kington. “I don’t think it’s 
inconsistent with the broad mission of the
agency in any way.” Another Obama cam-
paign pledge would boost autism research
by 16%, to $141 million. Reversing a Bush
policy, the president’s budget also requests
funding, totaling $194 million, for the lon-
gitudinal National Children’s Study.

For the full postings and more, go to
blogs.sciencemag.org/scienceinsider.
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Texas biomedical researchers
were elated 2 years ago when
voters approved spending $3 bil-
lion over 10 years for cancer
research and prevention in the
state. But they also worried
about keeping funding decisions
free of politics (Science, 31 Aug-
ust 2007, p. 1154). Dealing with
such concerns is a top priority,
says the Cancer Prevention and
Research Institute of Texas’s
(CPRIT’s) scientif ic director,
biochemist Alfred Gilman,
named last month. 

Gilman, 67, won a Nobel
Prize in 1994 for work on G pro-
teins and their role in cell signal-
ing. A Connecticut native, he has
spent nearly 3 decades at the
University of Texas (UT) South-
western Medical Center at Dal-
las, where he is now an executive
vice president, provost, and med-
ical school dean. In June, he will
step down to join the new ven-
ture. As Science went to press,
the Texas House of Representa-
tives and Senate were expected
to approve the full $300 million from bond
sales for each of CPRIT’s first 2 years, and
Gilman hopes to make the first awards late
this year. Gilman’s comments have been
edited for brevity. –JOCELYN KAISER

Q: Why were you interested in this job?
You’re not a cancer biologist.
A.G.: No, but the basic research I did was
applicable to most cellular functions. I actu-
ally was funded by the American Cancer
Society for several years. So I’m not without
cancer connections.

This is an exciting thing for Texas to do.
It’s real money, it’s a real opportunity to
accomplish some novel things in cancer
research. I’m at a perfect point in my career
to do something like this. I don’t want to be
dean anymore. 

Q: What is CPRIT going to do that will be dif-
ferent from what the National Cancer Insti-
tute does?
A.G.: First of all, the biggest part of my job is
going to be to put together the best darn sci-
entific review committees you’ve ever seen,

headed by superb cancer scientists. They will
all be non-Texans. The first question that will
be asked [of grant proposals] is, “How
important and innovative is this research?”
Not, “Can it be done?” 

I’m very much looking forward to hav-
ing a high-impact, high-risk grant program
that will give out, say, $100,000 for a year or
18 months to get preliminary data. We’ll be
putting forth RFAs [requests for applica-
tions] to encourage recruitment to Texas of
both senior and junior scientists. We defi-
nitely want to recruit some stars. There will
be some big consortium grants. I’ll be sur-
prised if there aren’t big infrastructure proj-
ects, say, high-throughput screening or
tumor-sample repositories. Certainly we’ll
support training.

Q: Do you have any idea how much will go to
basic versus clinical research and treatment
versus prevention?
A.G.: Some people have written down those
numbers, and I’ve said, I don’t want to see
‘em. I want the judgment of quality to deter-
mine the distribution of money. 

My plan is that I would have the chairs of
the study sections in essence constitute the
equivalent of a [National Institutes of
Health] council. They will get together in a
meeting and merge their study sections’ lists
into a final funding list. I think that will be a
very interesting meeting. 

Q: Is there going to be any attempt at geo-
graphic diversity?
A.G.: Not much. (Laughs.) I’ve said a pretty
consistent line here that I’m going to take the
politics out of this. But if you look at the data,
roughly half of NCI [National Cancer Insti-
tute] funding in Texas goes to M. D. Ander-
son [Cancer Center]. All of the UT compo-
nents account for about 75% of NCI funding
in the state. Now add Baylor [College of
Medicine], and you are at about 90%. So
that’s not evenly distributed geographically.
It’s based on peer review. And so I think it
will shake out roughly that way. 

But I think the high-risk, high-impact
program will provide opportunities for peo-
ple in smaller schools to compete. A great
idea can come from anyplace. 

Q: Are Texans going to expect cures?
A.G.: Every time everyone uses the “C”
word, I say, “Please, we will not over-
promise.” And what I’ve said to one of the
sponsors of the legislation [is], we’ll work
hard but we’re not going to promise that
we’re going to cure anything. I’m saying that
we’re going to make a lot of progress. 

Q: You will remain on the boards of two drug
companies [Eli Lilly and Regeneron]. Why
don’t you see that as a conflict of interest?
A.G.: Because I don’t see either Eli Lilly or
Regeneron coming to CPRIT for funding or
being involved in projects with CPRIT
investigators, but if they do, it’s just as big a
conflict of interest that I’ve been at UT
Southwestern for 28 years. I’ve recused
myself from here to eternity. I’m setting up
the review system, I’m organizing it, I’m
facilitating it. And I’m not voting. 

Q: Is there anything else to know about how
CPRIT will work?
A.G.: I said to the oversight committee, “You
give me the tools I need, I will give you the
world’s best peer-review system.” I want to
call up these folks and invite them to partic-
ipate. I’ll say, “You’re going to help give
away $300 million a year for cancer
research, and your advice will be taken.”
And I said, “If you ignore the advice of
review groups, then they’ll walk and I’ll
walk with them.”

Texas Transplant Alfred Gilman
Guides $3 Billion Cancer Project

NEWSMAKER INTERVIEW
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Physicists across the globe are looking forward

to exciting discoveries once the world’s most

powerful particle accelerator, the Large Hadron

Collider, fires up in September at the CERN

particle physics lab near Geneva, Switzerland.

But researchers in Austria, one of the lab’s

20 European member states, were shocked to

hear last week that they may have to leave the

party early. Austrian science minister Johannes

Hahn announced on 7 May that he intends to

withdraw the country from CERN member-

ship by the end of 2010 because his ministry

thinks its €16 million annual contribution

would be better spent on smaller research proj-

ects. Christian Fabjan, director of the Institute

of High Energy Physics in the Austrian Acad-

emy of Sciences, calls the decision “devastat-

ing,” adding: “It degrades the position of Aus-

tria to a backseat in fundamental research.”

The matter has attracted huge public inter-

est in Austria. “We were surprised by the

amount of reaction,” says physicist Daniel

Grumiller of the Institute for Theoretical

Physics at the Vienna University of Technol-

ogy. Researchers have been quick to gather

support for reversing the decision, setting up

Web sites for letters and an online petition that

attracted 5500 signatures in its first 24 hours.

“It would be a great loss for Austria, and a

blow to Europe and the scientific world, if

short-term thinking and lack of vision caused

Austria—birthplace of Ludwig Boltzmann,

Erwin Schrödinger, Wolfgang Pauli, Victor

Franz Hess, and Lise Meitner—to pull out of

CERN now,” posted physics Nobelist Frank

Wilczek of the Massachusetts Institute of

Technology in Cambridge.

Hahn said in his statement that Austria

wants to participate in new research facilities

that will soon be starting up in Europe. And

facing a flat budget, the science ministry

(BMWF) decided to review current interna-

tional memberships. CERN, he noted, takes up

70% of the ministry’s fund for international

research, and a small nation such as Austria has

a low visibility in such a large endeavor. 

Fabjan counters that the ministry received a

modest increase in its budget for 2009,

although he acknowledges that BMWF still

has more commitments than it can afford.

“Having too many projects is a good situation.

It promotes healthy competition,” he says. But

the ministry should have been more open in the

way it decided between CERN and other

efforts, he contends: “The choice was made

internally, without consulting the scientific

community.” Fabjan also points out that Aus-

tria’s contribution to CERN, which is calcu-

lated according to its size and national wealth,

is just 0.47% of the ministry’s annual budget. 

Austria has been a member of CERN for

50 years. Because membership is governed by

an international treaty, Austria’s withdrawal

must be approved by the council of ministers

and Parliament, and the order signed by the

president. Physicists are hoping that a sustained

media campaign will reverse the decision.

CERN, too, is hoping for a different out-

come. The lab’s director general, Rolf Heuer,

visited Vienna to speak with Hahn on 11 May.

They agreed to continue discussions and seek

an outcome satisfactory to both sides. CERN

spokesperson James Gillies says that a number

of member states have in the past had trouble

paying their fees, but something was usually

worked out, such as a temporary rebate. How-

ever, Yugoslavia did secede from CERN in

1961 as did Spain in 1969, although Spain

rejoined in 1983. Austria accounts for only

2.2% of CERN’s budget, but the lab’s greater

concern, during the financial crisis, is a domino

effect. Says Grumiller: “If a relatively rich

country like Austria pulls out, it could set other

members thinking.” –DANIEL CLERY

Austria’s Possible CERN 
Withdrawal Rattles Physicists

PARTICLE PHYSICS

Vanishing point. As CERN makes final repairs to the LHC, its

managers look for a way to stop Austria from jumping ship.
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Nice Guys Finish First. In tribal societies,
one might expect that the fiercest warriors
get the most women and father the most
children. But that’s not necessarily the case,
says a new study of the brutal Waorani tribe
of Ecuador, published in the Proceedings of

the National Academy of Sciences. The most
aggressive Wao warriors have about the
same number of wives and children as
milder-mannered men have, and their chil-
dren are less likely to survive beyond the age
of 15, largely due to an endless cycle of
revenge killings. http://tinyurl.com/r9zbwv

Unpredictable Sun. Fans of
solar storms and power failures
are in for some bad news. A
panel of the world’s solar scien-
tists announced that the next solar
maximum—when the sun’s irradiance,
solar wind, and sunspots are most volatile—
is not coming as soon and will not be as
strong as predicted. That means fewer solar
storms, which can cause power outages here
on Earth. http://tinyurl.com/r4753z

How Do You Hide a 5-Ton Shark? Every
summer, hundreds of basking sharks emerge
off the northeast coast of the United States,
jaws agape to capture the tiny zooplankton
that make up their diet. But by winter, the
world’s second-largest fish seems to vanish.
Now, researchers have used satellites to solve
the mystery of the basking sharks’ winter
home, they report in Current Biology. The
findings could help conservationists better
protect the 10-meter-long sharks, which may
number fewer than 10,000 worldwide.
http://tinyurl.com/r9gvrz

Stronger Than Steel. New supercomputer
simulations of the crusts of neutron stars—
the rapidly spinning ashes left over from
supernova explosions—reveal that they con-
tain the densest and strongest material in the
universe. So dense, in fact, that the gravity of
the mountain-sized imperfections on the sur-
faces of these stars might actually jiggle
spacetime itself. If so, researchers report in
Physical Review Letters, neutron stars could
offer new insights into gravitational waves.
http://tinyurl.com/on9nqn

Read the full postings, comments, and more
on sciencenow.sciencemag.org.

From Science’s
Online Daily News Site

ScienceNOW.org
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Shortly after receiving word on 23 April that the

same odd strain of swine influenza had infected

humans in both the United States and Mexico,

researchers around the world pounced on this

novel H1N1 virus. “I’ve never seen so many

people mobilized for something like this so

quickly,” says molecular virologist Elodie

Ghedin, who specializes in influenza genomics

at the University of Pittsburgh School of Medi-

cine in Pennsylvania. Indeed, several journals,

including Science, have

already published papers

about the outbreak.

In contrast to the regi-

mented organization of the

public health effort, the

research community has a

free-for-all spirit, more

Wikipedia than Encyclope-

dia Britannica. Questions

include: Where does this

virus come from, how does

it do its dirty work, where is

it heading, and how do we

combat it?

“Everybody is trying to

make sure we do the analy-

sis quickly and get the

human specimens we need

to capitalize on this,” says

Richard Scheuermann, a

molecular immunologist at

the University of Texas

(UT) Southwestern Med-

ical Center at Dallas.

“Even if this virus turns out

not to be too virulent, it

may help us be prepared to

respond rapidly in the situ-

ation where the emerging

outbreak strain is highly

virulent.” Another reason,

experts say: This H1N1 has

also made headway into the Southern Hemi-

sphere, which is entering winter now,

influenza’s favorite season, putting billions of

people at risk. And it may well return to the

north in September.

One of the earliest research projects to go

public was a wiki-style Web site called

“Human/Swine A/H1N1 Influenza Origins and

Evolution” created by two evolutionary biolo-

gists in the United Kingdom: Andrew Rambaut

of the University of Edinburgh and Oliver

Pybus of the University of Oxford. Rambaut

and Pybus began pulling sequences of the

new virus off public databases on 27 April; by

30 April they had posted the wiki with phylo-

genetic analyses of the strain’s origins.

“Researchers were making the sequence data

publicly available, so we decided, let’s make

our analyses publicly available even though

they might be provisional,” says Pybus. Many

others quickly joined in, too.

Their most provocative

finding is that the sequ-

ences available so far have a

common ancestor that

dates back to “September-

ish” 2008, says Pybus. “So

there were a few good

months of transmission of

this virus before anyone

noticed it,” he says. Pybus

is also co-author of a paper

Science published online

on 11 May that analyzes the

Mexican outbreak, estimat-

ing that it infected 23,000

people by the end of April

with a case fatality rate sim-

ilar to an epidemic in 1957

but not as deadly as the

infamous 1918 Spanish flu.

Probing origins is

tricky because the virus

disappears within a week

or so of a person becoming

infected, but antibodies to

the infection last much

longer. “It’s very impor-

tant for us to go back and

do retrospective serosur-

veys in Mexico in humans

and perhaps pigs,” says

Jeffrey Taubenberger, a

virologist at the U.S.

National Institute of Allergy and Infectious

Diseases (NIAID) in Bethesda, Maryland,

who has studied the 1918 Spanish flu.

Finding more of the virus’s pig ancestors

could be key. The current virus, a “triple reas-

sortant,” is a hodgepodge of North American

swine (30.6%) and avian (34.4%) and Eurasian

swine (17.5%) and human (17.5%) flus. It’s

possible that the Eurasian swine flu virus may

have gone undetected in North American swine

for many years, says Taubenberger. “We’ve

done a great job of getting thousands of human

influenza virus sequences, and hundreds, at

least, of the bird virus sequences, but very few

pig viruses,” he says.

So far, the only pigs found to harbor this

novel H1N1 are in an isolated herd in Alberta,

Canada, but scientists there doubt those ani-

mals are the source of the new virus. The

Canadian Food Inspection Agency suspects

that a carpenter working on the farm who had

recently returned from Mexicali, Mexico,

with flulike symptoms infected the pigs.

Researchers did not isolate virus from the

man, probably because they tested him after he

recovered, and now are studying his antibodies

to see if he had the swine H1N1. They are also

sequencing the pig virus, which should clarify

its place in the family tree.

Scheuermann has scoured databases to see

how each of the eight genes in the current

strain compares with previously isolated

genes from several species. His group has

found similar genes in Southeast Asian and

Hong Kong swine from the 1990s that were

also in North American birds in 2000. “It

could be that the virus in Southeast Asia got

transferred from pigs to wild birds in the

1990s, and through migratory patterns went

up the northeast coast of Asia and mixed with

the wild bird population coming down to

North America,” he says. 

Several groups are attempting to unravel

just how virulent the virus is and what genetic

changes enabled it to expand its host range

from pigs to humans. Sequences from hun-

dreds of isolates have shown that the virus does

not have the virulence signatures of the deadly

avian influenza that surfaced in humans in

1997 or the catastrophic 1918 strain. As to its

efficient transmission, virogenomicist David

Spiro, who heads a large flu-sequencing project

at the J. Craig Venter Institute (JCVI) in

Rockville, Maryland, says the sequence of the

most common recent ancestor might reveal the

genetic changes that enabled the virus to adapt

to humans. “That answer must be out there,”

says Spiro. But NIAID’s Taubenberger says

phylogenetics “is just the beginning”; hypothe-

ses must then be studied in test tubes and lab

animals. “Looking at where the differences are

is interesting, but the key thing is to actually do

transmission studies with these parent viruses

and the new reassortant virus,” he says.

One reason the new strain alarms flu

experts is because it differs so radically from

other human influenza viruses that our

immune systems have little preexisting

defense against it. Antibodies to the hemag-

glutinin glycoprotein—the “H” in H1 that

studs the viral surface—play a central role in

thwarting infection. A study done by the Uni-

Flu Researchers Train Sights 
On Novel Tricks of Novel H1N1

SWINE FLU OUTBREAK

No gray zone. Each row compares an
amino acid from the hemagglutinin pro-
tein in the seasonal H1N1 (l) with the
outbreak virus (r). The two viruses have
markedly different amino acids, which
means antibodies against one protein
likely won't work against the other.
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versity of Pittsburgh’s Ghedin compared the

amino acids in the current isolate’s hemagglu-

tinin glycoprotein to the one in the seasonal

H1N1 and found little overlap (see diagram).

At the same time, the virus has caused

severe disease in otherwise healthy young

adults—the group usually least vulnerable to

flu—prompting some to speculate that other

influenzas or vaccines may provide some pro-

tection. And the elderly, the most vulnerable,

have largely been spared. Virologist Nancy

Cox, who heads the influenza division at the

U.S. Centers for Disease Control and Preven-

tion, says CDC is analyzing antibodies from

different age groups to see if the elderly popu-

lation has some protection from previous flu

seasons. No clear answers have surfaced yet.

“These are very early days,” says Cox.

Inevitably, the new virus will reassort with

existing ones and pick up new bad habits, such

as increased drug resistance. Ghedin, who pre-

viously worked at JCVI, showed that at least

3% of humans who develop symptomatic sea-

sonal flu are coinfected by two different

influenza viruses. Right now, the swine-origin

H1N1 is susceptible to the anti-influenza drugs

oseltamivir (Tamiflu) and zanamivir (Relenza),

but the seasonal H1N1 has mutations in its neu-

raminidase gene that render the drugs worth-

less. If a person becomes coinfected with both,

the genes could swap, and then, JCVI’s Spiro

warns, “out the window goes the drug treat-

ment regimen we have.” –JON COHEN
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The Germans call it Schweinegrippe; French

newspapers talk about la Grippe A. The World

Health Organization (WHO) now calls it

“influenza A (H1N1),” and so do government

officials in many countries—but not the Dutch,

who are sticking with “Mexican flu.” The Mex-

ican ministry of health, meanwhile, often calls

it simply la epidemia.

Three weeks after the world woke up to the

threat of an influenza pandemic, a Babylonian

confusion has arisen about what the virus—

and the pandemic, if it happens—should be

called. Some virologists say WHO’s new name,

A(H1N1), although politically correct, isn’t

very clear and is not going to stick.

The U.S. team that first reported two cases

of the new virus in the Morbidity and Mortality

Weekly Report on 21 April called it “swine

influenza A (H1N1),” because its genes

matched those of viruses previously found in

pigs. WHO adopted that name as well; during

a 27 April press briefing, WHO flu expert

Keiji Fukuda used the word “swine” 22

times. When asked the next day whether

that name was appropriate, Fukuda

said, “the virus that is identified is a

swine influenza virus,” and “we do not

have any plans to try to introduce any

new names for this disease.”

But protests from the pork industry and the

senseless slaughter of all pigs in Egypt

announced on 29 April appear to have

changed the agency’s position. Since 30 April,

the word “swine” has not appeared in any of

WHO’s official statements. Calling it the

“Mexican flu” is problematic as well, says

WHO spokesperson Dick Thompson: “We’re

very aware of the potential for stigmatiza-

tion,” and besides, it’s not certain that the virus

originated in Mexico.

Health officials in many countries avoid the

porcine and Mexican connections as well.

Within days after the first report, U.S. Depart-

ment of Agriculture officials started pointing

out that the new virus had never been found in

pigs, says Anthony Fauci, director of the

National Institute of Allergy and Infectious

Diseases, and government officials started

“veering away” from the term swine flu.

In MMWR, researchers from the U.S. Cen-

ters for Disease Control and Prevention (CDC)

came up with several creative alternatives,

including, on 28 April, “swine-origin influ-

enza A (H1N1) virus,” or S-OIV for short. In

the 6 May update of MMWR, CDC coined the

name “novel influenza A (H1N1) virus.” “It’s

clearly a name that is evolving fast,” says Derek

Smith, who studies flu evolution at the Univer-

sity of Cambridge in the United Kingdom.

The problem with WHO’s name, A(H1N1),

is that it isn’t specific, says virologist Albert

Osterhaus of Erasmus Medical Center in Rot-

terdam, the Netherlands. One of the three sub-

types that make up seasonal influenza every

year is also an A(H1N1), and so is the virus

that caused the 1918–19 pandemic, widely

known as the Spanish flu.

The International Committee on Taxonomy

of Viruses, the official custodian of virus

names, deals only with newly discovered

viruses, says Australian virologist John

Mackenzie, ICTV’s vice-president. It has no

official opinion on what particular flu strains

should be called.

Nobody is in charge of naming pandemics

either. The Spanish flu didn’t originate in

Spain; it got its name because of the mistaken

idea that that country was hit f irst. The

1957–58 pandemic, first seen in China and

caused by H2N2, came to be known as the

Asian flu. The pandemic of 1968–69, an H3N2

strain, went down in history as the Hong Kong

flu, because that’s where the first known out-

break occurred. Calling the new outbreak the

“Mexican flu” fits nicely with that tradition,

says Osterhaus, who believes that it will be the

popular name for the pandemic no matter what

public health officials say. That’s also why the

Dutch Outbreak Management team, an expert

group of which he is a member, continues

using the term “Mexican flu,” as does the

Dutch government. (Their insistence has

triggered a fiery letter from the Mexican

embassy in The Hague.)

Thompson says there are “ongoing dis-

cussions” at WHO about other names. Ideas

abound: Some have suggested the “North

American flu” in an effort to continue the geo-

graphic tradition without singling out any

country. Others have suggested the “California

flu” because the two patients described in the

first MMWR were children from southern Cali-

fornia. Influenza vaccine expert David Fedson

likes the California connotation but has a better

idea. “I favor calling it the ‘Schwarzenegger

virus,’ ” Fedson says. “If it leads to a terrible

pandemic, we’ll call it ‘the Terminator.’Then

everyone will know what we’re talking about.”

–MARTIN ENSERINK

Swine Flu Names Evolving Faster Than Swine Flu Itself
SWINE FLU OUTBREAK
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NEWSFOCUS

IN APRIL 2008, WELL-KNOWN BIOLOGIST

and author Jared Diamond penned a dra-
matic story in The New Yorker magazine, a
violent tale of revenge and warfare in Papua
New Guinea (PNG). Titled “Vengeance is
Ours” and published under the banner
“Annals of Anthropology,” the 8000-word
article tells the story of a clan war organized
by a young Papua New Guinean named
Daniel Wemp to avenge the death of Wemp’s
uncle, Soll. In Diamond’s telling, the war
started in the 1990s over a pig digging up
someone’s garden, went on for 3 years, and
resulted in the deaths of 29 people. In the
end, Diamond wrote, Wemp won: His pri-
mary target, a man Diamond referred to as
“Isum,” had his spine cut by an arrow and was
confined to a wheelchair. Diamond juxta-
posed Wemp’s story with that of his own
father-in-law, a Holocaust survivor who
never exacted retribution for the loss of his
family, to draw an overall lesson about the
human need for vengeance. 

In recent weeks, Diamond’s article itself
seems to have come back with a vengeance.
On 20 April, Diamond, 71, was sued in the
Supreme Court of the State of New York for
allegedly defaming both Daniel Wemp and
Isum Mandingo, the alleged target of Wemp’s
revenge war. The lawsuit, which also names
as a defendant Advance Publications Inc., the
owner of The New Yorker, demands at least
$10 million in damages. It follows a yearlong
investigation led by Rhonda Roland Shearer,
an artist and the widow of evolutionary
biologist Stephen Jay Gould. Shearer directs
the Art Science Research Laboratory, a non-
profit organization based in New York City
that she and Gould founded before Gould’s
death in 2002. Among its activities is a jour-
nalism ethics program and a Web site called
Stinkyjournalism.org, which published the
Shearer team’s 10,000-word report, “Jared
Diamond’s Factual Collapse,” the day after
the lawsuit was filed. 

In the report, Shearer and her colleagues,

who included three researchers in PNG,
claim that Diamond and The New Yorker got
many important facts wrong in the original
article, including the contentions that Wemp
had personally organized the warfare, that
Soll was his uncle, and that Mandingo had
been paralyzed by an arrow. Indeed, the
Stinkyjournalism.org report includes a recent
photograph said to be of Mandingo standing
and looking strong and healthy. The report
maintains that neither Wemp, Mandingo, nor
any other of several New Guineans named in
The New Yorker were told about the article
beforehand. It also claims that Wemp’s life is
now in danger from other clans that might
want to avenge Mandingo’s alleged injuries,
or even from members of his own clan for
portraying them as ruthless killers. 

Diamond stands by his story, arguing
that it was based on detailed notes that he
took during a 2006 interview with Wemp as
well as earlier conversations the two men
had in 2001 when Wemp served as his driver
in PNG. “The complaint has no merit at
all,” Diamond told Science in an interview
in his office at the University of California,
Los Angeles, where he is a professor of
geography. Diamond adds that he still con-
siders Wemp’s original account to be the
most reliable source for what happened.
David Remnick, editor of The New Yorker,
also defends the magazine’s story: “It appears
that The New Yorker and Jared Diamond are
the subject of an unfair and, frankly, mysti-
fying barrage of accusations.” 

The affair has raised concerns among
anthropologists familiar with PNG, who
worry that The New Yorker’s “Annals of
Anthropology” banner has tarnished the
field’s reputation. Anthropologist Pauline
Wiessner of the University of Utah in Salt
Lake City, a leading expert on tribal warfare
in PNG, thinks Diamond was naïve if he
accepted Wemp’s stories at face value,
because young men in PNG often exagger-
ate their tribal warfare exploits or make them
up entirely. “I could have told him immedi-
ately that it was a tall tale, an embellished
story. I hear lots of them but don’t publish
them because they are not true.”

Different worlds

Three worlds collide in this case. First is the
world of science, specifically anthropology,
which uses fieldwork and scientific method-
ology to study human cultures. Next is the
craft of journalism, with its own set of ethics

‘Vengeance’ Bites Back
At Jared Diamond 
Two tribesmen from Papua New Guinea sue the prominent biologist

over a popular magazine article about the human thirst for retribution 

Face-off. Jared Diamond is being sued for

allegedly defaming Papua New Guinea tribesmen

in an article in The New Yorker.
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and practices aimed at reaching the general

public. Finally, there is Papua New Guinea, a

young nation still struggling to integrate many

hundreds of tribes and clans into a modern

state. For many years, Diamond, a physiologist

by training, has worked in all three domains:

He is a member of the U.S. National Academy

of Sciences and a winner of the National

Medal of Science, as well as a highly success-

ful writer. In 1998, he won a Pulitzer Prize for

his bestseller Guns, Germs, and Steel, on the

geographic factors that made some societies

rich and some poor. His most recent book,

Collapse, about the environmental forces that

brought some societies down, has also sold

well. And he has regularly visited PNG for

nearly 50 years, although primarily to study

the island’s birds rather than its people.

Although Diamond’s frequent merging of

these worlds has brought him both suc-

cess and some criticism, this time it may

have landed him in legal trouble. When

Diamond’s article appeared in The New

Yorker, it drew the attention of Shearer, a

fierce media critic who in recent years has

gone after numerous reporters for alleged

transgressions of journalistic ethics. (One

of her most celebrated campaigns was

against journalist William Langewiesche,

who asserted in a book that firefighters

had looted blue jeans from stores in the

World Trade Center after the 9/11 attacks.)

Shearer says that after reading Diamond’s

article, which appeared in the 21 April 2008

issue of The New Yorker, she immediately

was “very skeptical” at the suggestion that

Mandingo could have continued to live in

the remote, rugged PNG Highlands while

conf ined to a wheelchair and perhaps

needing special medical care. She e-mailed

Diamond and The New Yorker asking if they

had verified this and other details; Shearer

says that she received no response from

Diamond and that the magazine’s initial

reaction was to say that it stood by its story.

Shearer already had contacts in PNG from

an earlier investigation during which she

chased down rumors that a Komodo dragon

was running amok in the country. (It turned

out to be a hoax.) She asked her contacts to

try to find Wemp. One, biologist Michael

Kigl of the PNG Institute of Biological

Research in Goroka, explained to Science that

he was able to contact one of his own relatives

in Wemp’s province, who in turn managed to

help locate one of Wemp’s relatives. Thus Kigl

found Wemp in his Highlands village in July

2008 and tape recorded an interview with him.

According to Shearer and the 10,000-word

report, Wemp denied organizing the revenge

warfare attributed to him in Diamond’s story.

The report says that Wemp expressed surprise

at The New Yorker article and claimed that

Diamond had never told him about it.

(Wemp’s attorneys in New York City and

PNG declined to make him available for an

interview for this story, saying that their

clients preferred to tell their stories in court

and not in the press.) According to the report,

the following month Kigl also located Isum

Mandingo and took several photographs of

him standing and walking.

At least one other Papua New Guinean

supports the account of Shearer’s team.

“Diamond’s article is a confused story that

names real places and persons but mixes up

false, wrong, and defamatory allegations

that bring into disrepute the good name of

the named clans and their members,” said

Mako Kuwimb, a member of Wemp’s Handa

clan and a PNG attorney now doing graduate

work at James Cook University in Queens-

land, Australia. In an e-mail to Science,

Kuwimb added that PNG Highlanders are

accustomed to having anthropologists among

them, “and we know what [they] do and how

they gather information.” Diamond, Kuwimb

says, “converted a simple, casual conversa-

tion [with Wemp] into an article that looks

and sounds like an anthropological piece” but

“never followed [anthropological] proce-

dures and protocols.” On 21 April of this year,

Kuwimb sent The New Yorker’s publisher,

Lisa Hughes, a detailed, 30-page refutation of

the Diamond article. Among Diamond’s

biggest errors, Kuwimb told Hughes, were

his statements that the war he described had

begun with the “pig in the garden” episode

and had lasted 3 years. Kuwimb contends that

the war was sparked by a gambling dispute

and lasted only a few months.

Some anthropologists have their own con-

cerns with Diamond’s article. For starters,

many think that the “Annals of Anthropology”

banner was misleading. “The New Yorker was

wrong to imply that Diamond was an anthro-

pologist or that what he wrote was anthropol-

ogy,” says Dan Jorgensen of the University of

Western Ontario in London, Canada, who has

worked in PNG since the 1970s. Cultural

anthropologist Alex Golub of the University

of Hawaii, Manoa, who says The New Yorker

fact checker spoke with him for about 10 min-

utes while the story was being prepared,

agrees. “This affects our discipline’s brand

management,” he wrote on an anthropology

blog he participates in called Savage Minds.

“It’s important for people to know that if they

meet an anthropologist, they are not going to

be written up in The New Yorker without being

told about it.” Savage Minds has now teamed

up with Stinkyjournalism.org to produce a

series of invited essays on the case. 

A number of researchers say that Diamond

should not have used the names of real people

and real clans; cultural anthropologists

often use pseudonyms for the peo-

ple they write up and follow strict

ethical guidelines for informed con-

sent when they do name people.

Wiessner thinks Diamond should

have refrained from naming even the

tribes involved. “That was a very big

mistake,” she says. 

Journalism versus science 

But both Diamond and Remnick insist

that such anthropological criticisms are

irrelevant, because Diamond was working as a

journalist for a popular magazine, not as an

anthropologist writing a scholarly article.

Although Diamond says he did not find out

about the “Annals of Anthropology” line until

shortly before publication and now regrets it,

Remnick points out that the magazine rou-

tinely uses the “Annals” logo for stories not

written by trained experts in the field at hand.

Says Diamond, “Everyone knows that The

New Yorker is not a scientific publication; it’s

journalism.” That’s why he used the names

Wemp gave him, he says. “In journalism, you

do name names so that people can check out

what you write.” Remnick agrees: “Journalis-

tic practice differs from scientific practice in a

number of ways,” he says, “and this seems to
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The New Yorker banner reflected poorly on their
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be one of them. Using real names is the default

practice in journalism.”

Diamond insists that he followed good

journalistic practice and that his article was

based on detailed notes he took of the stories

that Wemp told him. In 2001, Diamond says,

Wemp drove him and Australia-based

ornithologist David Bishop around the oil

fields of Highland PNG as they conducted a

survey of local birds. During several long

drives, Diamond says, Wemp told them stories

about the Highlands war that had supposedly

begun when a man from Mandingo’s clan, the

Ombal, found that a pig had

ruined his garden and blamed a

Handa man for the damage. The

ensuing warfare eventually killed

Soll, whom Diamond says Wemp

identified as his uncle, and it fell to

Wemp to take responsibility for

organizing a war for retribution. 

Diamond says that he made a

few notes of these conversations

when back in his room but did

nothing with the story until

another trip to PNG in May 2006.

By then he had begun

work on a new book

about tribal societies

and contacted Wemp to

get a more detailed

account of the war

Wemp had described 5

years earlier. Diamond

says that in 2006, he told

Wemp explicitly that the

story would go into the

book. But he was unable

to find Wemp again in 2007 when he decided

to excerpt one of the book’s chapters for The

New Yorker; Wemp had left his job without

leaving contact information, Diamond says. 

In 2006, “I said to Daniel, ‘Would you be

willing to tell the whole story in one piece and

I will take notes?’ ” Diamond says. He pulled

out a large, red notebook and took “sentence

by sentence” shorthand notes of the conversa-

tion, Diamond says, adding that Wemp spelled

out the names of the warriors and other indi-

viduals who would later be named in The New

Yorker piece. (Both Diamond and Shearer

agree that Bishop was present during some of

the May 2006 conversation; reached by tele-

phone, Bishop declined to comment.) The

Shearer account agrees that Diamond took

notes in shorthand in a red notebook but differs

markedly about what Wemp said.

Diamond says that although Wemp clearly

understood that he would be named in the

book, he did not try to get permission from

Mandingo and the others: “I trusted Daniel’s

judgment about what was appropriate to dis-

cuss.” Diamond says he did double-check

Wemp’s story with some younger members of

his tribe, who confirmed that some of the

people Wemp named had been involved in a

tribal war. Diamond also told Science that he

heard conflicting accounts about how serious

Mandingo’s injuries were and that Mandingo

now may have recovered from his wounds. In

regard to The New Yorker’s fact checking,

Remnick says that the fact checker was

unable to find Wemp before the story was

published. After Shearer’s team found Wemp,

however, the fact checker did speak with him

by telephone, on 21 August 2008. Soon after-

ward, Shearer, who had kept in regular touch

with the magazine, scored her first victory: In

a 12 September 2008 letter to a London attor-

ney, The New Yorker general counsel Lynn

Oberlander agreed, “as a sign of good will,”

that the magazine would remove Diamond’s

article from the freely accessible part of its

Web site, although it is still available online to

registered subscribers.

Remnick nevertheless defends the maga-

zine’s efforts to verify Diamond’s story. He

says that this particular fact checker “is one of

the best I have ever had the privilege of work-

ing with.” And he adds that “we had Jared

Diamond’s meticulous, detailed notes from the

2006 interview with Daniel Wemp, … and we

consulted with people with expertise in the

Southern Highlands, who confirmed that

Daniel Wemp’s description of the revenge

battle was consistent with known practice.”

Remnick also insists that in the August 2008

conversation between Wemp and the fact

checker—which was tape recorded by mutual

consent—Wemp raised only relatively minor

factual objections to Diamond’s account and

asserted that the stories were basically true. In

Diamond’s view, the case is really about scien-

tists coming under fire for popular writing.

Whether or not Diamond got the facts of

Wemp’s case right, it is true that the tribes of

PNG do practice revenge warfare, says

Wiessner, who has studied war in PNG’s Enga

Province, just north of the region where Wemp

and Mandingo live. In Enga, more than 300

tribal wars have taken the lives of

nearly 4000 people since 1991.

That’s one reason Wiessner, who

is active in local efforts to bring

peace to PNG clans, is worried

about the outcome of the case if

it results in a large monetary

award: She fears that the money

could eventually go to buy

weapons that would make the

wars even more deadly. “When

these wars first started, they were

fought with bows and arrows, but

now they have M-16s,” she says.

And although Wiessner faults

Diamond for apparently taking

Wemp’s stories at face value, she

also believes Wemp himself vio-

lated clan ethics by telling them in

the first place. “For him to have

given the names of tribes and

implicate[d] other people than

himself,” as Diamond reported,

“that was wrong,” she says. “He

should have sought approval of

the clan elders beforehand.” 

In Wiessner’s view, The New Yorker article

gave a one-sided view of tribal warfare.

Although the death toll often seems high, she

says Highlanders are expert practitioners of

what anthropologists call “restorative justice”:

the mediation of disputes in which aggrieved

parties receive compensation from those who

have wronged them, thus avoiding warfare.

“Diamond did not put it into that context,”

Wiessner says. She thinks that Diamond

should travel to PNG and engage in some

restorative justice of his own. “Diamond has

been wonderfully respectful of PNG and has

done so much to raise the image of the coun-

try in the world, until that story,” Wiessner

says. “He should be taken to a village court; he

should apologize; he should say that he was

told this story and he should have checked it;

and in compensation, he should give some

money to each tribe, for their schools, a health

center, or some community project.”

–MICHAEL BALTER

Fierce advocate. Media critic Rhonda
Roland Shearer (above) charges that
Jared Diamond’s article included
errors about Daniel Wemp (left).
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The lab-coat realm of science may seem

worlds away from the fashion-crazed frenzy

of New York City’s Garment District. Yet sci-

ence is not immune to fashion trends. Take the

science of new materials: High-temperature

superconductors, organic electronic materials,

even cold fusion have all been trendy topics—

some for longer than others. Scientists flock

to new areas that show unique promise and

offer knotty riddles, but careers can depend

on which fashions have staying power and

which are mere fads. 

When a material called graphene, which

consists of single-atom-thick sheets of car-

bon, came along 5 years ago and caught a

spark, it was hard to tell which way it would

go. Researchers quickly discovered that these

sheets are very strong yet flexible and highly

conductive. So interest spiked. But would

graphene be a flash in the pan?

Half a decade after its arrival on the scene,

graphene is showing staying power. Last year,

researchers churned out some 1500 papers on

graphene. The number of Google searches on

the topic rivals the number for carbon nano-

tubes, another hot topic with a 20-year head

start. “It’s gone from zero to infinity,” says

George Flynn, a chemical physicist at

Columbia University. And the torrent shows

no sign of abating. “I don’t see it saturating

anytime soon,” says Andre Geim, a physicist

at the University of Manchester in the United

Kingdom, who led the team that first isolated

flecks of graphene back in 2004.

It’s easy to see why. Graphene’s carbon

atoms, which are arranged in a chicken-wire

pattern of hexagons, give it a perfect crys-

talline order. This order makes graphene the

strongest material ever made when yanked

along the sheets, yet it flexes like plastic

wrap. It’s also an outstanding heat conductor.

Electrons whiz through the sheets at rates far

beyond those achieved in other materials. All

these characteristics have made graphene a

playground for researchers including theoreti-

cal and high-energy physicists, chemists, and

computer-chip-device makers looking to lend

graphene’s exceptional properties to tomor-

row’s ultrasmall gadgetry. “Graphene is amaz-

ing in basically every perspective,” Vitor

Pereira, a physicist at Boston University, told

attendees at the recent American Physical

Society (APS) meeting in Pittsburgh, Penn-

sylvania, which featured 23 packed sessions

on graphene.

Uncertain beginnings
It was never obvious that graphene could exist

as a freestanding sheet. Throughout the 1980s

and 1990s, a variety of research groups

worked to extract single layers of graphene

from graphite, the “lead” in pencils, which is

made up from stacks of graphene sheets. The

sheets in graphite are only loosely bound

together, which is why scraping a pencil along

a piece of paper leaves them behind. Early on,

researchers tried to cleave ever-thinner slices

from those three-dimensional flecks of

graphite. That worked to a point but typi-

cally left scientists with thin stacks of about

100 layers of graphene. So groups tried other

approaches, such as chemically wedging other

atoms between the stacks to exfoliate single

sheets or using an atomic-force microscope

tip to drag a graphite fleck over a surface in

hopes of dislodging a single sheet.

In 2004, Geim and his Manchester col-

league Konstantin Novoselov, together with

others in Manchester and at the Institute of

Microelectronics Technology and High

Purity Materials in Chernogolovka, Russia,

reported that they had found a simple way to

do the job. In a technique that left a lot of

people slapping their foreheads and wishing

they had thought of it first, Novoselov simply

placed a fleck of graphite between two layers

of cellophane tape, peeled them apart, and

repeated the process multiple times. Eventu-

ally, they whittled the graphite down to single

layers (Science, 22 October 2004, p. 666).

Once graphene was isolated, the race

was on to see what it could do. Even in their

first Science paper, Geim and his colleagues

saw some alluring properties. For starters,

electrons traveling over microscopic dis-

tances raced through graphene with little of
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Carbon Sheets an Atom Thick
Give Rise to Graphene Dreams
Interest in a novel material with amazing properties continues to sweep through
physics and chemistry labs worldwide. Will graphene’s promise pay off?

MATERIALS SCIENCE

Instigators. Andre Geim (left) and Konstantin
Novoselov first isolated graphene in 2004.

Rolling plane. Simulated structure and
“topography” of a graphene sheet like
the ones in the micrograph at right.
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the electrical resistance common to other
materials, likely because graphene is so
atomically pristine that it contains few
defects to scatter electrons. The researchers
also patterned electrodes atop it to create a
transistor. By applying different voltages to
their electrodes, they could control the
numbers of negatively charged electrons
and positively charged electron vacancies
(also known as “holes”) left behind when a
conducting electron surfs from one atom to
another. The achievement marked the first
time such a “field effect” had been seen in a
single-layer conductor.

Those early studies revealed that
graphene was a semimetal, a versatile
charge carrier that conducts both electrons
and holes. The Manchester team’s original
study found that charges moved through the
group’s devices at up to 10,000 centimeters
squared per volt second (cm2/vs), the stan-
dard unit of current velocity. By contrast,
electrons zip through silicon, the workhorse

of electronics, at a mere 1500 cm2/vs and
through high-speed gallium arsenide
(GaAs) at 8500 cm2/vs. That initial electron
speed record didn’t last for long: In 2008,
Geim and his colleagues reported that elec-
trons could fly through graphene at an
unheard-of 200,000 cm2/vs. At the recent
APS meeting, Columbia University post-
doctoral assistant Kirill Bolotin reported
that he and colleagues had increased the
speed to 250,000 cm2/vs by chilling a sheet
of graphene to 5 kelvin and suspending it
between a pair of tiny pillars.

Lending a hand
Graphene’s high speed for electrons and
other remarkable properties are promising
practical payoffs in applications as diverse
as energy-storing capacitors and sensors.
Most of the excitement right now focuses on
using graphene to improve silicon-based
computer chips, which form the backbone of
a $260-billion-a-year industry. Chipmakers

have thrived over the past 4 decades by contin-
ually shrinking the dimensions of transistors
and other devices and packing more of them
into a tighter area, thereby steadily increasing
computing power. But researchers are nearing
the limits of conventional transistors, which
rely on silicon as the semiconductor to ferry
electrical charges in a channel between elec-
trodes. One strategy for further boosting the
performance of transistors is to replace the sil-
icon channel with a better conductor.

For use in conventional transistors, how-
ever, graphene is too good a conductor. A key
property of a semiconductor is that its conduc-
tivity can be switched on and off: Digital cir-
cuits differentiate between binary “0s” and
“1s” by whether a semiconductor transmits an
electrical current. But graphene’s conductivity
never turns off.

That shortcoming doesn’t automatically
count graphene out for use in chips. It could
prove handy in mobile phones, for example.
Cell phones use analog-based radiofrequency

RELATIVISTIC PHYSICS IN THE LAB

Graphene holds enormous promise for transistors and other electronic
devices. But it is already making an impact in the arcane world of high-
energy physics.

That’s because electrons in graphene don’t behave like electrons in a
standard metal. In the lattice of a typical metal, electrons feel the push and
pull of surrounding charges as they move. As a result, moving electrons
behave as if they have a different mass from their less mobile partners.
When electrons move through graphene, however, they act as if their
mass is zero—behavior that makes them look
more like neutrinos streaking through space
near the speed of light.

At such “relativistic” speeds, particles don’t
follow the usual rules of quantum mechanics.
Instead, physicists must invoke the mathemat-
ical language of quantum electrodynamics,
which combines quantum mechanics with
Albert Einstein’s relativity theory. Even though
electrons course through graphene at only
1/300 the speed of neutrinos, physicists real-
ized several years ago that the novel material
might provide a test bed for studying relativistic physics in the lab.

Andre Geim and his team at the University of Manchester in the United
Kingdom pounced on the idea. In the September 2006 issue of Nature

Physics, they suggested that by tracking the way charges move in
graphene, scientists might be able to demonstrate a 90-year-old quantum
mechanical oddity called the Klein paradox. In 1929, Swedish physicist
Oskar Klein came up with a thought experiment: What would happen if a
relativistic particle—one traveling near the speed of light—tried to cross
a high-energy barrier? Quantum mechanics states that subatomic particles
behave not like tiny billiard balls, which exist in one definite place at a
given time, but like waves in which the probability of their being in any one
place is spread out. Such ephemeral behavior suggests that a low-speed
particle has a small chance of “tunneling” through a modest energetic

barrier, because the particle’s wavelike nature gives it some probability of
appearing on the other side. Electron tunneling is commonly seen in
modern materials and even vexes computer-chip designers by enabling
electrons to stray to where they are not wanted. To keep the electrons on
course, computer makers raise energy barriers around electrical conductors
by surrounding them with strong insulators.

Klein realized that when electrons travel at relativistic speeds, the likeli-
hood that they will tunnel through a barrier can skyrocket. That’s because in
the spooky world of quantum mechanics, within which particles can wink in
and out of existence, a relativistic particle that hits a barrier can generate its

own antiparticle, in this case a positron. The elec-
tron and positron can then pair up and travel
through the barrier as if it weren’t even there.

Experimental physicists love a good chal-
lenge, and several groups sought to use
graphene to turn Klein’s thought experiment
into reality. After some initial progress by oth-
ers, Columbia University physicist Philip Kim
and his graduate student Andrea Young
recently confirmed that Klein tunneling occurs
in graphene. Young and Kim patterned a trio of
electrodes atop a graphene sheet, allowing

them to raise a narrow energetic barrier to charges moving through the
graphene. The quantum mechanical waves of charges moving through
this barrier create an interference pattern. In the March 2009 issue of
Nature Physics, the pair reported that when they turned a magnetic field
on these charges, it shifted their interference pattern—the expected sig-
nature of Klein tunneling (see figure).

“It’s the first step in realizing quantum field effects in graphene,”
Young says. Kim adds that the insights that can be gleaned using
graphene are just beginning. Most materials, he notes, are complex, dirty
mixtures of atoms, impurities, and defects, which make calculating their
expected behavior nearly impossible. But that problem goes away with
graphene. “For the theorists, it’s one of the simplest systems. But it has
very rich physics,” Kim says. –R.F.S.
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Klein’s fingerprint. Wiggles in this interference
pattern verified a 90-year-old paradox.
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(RF) circuitry. Instead of digital circuitry’s

simple on/off states, RF devices differenti-

ate signals by their relative strength. RF cir-

cuits are traditionally made from high-

priced semiconductors such as GaAs and

indium phosphide (InP). Because charges

move more quickly in graphene, it has a shot

at beating out conventional devices.

Progress is already beginning. In the 14 Jan-

uary issue of Nano Letters, for example,

researchers led by Phaedon

Avouris and Yu-Min Lin 

at IBM’s T. J. Watson

Research Center in

Yorktown Heights,

New York, reported

making graphene tran-

sistors that can switch on

and off 26 billion times per

second. That’s still well below the

performance of InP. But Lin notes

that graphene’s intrinsic high

speed should eventually make it

possible to push the frequency

much higher.

There may even be hope for

digital graphene transistors.

Even before graphene was dis-

covered, theorists realized that if

it were cut into ribbons just 10 or

20 nanometers across, the con-

finement of electrons could make

the material a semiconductor, as

crowding would enable an “off ”

state. In 2007, Kim’s group 

at Columbia and Avouris’s at 

IBM reported using lithographic

patterning to create graphene

nanoribbons and fashion them

into transistors. Those devices,

however, still had a problem: They

didn’t show as large a difference in

the conductivity between the off and on states

as chipmakers would like for reliable circuits.

A team led by Hongjie Dai, a chemist at

Stanford University in Palo Alto, California,

improved matters with a scheme for making

nanoribbons chemically, which produced

much larger on/off ratios (Science, 29 Feb-

ruary 2008, p. 1229). Those devices turned

out to be good at ferrying positive charges,

making them positive, or p-type, transistors.

To make modern circuitry, however, chip-

makers need negative-charge-conducting, or

n-type, transistors as well. In the 8 May issue

of Science (p. 768), Dai’s group reported

that by adding ammonia groups to the edges

of the graphene nanoribbons, they can

“dope” the material and use it to make n-

type transistors. Rodney Ruoff, a chemical

engineer at the University of Texas (UT),

Austin, calls the progress “encouraging.”

Even so, graphene transistors remain a

long way from finding their way into your

next computer. Numerous groups have

recently shown that atoms and surfaces that sit

next to graphene can dramatically influence

its conductivity, among other properties. So

making millions of devices that all work the

same way—an essential property for com-

puter chips—will require controlling exactly

what is allowed to interact with graphene sur-

faces. “It’s an open question whether that

can be done well,” Ruoff says.

Growing prospects
Up to this point, an even bigger hurdle has

been manufacturing large-area graphene

films, say Ruoff, Geim, and others. Geim

acknowledges that his team’s original

cellophane-tape approach to making

graphene flakes has little chance of being

scaled up into an industrial operation capa-

ble of covering the 300-millimeter-wide

silicon wafers that are the industry’s stan-

dard substrate. So researchers around the

globe have been racing to come up with

other ways to grow large-area graphene

films at low cost. 

Several groups have made steady

progress in growing graphene atop wafers

made from silicon carbide. The technique

uses high temperatures to boil off silicon

from the outer surface of the wafer, leaving

graphene behind. Researchers have created

large graphene sheets with this approach.

But because there is no easy way to peel

those graphene layers off the expensive sili-

con carbide wafer, many groups are looking

for answers elsewhere.

They’ve been finding them. “There has

been spectacular progress in the last 2 or 3

months,” Geim says. In 2008, for example, a

team led by Jing Kong, an electrical engineer

at the Massachusetts Institute of Technology

in Cambridge, reported at the Materials

Research Society meeting in Boston

that they had used a technique

known as chemical-vapor depo-

sition to grow large graphene

sheets atop thin nickel films sit-

ting on silicon wafers (Science,

19 December 2008, p. 1785).

They also showed that they could

pattern the graphene films using

a simple stamping procedure. In

the 5 February issue of Nature,

researchers at Sungkyunkwan

University and the Samsung

Advanced Institute of Technol-

ogy, both in South Korea,

reported that they had extended

the technique to transfer high-

quality nickel-grown films onto

sheets of transparent plastics

for use as transparent elec-

trodes in light-emitting diodes

and other devices.

Researchers are growing

large graphene sheets on other

metals as well. In a paper posted

online in Science on 7 May

(www.sciencemag.org/cgi /

content/abstract/1171245),

Ruoff ’s team at UT, working

with researchers at Texas Instru-

ments in Dallas, reports using a similar tech-

nique to grow large-area graphene films on

thin copper foils. Both the nickel and the

copper growth techniques form highly pure

graphene. But because copper normally

forms larger grains that network themselves

together in sheets, it makes larger regions of

pristine graphene, Ruoff says.

Will larger area graphene sheets ensure

that the ultrathin carbon membrane will be a

scientific or commercial success? Not neces-

sarily, Ruoff and others say. But materials

science, physics, and chemistry are crowded,

highly competitive fields. “People are des-

perately looking for a new idea,” Avouris

says. So far, graphene is offering them in

bunches. As long as that continues, graphene

will remain firmly in fashion.

–ROBERT F. SERVICE
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Edge effect. A fringe of 

ammonia molecules enables

graphene ribbons to conduct

electrons in transistors.
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Almost half a century ago, theoreticians
began arguing that the moon—despite blis-
tering midday temperatures—harbors eons-
old permanent ice. Orbiting spacecraft
eventually found hints of ice near the lunar
poles, but the remote observations weren’t
convincing. Now, scientists are going for
broke in their search for lunar water that
could fuel and water a long-duration pres-
ence on the moon.

Early next month, NASA plans to launch
an Atlas 5 rocket to the moon. It will carry a
rather conventional spacecraft, Lunar
Reconnaissance Orbiter (LRO), designed
primarily to peer down in search of safe land-
ing sites for future astronauts. But piggy-
backing on the Atlas launch will be the Lunar
CRater Observation and Sensing Satellite
(LCROSS) mission. Actually, most of
LCROSS is the Atlas, as the one mission

involves two craft bound for the moon. The
Shepherding Spacecraft bearing LCROSS’s
brains, eyes, and maneuvering jets will send
the spent Atlas upper stage to a 7200-kilo-
meter-per-hour impact on the moon this fall.
Minutes later, the shepherd will crash as
well. The terminal encounters are intended to
blast lunar water—if any—high above the
surface for all the world to see.

No one is sure that the water is there,
where exactly it would be, or how well the
$80 million LCROSS will excavate it, but
scientists are looking forward to the big
splat. “I think it’s highly likely that there’s
ice,” says lunar scientist Paul Spudis of the
Lunar and Planetary Institute (LPI) in Hous-
ton, Texas. “If there is no ice there, I don’t
really care. But I want to know.” That urge to
know—and the lure of a resource easily con-
vertible to a high-energy fuel of oxygen and

hydrogen—have driven the decades-long
and often exasperating search for lunar ice.

Hints but no pay dirt
Apollo moon rocks are drier than bone dry,
yet ice on the moon makes abundant sense.
Icy comets and water-rich asteroids have
been bombarding the moon since its forma-
tion, Spudis notes, and there are places on the
moon where the explosively delivered water
would be stable indefinitely. Thanks to the
moon’s tiny tilt on its axis, its polar regions
barely lean toward the sun in “summer.” As a
result, the kilometers-high walls of some
near-pole impact craters cast eternal shadows
across adjacent crater floors. Although the
lunar surface can reach 120°C in sunny spots,
temperatures in permanent shadow hover at
about 50 degrees above absolute zero by
most calculations, cold enough to freeze
nitrogen and to lock up water ice forever.

Before finding signs of polar ice on the
moon, astronomers stumbled across them on
hellishly hot Mercury. Bouncing radar sig-
nals off the innermost planet to image its
rocky geology in the early 1990s, radar
astronomers received reflections from per-
manently shadowed craters near the poles.
The reflections behaved electromagnetically
as if they had bounced around within thick
ice layers on the planet. 

Inspired by the apparent discovery, in
1994 planetary physicist Stewart Nozette of
LPI and colleagues jury-rigged a last-
minute radar experiment that bounced sig-
nals from the Clementine lunar orbiter off
the lunar surface. On the radar’s one pass
over the moon’s south pole, the reflected sig-
nal was “suggestive of ” ice, the Clementine
team reported, although other planetary
radar specialists remained doubtful.

Follow-up using ground-based radars,
principally by planetary scientist Donald
Campbell of Cornell University and his col-
leagues, failed to support the Clementine
observations, Campbell says. Some parts of
the moon did return the distinctive reflec-
tions, but they come from rough terrain,
Campbell says, not permanently shadowed
areas. “I’m skeptical about significant water
deposits at the lunar poles,” he says,
although he adds that there could be grains
of water ice too small for radar to pick up.

The next moon mission after Clementine
could look for just such grains. In 1998, the
neutron spectrometer aboard the orbiting
Lunar Prospector spacecraft gauged the
energy of neutrons that cosmic rays create
on hitting the moon’s surface. Such neutrons
slow dramatically if they collide with hydro-
gen atoms in the upper meter of lunar soil

15 MAY 2009 VOL 324 SCIENCE www.sciencemag.org878

Two Missions Go in Search of
A Watery Lunar Bonanza
Frustrated by long-controversial hints of water ice on the moon, researchers-turned-

miners are going to blast for the mother lode in hopes that astronauts can use water

to fuel a permanent moon base 
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before flying off to the spacecraft. By meas-
uring the proportion of fast neutrons to slow
ones, Lunar Prospector proved to everyone’s
satisfaction that the moon’s polar regions are
enriched with hydrogen—possibly from
traces of ice mixed in with the soil.

Lunar Prospector’s principal investigator,
Alan Binder of the Lunar Research Institute
in Tucson, Arizona, immediately hailed the
result as proof of water in lunar polar regions
at an abundance of about 1 weight percent,
enough to mine (Science, 13 March 1998,
p. 1628). Subsequent studies have tended to
narrow the hydrogen signal to permanently
shadowed regions. But “that doesn’t mean
it’s water,” says the instrument’s principal
investigator, William Feldman of the Plane-
tary Science Institute in Tucson. The hydro-
gen could have been beamed in on the solar
wind, for example.

All in all, a majority of planetary scien-
tists remain guardedly hopeful. “There’s
a good probability there’s water
there,” says Dana Hurley of the
Johns Hopkins University Applied
Physics Laboratory in Laurel,
Maryland, who has modeled the
preservation of cometary water
on the moon. “The issue is that
none of the data is conclusive.”

Fire in the hole

When space on board LRO’s
launch vehicle opened up, NASA
selected LCROSS as a means of con-
clusively testing the icy-moon hypoth-
esis, or, as LCROSS principal investiga-
tor Anthony Colaprete of NASA’s Ames
Research Center in Mountain View, Califor-
nia, puts it, as a way to finally “reach out and
touch the lunar hydrogen.” It will be one
bang-up experiment. Separating from LRO,
the still-coupled upper stage and Shepherd-
ing Spacecraft will swing by the moon and
enter two long, looping orbits around Earth
before separating just before impact.

The 10-meter-long, 2-ton upper stage
will lead the way, crashing at a steep angle at
7200 kilometers per hour into the likeliest
permanently shadowed region available. A
flash, an upward jet of debris, and excava-
tion of a 3-meter-deep, 20-meter-wide
crater will follow. The instrument-laden
shepherd and LRO, as well as Earth-based
telescopes, will probe the rising debris
plume for signs of ice, water vapor, hydroxyl
from water, and hydrated minerals. Then the
trailing 700-kilogram shepherd will fly
through the plume—sending back data all
the while—before blasting its own, smaller
crater near the first.

At least, that’s the plan. Whether the
basic physics of impact probing will cooper-
ate remains to be seen. “It’s a very unproven
and highly unpredictable science, impact
cratering,” Colaprete told an audience at the
Lunar and Planetary Science Conference
(LPSC) in March. Erik Asphaug agrees.
Asphaug, an impact modeler at the Univer-
sity of California (UC), Santa Cruz, calls
LCROSS “the most challenging impact
modeling I’ve ever done.” If too little of the
right stuff rises into view above the crater
rim, observations will be compromised or
impossible. But calculating the depth of
excavation and the amount, speed, and direc-
tion of ejecta is fraught with uncertainty,
Asphaug notes. 

The uncertainties star t with the
LCROSS impacter. “By planetary stan-
dards, it’s pretty slow,” says Asphaug. Mak-
ing assumptions that work in simulations of
faster comet and asteroid impacts may give
a misleading idea of what to expect in
slower impacts. And the upper stage is a far
cry from models’ usual solid spheres. “A
good model of it would be a soda can,” says
Asphaug, a hollow shape that’s tough to
model. In laboratory experiments reported
at LPSC by impact specialist Peter Schultz
of Brown University, hollow projectiles
fired into targets similar to lunar soil splash
out high-speed ejecta at lower angles than
solid projectiles do. As a result, models may
underestimate the chances that ejecta will

hit the crater rim instead of rising into view,
Schultz says.

Then there’s the target, the dirt and rubble
of the upper few meters of the moon. As much
empty space as rock, this “regolith” will be
highly compressible, another challenge for
modeling. All things considered, “it’s going to
be interesting,” Schultz says.

Even if there’s ice on the moon and
LCROSS kicks up plenty of debris high into
the sky, it could still miss striking it rich.
Clementine radar and Lunar Prospector neu-
trons painted broad-brush pictures of where
ice might be, including sunlit areas surely too
hot to harbor ice. Planetary scientist Richard
Elphic of Ames Research Center and col-
leagues have recently sharpened the Lunar
Prospector picture by discarding the sunlit
areas and confining the detected hydrogen to
nearby, permanently shadowed areas as
mapped recently by Japan’s Kaguya orbiter.

Assuming the hydrogen is bound up in
water, the analysis boosts its abun-

dance well above 1% in some craters,
Elphic says. “But some permanently
shadowed features still do not
appear to have any hydrogen.”

LCROSS will avoid appar-
ently dry places, of course, but
the absence of hydrogen in loca-
tions where simple theory would
call for it suggests to some that

any lunar ice could be patchy. 
“I didn’t like LCROSS from the

get-go,” says Spudis. “It is highly
possible that it will miss a deposit of

ice that is there.”
That’s where the $550 million LRO

comes in. Although its primary mission is to
scout out safe landing sites, four of its seven
instruments are dominantly or entirely
devoted to the search for water ice. It carries
another neutron detector to map hydrogen at
higher spatial resolution. Radar will get the
best view yet inside permanently shadowed
craters. (A similar instrument is already fly-
ing on board the Indian Chandrayaan-1
orbiter.) A laser altimeter will map topogra-
phy. And a radiometer will gauge actual tem-
peratures in permanent shadow.

“We have hope, but that’s not the same as
data,” says David Paige of UC Los Angeles,
the principal investigator of LRO’s radiometer.
“Is the LCROSS approach going to work? We
don’t know. Even LCROSS, LRO, and the
international effort combined may in fact not
be enough to solve this problem. There’s no
guarantee the moon will cooperate.” And no
country has a mission in the works to land in
eternal darkness to force the issue.

–RICHARD A. KERR
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Inky targets. LCROSS will target permanently
shadowed crater floors near the pole (center).
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COMMENTARY
Psychology driving economics

LETTERS

Politics Still in Play

TAKEN TOGETHER, THREE ARTICLES IN THE 20 MARCH ISSUE PRESENT A JARRING CONTRAST.
In the Editorial “The Enlightenment returns” (p. 1538), K. Gottfried and H. Varmus rejoice
in the fact that the White House has rejoined the community of scientific integrity and is “lis-
tening to what [scientists] tell us…especially when it’s inconvenient.” They celebrate this
new policy, which ensures “that scientific data is never distorted or concealed to serve a politi-
cal agenda.” Then, on page 1548, we read the News of the Week story by J. Mervis: “Senate
majority leader hands NSF a gift to serve the exceptionally gifted.” This clearly meritorious
gift, however, is also an earmark, and a substantial part of the money would be spent in the
majority leader’s state. Finally, in the News Focus story “A lifetime of work gone to

waste?” (p. 1557), D. Charles profiles the
rejection and waste of hundreds of mil-
lions of dollars of highly reputable (albeit
disputable) scientific effort by the Senate
majority leader and the White House
because the conclusion—it would be safe
to build a nuclear waste repository at
Yucca Mountain in Nevada—was politi-
cally inconvenient. If the second and third
articles are true, maybe the first article
should have been titled “Some parts of the
Enlightenment have returned.” Political
convenience remains.

LOUIS S. THOMPSON

TGA LLC, 14684 Stoneridge Drive, Saratoga, CA

95070–5745, USA. E-mail: lthompson@alum.mit.edu

edited by Jennifer Sills

Invest in Postdocs
I AM WRITING REGARDING THE ROLE OF THE
NIH in the American Recovery and Re-
investment Act of 2009 (ARRA). Given the
short period of time the NIH has been allowed
to disperse its funds, it seems that extending
the duration of grants that are nearing comple-
tion or raising the payline of currently funded
grants are two of the most straightforward
options. Along these lines, allocating a subset
of this money to extend the funding of NIH
F32 grants by 12 months for postdoctoral
scholars nearing the end of their fellowship
would both serve the NIH commitment to fos-
tering young scientists and meet the goals of
the ARRA to infuse money into the economy. 

The current economic climate has created a
scarcity of positions for highly trained scien-
tists seeking employment in both academic
and industrial research settings. In these uncer-
tain times, many universities have closed their
advertised faculty searches or have instituted a
complete hiring freeze (1, 2). In addition,
many large biotechnology companies have
implemented layoffs, while small start-up
companies are being forced out of business,
making the prospect of moving from academia
to industry equally daunting. This frozen job
market—coupled with the difficulty principal
investigators have in obtaining funding from
national sources (3) and the plummeting
endowments for research universities (2) and

private granting agencies—is creating a situ-
ation in which postdoctoral fellows will find
no safe port. To stave off a flight of promising
young scientists to other fields, it is impera-
tive that funding be extended for postdoctoral
fellows so that they can weather this eco-
nomic perfect storm.

In addition to accomplishing the NIH goal
to foster talented young scientists, directly
funding postdoctoral fellows will meet goals
of the ARRA. Under the current NIH pay
scale for postdoctoral fellows, a 4th-year
fellow makes about $45,000. This level of
pay necessitates that the majority of a fellow’s
income is ploughed directly back into the
economy through payments for food, shelter,
and clothing, not simply placed in savings (4).
Securing National Research Service Award
(NRSA) fellowships for an additional 12
months should provide for a high return in
terms of the percentage of dollars that will be
directly contributed into the economy.

KEVIN G. HOFF

Division of Chemistry and Chemical Engineering, California
Institute of Technology, Pasadena, CA 91125, USA. E-mail:
khoff@caltech.edu
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Mining the Data on Coal

R. A. KERR’S NEWS FOCUS STORY “HOW MUCH
coal remains?” (13 March, p. 1420) gave wel-
come attention to the results of curve-fitting
according to the methods of M. King Hubbert
to predict future coal utilization. Gratifyingly, it
also mentioned the technique known as
Hubbert linearization (HL), where annual pro-
duction as a fraction of cumulative production
is plotted against the cumulative production,
allowing simple but powerful predictions of the
ultimately recoverable reserves of resources.
As an example, the article mentioned the HL
analysis for UK coal production performed by
David Rutledge. The actual analysis shows an
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Yucca Mountain.  Politics has permeated the reaction
to recent results about Yucca Mountain.
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almost perfect linear fit spanning about 150

years of UK coal production. This should make

us very skeptical of claims reported in Kerr’s

article that the decline in UK coal production is

the result of diversification into other energy

sources that began only in the last 100 years.

Although energy economists might see

price as the only barrier to utilization of a

resource, scientists (including geologists)

should place greater trust in the predictive

value of the laws of thermodynamics.

When the energy required for mining coal

becomes greater than the energy obtained

by subsequently burning it, then the min-

ing will not occur—no matter how high

the coal price or how much coal remains in

the ground.

The true power of HL analysis is that it

uses the past behavior of a system to indicate

possible future performance rather than rely-

ing on the usually overoptimistic opinions of

resource “experts.” Using the past to predict

future behavior always carries uncertainty.

However, on large scales spanning decades of

time, humans’ energy-dependent behaviors

(such as growth of the population or the use of

fossil energy) appear to follow curves resem-

bling the growth and decline of populations

of other organisms temporarily released from

resource constraints.

Another worrisome example of resource

reserve optimism that conflicts with HL

analysis is mining of rock phosphate, upon

which world agriculture currently depends.

HL analysis suggests that rock phosphate

reserves are 75% depleted and that production

will soon collapse (1), whereas authorities

such as the United States Geological Survey

(whose past predictions of recoverable world

oil reserves now appear overly optimistic) see

no such problem (2).

MICHAEL LARDELLI

School of Molecular and Biomedical Science, Uni-
versity of Adelaide, SA 5005, Australia. E-mail: michael.
lardelli@adelaide.edu.au
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Conference Covered

Climate from All Angles
THE COVERAGE BY E. KINTISCH OF THE
Copenhagen Climate Conference (“Pro-

jections of climate change go from bad to

worse, scientists report,” 20 March, p. 1546)

follows the dominant mode of media reporting

that has emerged in the weeks following the

conference—that of impending doom.
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As chairs of some of the 57 sessions held

during the 3-day meeting, we would like to

highlight the enormous breadth of new

research presented at Copenhagen about the

interactions between climate and human soci-

ety. Of the 593 research papers orally pre-

sented, only about 25% dealt with observed or

modeled behavior of the Earth system. Nearly

50% of the papers were from scholars from the

social sciences and humanities—geographers,

philosophers, political scientists, anthropolo-

gists, economists, sociologists, and environ-

mental historians—offering new insights

about governance, adaptation, communica-

tion, behavior, resilience, innovation, and 

culture. These insights suggest that it is possi-

ble to avoid the catastrophic outcomes fore-

seen by biogeophysical scientists, particularly

if climate change is addressed as part of the

much larger societal transformations that are

necessary to foster both equity and sustainabil-

ity. However, little of this new research on cli-

mate change from the social sciences and

humanities has been reported or recognized in

mainstream media reporting from the event. 

The key messages of the conference were

not, and could not be, the “consistent” mes-

sage of some 2000 scientists. The conference

messages indeed constitute an important call

to action. They would have been more inspir-

ing, however, if they had taken note of the

depth of insight that emerged from the

research about the motives, forms, scales, and

processes of possible actions.

There is a large and growing body of

research about climate change from the social

sciences and humanities, which offers new

ways of framing the phenomenon, of opening

up discourses between peoples and political

actors, of elaborating potential solutions that

can be sustainable, and of linking such solu-

tions to other key social, economic, and envi-

ronmental phenomena. These are all insights

that are more engaging, empowering, and

fruitful than a discourse of catastrophe, and it

is important that they are given much more

prominence in climate change science-policy

interactions and in media reporting.
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20005, USA). Letters are not acknowledged upon

receipt, nor are authors generally consulted before

publication. Whether published in full or in part,

letters are subject to editing for clarity and space.

Published by AAAS



www.sciencemag.org SCIENCE VOL 324 15 MAY 2009 883

BOOKS ET AL.

B
etween November 1636 and February
1637, the demand for tulip bulbs in the
Netherlands spiraled out of control.

Explosive price increases of up to 6000%
were recorded for the rarer tulip bulbs, and
folklore claims that at the height of Tulip-
mania a single bulb from the exotic, beautiful
Semper Augustus plant cost more than a
three-story house in central
Amsterdam. The bust follow-
ing this short craze was just as
dramatic. Within three months,
most bulbs became impossible
to sell—at any price—and
tulip speculators lost fortunes.
Standard economic theory can-
not easily explain this specula-
tive frenzy or any of the many
other similar episodes that lit-
ter history. In Animal Spirits,
George Akerlof and Robert
Shiller argue that this is be-
cause it neglects noneconomic
motivations, irrationality, and the animal spir-
its central to human decision-making. “You
pick the time. You pick the country. And you

can be fairly well guaranteed that you will see
at play in the macroeconomy the animal spir-

its that are the subject of this book.” 
Galen asserted that spiritus animalis had

origins in the brain and mediated nerve
function—perhaps he envisaged them func-
tioning as neurotransmitters do. Linking
Galen’s animal spirits with economics
would fit well with behavioral economics
and with economists’ increasing interest in
neuroscience and experimental psychology.
John Maynard Keynes introduced animal
spirits in his analysis of entrepreneurship:
entrepreneurs cannot properly calculate the
future benefits of investments because the

future is not easily quantifiable. In the
absence of a basis for rational calculation,
people’s decisions (to invest, to intervene,
etc.) are the result of animal spirits, “a spon-
taneous urge to action” (1). 

On opening Animal Spirits, you might
expect an analysis with roots in either Galen or
Keynes. Although Akerlof (a Nobel laureate in

economics at the University
of California, Berkeley) and
Shiller (an economist at Yale
University) hail Keynes as their
hero, their animal spirits are a
broader and more diffuse phe-
nomenon than his. They define
five animal spirits: confidence,

fairness, corruption (bad-faith behavior),
money illusion (confusion about the effects
of inflation and deflation), and storytelling
(narratives that shape our sense of who we
and others are). So while their analysis does
not always fit neatly with a fundamentalist
interpretation of Keynes, it does resonate
with the growing field of behavioral eco-
nomics. Moreover, they use animal spirits to
take behavioral economics from the micro-
economy to the macroeconomy to explain a
range of macroeconomic phenomena, includ-
ing financial crisis, depression, and involun-
tary unemployment.

One of the puzzles on which they focus is
workers’ resistance to wage cuts. Most ver-
sions of mainstream economic theory predict
that rising unemployment will precipitate
falling wages, just as prices will fall in any

market in which supply exceeds demand. But
labor markets function differently. In most
markets, the goods being sold are inanimate
and emotionless, whereas in labor markets,
workers can adapt and change with repercus-
sions for work effort. Psychological and soci-
ological factors prove central: Workers worry
about a fair wage; they suffer money illusion
and may resent a lower take-home wage even
when falling prices have increased its value.
Workers respond to good treatment by trust-
ing their employers. But when wages fall,
they then feel anger and resentment; their
morale drops and their sense of duty is
offended. Work effort declines and, because
worker productivity is eroded, even as wage
costs decrease, employers’ profits also fall.

People’s savings decisions offer another
puzzle. Why do people accumulate credit card
debt at high interest rates while simultane-
ously holding assets that earn low interest
rates? Their actions are affected by environ-

mental cues and framing effects. For example,
the authors cite Hersh Shefrin and Richard
Thaler’s experiment in which people who
experienced a $2400 windfall saved different
proportions depending on the circumstance of
the windfall and the context in which it was
received: They spent $1200 if the windfall
was spread over a series of monthly payments,
$785 if it was a single lump sum, and nothing
if it was an inheritance placed in a five-year-
term interest-bearing account (2). Rather than
treating economic decisions together as one,
gigantic maximization problem, people as-
sign different events to separate “mental”
accounts. People’s behavior may also be
inconsistent over time: Plans to do something
constructive (e.g., giving up smoking) in the
future change as the future becomes the
present—people lack self-control.

Far from a Rational Crowd
Michelle Baddeley
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Animal Spirits

How Human Psychology

Drives the Economy,

and Why It Matters for

Global Capitalism

by George A. Akerlof

and Robert J. Shiller

Princeton University Press,

Princeton, NJ, 2009. 

246 pp. $24.95, £14.95. 
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The Atlas of the Real World: Mapping the Way We Live. Daniel
Dorling, Mark Newman, and Anna Barford. Thames and Hudson,
London, 2008. 400 pp. $50, C$55, £29.95. ISBN 9780500514252. 
Cartographers generally try to minimize the distortion introduced in
projecting Earth’s surface onto a flat sheet. Dorling and his colleagues
instead opt to “make the most of it.” They depict characteristics of our

world as cartograms, maps in which territories are resized according to
the magnitude of the variable of interest (here by treating the data
as a diffusing fluid). The book presents 366 environmental, economic,
and social statistics—e.g., the number of cell phone subscribers
in 2002 (below). Many additional cartograms can be seen at
www.worldmapper.org. 
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In their explanation of financial instability,

Akerlof and Shiller argue against models that

assume efficient processing of information in

financial markets. Instead, animal spirits,

including confidence and storytelling, deter-

mine market trends. Markets fluctuate errati-

cally, reflecting social mood. Waves of eupho-

ria, optimism, and overconfidence are followed

by slumps of pessimism and crises of confi-

dence. All spread through the economy via

herding and contagion, fed by word of mouth

and false intuitions (e.g., that prices don’t fall)

and perturbed by anything from dramatic news

stories to sporting events. 

This instability propagates through the

“beauty contest” game—first described by

Keynes, who used it as a metaphor for the

iterated reasoning that characterizes financial

speculation. In the newspaper contests Keynes

referred to, competitors were asked to select

from a series of photos not who they thought

were the prettiest but who they thought others

would think were prettiest. Similarly, people

will purchase a tulip bulb (or a dotcom share

or a house) at a seemingly exorbitant price not

because they independently believe that the

object is worth the cost but because they

believe that other people think that it is. 

Akerlof and Shiller claim that all these

factors make asset prices susceptible to

feedback loops, with instability further mag-

nified by leverage (the use of borrowings to

fund asset purchases). The feedback has

knock-on effects for the real economy:

growing (and bursting) asset price bubbles

affect wealth, investment, and the availabil-

ity of finance. Such instability is exacer-

bated by the corruption that increases during

boom phases. The authors note the repeated

roles of corruption in determining the sever-

ity of downturns in the U.S. economy:

Prohibition and the Roaring Twenties were

followed by the Great Depression of the

1930s, the Savings and Loan crisis con-

tributed to the 1991 recession, the Enron

scandal was associated with the 2001 reces-

sion, and the subprime mortgage crisis pre-

cipitated the present recession. 

Akerlof and Shiller suggest some policy

solutions for the current global financial

meltdown. They hold that governments have

an important role to play in complementing

capitalism and that “capitalism must live

within certain rules.” Given the overwhelm-

ing influence of animal spirits on our eco-

nomic behavior, “the government must set

those rules.” They see our old financial sys-

tem as a Humpty Dumpty: it’s broken, cannot

be fixed, and so must be replaced. To moder-

ate the present slump, Akerlof and Shiller rec-

ommend that governments adopt a dual-target

approach in which fiscal and monetary stim-

uli are complemented by targeting financial

flows (e.g., through lending and capital injec-

tions) to ensure that the stimuli are consistent

with full employment.

Economists typically avoid psychological

and sociological models because they find

them too arbitrary and too difficult to quan-

tify. Overall, Akerlof and Shiller advocate a

move away from this antipathy. Animal Spirits

“is a book about macroeconomics,” but this is

its principal problem. It is built on a founda-

tion of findings from a behavioral microeco-

nomics. Although behavioral economics can

capture individual decision-making in an

experimental context, at an aggregate level the

interactions among people are too complex to

provide the evidence needed to properly ver-

ify theories of behavioral macroeconomics.

The authors therefore emphasize the impor-

tance of history and stories and of qualitative

alongside quantitative analyses. However, the

problem remains that their theory is difficult

to falsify. That said, economics is often criti-

cized for its practically misleading emphasis

on theoretical precision. So it is refreshing to

see two such influential economists advocat-

ing a shift toward a broader, more intuitive,

interdisciplinary approach.
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I
n July 1994, 500,000 to 800,000 Rwandans
crossed the border into the North Kivu
region of Zaire (now called the Democratic

Republic of the Congo, DRC). During the first
month after the influx, almost 50,000 refugees
died; cholera was a major contributor (1).

From 1995 to 2005, the largest number of
cholera cases and outbreaks in Africa contin-
ued to be reported from this area of the DRC
(2). Renewed fighting has displaced at least
250,000 people, making an already difficult
situation worse for more than a million people
living without clean water, food, or access to
health care. By December 2008, the most
recent cholera outbreak had affected 10,332
persons and resulted in 201 deaths (3).
Cholera is also in the headlines in Zimbabwe.
From August 2008 to February 2009, the
number of reported cases was 70,643 with
3467 deaths (4). Cholera is also spreading to
the neighboring countries of South Africa,
Mozambique, Zambia, and Angola (5–7).

The management of cholera outbreaks has
changed little over the last decades. Oral rehy-
dration solution (ORS) is accepted as the cor-
nerstone for rehydration, although for those
severely dehydrated, intravenous fluids are

life-saving. Provision of safe water and ade-
quate sanitation can be established as emer-
gency measures but are not guaranteed to
remain once the outbreak ends.

The international community has responded
vigorously within recommended guidelines.
Physicians for Human Rights recently called
on the United Nations to take responsibility for
the Zimbabwean health system (6). The World
Health Organization’s (WHO’s) Global Task
Force on Cholera Control urged prioritization
of prevention, preparedness, and response
activities and an efficient surveillance system
(8). The WHO’s Disease Control in Humani-
tarian Emergencies program is helping with
distributing ORS and chlorine tablets, finding
funds to pay thousands of Zimbabwean health-
care workers, and providing better services in
remote areas (9). Although these efforts have
saved many lives, the rising cases and deaths
point to the limitations of the current strategy.

Is it time to consider other options? An oral
cholera vaccine was evaluated in Mozambique
5 years ago and showed ~90% protection
against cholera of life-threatening severity,
even in a population in whom a high percent-
age was infected by HIV (10). Internationally
licensed and available, the vaccine has also
been shown to confer herd protection against
cholera among unvaccinated neighbors of vac-
cinees (11). To date, the WHO has been reluc-
tant to consider vaccination as a strategy to
contain cholera in Zimbabwe “due to its two-
dose regimen, short shelf-life, high cost, and
need for cold chain distribution” (8). There are
certainly logistical complexities to administer-
ing a two-dose regimen in a setting as desper-
ate and chaotic as Zimbabwe, as well as strate-
gic choices to be made for how to target high-
risk groups for vaccination. Yet delivery of this
vaccine was feasible in three WHO-sponsored
community demonstration projects in rural
and urban sub-Saharan Africa (10, 12, 13).

Further complicating a recommendation to
vaccinate is the existing dogma that “with the
currently available internationally prequalified
vaccine, vaccination is not recommended in an
area where an outbreak has already started”
(14). However, this dogma is based on a single
analysis (15) that assumed that outbreaks are
self-limited and short-lived, in contrast to

cholera in Zimbabwe, which has been raging
since mid-2008. If the blockade against poten-
tial use of oral cholera vaccines could be lifted,
then public-health workers, ministries of
health, international organizations, and donor
groups could discuss how, when, and where
the vaccine could be deployed.The cost of the
only internationally licensed oral cholera
vaccine (Dukoral, Crucell-SBL) is U.S. $7 to
$12 (€5.25 to €9) per dose; a lower price is
offered for WHO-supported programs. A
potentially cheaper vaccine was developed
in Vietnam; its technology was transferred
to Shanta Biotechnics (India) and is in clini-
cal trials (16, 17). In the short term, the vacci-
nation costs may be borne by donor founda-
tions and international organizations.

The size and expected duration of the out-
break would seem to justify the implementa-
tion of mass vaccinations. The lack of flexibil-
ity to adapt to the circumstances is regrettable;
for the people at risk it is a disaster.
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A
n apparent contradic-

tion has arisen in stud-

ies of plant phenologi-

cal response to climatic warm-

ing: Field and satellite data

at the community and biome

levels indicate a lengthening of

the growing season across

much of the Northern Hemi-

sphere (1–6) and—where data

exist—in the Southern Hemi-

sphere (5, 7, 8), yet life history

observations of individual spec-

ies suggest that many species

often shorten their life cycle in

response to warming (9–12).

Here, we pair evolutionary and

ecological viewpoints to re-

solve this conundrum.

If a plant starts to green ear-

lier, subsequent events in the

plant’s life cycle often occur earlier as well

(9–12). Advancing the timing of early-season

events in this way may increase plant fitness

by ensuring that reproduction occurs before

loss of reproductive tissues to, for example,

herbivory or drought (13, 14). An extended

life cycle can also improve fitness if it leads to

more or larger offspring, but exposes plants to

the risk of damage to flowers or fruits before

maturation (13). The prevalence of these

divergent strategies at the community level

will depend on the responses of individual

plant species to climatic trends and interan-

nual variation in climatic conditions.

Within a community of several species,

life history strategies typically vary, increas-

ing the probability that the length of the grow-

ing season quantified at the community level

will increase with climate warming. For

example, the length of the community’s grow-

ing season will rise even if early-season

species green but also senesce earlier while

the timing of events for late-season species

remains stable or advances less in response to

warming. Thus, ecological constraints on the

length of the community’s growing season

may be eased by climate warming, whereas

evolutionary constraints on the life-cycle

durations of individual species may limit their

response and explain the diverse responses of

different species to warming (9–12).

A longer growing season has been one of

the most widely observed biological changes in

response to climatic warming across temperate

to polar latitudes during the 20th century (1–6).

This change in growing season length has been

occurring in regions where temperatures have

increased (5) and in passive warming experi-

ments that have been replicated across the

Northern Hemisphere (15–17). A nearly uni-

versal advance in spring temperature indices of

first leaf and bloom dates for cloned lilac and

honeysuckle across temperate areas of the

Northern Hemisphere has also been reported

(18). In the Southern Hemisphere, a recent pas-

sive warming study in an Australian subalpine

meadow showed an advance in spring events

for 7 of 14 species (19). Predictions from phe-

nological models that use temperature data to

estimate the timing of spring events suggest

that comparable changes in growing season

length have not taken place over the past two

centuries in boreal Eurasia (1) and that the

expected warming in the 21st century will fur-

ther lengthen the growing season by 5.0 to 9.2

days in North America (20).

Few studies on the effects of temperature

on growing season length have been con-

ducted in the tropics because of the expecta-

tion that temperature does not constrain grow-

ing season length there, but the absence of

data should not be considered a lack of re-

sponse (5). In two of the three tropical regions

studied in Africa, the growing season has

lengthened since the early 1980s (7). How-

ever, earlier budburst in warmer urban areas

relative to nearby rural areas was found only

in one-third of tropical cities versus three-

fourths of temperate cities (21).

In contrast to the observed changes in the

overall length of the growing season, warming

often shortens the duration of life histories of

individual species. For many species, climate

warming leads not only to earlier greening but

also to earlier flowering and senescence

(9–12). Although life histories of individual

species may thus be shortened, a longer grow-

ing season could still result if the responses of

different species in a community diverge, pos-

sibly as a result of seasonal niche divergence

(see the table). Earlier springs could be caused

by an advance in the life history of early-sea-

son species in response to warmer air temper-

atures. Later falls could result from a delay in

the life history of late-season species because

of extreme mid-season temperatures and low

water availability.

These divergent responses by different

species to gradual climate warming and to

extreme warming events have been seen in

forest, grassland, and tundra communities in

North America (9, 11, 12), Europe (14), and

A conceptual framework explains how
individual species’ responses to climate
warming affect the length of the growing
season.
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A conceptual framework. This table is a guide to determining how individual species are responding to an extended growing
season by observing the duration of peak season. The life history of a species—from the onset of greening through the end of
senescence—is illustrated by the length of the solid lines. Each case represents a shift in the timing (columns) and duration
(rows) of one or more species in a hypothetical three-species community that includes an early-, mid-, and late-season species.
The growing season begins when the first species greens and ends when the last species senesces. The peak season (gray shaded
area) occurs when all species have started and none have completed their life history. Reproductive life history events likely
begin before the peak season and are completed before its end. The final row and column list changes that can be observed
through frequent observations of surface greenness. 
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Australia (19). Thus, the widespread increase

in growing season length may be a result of

shortened and more divergent life histories.

Monitoring of the peak season duration

through observations of surface greenness

can be used to determine how individual

species respond to an extended growing sea-

son (see the table). Changes in the duration of

species’ life histories have consistent effects

on the peak season duration. Constant or

shortened life histories decrease the peak sea-

son duration. Alternatively, if the shift in tim-

ing occurs because of a longer life history, the

duration of the peak season will remain con-

stant. Finally, the peak season duration will

only increase if species extend their life

cycles by more days than the growing season

is lengthened. 

Daily measurements of surface greenness

from ground-based platforms are increasingly

used in phenological studies (22, 23), includ-

ing those in the tropics (24). These data may

be sufficient to characterize the duration of

peak season in regions where canopy closure

corresponds with the onset of peak leaf area.

However, models that relate leaf density to

greenness may be needed where this does not

occur. Piecewise linear models can be fit to

the data to determine the duration of peak sea-

son via the onset of peak leaf area and senes-

cence. Observations of surface greenness in

phenological networks would create continen-

tal-scale data sets that could be compared to

regional trends in climate and to satellite data. 

Although an extended growing season may

lead to increased plant production, this is less

likely if individual species shorten their life his-

tories. Shortened, more divergent life histories

may lead to gaps in the availability of resources

for pollinators and herbivores (11) and may

facilitate the establishment of invasive species

(12). Nutrient losses during the growing season

could also increase through decreased species

complementarity (9). Thus, the contrasting

changes in the duration of the growing season

and species’ life cycles are consistent, but

increase the likelihood that climate warming is

altering the structure and function of ecological

communities, perhaps adversely.
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limate warming has advanced the bio-

logical spring and delayed the arrival

of biological winter (1, 2). These

changes in the annual cycle of plants and the

lengthening of the green-cover season have

many consequences for ecological processes,

agriculture, forestry, human health, and the

global economy (3). Studies on vegetation-

atmosphere interactions (4) and particularly on

the impact of leaf emergence on climate (5–9)

suggest that the phenological shifts in turn

affect climate. The magnitude and sign of this

effect are unknown but depend on water avail-

ability and regional characteristics.

The earlier presence of green land cover

and the delay in autumnal senescence and leaf

fall of deciduous canopies may alter the sea-

sonal climate through the effects of biogeo-

chemical processes (especially photosynthe-

sis and carbon sequestration) and physical

properties (mainly surface energy and water

balance) of vegetated land surfaces. 

CO
2

uptake is the main biogeochemical

effect. An extended plant activity season

increases biospheric CO
2

uptake (3) and thus

decreases the current rise of atmospheric CO
2

concentration and its influence on the green-

house effect (1). The extended plant activity

also further increases the total annual emis-

sion of biogenic volatile organic compounds

(BVOCs) (10). These increased emissions

may also contribute to the complex processes

associated with global warming (10).

Although the atmospheric lifetime of

BVOCs is short, they have an important influ-

ence on climate through aerosol formation and

A longer growing season as a result of climate

change will in turn affect climate through

biogeochemical and biophysical effects.

Phenology Feedbacks on 
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Phenology and climate. The change from a dormant winter to a biologically active spring landscape has
numerous biogeochemical and biophysical effects on climate. Earlier leaf unfolding and delayed leaf fall as
a result of global warming (graph) (3, 17) will thus affect climate change itself.
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direct and indirect greenhouse effects. BVOCs

generate large quantities of organic aerosols

(11, 12) that could affect climate by forming

cloud condensation nuclei. The result should be

a net cooling of Earth’s surface during the day

because of radiation interception. Furthermore,

the aerosols diffuse the light received by the

canopy, increasing CO
2

fixation. However,

BVOCs also increase ozone production and the

atmospheric lifetime of methane, enhancing

the greenhouse effect of these gases. Whether

the increased BVOC emissions will cool or

warm the climate depends on the relative

weights of the negative (increased albedo and

CO
2

fixation) and positive (increased green-

house action) feedbacks (10).

A longer presence of the green cover

in large areas should also alter physical

processes such as albedo, latent and sensible

heat, and turbulence. Observations in the

Eastern United States show that springtime air

temperatures are distinctly different after

leaves emerge (5). Latent heat flux increases

and the Bowen ratio (the ratio of sensible to

latent heat) decreases after leaf emergence. As

a result, the increased transpiration cools and

moistens air, and the spring temperature rise

drops abruptly (5, 6). The coupling between

land and atmosphere also becomes more effi-

cient, because an increase in surface rough-

ness lowers aerodynamic resistance, gener-

ates more turbulence and higher sensible and

latent heat fluxes, and leads to a wetter, cooler

atmospheric boundary layer (7).

The longer presence of green cover thus

generates a cooling that mitigates warming by

sequestering more CO
2

and increasing evapo-

transpiration. However, this carbon fixation

and evaporative cooling decline if droughts

become more frequent or when less water is

available later in the summer. In fact, an early

onset of vegetation green-up and a prolonged

period of increased evapotranspiration seem

to have enhanced recent summer heat waves

in Europe by lowering soil moisture (8, 9). The

depletion of summer soil moisture strongly

reduced latent cooling and thereby increased

surface temperature (9) and likely reduced

summer precipitation (13).

Furthermore, reduced albedo after leaf

emergence may warm the land surfaces—

especially those with high albedo, such as

snow-covered areas—at spatial scales of hun-

dreds and even thousands of kilometers. The

lengthening of the green-cover presence can

hence either dampen or amplify global warm-

ing, depending on water availability and

regional characteristics. In wet regions and

seasons, additional water vapor may form

clouds that contribute to surface cooling and

increased rainfall in nearby areas, whereas in

drier conditions, a longer presence of the

green cover may warm regional climate by

absorbing more sunlight without substantially

increasing evapotranspiration.

There are many unknowns in the com-

bined impacts of all these biogeochemical and

biophysical processes on local, regional, and

global climate. Phenology models used in

global climate simulations are highly empiri-

cal and use a few local-scale findings that rep-

resent only a fraction of the global bioclimatic

diversity, and that therefore preclude global

coverage validation. As a result, the predicted

timing of temperate and boreal maximum leaf

area may be too late by up to 1 to 3 months,

resulting in an underestimate of the net CO
2

uptake during the growing season (14).

Satellite data assimilation can be of great help

to minimize the large differences between

observed and predicted spatiotemporal phe-

nological patterns (15, 16). 

Future studies should aim to quantify and

understand the effects of earlier leaf unfolding

and later leaf fall on temperature, soil mois-

ture, and atmospheric composition and

dynamics; this information will help to

improve the representation of phenological

changes in climate models and thus increase

the accuracy of forecasts. Reinterpreting

existing data sets (17) and advances in remote

sensing techniques, in combination with con-

tinued long-term ground observations, will be

crucial for this task.
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V
olume changes in the Antarctic Ice

Sheet are poorly understood, de-

spite the importance of the ice sheet

to sea-level and climate variability. Over

both millennial and shorter time scales, net

water influx to the ice sheet (mainly snow

accumulation) nearly balances water loss

through ice calving and basal ice shelf melt-

ing at the ice sheet margins (1). However,

there may be times when parts of the West

Antarctic Ice Sheet (WAIS) are lost to the

oceans, thus raising sea levels. On page 901

of this issue, Bamber et al. (2) calculate the

total ice volume lost to the oceans from an

unstable retreat of WAIS, which may occur

if the part of the ice sheet that overlies sub-

marine basins is ungrounded and moves to

a new position down the negative slope (see

the figure).

More than 90% of the ice delivered from

Antarctica to the oceans comes from fast-

moving ice streams and outlet glaciers, with

velocities of tens to hundreds of meters per

year (3). The outflux is controlled in part by

the intrinsic resistance to flow provided by

stresses at the bedrock or as internal shear.

Also controlling the flow rate are gravita-

tional driving forces and mechanical buttress-

ing at the seaward margins provided by float-

ing ice shelves (4). 

How intrinsically stable is the ice sheet,

given the marine-based bottom topography

and geometry in much of the interior of

West Antarctica and the potential loss of

buttressing provided by ice shelves (5, 6)?

Satellite data have shown dramatic changes

in West Antarctica, as some important out-

How much will sea levels rise if the West Antarctic Ice Sheet becomes unstable?
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flux systems have increased their flow

velocities during the past decade (7, 8).

Data from the Gravity Recovery and Clim-

ate Experiment (GRACE) satellite pair

since late 2002 strongly indicate ongoing

losses caused by enhanced drainage into

Pine Island Bay and the Amundsen Sea (9,

10) via glaciers that penetrate hundreds of

kilometers upstream into the partially

marine-based WAIS. 

Numerical simulations suggest that posi-

tive feedback at the grounding line of the Pine

Island Glacier exists between changes in ice

shelf geometry and enhanced advection of

warm ocean water (11). No numerical demon-

stration exists, however, that a runaway insta-

bility has already been triggered. A number of

parameters, such as those controlling resist-

ance at the bedrock, are too poorly constrained

to decide whether runaway instability is

occurring or will occur.

Once a runaway instability starts it cannot

be stopped until a new stable position is found

(see the figure). In the transition to this new

stable state, sea levels will rise globally.

Recent microfossil data from a 600-m-deep

sedimentary core in the Ross Sea reveal many

successions of waxing and waning ice cover

and suggest that open marine conditions

existed there 3 to 5 million years ago, a time

when average terrestrial temperatures were

about 3°C higher than they are today (12). A

runaway scenario may have occurred then and

may occur again in the future. 

Bamber et al. have now used new data on

surface elevation, bedrock topography, geoid,

and current-flow configuration to calculate

the total volume of ice that is susceptible to

loss under a runaway instability scenario. The

calculation is rooted in simple geometrical

considerations, largely decoupled from the

detailed flow instability mechanics. The time

scale for the flux instabilities to be fully man-

ifest is uncertain, but the calculated global

consequences to sea level are important, con-

sidering that just 0.5 to 1.0 m of uniform sea-

level rise will cause catastrophic geopolitical

and economic devastation in many urbanized

coastal settings (13).

The good news is that the predicted glob-

ally uniform sea-level rise of 3.2 m is roughly

half the predicted value quoted for the past 30

years. But the bad news is that some regions,

including North America and the southern

Indian Ocean, will experience enhanced inun-

dation (by as much as ~0.4 m with respect to

the global mean) due to changes in the gravity

field and moments of inertia of Earth com-

pared to present-day values. The latter cause

the mean spin axis of Earth’s rotation to move

toward the region of discharging ice mass

(14). Though smaller than past predictions,

the scale of the fully manifested instability is

enormous: The total mass gained by the

oceans (1.8 × 106 gigatons; 1 gigaton = 109

tons) would be roughly equal to the mass

showered to Earth by the impact of ~2000

Halley-sized comets. 

As the gravity field adjusts to the changing

distribution of mass between land and ocean,

Earth’s spin axis moves through the crust,

changing the distribution of the centrifugal

forces acting on the ocean. These two effects

produce a global pattern of sea-level change

similar to that computed recently by Mitrovica

et al. (15). However, Bamber et al.’s calcula-

tion gives more precise predictions of sea-

level change from a WAIS collapse, because

they have better estimates of how much ice

goes into the ocean from WAIS instability and

at which geographical positions the mass

shifts will occur; they can thus also better cal-

culate the shifts in moments of inertia and

gravitational field.

The situation in the near future could be

complicated by the fact that Greenland,

though lacking the unstable configuration

of the WAIS, seems to be losing as much

mass as, or more than, Antarctica (10, 16).

Greenland needs only half the mass loss rate

of Antarctica to have an equivalent effect on

polar motion due to its less polar position

than that of WAIS (14). However, as termini

of Greenland glaciers change from tidewater

to land-based, the glaciers may become less

susceptible to rapid flow and the rate of mass

loss may diminish (17). The observed accel-

erations of ice outflux into the Amundsen

Sea Embayment in Antarctica are poten-

tially more ominous (18). Should the ice

sheet grounding line migrate farther inland,

ice resting on bedrock well below sea level

could become unstable (see the figure). The

time scale of the fully manifested instability

cannot currently be predicted. Better predic-

tions require both better in situ data and

space monitoring coupled to a fully three-

dimensional high-resolution (< 1 km) com-

putational model.
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Runaway instability. Currently the grounding line sits to the right, upslope just
outside the marine-based basin (A). Warm thermal ocean upwelling beneath the
ice shelf (11) and lubrication by wet sediment at the base may exacerbate the
potential instability and aid in accelerating the outward ice flow. As ice thickens

at the transition zone (near the vertical arrow at the grounding line), ice flow
increases. The runaway instability (evolving from A to C) does not stop until a
new stable position is found and ice that was once grounded to the floor of the
submarine basin has been lost to the global oceans. [Adapted from (5)]
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S
uccessful mammalian reproduc-

tion requires that the female

gamete (oocyte or egg) acquires,

within the growing ovarian follicle, the

ability to be fertilized. Failure to initiate

or complete follicle development, or

defects in the oocyte (such as aneu-

ploidy) result in infertility. On page 938

in this issue, Fan et al. (1) describe cellu-

lar signaling pathways in the mouse

ovary that support follicle maturation

and, ultimately, the discharge of a mat-

ure egg. The findings could help eluci-

date the underlying molecular nature of

ovarian pathology and infertility-pro-

ducing conditions in humans. 

In the mammalian ovary, a specific

number of follicles (for example, usu-

ally one in humans and up to 10 in mice)

ovulate during each reproductive cycle.

Follicle development and ovulation are

controlled by two pituitary hormones,

follicle-stimulating hormone (FSH)  and

luteinizing hormone (LH)  (see the fig-

ure). Luteinizing hormone causes an

orderly continuum of follicle remodel-

ing, which includes expansion in overall

size (through fluid uptake), and termina-

tion of cell division in granulosa cells,

the somatic cells in the ovary that sup-

port the oocyte. Meiosis in the oocyte,

arrested in the first meiotic division dur-

ing embryogenesis, is reinitiated by

luteinizing hormone. Luteinizing hor-

mone also initiates the proteolysis of the

follicular wall that allows the follicle to

rupture and release the oocyte. 

Signaling occurs in granulosa cells

through nuclear receptors (2), cyclic

adenosine monophosphate, and mem-

bers of the the epidermal growth factor

family (3). Fan et al. developed a mouse

model to examine how mitogen-activated

protein kinase (MAPK) intracellular

signaling pathways in granulosa cells

provoke ovulation and, consequently, col-

lapse of the follicle and development of

the successor tissue, the corpus luteum.

The MAPK pathways are widespread

signaling routes in eukaryotic cells.

There are six distinct groups of MAP

kinases in mammals, stimulated by a

variety of extracellular signals (4). Fan et

al. focused on MAP kinases 3 and 1, also

known as extracellular-regulated protein

kinases 1 and 2 (ERK1/2). Germline

deletion of ERK1 does not affect mouse

fertility, whereas germline deletion of

ERK2 is lethal early in embryogenesis

(5). The authors thus developed a fertile

mouse line in which ERK2 expression

was deleted only in granulosa cells.

However, crossing these mice with those

engineered to lack ERK1 produced

ERK1/2-deficient mice that were infer-

tile. Females displayed multiple dis-

rupted ovarian processes, including pro-

longed follicle development and failure

of oocytes to mature.  

The ERK1/2-deficient mice had a

major defect in luteinizing hormone sig-

naling, not unexpected because this hor-

mone activates ERK1/2 in granulosa

cells within 30 min (6). Follicle develop-

ment induced by follicle-stimulating

hormone normally arrests when lutein-

izing hormone triggers differentiation of

granulosa cells (7). Consequently, in the

ERK1/2-deficient mice, the sequence of

events induced by follicle-stimulating

hormone was prolonged. Likewise, the

effects of luteinizing hormone were

compromised, as events such as cessa-

tion of estrogen synthesis and the expres-

sion of genes required for cumulus

oophorus (granulosa cells that surround

the oocyte) expansion, failed to occur. 

The intracellular targets of activated

ERK1/2 signaling pathways in granu-

losa cells are only partially known, so it

is not clear where the major lesions in

signaling are located in the ERK1/2-

deficient mice. Fan et al. propose that

disrupted signaling occurs downstream

of signals initiated at the cell surface by

epidermal growth factorlike molecules

that are produced by a granulosa cell

itself. Reduced expression of one such

factor, epiregulin, and the failure of

another, amphiregulin, to induce cumu-

lus oophorus expansion and oocyte mat-

uration support this view. Nevertheless,

Human infertility may be associated with

aberrant cell signaling events within ovarian

granulosa cells.Ovulation Signals
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abrogation of epidermal growth factor signal-
ing reduces, but does not eliminate, activation
of ERK1/2 (3) implicating targets elsewhere,
including factors upstream of epidermal
growth factor expression. Moreover, luteiniz-
ing hormone may activate steroidogenesis by
interacting with ERK signaling pathways (8).
Disruption of this interaction could account for
the dysfunctional steroidogenesis observed in
ERK1/2-deficient mice. Autocrine regulation
of the late stages of follicle maturation is medi-
ated by estrogens, produced by granulosa cells,
which act through membrane-type estrogen
receptors at the cell surface and activate
ERK1/2 (9). Although this receptor alone can-
not support ovulation (10), it may be that the
ERK1/2 signal is essential for this process. 

The phenotype of the ERK1/2-deficient
mice is similar to that seen in mice engineered

to lack the transcription factor CCAAT/
Enhancer-binding protein–β (C/EBPβ), sug-
gesting that C/EBPβ is a major downstream
effector of ERK signaling pathways. Ad-
ditional potential targets were not explored,
but candidates include the receptor-interacting
protein 140 (Rip140), because this factor is
a phosphorylation target of ERK2 (11) and
mice lacking this factor cannot ovulate (12).
ERK signals are not only induced by a num-
ber of extracellular stimuli but they are fre-
quently pleiotropic. The absence of ERK1
and ERK2 in granulosa cells not only dis-
rupted the action of epidermal growth fac-
tor-like molecules, but other ERK-generat-
ing systems are probably impaired as well as
targets beyond C/EBPβ-mediated transcrip-
tion. The findings of Fan et al. should help
elucidate ovarian pathology such as poly-

cystic ovarian disease, a common condition
in which ERK1/2 activation is attenuated in
follicle cells (13), and other anovulatory and
infertility-producing conditions in humans. 
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T
he global photovoltaic (PV) power
industry is experiencing dramatic tech-
nology advances and market growth.

Over the past 20 years, manufacturing output
has grown by a factor of 200, reaching 5
gigawatts (GW) in 2008. The total accumu-
lated installed capacity is now around 15 GW.
This is quite small relative to the world’s 4000
GW of installed electric generation capac-
ity—just 0.375% to be precise. However,
industry leaders expect similar rapid growth
over the coming years, with PV generation a
major contributor to power generation 20
years hence (1). 

In this quickly evolving environment,
investors must assess which technologies and
companies are best positioned, policy-makers
must assess what role PV generation should
play in our energy mix, utility planners must
assess the impacts this will have on the electric
grid, government and industry must decide
how to allocate research and development
(R&D) funds, and citizens must sort through a
barrage of conflicting messages. For example,
a recent Wall Street Journal opinion editorial
article states, “There’s an unavoidable problem
with renewable-energy technologies: From an
economic standpoint, they’re big losers” (2).
Perhaps this was once true when the industry
was so small that it didn’t matter anyway.

But in many cases it is no longer true today.
Driven by advances in technology and

increases in manufacturing scale and sophisti-
cation, the cost of PV has declined at a steady
rate since the first solar cells were manufac-
tured (3). For example, in 2000, solar cells
typically used 15 g of expensive, highly
refined silicon to generate 1 W of power. By
comparison, SunPower Corporation’s mod-
ules currently use only 5.6 g/W. Today, the
manufacturing cost of standard crystalline sil-
icon modules produced in a state-of-the-art
facility is around $1.40/W (4). This cost
includes the cost of refining silicon but not the
added gross margin in sales price. Manu-
facturers foresee manufacturing cost to fall to

$1/W within 5 years. An upshot
of these cost reductions is that
the levelized cost of energy
(LCOE) for PV plants (see the
figure) is now in the range of
conventional generation opt-
ions when taking into account
the impact of the U.S. federal
30% investment tax credit, and
will be fully competitive with-
out that incentive in 5 years.
Perhaps surprisingly, PV elec-
tricity today costs less than that
from a new natural gas peaking
plant, and is rapidly encroach-
ing on combined cycle base-
load generation costs. 

From the perspective of an electric utility,
what counts in making new generation deci-
sions is the cost of electricity from the new
plant. That their customers might pay a lower
cost due to older, lower-cost generation in the
mix (such as from hydroelectric or coal plants)
is irrelevant when more capacity is needed.
This fact has contributed to the recent increase
in interest in PV on the part of electric utilities.
For example, the California utility Pacific Gas
and Electric (PG&E) has recently contracted
for the purchase of 800 MW of PV-generated
power (5). When utilities consider adding PV,
they take into account not only its cost effec-
tiveness but also its lack of fuel price risk, lack
of potential carbon emission costs, minimal

The power-generating capacity of solar cells,

while currently small relative to other sources,

is increasing exponentially.Photovoltaics Power Up
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siting limitations, and lack of water use.

Furthermore, construction times are short; for

example, the PV industry installed more than 2

GW of PV power plants in Spain during 2008.

Construction times for 2 GW of conventional

generation would be 10 to 15 years. PV will

thus not be insignificant much longer. 

Conventional crystalline silicon modules

compete with emerging thin-film technolo-

gies. Leading thin-film producers have lower

cost, but at lower module energy conversion

efficiency. The lower efficiency results in

higher installation cost, with the result that

there is near cost parity at the installed-system

level. Indeed, there is a spectrum of technolo-

gies—from higher-performance, higher-cost

modules to lower-performance, roll-on thin

films—all competing successfully. Crystalline

silicon modules are capable of attaining the

long-term cost targets. Therefore, one should

not think of thin-film technologies as some-

how disruptive or uniquely enabling for the

emergence of large-scale PV. Thin films are

rather new technologies that may, if successful,

help drive costs lower over time. The competi-

tion from crystalline silicon, however, will

remain formidable because of the vast R&D

resources being deployed. New entrants to the

PV industry need to be cognizant of this fact as

they allocate their own capital to the field. 

Our energy future is becoming clearer. PV

will not be a panacea, but it will take its place as

a major source of energy alongside energy effi-

ciency, other renewables, nuclear, and improved

conventional generation, perhaps with carbon

sequestration, as we transition to a carbon-free

electric grid over the next half century. 
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T
he fabrication of electronic circuits on

chips relies on the patterning of surfaces

by optical lithography, which is used to

control where different components—metal

wires, semiconductor gates, and oxide insula-

tors—form (1). Three papers in this issue (2–4)

report a new approach to optical lithography

that allows small feature sizes to be created

more easily than with traditional approaches.

In optical lithography, a light-sensitive

film, called a photoresist, is exposed in sel-

ected areas by using a patterned mask. The

light triggers chemical reactions that change

the film’s solubility. Solvents are then used to

remove the exposed or unexposed areas, so

that only selected areas on the chip undergo the

next processing step. For example, after selec-

tive removal of photoresist, protected parts of a

semiconductor layer become separated gate

regions, whereas exposed regions are open for

doping or deposition of electrodes.

Feature sizes as small as 45 nm can now be

achieved in device fabrication, beating the dif-

fraction limit set by the wavelength of the far-

ultraviolet (FUV) light used for exposure (193

nm) through clever optical tricks (5). How-

ever, the light sources and the masks that cre-

ate the patterns are costly; even higher costs

can be anticipated for the shorter wavelengths

needed for even smaller feature sizes. A sim-

pler and less costly way to achieve smaller fea-

tures is to use light to control the kinetics of

the reactions that occur within the film. The

three studies in this issue [Scott et al. (2), page

913; Li et al. (3), page 910; and Andrew et al.

(4), page 917] make use of comparatively

longer-wavelength light (UV to near infrared)

that beats diffraction limits in optical lithogra-

phy and creates features on the scale of tens of

nanometers. In these approaches, one optical

beam controls the spatial distribution of expo-

sure while another beam induces chemical

activation. 

The classical resolution limit imposed by

diffraction (about half the wavelength of light)

applies to any light source focused by a lens.

When coherent laser sources are used, destruc-

tive interference effects can restrict the actual

area being illuminated through a mask. In this

way, quarter-wavelength (45 nm) features can

be created with 193-nm light from an argon

fluoride excimer laser with phase-shift masks.

Competing activation and deactivation 
effects with shaped light beams could create 
in integrated circuit features much smaller
than the beams’ wavelengths.

Two Beams Squeeze Feature 
Sizes in Optical Lithography
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Two beams create smaller features. (A and B) The polymerization reactions initiated by a beam of light exciting
a photoresist, which changes its solubility, can be inhibited by a second light source. (A) In the exposure scheme
used by Scott et al., the second coincident beam (whose profile is shown in purple) surrounds the first beam
(shown in blue), which has a different wavelength and activates a reaction inhibitor. The net activation profile is
shown in green. (B) In the work of Li et al., an intense initiator beam is followed by a second, longer-duration beam
of the same wavelength that inhibits the reaction. The beams can be coincident or offset, as shown by a distance
∆ x. (C) Two light sources can be used to create grating lines much smaller than the wavelength of either source.
Andrew et al. place a photochromic film over the photoresist. A grating of UV light (325 nm, shown in blue), which
makes the film transparent, is offset from a grating created by red light (633 nm) that makes the film opaque. The
UV light penetrates a nanoscale region as small as ~40 nm, which is much smaller than its wavelength. 
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Some of the light passing through a phase-

shifted part of the mask destructively interferes

with light traveling through adjoining unmod-

ified parts of the mask. Despite important

advances in shorter-wavelength exposure sys-

tems, sophisticated mask technologies, and

more sensitive photoresists (6), there is consid-

erable interest in alternative lithography

approaches that can achieve nanoscale resolu-

tion with longer-wavelength optical sources,

which have much lower maintenance and cost.

The main concept behind the “subdiffrac-

tion” resolution approaches reported in this

issue is the use of dual exposures to create a

spatial exposure pattern. These beams can

have a donutlike pattern—the beam that acti-

vates the patterning chemistry is surrounded

by a ring of intensity of another beam that sup-

presses the activation while maintaining a val-

ley (or node) at the center of the activating

beam. The product of the activation peak and

“deactivation” donut pattern gives a spatial

dosing pattern that is substantially finer than

the far-field diffraction pattern of a tightly

focused optical beam.

Subdiffraction resolution is achieved in

optical microscopy by using a pair of beams as

described above and taking advantage of stim-

ulated emission depletion of chromophores

(7). One beam is used for excitation of fluores-

cence with a peaked spatial distribution, and

one with a donutlike pattern is used for rapid

de-excitation via stimulated emission. The net

spatial distribution of the excitation provides

subdiffraction (nanoscale) imaging resolution.

The studies reported in this issue adapt

these ideas for subdiffraction lithography by

using photoinhibition or photoinduced ab-

sorption, rather than stimulated emission, to

narrow the exposure profiles. Scott et al.

report an optical lithography method based on

the use of two wavelengths: One, at 473 nm,

excites a photoinitiator that activates free-

radical polymerization and gelation of a

dimethacrylate monomer and renders the

exposed area insoluble (see the figure, panel

A). The second beam, with a wavelength of

365 nm, excites a photoinhibitor, which then

scavenges free radicals and stops the reaction.

Li et al. used a different initiator molecule that

allowed both beams to share the same wave-

length (800 nm). Activation is achieved with

an intense initial beam (200 fs) that proceeds

through a two-photon process, while long-

duration 50-ps or continuous-wave light deac-

tivates the reaction through a one-photon

process (see the figure, panel B). This

approach created features 1/20 the size of the

wavelength of light along the beam direction

through beam shaping.  

Andrew et al. used exposure of a pho-

tochromic film at two wavelengths (see the

figure, panel C). Ultraviolet light at 325 nm

caused the film to become more transparent at

that wavelength, whereas red light at 633 nm

caused it to become strongly absorbing at the

UV wavelength. By setting up a simple grat-

ing interference pattern with peaks of the 325-

nm light occurring in the valleys of the 633-

nm light and controlling the relative intensi-

ties of the beams, nanoscale regions are

obtained at the nodes of the red light where the

UV light is transmitted. Features as small as

40 nm in width were created in an underlying

photoresist layer. 

How and when these lithographic schemes

will enter into chip fabrication is hard to pre-

dict. However, these methods should already

offer alternatives to the methods now in use,

such as electron-beam lithography and micro-

contact printing, for creating nanoscale features

in a lab setting. It may well be possible to har-

ness these ideas to create lithographic schemes

that will shrink the feature sizes obtainable with

shorter-wavelength ultraviolet sources.
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A
key process in animal evolution was

the development of a nerve-rich,

bilaterally symmetric longitudinal

structure, the central nervous system. Without

such a symmetric body axis, Earth might still

be populated by just sea anemones, sponges,

and similar organisms (1). The switch from

radial to bilateral symmetry created a distinct

left- and right-hand side to the animal and its

nervous system. The dividing line, or axis of

symmetry, is known as the midline. One of the

earliest decisions a developing neuron must

make is whether to extend its long cellular

process (the axon) across the midline. On

page 944 of this issue, Yang et al. (2) uncover

an unexpected level of complexity in how this

initial decision is made.

Commissural axons connect the two sides

of the nervous system and are attracted to grow

toward the midline by netrin proteins. In the

fruit fly Drosophila melanogaster, Netrins are

secreted by specialized glial cells at the midline

and are detected by Frazzled/DCC (Fra) recep-

tors on commissural axons (3) (see the figure).

As they cross the midline, axons increase

expression of Robo-family receptors. These

receptors detect Slit, a protein that repels axons.

Slit is also secreted by midline glial cells,

thereby causing axons to continue growing to

the other side of the nervous system (4).

Mutations in the gene commissureless

(comm) that disrupt expression of the encoded

protein Comm abolish all left-right connec-

tions in the ventral nerve cord, the fly homolog

of the spinal cord (5). Comm promotes mid-

line crossing by silencing axon responses to

the midline repellent Slit (6, 7). In the absence

of Comm, Robo receptors are expressed at the

cell surface of commissural axons prema-

turely, thus allowing Slit-Robo interactions

and preventing midline crossing. It appears

that commissural neurons begin to express

Comm as they approach the midline, and then

decrease Comm expression after crossing to

allow continued axon growth (7).

A Fra receptor that lacks its cytoplasmic

domain (Fra∆C) also inhibits midline crossing,

producing a phenotype far more severe than the

fra mutant (which lacks Fra receptors), and

identical to the phenotype of the comm mutant

(8). Genetic evidence suggested that Fra∆C and

Comm could act in the same intracellular sig-

naling pathway. This prompted Yang et al. to

determine that expression of comm mRNA in

individual neurons is reduced when fra is

absent. In a complementary experiment, over-

expression of fra induced comm mRNA

An axon guidance receptor generates a

transcriptional response independent of its

known ligand.Crossing the Line
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expression. Furthermore, neuronal expression

of comm partially rescued fra mutants, showing

that Fra induces comm expression. Remark-

ably, however, comm expression does not

require Fra’s ligand Netrin.

What is the signaling pathway that con-

nects Fra to Comm? If the absence of Fra was

simply preventing growing axons from con-

tacting the midline and detecting a signal that

induces comm expression, then expression of

comm should also be reduced in netrin

mutants, but Yang et al. did not observe this.

Furthermore, many axons still cross the mid-

line in fra mutants, so they must have been

exposed to a candidate midline signal, yet the

axons show reduced comm expression. The

presence of reduced comm expression in fra

mutants indicates that it is not necessary to

induce comm expression to the level seen in

wild-type fly commissural axons to allow

midline crossing, and that an additional mech-

anism also induces comm expression.

Why is the Fra∆C phenotype so much

stronger than that of the fra mutant? The likely

explanation is that Fra∆C interferes with the

functions of other proteins. One candidate is

the Down syndrome cell adhesion molecule

(Dscam), another receptor expressed by com-

missural axons. Dscam forms a complex at

the cell surface with a protein called Deleted

in Colorectal Cancer (9). Dscam responds to

an unidentified midline cue as well as to

Netrins (10), but Dscam alone cannot account

for the severity of the Fra∆C phenotype, so

other components remain to be discovered. 

Although we know some of the transcrip-

tion factors that specify the complement of

receptors expressed in the growing axon tip

(growth cone) (11), the study by Yang et al.

may be the first to show that neuronal gene

expression is altered by an external signal

encountered during navigation of the growth

cone toward the midline. The nature of this

external signal is unknown; however, the

strong correlation between proximity to the

midline and ability to induce comm expression

suggests a membrane-anchored or short-range

midline cue as the most likely explanation.

Identification of a Netrin-independent

function for Fra opens up possibilities for iden-

tifying novel axon guidance mechanisms. Fra

is large enough to accommodate a binding site

for an additional ligand, and the number of

external signals that control axon guidance is

relatively limited. The Netrin-independent

intracellular signaling mechanism does not

require any of the previously identified cyto-

plasmic motifs (sites of interaction with other

proteins) in Fra, suggesting a yet unknown sig-

naling pathway. The Fra homolog Neogenin

can be cleaved by γ-secretase to produce an

intracellular fragment that can regulate gene

transcription (12), and such a mechanism

might be evolutionarily conserved.

In vertebrates, initial midline crossing

appears to be achieved by a different mecha-

nism. A splice variant of Robo3/Rig-1 inhibits

Slit repulsion in axons as they approach and

cross the midline (13). However, concentra-

tions of Robo1 and Robo2 increase after

axons cross the midline (14), suggesting that a

mechanism similar to that of Comm could be

operating. No comm homolog has been found

in vertebrates, but even within insects, comm

sequences are highly divergent.

The next questions include determining the

nature of Netrin independent–Fra activation,

how this activation transduces a signal to the

nucleus, and what signal turns comm expres-

sion off after midline crossing. Amazingly,

Robo proteins engineered to be insensitive to

regulation by Comm do not prevent midline

crossing (7), suggesting that Comm targets

other components required for responding to

Slit. In netrin mutants, many axons still cross

the midline, indicating the existence of a yet

unknown midline attractant. This is likely to be

a diffusible cue, because in the absence of

Netrins, growth cones still orient toward the

midline even when at a distance (15). Clearly,

the midline still guards many secrets as to how

multiple overlapping systems ensure that the

decision to cross the midline is made with a

high degree of accuracy. 
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The Tail of Integrins, Talin,
and Kindlins
Markus Moser,1* Kyle R. Legate,1* Roy Zent,2 Reinhard Fässler1

Integrins are transmembrane cell–adhesion molecules that carry signals from the outside to
the inside of the cell and vice versa. Like other cell surface receptors, integrins signal in response to
ligand binding; however, events within the cell can also regulate the affinity of integrins for ligands.
This feature is important in physiological situations such as those in blood, in which cells are always in
close proximity to their ligands, yet cell-ligand interactions occur only after integrin activation in response
to specific external cues. This review focuses on the mechanisms whereby two key proteins, talin and the
kindlins, regulate integrin activation by binding the tails of integrin-b subunits.

Integrins are members of a large family of
functionally conserved cell-adhesion receptors.
They have a critical role in anchoring cells to

extracellular matrices and alter cell function by
activating intracellular signaling pathways after
ligand binding (“outside-in” signaling). Integrins
can shift between high- and low-affinity confor-
mations for ligand binding (“inside-out” signal-
ing). This property of integrins is regulated by
external cues that are transduced intracellularly
and ultimately result in the direct binding of reg-
ulatory proteins to the short cytoplasmic domains
of integrins. A shift from a low- to a high-affinity
state is termed “integrin activation” (1, 2).

Regulation of the affinity with which integrins
bind ligands is fundamental for various cellular
functions. For example, during development
migrating cells require activated integrins at
their leading edge to attach newly protruded
plasma membrane to the surface on which they
are moving and inactivate integrins at their rear.
In response to injury, the fibrinogen receptors
on platelets, integrin aIIbb3, are swiftly activated
to mediate platelet adhesion and aggregation in
order to stop bleeding. Because aIIbb3 integ-
rins are constantly exposed to fibrinogen, it is
vital to keep them inactive so as to prevent
pathological platelet aggregation and thrombus
formation. Similarly, during inflammation leuko-
cytes require integrin activation in order to ad-
here to and migrate across the endothelium on
their way to affected tissues. Abnormal function
of highly modulatable integrins or mutations in
integrin-binding proteins required for integrin
activation can result in aberrant development or
diseases such as bleeding disorders, leukocyte-
adhesion deficiencies, and skin blistering. In this
review, we discuss recent structural and bio-
chemical studies and data from genetic manip-
ulations in animals that shed new light on how

two integrin tail–binding proteins, talin and
kindlins, regulate integrin activation.

Integrin Structure
Integrins are formed by noncovalently bound a
and b subunits. In mammals, 18 a and 8 b sub-
units combine in a restricted manner to form 24
specific dimers, which exhibit different ligand-
binding properties. Integrin subunits have large

extracellular domains (approximately 800 amino
acids) that contribute to ligand binding, single
transmembrane (TM) domains (approximately
20 amino acids), and short cytoplasmic tails (13
to 70 amino acids, except that of b4). All three
domains are required to regulate the affinity of
integrins. b2 and b3 integrins can change af-
finity on a subsecond time scale, and many of
the paradigms of integrin structure and function
were deduced from studies of these integrins; how-
ever, it is not clear whether they can be gener-
alized to all integrins (1).

The extracellular domain of the heterodimer
consists of a ligand-binding head domain stand-
ing on two long legs (Fig. 1A). a integrin sub-
units contain a seven-bladed b-propeller domain
that forms the head, a thigh domain, and calf-
1 and calf-2 domains. Half of the a subunits
contain an I domain (also referred to as a von
Willebrand factor A domain), which when
present is nearly always the ligand-binding site.
The I domain possesses a conserved metal ion–
dependent adhesion site (MIDAS), which binds
divalent cations required for ligand binding by
integrins. The b subunit is composed of a hybrid
domain that connects to the bI domain, which is
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Fig. 1. (A) Integrin architecture and schematic representation of integrin activation. Specific contacts
between the ectodomains, the TM, and cytoplasmic domains keep the integrin in its bent conformation.
Separation of the integrin legs, TM, and cytoplasmic domains occurs during integrin activation, resulting in an
extended integrin conformation. The a subunit is shown in green and the b subunit in violet. (B) A closer look
at the interacting site (orange rectangle) between the TM andmembrane proximal cytoplasmic domains of the
a and b subunits. The membrane proximal (MP) and distal (MD) NPxY/NxxY motifs within the b tail are
indicated. (C andD) Schematic drawings of the integrin-activating proteins talin (C) and kindlin (D). The FERM
domains are depicted as balls subdivided into three subdomains, F1 to F3. Kindlins contain a PH domain
inserted into the F2 subdomain. Domain sizes are not to scale, and talin is shown as amonomer for simplicity.
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analogous to the I domain of the a subunit, a
PSI (plexin/semaphoring/integrin) domain, four
epidermal growth factor (EGF) domains, and a
membrane proximal b tail domain (bTD). In
integrins without an I domain, ligands bind to
a crevice between the ab subunit interface,
where they interact with a metal ion–occupied
MIDAS within the b subunit and the propeller
domain of the a subunit.

The structure of the short TM domains is
poorly defined because of the lack of high-
resolution structures of heterodimeric TM do-
mains in their proper context, and only the
structures of the b3 and the aIIb subunits are
solved in their entirety (3–5). The b3 TM do-
main is a 30-residue linear a helix that is longer
than the width of a typical lipid bilayer, which
implies a pronounced helix tilt within the plas-
ma membrane (5). The aIIb TM domain is a 24-
residue a helix followed by a backbone reversal
and does not exhibit a helix tilt (4). This unusual
motif is highly conserved in the 18 human
integrin a subunits and probably has an impor-
tant role in the transition from low- to high-
affinity states.

A high degree of similarity is found in the
short a and b cytoplasmic tails, especially in the
membrane proximal region where the GFFKR
and HDR(R/K)E sequences are conserved in
the a and b subunits, respectively (6). Nuclear
magnetic resonance (NMR) studies that used
integrin-derived aIIb3 polypeptides proposed
that integrins interact with each other through
hydrophobic and electrostatic interactions and a
salt bridge between the R residue within the
GFKKR motif and the D residue within the
HDRREmotif (7, 8). However, these interactions
were not seen by others, suggesting that tail
interactions are very weak at best (9). Almost
all b tails have two well-defined motifs that are
part of a canonical recognition sequence for
phosphotyrosine-binding (PTB) domains (10),
consisting of a membrane proximal NPxY (where
x represents any amino acid) motif and a mem-
brane distal NxxY motif (Fig. 1B). These NxxY
motifs are binding sites for multiple integrin-
binding proteins, including talin and the kindlins.

Integrins Can Exist in Multiple Affinity
States for Ligands
Integrins exist in low-, intermediate-, and high-
affinity states. On the basis of structural studies,
it is thought that integrins are in a low-affinity
state when their extracellular domains are bent
and in a high-affinity state when those are ex-
tended (Fig. 1A). The exact changes that occur
in the head domain when integrins move to the
high-affinity state are still unclear. Two models
have been proposed: The “switchblade” model
(11) predicts that only extended integrins will
bind ligand, and the “deadbolt” model (12) sug-
gests that integrin extension occurs only after
ligand binding has taken place. In both models,
conformational changes within the head domain
facilitate ligand binding (11, 13).

The TM domains have a key role in integrin
activation. Inactive integrins are proposed to
have a coiled-coil interaction between canonical
GxxxG dimerization motifs within the TM do-
mains that regulates integrin subunit packing
(14). Separation of integrin TM domains has
been suggested to be a requirement for integrins
to adopt the high-affinity state. There are two
possible ways by which TM domain interactions

can be disrupted. The number of residues of the
b integrin TM domain buried within the lipid
bilayer may be shortened upon activation, lead-
ing to a straightening of the TM domain within
the membrane. Alternatively, pistonlike move-
ment of integrin TM domains might cause the
disruption of interactions within the membrane
by changing the register of TM-domain side chains.

The role of integrin cytoplasmic tails in reg-
ulating integrin affinity, especially with re-
spect to the binding of proteins such as talin and
kindlins to the highly conserved NxxY motifs,
has been extensively examined in the rapidly
activated b2 and b3 integrins. Although muta-
tional analysis suggests that the salt bridge is
important for maintaining these integrins in a
low-affinity state (15), this might not be the case

for all integrins, especially the
b1 integrins (16). Despite the con-
troversial role of the salt bridge in
maintaining integrins in a low-
affinity state, high integrin affinity
is thought to be associated with
separation of the a and b cyto-
plasmic tails. Many proteins bind
directly to integrin tails, yet only
talin and kindlins can regulate
integrin affinity. The role of these
NxxY motifs–binding proteins in
integrin activation and function will
now be discussed in detail.

Talin Is an Essential Mediator
of Integrin Activation
Talin is a component of adhesion
plaques and interacts with integrin
cytoplasmic tails (17). Its role in
altering integrin function was orig-
inally demonstrated by its ability to
induce a shift in the affinity of a
normally inactive integrin expressed
in chinese hamster ovary (CHO)
cells (18, 19). Knockout and knock-
down experiments subsequently re-
inforced the notion that talin is a
key regulator of integrin affinity for
ligand, and many mutational and
structural studies have described
the mechanism by which it accom-
plishes this task. Talin orthologs
have been identified in all multi-
cellular eukaryotes studied; verte-
brates encode two talin isoforms,
termed talin1 and talin2, whereas
lower eukaryotes encode only a
single talin isoform corresponding
to talin1 (20, 21).

Talins are ~270-kD proteins con-
sisting of an N-terminal 47-kD head
domain and a ~220-kD C-terminal
flexible rod domain (Fig. 1C). The
talin head consists of a FERM (4.1,
ezrin, radixin, moesin) domain com-
posed of 3 subdomains (F1, F2, and
F3) and an F0 subdomain with no

homology to known domains. The F3 subdomain
resembles a PTB domain and binds integrin tails,
phosphatidylinositol 4-phosphate 5-kinase g
(PIPKIg), and the hyaluronan receptor layilin
(22–25). The talin rod domain is composed of a
series of helical bundles that contain multiple bind-
ing sites for the F actin–binding protein vinculin
and a second integrin-binding site (26). The C
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Fig. 2. Integrin activation by talin. (A) Cytoplasmic talin becomes
activated upon binding phosphatidylinositol 4,5-bisphosphate
(PIP2), which abrogates an autoinhibitory interaction with the
rod domain. In addition, calpain cleavage and phosphorylation
events may activate talin. (B) The talin F3 subdomain engages the
membrane proximal NPxY motif in b integrin tails. (C) In a second
step, a talin-specific loop structure within the F3 subdomain
interacts with the membrane-proximal a helix of the b integrin
cytoplasmic tail, thereby disrupting the connection between
cytoplasmic tails. Pulling forces at the b tail probably reorient
the b integrin TM domain, thereby disrupting the packing of the
a/b TM domains.
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terminus contains a THATCH (talin/HIP1R/Sla2p
actin tethering C-terminal homology) domain (also
known as an I/LWEQ motif) that mediates
dimerization and provides a direct linkage between
talin and F actin (27, 28).

The integrin-binding site for the talin head
was mapped to the membrane-proximal NPxY
motif, a common bindingmotif for PTB domain–
containing proteins (18, 19, 29). Mutations with-
in the NPxY motif of both b1 (30) and b3 (31)
integrins, as well as mutations in the talin PTB
domain (32), abolish talin binding and
decrease integrin affinity. Insights
into how talin increases integrin af-
finity came from NMR experiments
showing that the talin head effec-
tively outcompetes the aIIb tail for
binding to the b3 tail (7). Fluores-
cence energy transfer (FRET) ex-
periments in cells confirmed that
the talin head induces separation of
the integrin tails (in this case aLb2),
which is concomitant with increased
basal integrin ligand binding (33).
Cells depleted of talin1 by small in-
terfering RNA (siRNA) cannot re-
spond to common activation stimuli
(31). Furthermore, genetic experi-
ments inCaenorhabditis elegans (34),
Drosophila (35), and mice (36–38)
demonstrated that talin1 ablation uni-
versally leads to integrin-adhesion
defects. These experiments led to
the belief that talin was both nec-
essary and sufficient to activate
integrins. However, the claims of
sufficiency were later shown to be
an oversimplification.

A critical question is why talin
canmodulate integrin affinity, where-
as other PTB domain–containing
proteins that bind the same NPxY
motif, such as Dok1 (18), tensin
(39), and Numb (18), cannot. Mu-
tational and structural studies suggest that this
might be because the talin head has an ad-
ditional binding site on the b integrin tail, in the
membrane proximal region where the a and b
integrin tails interact (8, 40), whereas Dok1
binds only to the region surrounding the NPxY
motif (41). Crystallographic data has clarified
that talin-dependent integrin activation in-
volves binding of the talin F3 subdomain to
the b3 integrin tail at two locations in order to
induce the displacement of the a integrin tail
and facilitate tail separation (32). The talin F3
subdomain contains an extra loop of amino acids
that binds to membrane-proximal sequences in
the b3 integrin tail. Thus, it was proposed that
talin first encounters the b integrin tail by binding
the NPxY motif through its PTB domain, and
the loop sequence subsequently interacts with
membrane proximal sequences within the b tail
to displace the a integrin tail and separate the
TM domains.

Although the talin head increases integrin
affinity, full-length talin is required to cluster
integrins into focal adhesions (FA) [reviewed in
(2)], which are hubs that relay signals from in-
tegrins to different cellular compartments. Cells
that do not express talin are unable to undergo
sustained spreading, which indicates an adhesion
defect (42). Expressing the talin1 head in these
cells partially restored the spreading defect, but
FAs were still absent, demonstrating that the
clustering of integrins into larger adhesion struc-

tures depends on both the head and rod of talin.
These studies also showed that talin is essential
for coupling the actin cytoskeleton to adhesion
structures and established talin as a key adaptor
linking the cytoskeleton to the extracellular matrix
(42). Mutational analysis of talin indicates that a
functional dimerization motif is both necessary
and sufficient to localize talin to focal adhesions
(28, 43). Because talin contains two b integrin–
binding sites, one within the FERM and the other
within the rod domain, the talin homodimer has
up to four integrin-binding sites, which may en-
able talin to act as an integrin crosslinker in order
to promote clustering. Consistent with this hy-
pothesis, cleavage of the talin head from the rod
domain by the protease calpain induces focal-
adhesion disassembly (44).

Because integrin activation has to be strictly
controlled, talin-integrin binding is tightly regu-
lated (Fig. 2). NMR studies revealed an auto-
inhibitory interaction between the talin C terminus

and the PTB domain that blocks the integrin-
binding pocket (45). Therefore, when talin func-
tion is not required it may be maintained in an
autoinhibited state. How talin is activated is not
clear, but it probably involves binding to the
lipid second messenger phosphotidylinositol-
4,5-bisphosphate [PtdIns(4,5)P2] because this lipid
elicits a conformational change that disrupts the
autoinhibitory interaction and enhances integrin-
talin binding (45, 46). Although phosphoinositide
binding can enhance the affinity of many PTB

domains for their substrates (29), this
does not hold true for the isolated talin
head (46). Talin binds to PIPKIg and
directs it to focal adhesions (22, 24);
thus, a feed-forward loopmay exist to
enhance talin recruitment to sites of
adhesion formation.

In hematopoetic cells, the guano-
sine triphosphatase (GTPase) Rap1
has been implicated in talin recruit-
ment to integrin tails. Expression of
constitutively active Rap1A in T cells
increases integrin activation (47), and
the deletion of Rap1B in platelets
decreases aIIbb3 activation (48). As-
sociation of the Rap1 effector Rap1-
GTP–interacting adaptor molecule
(RIAM) resulting in a Rap1-RIAM-
talin ternary complex at the integrin tail
has been shown to be required for this
interaction (49, 50). A similarGTPase-
mediated activation mechanism might
also occur in nonhematopoetic cells,
because a direct interaction between
talin and lamellipodin, amember of the
MRL (Mig-10/RIAM/Lamellipodin)
family of adaptor proteins, also results
in integrin activation (51).

Talin-integrin interactions are also
controlled through phosphorylation
of the b integrin tail. The Tyr within
the b1 and b3 integrin NPxY motif
can be phosphorylated by src family

kinases (52, 53), and when mutated to Phe it re-
verses the integrin-dependent spreading and
migration defects in viral-Rous sarcoma oncogene
(v-src)–transformed fibroblasts (53). The interac-
tion between talin and b integrin tails is regulated
by a phosphorylation switch mechanism. Struc-
tural analysis showed that the talin PTB–integrin
NPxY interaction occurs through acidic and
hydrophobic interactions (23) and cannot accom-
modate the introduction of a phosphate group.
Accordingly, the affinity of the talin F3 sub-
domain for a phosphorylated b3 tail peptide is
reduced compared with that of the unphospho-
rylated peptide (41). Therefore, phosphorylation
could inhibit integrin activation by maintaining
an inhibitory complex on inactive integrin tails or
by blocking talin binding directly.

Mutations and truncations of the b3 integrin
tail C terminal to the talin-binding site decrease
integrin affinity for ligands (54–57), which
raises the possibility that additional factors also

Integrin

PIP binding?
Phosphorylation?

Fig. 3. Hypothetical model of kindlin recruitment and binding to the b
integrin cytoplasmic tail. Phosphoinositide binding to the PH domain
and/or phosphorylation might activate kindlin proteins and recruit them
to the membrane, where they bind via their F3 subdomains to the
membrane-distal NxxY motif of b integrin cytoplasmic tails.
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alter integrin affinity status. Indeed, recent work
shows that talin is not the only master regulator
of integrin activation and that the kindlin family
of proteins, which bind to this region of b1, b2,
and b3 integrins, are as important as talin in
mediating this function (58–62).

Kindlins as Regulators of Integrin Activation
Kindlins belong to a family of evolutionarily con-
served FERM domain–containing proteins named
after the gene mutated in Kindler syndrome, a rare
skin blistering disease. There are three kindlin
family members in mammals: kindlin-1 [Unc-112
Related Protein 1 (URP1)], kindlin-2 (Mig2), and
kindlin-3 (URP2) (63). Kindlin-1, which is pre-
dominantly expressed in epithelial cells, is found in
tissues such as skin, intestine, and kidney; kindlin-2
is expressed inmost tissues,with highest amounts in
skeletal and smooth muscle cells; and kindlin-3
expression is restricted to cells of hematopoietic
origin (63–65). All three proteins localize to
integrin-dependent adhesion sites; kindlin-1 and -2
localize to focal adhesions, and kindlin-3 localizes to
podosomes, which are integrin-dependent adhesion
sites found in hematopoietic cells.

Kindlins are essential components of the integrin
adhesion complex. The C. elegans ortholog of
kindlin, Unc-112, localizes with integrins in dense
bodies andM lines, and loss of its expression results
in a muscle detachment phenotype that is similar to
that seen in a or b integrin mutants (66). Two
human diseases caused by kindlin gene mutations
have characteristic features of defective integrin
function. Kindler syndrome, which is caused by the
loss of kindlin-1, is a rare genodermatosis char-
acterized by an epithelial cell-adhesion defect
followed by poikiloderma and cutaneous atrophy
(63, 64).Mutations in kindlin-3were implicated in a
rare leukocyte-adhesion deficiency (LAD) type III
(LAD-III), which results from severe defects in
leukocyte and platelet integrin activation (67–70).

Genetic and siRNA depletion of kindlin-1, -2,
and -3 in mice and cells provided definitive
experimental proof that kindlins are essential
regulators of integrin function because the con-
formational shift of integrins from the low- to high-
affinity state does not occur in the absence of
kindlins (56, 59, 61, 62). Kindlin-3 deletion causes
severe bleeding that is reminiscent of Glanzmann
thrombasthenia, a disorder arising from defects in
aIIb or b3 integrin subunits. The platelet integrins
cannot bind ligands, and platelet aggregation is
defective despite normal amounts of talin (61). The
same phenotype occurs in talin-deficient platelets
(37, 38), indicating that both proteins are required to
regulate integrin affinity. Furthermore, leukocytes
lacking kindlin-3 are unable to transmigrate across
the vessel wall into inflamed tissues because of an
integrin-mediated adhesion defect (60). The phe-
notypes of these mice resemble LAD-III patients,
which led to the identification of mutations in
kindlin-3 as a cause of this disease (67, 70). Mice
lacking kindlin-1 have a phenotype similar to that
of Kindler syndrome patients and exhibit skin
atrophy and a detached colon epitheliumbecause of

defective integrin function in intestinal epithelial
cells (71). Kindlin-2 deletion results in death at
implantation because of defective integrin function
in cells of the endoderm and the epiblast, causing
their detachment from the basement membrane
(59, 72). This severe phenotype is consistent with
the broad expression pattern of kindlin-2.

Kindlin-mediated integrin activation requires a
direct interaction between kindlin and b integrin
tails. The kindlin and talin FERM domains show
high levels of sequence similarity (73); however,

the kindlin FERM domain exhibits the structural
hallmark of being split into two halves by a
pleckstrin homology (PH)–domain insertion in
the F2 subdomain (Fig. 1D).Molecular modeling
of the kindlin-2 F3 subdomain that uses the talin
F3 subdomain as a structural template suggests that
it also resembles a PTB domain capable of recog-
nizing b integrin tails (74). Biochemical experiments
confirmed the predicted interaction of kindlins
with the cytoplasmic tails of b1, b2, and b3 tails
(58–61,73,74).Kindlin-1 andkindlin-2PTB-domain
mutationsabolish their interactionwith theb1 integrin
tail (62, 74) and impair the ability of kindlin-1 to
activate integrins (61). Unlike talin, kindlins bind
the distal NxxY motif on the b1, b2, and b3 tails
(Fig. 3) (58–62, 74); additional sequences may
also be involved in kindlin binding. Although the

intervening sequence between the two NxxYmotifs
in the b1 and b3 integrin cytoplasmic tails are dis-
pensable for talin binding,mutation of a double Thr
or Ser/Thr within this sequence impairs kindlin
binding (61). Some Glanzmann patients carry a
Ser-to-Pro mutation in b3 integrins, and the same
mutation abolishes kindlin-3 binding in vitro,which
suggests that a lack of kindlin-3 binding might be
responsible for the bleeding phenotype (61).

Because kindlins and talin bind distinct re-
gions of the b integrin tail, they may cooperate to

regulate integrin affinity (18, 19, 58–61). Al-
though kindlins are not sufficient to shift integrins
to a high-affinity state, they facilitate talin func-
tion. The amount of talin expressed in cells de-
termines the efficacy of kindlins in promoting
this function because overexpressing kindlin-2 in
cells with relatively little talin (49) has little or no
effect on integrin affinity modulation and co-
expression of the talin-head domain with kindlin-1
or -2 results in a synergistic increase in aIIbb3
affinity. Conversely, talin depends on kindlins
to promote integrin affinity because talin-head
overexpression failed to increase aIIbb3 affinity
in CHO cells in which kindlin expression was
reduced by siRNA. Thus, kindlins require talin,
and talin is not sufficient to increase integrin
affinity.

Sequential binding

A B C

Cis co-operation Trans co-operation

Fig. 4. Putative crosstalk mechanisms between talin and kindlin during integrin activation. (A)
Model for the sequential binding of kindlin and talin to the integrin tail. Kindlin binding to the MD
NxxY motif facilitates talin binding to the MP NPxY motif, which results in the displacement of
kindlin from the b tail and final integrin activation. (B) Because of the distinct binding sites for
talin and kindlin at the b integrin tail, simultaneous binding may be possible. The order in which
each protein binds to the integrin tail is not known. (C) Communication between talin and kindlin
in trans, where each protein is bound to a different integrin tail, can also be envisioned. In this
model, talin and kindlin binding to integrin tails results in the formation of integrin nanoclusters
and a subsequent talin-kindlin crosstalk (79).
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Kindlins also function as cytoskeletal linker
molecules in outside-in signaling. Kindlin-1 and -2
bind to integrin-linked kinase (ILK) and the
filamin-binding protein migfilin, both of which
link kindlins indirectly to the actin cytoskeleton
(59, 75, 76). Both proteins localize to cell-matrix
adhesions in a kindlin-dependent manner, dem-
onstrating that kindlins are central linker proteins
mediating the assembly of integrin-dependent ad-
hesion complexes (59, 76, 77). Kindlin-3–deficient
platelets exposed to divalent Mn2+, which shifts
integrins into the high-affinity state independent
of intracellular cues, can adhere to fibrinogen- or
collagen-coated surfaces; however, subsequent
platelet spreading is impaired, which indicates that
integrin-dependent cytoskeletal rearrangements do
not occur in the absence of kindlin-3 (61). These
observations suggest that kindlins remain asso-
ciatedwith the adhesion complex and fulfill essen-
tial functions as bidirectional signaling molecules.

Perspectives
For years, talinwas regarded as the sole regulator of
integrin activation, but it now shares the spotlight
with kindlins. Whether additional molecules regu-
late integrin affinity remains to be seen. Many
unanswered questions on how kindlins and talin
regulate integrin function remain. The binding
modes that allow kindlins and talin to cooperatively
regulate integrin affinity remain to be determined.
Three possible scenarios are presented in Fig. 4. A
direct interaction between kindlins and talin has not
been detected, but low-affinity interactions cannot
be excluded. Structural studies suggest that talin
alone mediates the final step in integrin inside-out
activation, but perhaps kindlin mediates integrin-
talin binding. It is also unclear whether fast- and
slow-activating integrins found on different cell
types have the same mechanistic requirements for
kindlin and talin. Lastly, the fate of kindlins and
talin within the adhesion complex has not been
determined. Because both talin and kindlins are
involved in outside-in signaling, they must remain
within the adhesion complex; but does their direct
interaction with integrins persist, or does it become
indirect through other binding partners?Answers to
questions such as these will be essential to gain a
full understanding of themechanism behind inside-
out integrin activation.

The activity of kindlin, like that of talin, is
probably highly regulated; however, the nature of
this control is unknown. Kindlins and talin might
respond to the same or different activation signals.
Because both kindlins and talin contain lipid-
binding domains, they may both be controlled by
phosphoinositide signals; however, no specific
phosphoinositide is known that binds the kindlin
PH domain, and lipid-mediated kindlin regulation
has not been reported. Another mode of kindlin
regulation may be phosphorylation. Kindlin-1
can be phosphorylated in keratinocytes (78),
but its role is unidentified, and kindlin-2 and -3
phosphorylation in vivo has not been studied.

There are indications that kindlins have func-
tions other than integrin activation. Kindlin-2

participates in outside-in signaling in FAs by
binding to and recruiting ILK and migfilin, thus
indirectly linking the integrin tail to the actin
cytoskeleton and ILK-mediated signaling path-
ways. Both kindlin-1 and kindlin-2 also localize
to cell-cell adhesion sites, but kindlin-2 cannot
compensate for kindlin-1 loss, which suggests that
these proteins have separate functions at this
location, perhaps by binding distinct interaction
partners. Lastly, kindlin-3 is required to maintain
the proper architecture of the erythrocyte mem-
brane skeleton (71), demonstrating an integrin-
independent role for kindlin-3 because erythrocytes
do not express integrins. Perhaps kindlins have
similar roles in other cell types. Understanding
these additional functions of kindlin is required
to appreciate the biological importance of this
class of proteins.
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Vicarious Reward
Dean Mobbs,1* Rongjun Yu,1† Marcel Meyer,1,2† Luca Passamonti,1,3 Ben Seymour,4,5
Andrew J. Calder,1 Susanne Schweizer,1 Chris D. Frith,4,6 Tim Dalgleish1

Gameshows are one of themost popular and
enduring genres in television culture. Yet
why we possess an inherent tendency to

enjoy seeing unrelated strangers win in the absence
of personal economic gain is unclear (1). One ex-
planation is that game show organizers
use contestants who have similarities
to the viewing population, thereby kin-
dling their likeability, familiarity, and
kin-motivated responses [e.g., prosocial
behavior (1, 2)]. Social-cognitive ac-
counts posit that, to simulate another’s
internal states successfully, we must
deem ourselves as similar to the target
person (3). We tested two predictions:
Seeing a socially desirable contestant
win will modulate neural systems as-
sociated with reward, and this reward-
ing experience is further influenced by
perceived similarity to a contestant
(i.e., similar attitudes and values).

Volunteers first viewed films of
two confederate contestants answer-
ing questions about personal, social,
and ethical issues. These contestants
expressed themselves in either a so-
cially desirable [SD (i.e., empathetic)]
or socially undesirable [SU (i.e., in-
appropriate values)] manner (4). To
check that this social judgment manip-
ulation worked, volunteers performed
a likeableness trait rating task (5). Posi-
tive trait scores were higher for the SD
contestant, whereas negative traits were
significantly higher for the SU contes-
tant (F = 107.9, P < 0.0005) (Fig. 1A). Next, vol-
unteers underwent functional magnetic resonance
imaging scanning while they viewed SD and SU
contestants playing a game where the contestants
made decisions as towhether an unseen cardwould
be higher or lower than a second unseen card (6). A
correct decision resulted in the contestant winning
£5 (4). The number of wins and probabilities of
winning were identical across contestants. After
volunteers watched the contestants play, they played
the game for themselves (4).

Subjective ratings acquired after the experiment
showed that volunteers perceived themselves to be
more similar to, and in agreement with, the SD
contestant (Fig. 1B), as well as found it more
rewarding to see her win (Fig. 1C) (all t tests: P <
0.05) (4). Likewise, correlations were found between
similarity and agreeableness and between positive
likeableness scores and how rewarding it was to see

the SD contestant win. Both empathy and perspective-
taking scores (4) correlated with similarity to the SD
contestant (all Pearson’s: P < 0.05) (4). No sex dif-
ferences were found for similarity to SD and SU
contestants [see (4) for additional results].

For the brain-imaging data, we first examined the
correlation between how rewarding the volunteers
found it when observing the SD versus the SU con-
testant winning (4). We found a significant increase
in ventral striatum (VS) activity, a region also active
when the volunteers themselves won while playing
the game [Fig. 1D; see (4) for additional analysis]
and known to be involved in the experience of
reward and elation (7).We next correlated perceived
similarity scores for the SDversus the SU contestant
win, which resulted in elevated ventromedial pre-
frontal cortex (vmPFC) and ventral anterior cin-
gulate cortex (vACC) activity (Fig. 1E). Although
social psychological research shows that likeability
and similarity are closely correlated, subtraction of
the likeability ratings from the similarity ratings
also resulted in significantly more vACC activity
(Fig. 1F), supporting this region’s putative role in
self-other similarity (4, 8).

We next tested whether the relationship between
the VS and vACCwas influenced by perceived sim-
ilarity. We used psychophysiological interaction to
examine connectivity between the VS and the vACC
(using an independent VS seed from the self-play con-
dition).We saw a significant positive relationship be-
tween similarity and connectivity between these two
regions for the SD-versus-SU contestant win contrast
(Fig. 1F). No such modulation was found for like-
ability ratings (4). Given the vACC’s unidirectional
projections to the VS, the vACCmaymodulate pos-
itive feelings in situations relevant to the self (8).

Until now, studies of the neural representation of
others’mental states have been concernedwith nega-
tive emotions (e.g., empathy for pain). Here, we show

that similar mechanisms transfer to posi-
tive experiences such that observing a
SD contestant win increases both sub-
jective and neural responses in vicarious
reward. Such vicarious reward increases
with perceived similarity and vACC ac-
tivity, a region implicated in emotion and
relevance to self (3, 9). Although other so-
cial preferences (e.g., fairness) (10) are
likely toplaya role invicarious reward, our
results support a proximate neurobiological
mechanism,possibly linkedtokin-selection
mechanisms,whereprosocial behavior ex-
tends to unrelated strangers (2).
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Fig. 1. (A) Results from the trait likeability ratings showing SD and SU con-
testant scores for positive and negative trait attributions. Volunteers (B) perceived
themselves as significantly more similar to the SD contestant and (C) found it
more rewarding to see the SD contestant win. Error bars indicate SEM. (D)
Significant activity associated with self-win (purple) and correlation between
how rewarding it was to see the SD versus the SU win (pink). (E) Correlation
between similarity, vACC and vmPFC activity, and (F) psychophysiological inter-
action showing connectivity values (i.e., connectivity during SD winning minus
connectivity during SU winning) and individual scores of similarity (4).
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Reassessment of the Potential
Sea-Level Rise from a Collapse
of the West Antarctic Ice Sheet
Jonathan L. Bamber,1* Riccardo E. M. Riva,2 Bert L. A. Vermeersen,2 Anne M. LeBrocq3

Theory has suggested that the West Antarctic Ice Sheet may be inherently unstable. Recent
observations lend weight to this hypothesis. We reassess the potential contribution to
eustatic and regional sea level from a rapid collapse of the ice sheet and find that previous
assessments have substantially overestimated its likely primary contribution. We obtain a value
for the global, eustatic sea-level rise contribution of about 3.3 meters, with important
regional variations. The maximum increase is concentrated along the Pacific and Atlantic
seaboard of the United States, where the value is about 25% greater than the global mean,
even for the case of a partial collapse.

Glaciologists have proposed that the ma-
rine portion of the West Antarctic Ice
Sheet (WAIS) is potentially unstable

and that, as a consequence, it may be susceptible
to a rapid disintegration as a result of a relatively
modest change in climatic boundary conditions
(1–4). There is compelling evidence that the
WAIS has undergone partial collapse in the past,
possibly as recently as 400 thousand years be-
fore the present (kyr B.P.) (5, 6) as a conse-
quence of moderate warming. The proposed
instability of the WAIS is a consequence of the
marine ice sheet instability (MISI) hypothesis,
which has its basis in the idea that removal of
fringing ice shelves will result in the rapid and
irreversible inland migration of the grounding
line where the bedrock is below sea level and
slopes downward from the margins toward the
interior (4, 7). First suggested in the 1970s, the
hypothesis is supported by recent theoretical
analysis of grounding line stability (8). The
WAIS is unique in possessing a large proportion
of its mass where these conditions hold (Fig. 1).
Collapse is considered to be a low-probability,
high-impact event with, for example, a 5%
probability of the WAIS contributing 10 mm
year−1 within 200 years (9). Risk and mitiga-
tion assessments have, in general, used a single,
historic sea-level rise (SLR) value or range re-
sulting from a collapse. The most often quoted
range in the literature for a complete collapse of
the WAIS is 5 to 6 m with no regional variations
(10).

The first estimate of the potential eustatic (11)
SLR from a collapse of the WAIS was about 5 m
(2) and remains the generally accepted lower

value quoted (12). As is the case here and in
paleoreconstructions (6), it was assumed, pre-
sumably on the basis of glaciological theory, that
ice grounded above sea level would survive, but
no details have been provided about how the
calculation was made (Fig. 2).

More recently, with the benefit of improved
bedrock and surface topography, the total vol-
ume of the WAIS, including the Antarctic Pe-
ninsula, and ice grounded above sea level was
estimated and found to be equivalent to 5 m of
eustatic SLR (13). This calculation was not,
however, attempting to assess the volume of ice
that met the MISI hypothesis criteria or any
other glaciological or geophysical constraints,
such as the response of East Antarctic glaciers
or glacio-isostatic adjustment. Previous estimates
have not defined the region susceptible to a
collapse, the extent of the marine portion of the
continent that they assume will contribute, or
any assumptions made. The Antarctic Peninsula,
for example, is both topographically and glacio-
logically distinct from the WAIS, lies almost
entirely above sea level (Fig. 1 and 2), and was
included in the most recent estimate of the sea
level equivalent volume of the WAIS (13). Fur-
ther, although much of the WAIS is grounded
on bedrock below sea level (BSL), there are
extensive areas around the Transantarctic and
Ellsworth mountains and the Executive Com-
mittee Range that are not and/or that do not
have negative bed slopes (i.e., where the bed
elevation deepens inland in the opposite direc-
tion to ice motion) (Fig. 1 and figs. S1 and S2).
Of equal importance is the fact that the impact
on SLR of a collapse of the WAIS would not be
uniformly distributed across the oceans. Al-
though this was identified at an early stage, the
estimation of the regional impact (14) assumed
a uniform loss across the WAIS and did not in-
clude important effects, such as Earth rotational
changes (polar wander) and shoreline migration
(15). Here, we perform a detailed assessment of

the potential contribution of the WAIS, taking
into account relevant glaciological constraints
along with the solid earth and geoid response.
To do this, we used recent estimates of the geoid,
bedrock, and ice surface elevation, combined
with a viscoelastic Earth model, to estimate the
regional SLR from a glaciologically consistent
collapse of the marine portion of the WAIS. We
stress, however, that we are not attempting to
assess the validity of the MISI hypothesis, the
likely rate of mass loss, or the probability of a
complete or partial collapse.

Data sets. We have taken new bedrock ele-
vation data sets for the Amundsen Sea sector of
West Antarctica (16, 17) and combined these with
an older bed elevation data set for the rest of the
continent (13), a new ice surface digital elevation
model (18), and a new geoid derived fromGravity
Recovery and Climate Experiment (GRACE)
satellite mission data (www.gfz-potsdam.de/pb1/
op/grace/results/index_RESULTS.html). We ap-
ply these data to two scenarios of steady wasting
based on earlier estimates of the rate of wastage of
the WAIS (19).

To determine the volume of ice resting on
bedrock BSL, we merged new bedrock data for
the Amundsen Sea Embayment sector with the
older BEDMAP data set (13). We then identi-
fied grid cells that (i) were BSL and (ii) have
negative bed slopes. This condition was applied
loosely to provide an upper limit for the area
susceptible to collapse (20). For convenience,
this area will henceforth be referred to as the
region of interest (ROI). The ROI is shown in
Fig. 1 and includes the Antarctic Peninsula, al-
though it is only its most southerly limit and
margins that are BSL and nowhere does it satisfy
the MISI conditions discussed earlier (Fig. 1).

The volume of ice in the ROI above sea level
was summed, excluding floating ice shelves, by
using the ice surface digital elevation model with
respect to the geoid. We used the EIGEN-GLO4C
gravity model, derived from data provided by
the GRACE satellite mission, which has a stated
accuracy of 0.18 to 0.44 m on the basis of compar-
ison with Global Positioning System data across
Europe and North America (www.gfz-potsdam.de/
pb1/op/grace/results/index_RESULTS.html).
The ice volume above sea level was corrected for
the density difference between ice and seawater,
assuming a value of 918 kgm−3 for the former and
1028 kg m−3 for the latter. The same densities
were used to calculate the change in volume of
submerged ice that is replaced by seawater. An
additional term was calculated to take account of
the drawdown of newly formed ice margins ad-
jacent to the unstable areas. Where ice has been
removed, rather than a nonphysical vertical bound-
ary, the ice surface will, over time, relax to a new
equilibrium profile. We estimated the impact of
the surface drawdown by imposing a flotation
criterion at the new ice margins and then using
a thermomechanical ice sheet model to esti-
mate the postcollapse equilibrium profiles, in
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the absence of the collapsed ice (20). We also
considered the impact of an acceleration in ice
motion for the outlet glaciers in East Antarctica
that flow into the ice shelves that have been
removed (20). This defines the total volume of ice
in the region that satisfies theMISI conditions plus
the response of the extant ice to its removal.
Instantaneous melting of the ice satisfying the
MISI conditions would produce a eustatic SLR of
2.46 m with an error of 0.2 m resulting from
uncertainties in the input data used. Drawdown of
extant ice areas is responsible for a subsequent
0.74 m, and a further 0.06 m should be added
because of the elastic response of the lithosphere,
which gives a total of 3.26 m (table S1). This
compares with a value of 4.8 m for the removal of
the whole of the WAIS including the Peninsula.
We consider two disintegration scenarios based on
previous work (8, 19). These scenarios are used
solely to calculate the glacial isostatic adjustment
and polar wander response. They are not meant
to indicate a probable decay behavior, which is
likely to be nonlinear and asymptotic. They are
equivalent to a eustatic SLR of 6.4 and 1.9 mm
year−1 and a freshwater flux of 0.07 and 0.02
sverdup, respectively, assuming a linear loss
over the time taken for collapse. These values are
considerably smaller than, for example, melt-
water pulse 1A at around 14 kyr B.P., which was
responsible for a ~20-m rise in sea level in ~500
years and which may have partly originated from
Antarctica (21, 22). They are also less than the
estimate of 10 mm year−1 mentioned earlier and
derived from a risk assessment study (9).

Results. The extant ice and sectors removed
are shown in Figs. 1 and 2. After taking into
account the drawdown estimate, the volume left
is equivalent to 1.8 m eustatic SLR (table S1).
This comprises a fairly contiguous and sizable
ice cap over the Executive Committee/Flood
ranges [Marie Byrd Land Ice Cap (MBLIC) in
Fig. 1], which is about 600 km in length and
300 km in width. A smaller (~200 km length)
ice cap is centered just east of the Amundsen
Sea Embayment. The Antarctic Peninsula makes
only a small contribution to eustatic SLR out
of a potential total of 24 cm because it is grounded
on bedrock substantially above sea level. The
other area that lies within the WAIS but which is
considered stable is centered over the Ellsworth,
Whitmoor, and Thiel mountain ranges and is
connected to the East Antarctic Ice Sheet (EAIS)
plateau [Ellsworth Mountain Ice Cap (EMIC) in
Fig. 1]. The spatial distribution of extant ice is
broadly similar to the early reconstruction by
Mercer (Fig. 2) but with markedly different es-
timates of the eustatic SLR (2). We believe this
discrepancy may be due to the dearth of reliable
bed and surface elevation data available at the
time of the earlier study (fig. S6). Removal of
the sectors in the WAIS that are BSL but with
positive bed slopes (i.e., relaxing the MISI con-
dition to cover the entire marine portion) would
contribute an additional 49 cm and cannot, there-
fore, explain the difference (table S1).

Global sea-level changes are not uniform
because of regional variations in Earth’s gravity
field caused by (i) ice mass change in the WAIS,
(ii) deformation of solid Earth, and (iii) changes
in Earth’s rotation vector as a result of mass
redistribution. The combination of these effects,

all self-consistently included in our solution of
the sea-level equation, leads to a complex re-
gional pattern, as already recognized in early
studies [e.g., (23, 24)]. We solved the sea-level
equation by means of a pseudospectral algo-
rithm (25, 26) for a self-gravitating, spherically

Fig. 2. A comparison of the area of ice sheet calculated to survive after a collapse of the WAIS in
(A) this study and (B) the historic study by Mercer (2).

Fig. 1. Antarctic surface topography (gray shading) and bed topography (brown) defining the region of
interest. For clarity, the ice shelves in West Antarctica are not shown. Areas more than 200 m BSL in
East Antarctica are indicated by blue shading. AP, Antarctic Peninsula; EMIC, Ellsworth Mountain Ice
Cap; ECR, Executive Committee Range; MBLIC, Marie Byrd Land Ice Cap; WM, Whitmoor Mountains; TR,
Thiel Range; Ba, Bailey Glacier; SL, Slessor Ice Stream; Fo, Foundation Ice Stream; Re, Recovery Glacier;
To, Totten Glacier; Au, Aurora Basin; Me, Mertz Glacier; Ni, Ninnis Glacier; WSB, Wilkes Subglacial
Basin; FR, Flood Range; a.s.l., above sea level.
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layered, incompressible, viscoelastic Earth with
Maxwell rheology. Our Earth model includes a
100-km-thick elastic lithosphere, a stratified visco-
elastic mantle, and an inviscid core, where elastic
parameters and densities are average preliminary
reference Earth model values (27). The effect of
WAIS melt on global sea level was computed by
taking into account induced variations in ocean-
continent geometry (shoreline migration) and
perturbations in Earth’s rotation vector (polar
wander) (28). The initial ice load was uniformly
distributed over the ROI, and a subsequent ice
retreat history was constructed following bed-
rock elevation curves (at each time, the ground-
ing line is everywhere at the same elevation).
We have limited our computations, solely, to the
effect of a WAIS collapse. Our sea-level results
are, therefore, variations with respect to present-
day sea level from this source only.

Figure 3 shows the regional pattern of global
sea-level change after complete collapse of the
WAIS, considering only the quasi-instantaneous
(elastic) response of solid Earth and ignoring
ocean circulation effects that are important on a
decadal time scale (29). In addition, we do not
include here mass losses from other sources such
as Greenland, glaciers, and ice caps. The peak in-
crease lies in the Indian Ocean and in a latitu-
dinal band centered at ~40°N, along the Pacific
and Atlantic coasts of the United States. We

provide two scales for sea-level changes: The
first is normalized with respect to the eustatic
value, and the second, in centimeters, is for the
case of complete removal of the ROI. The nor-
malized scale is applicable in the case of partial
collapse: for example, in the fast melt scenario
(6.4 mm year−1), the maximum SLR at 100 years
after present would amount to 81 cm (1.27 times
the global eustatic value). The eustatic SLR re-
sulting from the elastic response of the litho-
sphere within the ROI amounts to about 6 cm
(included in the absolute scale in Fig. 3) and
subsequently increases because of viscoelastic
relaxation up to about 46 cm after 10,000 years
(fig. S9).

We conclude that previous estimates of the
impact on eustatic SLR of the rapid collapse of
the WAIS have been overestimated. Our estimate
of the likely limit to the contribution to eustatic
SLR for that portion of the WAIS that loosely
satisfies the MISI hypothesis conditions is no
more than 3.20 m, with the addition of about 6 cm
resulting from elastic rebound of the lithosphere.
After 10,000 years, viscous glacio-isostatic ad-
justment and additional inland ice drawdown
from the EAIS contribute a further 40 and 20
cm, respectively. Over this time scale, however,
other dynamic and surface ice sheet processes
may also contribute further mass to the oceans.
As noted elsewhere, SLR is not uniformly

distributed (24), and we find the peak increases
lie along the Pacific and Atlantic seaboards of
the United States.
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Fig. 3. Regional SLR after instantaneous removal of ice from the ROI, including the effects of self-
gravitation, elastic rebound of the lithosphere, and Earth rotation perturbations but excluding the
effects of ocean circulation (29) and other sources of ocean mass. w.r.t., with respect to.
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Input-Specific Spine Entry
of Soma-Derived Vesl-1S Protein
Conforms to Synaptic Tagging
Daisuke Okada,* Fumiko Ozawa, Kaoru Inokuchi*

Late-phase synaptic plasticity depends on the synthesis of new proteins that must function only in
the activated synapses. The synaptic tag hypothesis requires input-specific functioning of these
proteins after undirected transport. Confirmation of this hypothesis requires specification of a
biochemical tagging activity and an example protein that behaves as the hypothesis predicts. We
found that in rat neurons, soma-derived Vesl-1S (Homer-1a) protein, a late-phase plasticity-related
synaptic protein, prevailed in every dendrite and did not enter spines. N-methyl-D-aspartate
receptor activation triggered input-specific spine entry of Vesl-1S proteins, which met many criteria
for synaptic tagging. These results suggest that Vesl-1S supports the hypothesis and that the
activity-dependent regulation of spine entry functions as a synaptic tag.

Synaptic plasticity is central for higher brain
functions, includingmemory. Persistent late-
phase synaptic plasticity depends on tran-

scription and translation of new gene products,
namely plasticity-related proteins (PRPs) or plas-
ticity factors (1). Although the mechanisms under-
lying input-specific functioning of PRPs in the
synapses expressing early-phase plasticity are crit-
ical for input-specific late-phase plasticity and con-
sistent maintenance of network functions, they are
not yet fully understood.

A synaptic tag is a hypothetical mark present
in synapses expressing early-phase plasticity; it
allows PRPs to function only in the tagged
synapses (2, 3), although its molecular identity
remains elusive. Three characteristics of a syn-
aptic tag have been pointed out (4): A synaptic
tag is locally activated, persists with a lifetime of
1 to 4 hours, and interacts with cell-wide mo-
lecular events that occur after strong stimulation
evokes late plasticity. However, these character-
istics are insufficient to define the biochemical
activity required for synaptic tagging. It is also
critical to specify the cell-wide molecular events
that interact with the synaptic tag.

Local synthesis—the activity-dependent trans-
lation of some PRPs from mRNAs that reside in
nearby dendrites—is a possible mechanism for
synaptic tagging (4). Local synthesis is involved
in long-term facilitation in Aplysia (3) and sup-
plies several proteins that play important roles in
synaptic plasticity in rodents, such as Arc/Arg3.1,
PKMz, and GluR1 (5–8). However, this mech-
anism neither happens in a cell-wide manner nor
considers the contribution of soma-derived PRPs.
On the other hand, although contribution of
soma-derived PRPs was suggested in synaptic
tagging in the rodent hippocampus (2), no soma-

derived protein has so far been identified as a
PRP consistent with the synaptic tag hypothesis.
We sought to identify such a PRP as an example
of the synaptic taggingmechanism and to specify
cell-wide events that interact with the synaptic
tag for soma-derived PRPs.

Previous synaptic tagging studies have pri-
marily been conducted with two-pathway experi-
ments to detect associative late-phase plasticity
(2). Late-phase plasticity involves several ele-
mentary steps: a preceding early phase, induction
of PRP synthesis, transport, integration, and syn-
aptic function of PRPs. Identifying a synaptic
tagging process among these steps by only mea-
suring the eventual consequence [e.g., changes in
transmission (2) or synaptic GluR1 accumulation
(9)] would be difficult. However, these experi-
ments suggest that new PRPs are transported from
the soma along dendrites without a predetermined
destination (2, 10). Enhanced PRP synthesis facil-
itated associative late-phase plasticity (11), where-
as reduced PRP synthesis resulted in competitive
maintenance of late-phase plasticity (12). These
observations suggest that PRP delivery to synaps-
es plays a key role in synaptic tagging.

It is reasonable to assume that a PRP can
affect synaptic transmission only after it is de-
livered to and integrated into the active post-
synaptic loci. Material transport across the spine
neck is restricted (13) and is regulated in an
activity-dependent manner for several proteins
(14–17). Thus, we hypothesized that activity-
dependent regulation of spine entry of the soma-
derived PRPs serves as a synaptic tag (fig. S1),
and we tested whether the spine entry has the
following features of synaptic tagging: (i) The
entry is activity-regulated; namely, PRPs stay in
dendrites unless proper activity is provided. (ii)
Inputs that activate early-phase plasticity evoke
the entry (2). (iii) The entry is input-specific (4).
(iv) PRPs during the dendritic transport from
soma are subject to the entry (2). (v) The acti-
vation of spine entry is independent of protein
synthesis (2). (vi) The entry activation has a per-
sistent lifetime (18). We monitored the spine entry

of fluorescent protein–fusedVesl-1S (Homer-1a), a
synaptic protein synthesized in the soma during
late-phase long-term potentiation (19, 20) and re-
quired for long-term fear memory (21, 22).

Spine entry of Vesl-1S protein. Enhanced
green fluorescent protein (EGFP)–tagged Vesl-
1S (VE) or EGFP alone was exogenously ex-
pressed in dissociated primary culture of rat
hippocampal neurons (fig. S2) (23). The replace-
ment of extracellular medium with magnesium-
free artificial cerebrospinal fluid (Mg-free ACSF)
for 10 min led to the activation of synaptic N-
methyl-D-aspartate (NMDA) receptors via gluta-
matergic transmission by spontaneous firing
(24). VE fluorescence in mushroom-type spines
was further observed in normal ACSF for 4 hours,
and its increase relative to prestimulus intensity
(F/Fpre) was calculated. VE fluorescence intensi-
ty increased gradually over time (Fig. 1A) in
some but not all spines, which reflects heteroge-
neous inputs from spontaneous firing (Fig. 1B)
(22), whereas changes in spine shape and size
were more modest. To evaluate changes in a
small portion of spines, we introduced a trap
index: a numerical indication of VE increase in
spines expressed as a rightward shift of cumu-
lative frequency curves (Fig. 1C). Mg-free ACSF
triggered a persistent and gradual increase in the
trap index (Fig. 1D). The average trap index 240
min after the onset of stimulation (final trap
index) was 2.08 T 0.23 (SD) (N = 7 cells), which
was significantly larger (P = 2.1 × 10−4, t test)
than that measured in unstimulated neurons
(1.41 T 0.10, N = 5 cells). Mg-free ACSF did not
increase fluorescence in spines of neurons ex-
pressing only EGFP (final trap index = 1.42 T
0.17, N = 4 cells; P = 0.001 versus VE, t test).

To specify how spine fluorescence increased
after stimulation, we estimated passive entry as-
sociated with size enlargement by line-scan anal-
ysis of individual spines. The analysis indicated
that Mg-free stimulation largely increased the
peak intensity [before stimulation: 8.8 T 4.2 AU
(arbitrary units); 4 hours after stimulation: 15.2 T
7.1 AU; N = 74 spines from six cells, P = 5.3 ×
10−10, t test] (Fig. 1E), whereas spine size (head
half-width) was not affected (1.1 T 0.4 mm versus
1.2 T 0.4 mm, P = 0.094, t test) (Fig. 1F). Al-
though the spine enlargement associated with
long-term potentiation is greater in initially smaller
spines (25), increases in the peak intensity and
initial size were not correlated (r = –0.14), which
suggests that the VE increase in spines is inde-
pendent of morphological plasticity (Fig. 1G).

Incubation with a protein synthesis inhibi-
tor, cycloheximide (CHX), did not affect the VE
increase after Mg-free stimulation (final trap
index = 2.00 T 0.25, N = 5; P = 0.62, t test) (Fig.
1H). VE content was not affected by incubation
with 5 mM clasto-lactacystin b-lactone (LCL), a
specific inhibitor of proteasomal activity in-
volved in Vesl-1S protein degradation (26) (final
trap index = 2.02 T 0.10, N = 3; P = 0.42, t test)
(Fig. 1I). Together, these results indicate that
the activity-dependent spine entry of the VE
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protein, but not synthesis or degradation, in-
creases the VE content in spines. Henceforth, we
call this activity VE trapping.

VE trapping is input-specific. Microperfu-
sion was used to test the input specificity of VE
trapping. Rhodamine was co-applied to estimate

the affected area and to confirm whether the mi-
croperfusion reached the cell surface (Fig. 2, A
and B). Microperfusion of normal ACSF did not
affect VE fluorescence in spines, both inside and
outside of the perfusion area (Fig. 2, C to E).
Under these conditions, the increase in spine VE
fluorescence followed a normal distribution in
both areas as assessed by c2 analysis. This en-
abled comparison using a t test, which showed no
significant difference between the areas (table
S1); thus, microperfusion does not affect the
spine fluorescence by nonspecific factors such as
influx impact.

In contrast, local stimulation with Mg-free
ACSF containing NMDA and glycine caused
VE trapping exclusively inside the microperfu-
sion area. The c2 analysis detected a significant
deviation of VE increase from the normal dis-
tribution inside the perfusion area of three cells
(Fig. 2, F to H, fig. S3, and cells 1 to 3 in table
S1), but not outside the area.We applied a t test to
the remaining five cells (cells 4 to 8 in table S1),
for which spine fluorescence intensity was esti-
mated as a normal distribution by c2 analysis,
and found a significantly larger VE trapping
inside the perfusion area than outside (Fig. 2, I
to K).

When Mg-free ACSF containing NMDA,
glycine, and 40 mM MK801 (an irreversible
open-channel blocker specific to NMDA recep-
tors) was used for microperfusion, VE trapping
was not detected either inside or outside the
stimulated area (Fig. 2, L to N, and table S1),
which indicates that VE trapping is NMDA
receptor–dependent. Bath application of Mg-free
ACSF after microperfusion with Mg-free ACSF
containing NMDA, glycine, and MK801 led to
VE trapping in spines outside of the microper-
fusion (Fig. 2, O to Q, and table S1), whereas
spines treated with MK801 did not exhibit VE
trapping.

VE stays in the dendrite unless NMDA
receptors are activated. The promoter region
of our VE plasmid is activated by 0.02 mM
forskolin and 0.1mM3-isobutyl-1-methylxanthine
(FI) (fig. S4) (27). VE fluorescence signifi-
cantly increased in dendrites after bath perfu-
sion of FI (Fig. 3, A to D). F/Fpre 240 min after
FI application (1.10 T 0.01, N = 6 cells) was
significantly larger than that without stimula-
tion (0.98 T 0.04, N = 6 cells; P = 0.011, t test),
whereas Mg-free ACSF did not increase den-
dritic VE fluorescence (F/Fpre 240 min after
Mg-free ACSF application = 0.99 T 0.04, N = 6
cells; P = 0.83 versus ACSF, t test) (Fig. 3E). In
contrast, VE fluorescence in spines was not
significantly affected by FI treatment alone
(trap index 240 min after FI = 1.63 T 0.21, N =
5; P = 0.008 versus Mg-free, P = 0.071 versus
ACSF, t test) (Fig. 3, F to L). Sequential
treatment of cells with FI followed by Mg-free
ACSF enhanced VE trapping (P = 0.029 versus
Mg-free, t test) (Fig. 3L). Similar results were
obtained using BrcG [8-bromo-cGMP (guanosine
3´,5´-monophosphate)] instead of Mg-free ACSF

Fig. 1. VE trapping in spines. (A) VE fluorescence images in spines before and 4 hours after stimulation
in both inverted black-and-white (black is higher) and pseudocolors (both scales apply to similar images in
later figures). Scale bars, 1 mm. (B) Changes by Mg-free ACSF stimulation (red rectangle) in fluorescence
intensity (F) compared with prestimulus (Fpre) in 121 individual spines of a neuron. Magenta lines show 24
spines with F/Fpre values at 240 min that are greater than the average + SD (1.39 + 0.53 = 1.92). (C)
Cumulative frequency curves of the pooled data of 652 spines in seven Mg-free stimulated
neurons. Line colors indicate time (black, 20 min before; gray, 10 min before; dark blue, immediately
before; blue, 15 min after; pale blue, 30 min after; dark green, 45 min after; green, 60 min after;
yellow-green, 75 min after; yellow, 90 min after; dark yellow, 115 min after; orange, 120 min after;
brown, 150 min after; pink, 180 min after; purple, 210 min after; red, 240 min after stimulation). The
definition of trap index is indicated. (D) Trap index time courses. Values are averages T SEM (vertical
bars). Solid circles, Mg-free ACSF on VE; solid green diamonds, Mg-free ACSF on EGFP; open circles,
VE without stimulation; open green diamonds, EGFP without stimulation. (E and F) Line-scan analysis
of 74 spines from six cells on peak intensity I (E) and half-widthW (F) of spine fluorescence before and
4 hours after Mg-free stimulation. (G) Correlation between relative increase in I and initial value of
W. (H) Trap index time courses. Solid circles, Mg-free; open circles, without stimulation; solid and
open blue diamonds, Mg-free in the presence of 20 mM CHX and CHX alone, respectively. (I) Trap
index time courses. Solid circles, Mg-free + 0.05% dimethyl sulfoxide (DMSO); solid blue diamonds,
Mg-free in the presence of 5 mM LCL; open blue diamonds, LCL alone; open circles, 0.05% DMSO.
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(F/Fpre 240min after stimulus = 1.01 T 0.02,N = 5
cells; P = 0.41 versus ACSF, t test) (Fig. 3, E and
L; see below).

Soma-derivedVesl-1S is subject toVE trapping.
Vesl-1S mRNA was detected in the soma but
not in the dendrites (fig. S5), which suggested
that Vesl-1S proteins are synthesized in the
soma and subsequently transported to dendrites.
Vesl proteins are carried by transport vesicles
via the interaction with metabotropic glutamate
receptors (mGluRs 1 and 5) (28, 29); therefore,
VE proteins during dendritic vesicular transport
may be subject to VE trapping. We next ex-
amined this possibility with the use of photo-
activatable GFP (PAGFP) fused with Vesl-1S

(VPA) (30). VPA proteins in the soma should
be transported to the entire span of the cell
along dendrites, and should be trapped in spines
in an input-specific manner (Fig. 4A). Initially,
cells expressing DsRed2, cotransfected as a mor-
phological marker, showed only a slight fluo-
rescence of VPA in the soma and a total absence
of VPA fluorescence in dendrites. Brief photo-
activation in the soma led to clear VPA flu-
orescence in the soma (Fig. 4B). The average
photoactivation of VPA was smaller (factor of
5.4 T 3.1, N = 13) than that of PAGFP alone
(factor of 34.1 T 8.3, N = 4), consistent with the
instability of the Vesl-1S protein (26). VPA fluo-
rescence moved along every dendritic branch

toward the distal ends, and this movement did
not require local stimulation (Fig. 4C). Next, the
dendritic region was viewed at higher mag-
nification to acquire images before stimulation
after somatic photoactivation; subsequently, neu-
rons received microperfusion with normal ACSF
15 to 25 min after photoactivation and were ob-
served for an additional 4 hours (Fig. 4D). VPA
progressively increased in every dendrite, but it
did not enter spines (Fig. 4, E to G, and table S2).

Local NMDA receptor activation caused
VPA trapping inside, but not outside, the micro-
perfusion area in all six cells tested after 4 hours
(Fig. 5). A c2 analysis revealed significant de-
viation from normal distribution in two cells (Fig.

Fig. 2. Input-specific VE trapping. (A) Arrangement of injector (magenta)
and suction (black) pipettes. (B) A vertical view of rhodamine fluorescence
was reconstructed in three dimensions from images at different focal planes
at 10-mm intervals. A VE fluorescence image in dendrites is superimposed with
rhodamine image (pseudocolors) at the height of the target dendrite and
pipette positions (black lines). Scale bar, 10 mm. (C to E) Microperfusion with
normal ACSF for 10 min. (C) A representative VE image. Red and blue circles
represent spines with significant and nonsignificant VE trapping by c2 test
240 min after microperfusion, respectively. Pipette positions and rhodamine
distribution (pseudocolors) are superimposed. (D) F/Fpre of each spine 240min

after microperfusion. Averages (red line) and average T 1 SD levels (box) of
the inside and outside spines are shown. (E) Frequency distribution of (D)
(black) and the normal distribution calculated from the average and the SD
(magenta). (F to H) Local NMDA receptor activation by microperfusion with
Mg-free ACSF containing 0.15 mM NMDA and 10 mM glycine for 10 min.
Arrowhead in (H) indicates significant deviation in the frequency distribution
detected by c2 test. (I to K) Local NMDA receptor activation by microperfusion.
A t test showed significantly larger VE tapping in the inside area than outside.
(L to N) Local NMDA receptor activation cocktail with 40 mM MK801. (O to Q)
Bath application of Mg-free ACSF 1 hour after MK801 microperfusion.
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Fig. 3. VE stays in dendrites unless the NMDA receptor is
stimulated. (A to D) Bath perfusion with FI increased VE
fluorescence in dendrites but not in spines. Initial VE image (A)
was subtracted from another image immediately before FI
stimulation (B) or 4 hours after FI treatment (C). In (D), the
merged image generated by (A) (green) and (C) (red) shows that
most of VE increasing spots are on the dendrite but not the spines.
Scale bar, 10 mm. (E) Time-course analysis of fluorescence
increase in dendrites. Green triangles, FI; solid circles, Mg-free;
magenta diamonds, BrcG; open circles, ACSF alone. Arrows
labeledA, B, andC indicate the timepoints atwhichpictures in (A)
to (C) were taken. Vertical bars denote SEM. (F toK) Mg-free ACSF
was bath-applied 2 hours after FI treatment. The initial VE image

(F) was subtracted from another image before FI (G) or 2 hours after FI treatment (H). The cell was then stimulated
by Mg-free ACSF. Subtraction image (4 hours after Mg-free stimulation minus initial VE image) (I) shows

fluorescence increase in spines. (J) Themerged image generated by (F) (green) and (H) (red). (K) Themerged imagegenerated by (F) (green) and (I) (red). Scale bar, 10mm. (L)
Time-course analysis of trap index in spines. Solid blue circles, FI application before Mg-free stimulation; other symbols are as in (E). Arrows labeled F, G, H, and I indicate the
time points at which pictures in (F) to (I) were taken.

Fig. 4. Somatic VPA spreads cell-wide but does not enter
spines. (A) Experimental design. VPA in soma was photo-
activated by laser illumination (blue arrowhead) and then
carried along dendrites (green arrows). Distal dendrites with
spines received microperfusion. AlexaFluor633 was used
instead of rhodamine. VPA trapping should be exclusive to
spines inside the microperfusion area. (B) Photoactivation of
VPA. A cell expressing DsRed was selected (left) and its
PAGFP image (middle) was taken. The entire soma was
illuminated with a laser spot (red spot indicated by the
arrow) by manual scanning. Both DsRed2 (not shown) and
VPA (right) images were taken immediately after photo-
activation. (C) VPA fluorescence gradually increased in
entire dendrites without any stimulation. Scale bar, 10 mm.
(D) Experimental procedures defining “before” and “after”
here and in Fig. 5. PA, photoactivation; stm, microperfusion.
(E) Microperfusion with normal ACSF for 10 min. Images of
DsRed2 (before) and VPA (before and after) are shown. The
magenta line encloses the estimated area of stimulation. (F)
DsRed2 image of dendrites with VE trapping significance
(circles), estimated microperfusion area (pseudocolors), and
pipette positions. Scale bar, 10 mm. (G) The F/Fpre value of each
spine measured 240 min after microperfusion (see Fig. 2).
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5 and cells 1 and 2 in table S2); a t test performed
for the remaining four cells (fig. S6 and cells 3 to
6 in table S2) showed that the VPA increase was
always significantly greater inside the microper-
fusion area than outside. The final F/Fpre values
of VPA and DsRed2 were not correlated (fig.
S7). These movements were not observed for
PAGFP alone (fig. S8 and table S2). DsRed2
fluorescence in spines was not affected in all
experiments (table S2).

We also tested whether spine trapping is
affected when dendritic transport of Vesl-1S pro-
tein is disrupted. Bath perfusion of Mg-free
ACSF did not evoke VE trapping in cells ex-
pressing the W24A mutant of Vesl-1S, which
does not interact with mGluRs 1 and 5 (31) (final
trap index = 1.63 T 0.12, N = 4; P = 0.008, t test)
(fig. S9A). VPA transport after local NMDA re-
ceptor activation was disrupted when the extra-
cellular medium contained 1 mM colchicine, a
microtubule dissociation reagent (fig. S9B).

Signals for VE trapping. Calcium influx
through NMDA receptor channels activates
neuronal nitric oxide (NO) synthase (32). NO in
turn increases cGMP, the intrinsic activator of
protein kinase G (PKG) (33). Extracellular Ca2+

ions and the NO-PKG signaling pathway were
required for NMDA receptor–dependent VE
trapping (fig. S10). We also tested several inhib-
itors of other signals and found that activation of
mGluRs 1 and 5 was not involved in VE trapping
(table S3) (22).

A membrane-permeable analog of cGMP,
BrcG, activated VE trapping (final trap index =
2.14 T 0.25, N = 5 cells; P = 1.9 × 10−5 versus

ACSF, t test) but did not alter the EGFP spine
content (1.42 T 0.21, N = 5 cells; P = 0.95 versus
ACSF, t test) (Fig. 6A). BrcG failed to evoke VE
trapping in the presence of 1 mM tetrodotoxin
(TTX) throughout the experiment (final trap
index = 1.24 T 0.10, N = 5; P = 7.5 × 10−5 versus
BrcG, t test), whereas 50 nM TTX, which selec-
tively suppressesNa+ channels in dendrites where
the channels are expressed sparsely (34, 35), did
not affect VE trapping evoked by BrcG (final trap
index = 1.95 T 0.11,N = 6; P= 0.12 versus BrcG,
t test) (Fig. 6A). These results suggest that VE
trapping requires a TTX-sensitive factor released
by presynaptic activity in addition to NO-PKG
signaling.

We used this synergy to estimate the lifetime
of the PKG cascade. Cells were stimulated with
BrcG in the presence of 1 mMTTX. After further
application of TTX for 2 hours, during which VE
trapping was not observed, TTX was washed out
and VE trapping was measured in normal ACSF
for an additional 4 hours. VE fluorescence grad-
ually increased in spines after TTX washout, and
the trap index after 4 hours of washout was sim-
ilar to that achieved without TTX (Fig. 6B). By
changing the duration of TTX application, we
found that the persistent activity lasted un-
changed up to 3 hours, but TTX application for
4 hours abolished the VE trapping ability (Fig. 6,
C and D). Interruption of TTX application for
1 hour led to a recovery of VE trapping activity
after TTX washout, which was decreased by
reapplication of TTX (Fig. 6E). Analysis of the
average increase rates during initial TTX treatment
(0.001 T 0.010/min), TTX washout (0.0029 T

0.019/min), and second application of TTX
(0.0006 T 0.007/min) showed a significant activ-
ity increase during the washout period (P = 0.04
versus initial TTX, P = 0.02 versus second TTX;
t test) (Fig. 6F).

Discussion. The present study revealed a
mechanism of activity-dependent spine sorting
for a PRP synthesized in the soma (Vesl-1S): VE
trapping. We found that VE trapping meets the
six criteria for synaptic tagging: (i) VE proteins
did not enter the spines of hippocampal neurons
in culture unless cells were properly activated
(Fig. 3), which supports our central assumption
that spine entry of Vesl-1S is activity-regulated.
(ii) VE trapping required NMDA receptor activa-
tion, a known trigger of early-phase plasticity
(Fig. 2) (2). (iii) VE trapping was input-specific
(Fig. 2). (iv) VE trapping was independent of
protein synthesis (Fig. 1) (2). (v) Soma-derived
VE proteins were trapped into spines in a manner
dependent on the dendritic vesicular transport
(Fig. 5) without predetermined destination (Fig.
4), which is the most outstanding feature of syn-
aptic tagging, discriminating it from the mail
hypothesis (10). (vi) VE trapping was persistently
permitted when PKG downstream signals were
active (Fig. 6) (22).

On the basis of these results, we propose that
Vesl-1S protein is a PRP that behaves in a
manner consistent with the synaptic tag hypoth-
esis. We conclude that activity-dependent PRP
trapping in spines conforms to the synaptic tag
hypothesis (Fig. 6G). The trapped PRPs should
be further carried from the spine neck to synaptic
membranes or other parts of the machinery that

Fig. 5. VPA trapping by lo-
calNMDA receptor activation.
(A) Microperfusion with Mg-
free ACSF containing NMDA
and glycine for 10 min in a
limited area (magenta line)
resulted in VPA trapping in
some inside spines (arrows).
The VPA subtraction image
in pseudocolors (“after” mi-
nus “before”) is shown to
magnify the spines in the
blue rectangle in the “after”
image. Scale bar, 10 mm.
(B) DsRed2 image of den-
drites (another cell) with VE
trapping significance (circles),
estimated microperfusion
area (pseudocolors), and pi-
pette positions. Scale bar,
10mm. (C) F/Fpre of each spine
measured 240 min after
microperfusion. (D) Repre-
sentative images of VPA
trapping inside (F/Fpre of
VPA = 1.96) and outside
(F/Fpre of VPA = 1.31) spines
in a cell. Scale bar, 0.5 mm.
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contribute to late-phase plasticity. The preferred
mechanism for PRP trapping would thus involve
transfer of the PRP from the kinesin-dependent
dendritic transport to the myosin V–dependent
intraspine transport. Interaction of myosin Vwith
GluR1-containing recycling vesicles through
rab11-FIP2 (36) has been reported, as well as
direct interaction of myosin V with the C-
terminal region of GluR1 (22, 37).
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Fig. 6. Persistent activation of PKG signaling. (A) Trap index time
courses. Solid magenta circles, BrcG on VE; solid green circles, BrcG on
EGFP; solid cyan diamonds, BrcG + 50 nM TTX; solid blue squares, BrcG +
1 mM TTX; open blue squares, 1 mM TTX alone; open circles, ACSF alone.
Vertical bars, SEM; horizontal bars, application of BrcG (magenta) and
TTX (blue). (B) Neurons were stimulated with BrcG in the presence of
1 mM TTX. TTX application was continued for an additional 2 hours, then
TTX was washed out for 4 hours. Symbols are as in (A). (C) Experiment
with longer (4 hours) TTX incubation. Symbols are as in (A). (D) Trap
index 4 hours after TTX cessation versus TTX incubation time. (E) F/Fpre
time-course analysis showing that TTX application blocked VE trapping,
which was recovered during washout. (F) The time-course analysis of the

increase rates (F/Fpre change per time interval). Horizontal gray bars
indicate the averages of increase rates during the different periods (first
TTX incubation, washout, and second TTX incubation). (E) and (F) depict
averages and SEM (vertical bars) from 2234 spines of eight cells. (G)
Summary diagram showing somatically synthesized new PRPs (solar sym-
bols), among which Vesl-1S is carried by microtubule-based vesicular
transport along dendrites. Vesl-1S in the dendrites cannot enter spines
without specific inputs (red closed gate in the distal spine neck). A
synaptic tag successfully comes into operation exclusively in spines that
receive both NMDA receptor activation and the TTX-sensitive input, which
releases the blockade against Vesl-1S entry into spines (green open gate
in the spine neck).
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Achieving l/20 Resolution by
One-Color Initiation and Deactivation
of Polymerization
Linjie Li,1 Rafael R. Gattass,1 Erez Gershgoren,1 Hana Hwang,2 John T. Fourkas1,3,4,5*

In conventional photolithography, diffraction limits the resolution to about one-quarter of the
wavelength of the light used. We introduce an approach to photolithography in which multiphoton
absorption of pulsed 800-nanometer (nm) light is used to initiate cross-linking in a polymer
photoresist and one-photon absorption of continuous-wave 800-nm light is used simultaneously
to deactivate the photopolymerization. By employing spatial phase-shaping of the deactivation
beam, we demonstrate the fabrication of features with scalable resolution along the beam axis,
down to a 40-nm minimum feature size. We anticipate application of this technique for the
fabrication of diverse two- and three-dimensional structures with a feature size that is a small
fraction of the wavelength of the light employed.

The demand for increasingly powerful in-
tegrated circuits has spurred remarkable
progress in lithographic techniques in the

past decades (1). However, progress toward higher
resolution has proven to be increasingly difficult
and expensive as feature sizes decrease. To im-
prove resolution in photolithography, chemical non-
linearity can be employed to create a sharp intensity
threshold for exposure (2). However, diffractive
effects still limit feature sizes in conventional photo-
lithography to about a quarter of a wavelength (l)
of the light used to expose the photoresist.

Nonlinear optical phenomena provide an alter-
native approach to photolithography (3–6). In mul-
tiphoton absorption polymerization (MAP), a
photoinitiator in a prepolymer resin is excited by
the simultaneous absorption of two or more pho-
tons of light. The absorption probability depends
on the laser intensity to the power of the number
of photons needed to cause an electronic tran-
sition, so an ultrafast laser is generally used to
provide high peak intensity at low average power.
The laser is focused through a microscope ob-
jective such that the intensity of the light is only
high enough to drive multiphoton absorption in
the small region defined by the focal volume of the
beam. In the most common implementation of
MAP, multiphoton absorption initiates cross-
linking that hardens the prepolymer resin
within the focal volume. By moving this focal
volume relative to the sample, complex, three-

dimensional (3D) polymeric structures can be
created.

Due to the optical nonlinearity of multiphoton
absorption and the existence of an intensity thresh-
old for polymerization,MAP can be used to create
volume elements (voxels) with a resolution that is
considerably smaller than the wavelength of the
light used. For instance, 800 nm light has been
used with MAP to create voxels with a transverse
dimension of 80 nm (7), corresponding to l/10
resolution. Even finer resolution has been reported
for suspended lines, although based on the tapered
nature of these lines at their attachment points, it is
likely that shrinkage during the developing stage
plays a role in this case (8). Using light of a shorter

wavelength for MAP can also improve resolution
(9). It should be noted that because of the shape of
the focal region of the laser beam, the resolution of
MAP along the beam axis is usually poorer by a
factor of at least three than the transverse res-
olution (10).

We used a technique that we call resolution
augmentation through photo-induced deactivation
(RAPID) lithography. In RAPID lithography, one
laser beam is used to initiate polymerization in a
negative-tone photoresist. A second laser beam is
used to deactivate the photoinitiator, preventing
photopolymerization from occurring. By spatial
shaping of the phase of the deactivation beam,
features far smaller than the excitation wave-
length can be fabricated.

The inspiration for RAPID lithography comes
from stimulated emission depletion (STED)
fluorescence microscopy (11–13). In STED, fluo-
rescent molecules are excited by a short laser
pulse. A second laser pulse, which is tuned to a
substantially longerwavelength than the first pulse,
is used to de-excite the molecules through stim-
ulated emission. This depletion pulse must arrive
after vibrational relaxation is complete in the ex-
cited electronic state but before significant fluo-
rescence has occurred. Spatial phase shaping of
the depletion beam causes de-excitation to occur
everywhere except in a region at the center of the
original focal volume (11–13). The size of this
region depends on the intensity of the depletion
beam and the corresponding degree of saturation
of stimulated emission. Thus, fluorescence can be
localized in a zone much smaller than the exci-
tation wavelength.

In principle, STED should work equally well
to deactivate polymerization in MAP or even
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Fig. 1. (A) Schematic
illustration of the experi-
mental setup for demon-
strating photoinduced
deactivation of photopo-
lymerization.Theexcitation
and deactivation beams
are focused in the pre-
polymer resin with a lat-
eral separation ofDx. The
substrate is translated
perpendicular to the sep-
aration axis to fabricate
polymer lines. (B) Top-
view scanning electron
micrograph of lines writ-
ten with offset (Dx > 0),
200-fs excitation pulses
and 50-ps deactivation
pulses. The deactivation beam was chopped. The excitation power was 7 mW and the deactivation power
70 mW. (C) Top-view SEM of lines written with different timings between the excitation and deactivation
pulses. The deactivation beam was at a low enough power to inhibit polymerization incompletely. The
bottom line was written without a deactivation beam, and the remaining lines were written with delay
times, from bottom to top, of 7 ns, 12 ns, 0 ns, 1 ns, and 6 ns; all delay uncertainties are <1 ps. The
excitation power was 7 mW and the deactivation power 50 mW. (D) Top-view SEM of lines written with
coincident (Dx = 0), 200-fs excitation pulses and a CW deactivation beam that was chopped to turn
polymerization off and on. The excitation power was 5 mW and the deactivation power 34 mW.
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conventional photopolymerization. Typical rad-
ical photoinitiators undergo intersystem crossing
to a triplet state on a time scale on the order of
100 ps (14). The radicals that lead to polymeri-
zation are formed in the triplet state, so de-
excitation ofmolecules before intersystem crossing
occurs will turn off photopolymerization. Further-
more, radical photopolymerization only occurs
above a threshold concentration of radicals, so
de-excitation of a small fraction of excited photo-
initiator molecules could be sufficient to halt
polymerization if the concentration of excited
molecules is just above this threshold. In practice,
to achieve efficient de-excitation, stimulated emis-
sion must dominate over absorption from the first
excited electronic state to higher excited states,
which will only happen when the oscillator
strength between the ground and first excited
electronic states is large (15). This oscillator
strength condition is met for the strongly fluo-
rescent molecules used for STED. However,
radical photoinitiators generally have relatively
small oscillator strengths between the ground and
first excited states. As a result of excitation from
the first excited state to higher-lying electronic
states that have faster intersystem crossing times,
in typical photoinitiators the deactivation beam
would enhance polymerization as opposed to in-
hibiting it.

To solve the oscillator strength problem, we
searched for molecules with large absorption cross
sections that are not typically used as radical photo-
initiators but that can still generate radicals upon
photoexcitation. We focused our search on mole-
cules with a low fluorescence quantum yield, on
the premise that a nonradiative process might lead
to radical generation. We identified a number of
such dyes that could act as photoinitiators forMAP
(16). We then investigated whether a second laser
beam could be used to deactivate any of these
molecules after the initial excitation. We employed
two tunable, synchronized Ti:sapphire lasers for
these experiments. The excitation laser produced
pulses of 200-fs duration centered at 800 nm (16).
Continuous-wave (CW) radiation from the same

laser did not lead to polymerization with any of the
dyes tested, which verified that photoinitiation oc-
curred throughmultiphoton absorption. The output
of the second laser was stretched to a duration of
~50 ps to enhance the effectiveness of the stim-
ulated emission process by allowing time for
vibrational relaxation in the electronic ground
state (11) and was tuned over a range of wave-
lengths to search for evidence of deactivation.

For one of the dye molecules tested, mala-
chite green carbinol base, we were able to use the
deactivation beam to reduce polymerization or, at
high enough intensity, to inhibit polymerization
completely (Fig. 1). We examined deactivation
beam wavelengths ranging from 760 nm to 840
nm and in all cases were able to inhibit polym-
erization. The capacity to initiate polymerization
with femtosecond pulses and inhibit polymeriza-
tion with considerably longer pulses of the same
wavelength confers the advantage that the entire
process can be accomplished with the output of a
single ultrafast laser if desired.

To demonstrate photoinduced deactivation of
polymerization, we fabricated polymer lines with
excitation and deactivation beams that were either
offset or spatially coincident (Fig. 1A). Shown in
Fig. 1B are lines drawn with an offset between the
beams. The deactivation beam was blocked at
regular periodswith an optical chopperwheel. The
resultant modulation of the polymer line demon-
strates the effectiveness of the deactivation process.

In Fig. 1C, we show lines drawn by scanning
the sample stage at constant velocity with no de-
activation beam (lowest line) and with different
timings between the excitation and deactivation
pulses. The deactivation beam was set at an in-
tensity that resulted in only partial inhibition of
polymerization so that the dependence of the de-
activation efficiency on timing could be deter-
mined. The efficiency of deactivation did not
change noticeably for excitation/deactivation
delays between 0 and 13 ns (17). This result im-
plies that the photoinitiator goes through an inter-
mediate state between optical excitation and the
initiation of polymerization. The lifetime of this

intermediate state must be considerably longer
than 13 ns, making it likely that the state is de-
activated through a process other than stimulated
emission. Once a structure was polymerized, it
could not be erased by subsequent application of
the deactivation beam, indicating that for deac-
tivation to be effective it must occur while the dye
molecule is in this intermediate state. However, a
region in which deactivation was used to prevent
polymerization can be polymerized subsequently
by the excitation beam.

Given the high peak intensity of the short
excitation pulses, two-photon initiation domi-
nates over one-photon deactivation when they
impinge on the prepolymer resin. In contrast, 50-
ps deactivation pulses have considerably greater
duration and correspondingly weaker peak inten-
sity, so their overall energy can be much greater
than that of the excitation beam without causing
polymerization. Thus, for these longer pulses,
deactivation can dominate over initiation. Even
with 50 ps pulses, at high enough average power
the deactivation beam caused increased polym-
erization, presumably through two-photon ab-
sorption. Based on the observation that delays as
long as 13 ns did not affect the deactivation
efficiency, we tested whether deactivation could
be driven by CW radiation, for which consider-
ably higher deactivation intensities would be
feasible. As shown in Fig. 1D for spatially coin-
cident excitation and deactivation beams (with
the latter beam chopped), CW radiation is indeed
effective for deactivation. This result is important
because it allows RAPID to be performed with-
out the need to establish any timing between the
excitation and deactivation lasers and also im-
plies that RAPID lithography should be feasible
with single-photon absorption using CW excita-
tion and deactivation beams.

Figure 1B gives a clear indication of how
using different spatial intensity patterns for these
two beams can improve resolution. We therefore
next explored spatial phase shaping of the de-
activation beam to alter its intensity distribution
in the focal region. Our experimental setup for
RAPID lithography with a pulsed excitation beam
and a phase-shaped, CW deactivation beam is
shown inFig. 2. This setup employs twoTi:sapphire
lasers tuned to 800 nm, one operating in pulsed
mode for multiphoton excitation and one operat-
ing in CW mode for deactivation. The outputs of
the two lasers were set to orthogonal polarizations
and combined in a polarizing beam cube. The
beams were focused into the sample with a high-
numerical-aperture objective, the back aperture of
which was overfilled by the excitation beam and
filled completely by the deactivation beam.

We employed a spatial phase mask (11) that is
designed to improve resolution along the optical
axis of the fabrication system, which we will
designate z. The mask consists of a flat substrate
with a central circular region of an appropriate
thickness to create a half-wave delay at 800 nm.
The point-spread functions (PSFs) of the two
beams (18) were measured, and proper overlap
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Deactivation
beam

Both
beams

xy plane

xz plane

z

y
x

Deactivation Beam

polarizer
phase
mask

3D piezo stage

sample

PBCpolarizer
Excitation Beam

800 nm CW

800 nm 200 fs

A B

Fig. 2. (A) Schematic experimental setup for RAPID lithography with a pulsed excitation beam and
a phase-shaped, CW deactivation beam. PBC, polarizing beam cube. (B) False-color, multiphoton-
absorption–induced luminescence images of the cubes of the PSFs of the excitation beam, the
deactivation beam, and both beams together. The long white lines indicate the approximate
centers of the focal regions. The scale bar in the upper left image is 200 nm.
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was ensured using multiphoton-absorption–
induced luminescence (MAIL) (19) from a gold
nanoparticle (Fig. 2B) (20). The majority of the
intensity of the deactivation beam lies outside
the center of the focal region. As can be seen
from these images, there is no overlap between
the excitation and deactivation PSFs in the xy
plane, but there is considerable overlap along
the z direction.

To assess the resolution enhancement of
RAPID lithography with this phase mask, we
studied the sizes and shapes of voxels created
with different excitation and deactivation powers.
To observe the voxel shapes, we employed an
ascending-scan method in which identical,
isolated voxels are created at different heights
relative to the substrate (10). At some particular
height, the voxel will barely be attached to the
substrate. If the aspect ratio of the voxel is greater
than unity it will fall over, allowing its dimen-
sions to be determined readily with scanning
electron microscopy (SEM) or atomic force mi-
croscopy (AFM).

Figure 3 shows SEM images from one such
voxel study at a fixed excitation power (time
averaged) of 10 mW (21) and different de-
activation beam powers. As would be expected
for the phase mask employed, deactivation did
not have a substantial effect on the transverse
dimensions of the voxels. However, with in-
creasing deactivation power the z dimension of
the voxel decreased by a factor of more than
three. For a given excitation intensity, deac-

tivation intensity, and height relative to the
substrate, voxels were either present at every ex-
posed spot or were absent at every exposed spot.
The variation in voxel dimensions for a fixed set
of fabrication parameters was about T5%.

Because our voxel studies were performed on
a glass cover slip (which is transparent but not
electrically conductive), voxels had to be coated
with metal for SEM imaging. Thus, to measure
the smallest voxels that could be fabricated, we
used AFM so that the metal coating step could be
avoided. Shown in Fig. 3G is the smallest voxel
that we were able to fabricate reproducibly with
RAPID lithography using 800 nm light (22). For
comparison, the corresponding smallest voxel
that could be fabricated reproducibly without the
deactivation beam is shown in Fig. 3H (23).
Whereas the voxel in Fig. 3G is standing, the
voxel in Fig. 3H has fallen over because of its
high aspect ratio.

Resins used for MAP often exhibit shrinkage.
The resin used here is composed of low-
molecular-weight monomers that exhibit low
shrinkage. To determine whether shrinkage takes
on an increased importance at small feature sizes,
we fabricated suspended polymer lines (fig. S1)
with cross-sectional dimensions similar to those of
the voxels in Fig. 3, G and H. The widths of the
lines did not increase substantially at their
attachment points to the supporting structures,
and the lines are not always taut, which indicates
that shrinkage is not responsible for the small
voxel sizes observed here.

In Fig. 3I, we plot the height and aspect
ratio of voxels measured in AFM experiments
as a function of deactivation power. When the
aspect ratio of a voxel is less than unity, it will
not fall over even when barely attached to the
substrate. For the excitation power used in
Fig. 3I, we were able to reduce the voxel height
from nearly 600 nm with no deactivation beam
to 40 nm with a deactivation power of 93 mW,
representing a resolution of l/20. The aspect ratio
was correspondingly reduced from more than
3 to 0.5. The rings on the towers shown in
Fig. 3J (fabricated with conventional MAP)
and Fig. 3K (fabricated with RAPID) demon-
strate that enhancement of resolution and aspect
ratio can also be achieved in 3D structures.

We have observed that above a certain ex-
citation power, it becomes impossible to inhibit
polymerization fully even at high deactivation
beam power. This result implies that there are two
different channels for photoinitiation, only one of
which is deactivatable. If the concentration of
radicals from the nondeactivatable channel is
below the polymerization threshold, the deacti-
vation beam can inhibit polymerization com-
pletely. We have further observed that the
irreversible channel is weaker in more viscous
resins. Although research into the nature of the
photophysics of this system is ongoing, we be-
lieve that excitation of the photoinitiator leads to
an electron transfer process that creates two rel-
atively stable radicals. Due to their stability, these
radicals initiate polymerization on a time scale

Fig. 3. (A to F) SEM
images of voxels created
with deactivation beam
powers of 0mW, 17mW,
34mW, 50 mW, 84 mW,
and 100 mW, respective-
ly. (G) Three-dimensional
and contour AFM images
of the smallest voxel that
could be created with
RAPID lithography. (H)
Corresponding images
of the smallest voxel that
could be created with
conventional MAP. The
x and y dimensions of
the voxels in (G) and (H)
are exaggerated due to
the width of the AFM tip,
whereas the z dimension
(height) is accurate. (I)
Dependence of the height
and aspect ratio of voxels
on the power of the
deactivation beam. The
error bars represent
T1 SD based on mea-
surements of four voxels.
(J) Tower with rings
createdwith conventional
MAP. (K) Towerwith rings
created with RAPID.
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that is considerably longer than the 13-ns repe-
tition time of our laser system. So long as the
radicals do not diffuse apart, absorption of a
photon from the deactivation beam can lead to
back-transfer of the electron, depleting the rad-
icals before they can react. If the radicals do
diffuse apart, deactivation can no longer occur,
accounting for the nondeactivatable channel.

With the phase mask used here, RAPID li-
thography can clearly produce features with
heights as small as l/20 along the optical axis.
Analogous with results from STED microscopy,
comparable transverse resolution should be at-
tainable by employing a different phase mask,
such as a spiral phase element (24). By using two
phase-masked deactivation beams (25), it should
further be possible to attain this resolution in all
dimensions. The use of shorter excitation and
deactivation wavelengths should improve reso-
lution further. A current limiting factor in the
resolution attainable is that even a CW deacti-
vation beam can cause polymerization at high
enough intensity. Because the resolution en-
hancement of RAPID lithography is based on
an optical saturation effect, making the de-
activation process more efficient should lead to
finer features. In principle, the resolution of
RAPID will ultimately be limited by material
properties, particularly the minimum size of a
self-supporting polymer voxel. With this limita-
tion in mind, we believe that resolution on the
order of 10 nm can be attained through full
optimization of the photoresist properties and the

optical configuration. Resolution on this scale
may be attractive for next-generation lithography,
particularly considering that RAPID lithography
can be implemented with a table-top instrument.
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Two-Color Single-Photon
Photoinitiation and Photoinhibition for
Subdiffraction Photolithography
Timothy F. Scott,1* Benjamin A. Kowalski,2 Amy C. Sullivan,2†
Christopher N. Bowman,1 Robert R. McLeod2‡

Controlling and reducing the developed region initiated by photoexposure is one of the
fundamental goals of optical lithography. Here, we demonstrate a two-color irradiation scheme
whereby initiating species are generated by single-photon absorption at one wavelength
while inhibiting species are generated by single-photon absorption at a second, independent
wavelength. Co-irradiation at the second wavelength thus reduces the polymerization rate,
delaying gelation of the material and facilitating enhanced spatial control over the polymerization.
Appropriate overlapping of the two beams produces structures with both feature sizes and
monomer conversions otherwise unobtainable with use of single- or two-photon absorption
photopolymerization. Additionally, the generated inhibiting species rapidly recombine when
irradiation with the second wavelength ceases, allowing for fast sequential exposures not limited
by memory effects in the material and thus enabling fabrication of complex two- or
three-dimensional structures.

Photopolymerizations typically proceedwhen
a chromophore absorbs a photon and sub-
sequently generates active centers that initiate

the polymerization reaction. This single-photon pro-
cess exhibits high irradiation sensitivity, enabling
the use of low-power lasers and high writing

speeds, which are critical for lithographic, stereo-
lithographic, and data storage applications. How-
ever, feature size in depth is typically a multiple
of the Rayleigh range of the focused beam (1),
preventing the fabrication of micrometer-scale
layers. Similarly, the transverse feature size is

constrained by the diffraction limit, a physical
property associated with the focusing power of
lenses that is dependent on the wavelength of the
incident light and the numerical aperture of the
lens. Finer feature sizes are achieved by reducing
the irradiation intensity or time (2); however, this
procedure unavoidably reduces the contrast
between the conversion of the gelled, insoluble
material and the ungelled, soluble material and
results in the fabrication of loosely cross-linked,
mechanically unsound structures unable to with-
stand the rigors of solvent processing that are
necessary for device fabrication.

These limitations are partially addressed by
two-photon photopolymerization, wherein a chro-
mophore absorbs two photons to initiate polym-
erization. This approach has been exploited by a
number of researchers to realize the fabrication of
three-dimensional (3D) nanostructures (2–6) with
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feature sizes below the diffraction limit. The prem-
ise of these studies is that two-photon absorption
(and hence polymerization) only occurs efficiently
near the center of the focal volume, where photon
density is highest. For many initiators, however,
the two-photon absorption cross section is in-
herently small. Several approaches have been
exploited to address this issue, such as appli-
cation of p-conjugated donor-acceptor com-
pounds (3) and quantum dots (7) or use of
photochromic compounds as two-photon photo-
sensitizers in free-radical photopolymerizations
(8–11). Unfortunately, many of the confinement

benefits of two-photon processes are lost when
the intermediate lifetime is greater than the ex-
posure time. Moreover, high-power sources such
as pulsed Ti:sapphire lasers focused in small
areas are required for rapid exposures. Thus, only
point exposures and low translation speeds are
feasible. Ultimately, the combination of laser cost
and extremely long fabrication times substantial-
ly decreases the scalability and impact of these
processes.

An alternative means of confining polymer-
ization would be to activate a localized inhibitor
such as a radical trap transiently. Here, we de-

scribe a scheme whereby the initiation and the
inhibition of a radical photopolymerization are
uniquely correlated to two distinct irradiation
wavelengths. Photoinduced inhibition is accom-
plished by noninitiating radicals produced via
single-photon photolysis of an otherwise inert
compound. These radicals are able to couple with
the growing polymer chain, terminating polym-
erization and halting chain growth.Moreover, the
inhibiting radicals are small molecular species
that remain unbound to the polymer network and
thus diffuse rapidly (12). As a result, they may be
very short-lived, recombining with each other at

Fig. 1. Two-color direct-
write photolithography. (A)
Direct-write photolithography
experimental approach. Three-
hundred-sixty-four-nm light
from an argon ion laser is transformed
into the GL doughnut mode by a binary
amplitude hologram. This inhibiting halo
is combined with the 473-nm writing
stylus, and the two are focused into the
photoresist volume by a single objective.
(B) Intensity profiles of the Gaussian
(initiation) and GL (inhibition) irradiation
modes scaled by the 1/e2 intensity radius
of the Gaussian beam, w0. Initiation is
proportional to the difference, G minus
GL. To quantitatively compare various
initiation schemes, (C) defines a nor-
malized polymer conversion at the peak,
g, and the resulting width of the
polymer feature after solvent wash. As
shown in (D), a low conversion at the
peak (g → 0) gives a small feature width
for all methods, but, as the peak
conversion is increased (g > 0), one- and two-photon feature sizes rapidly increase. In contrast, the reported method maintains small feature sizes for arbitrary
peak conversions. This feature size is independently adjusted by increasing the intensity of the inhibition wavelength.

Fig. 2. Monomer, photoinitiator, co-initiator, and photoinhibitor used. (A)
TEGDMA. (B) CQ. (C) EDAB. (D) TED. (E) UV-visible absorption spectra of CQ
and TED in CHCl3, demonstrating the complementary absorption spectra of the
photoinitiator and the photoinhibitor, respectively.
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diffusion-controlled rates so that their concentra-
tion falls precipitously in the absence of photo-
lysing irradiation. Assuming all species formed
in the recombination reactions are also inert, there
should be negligible residual inhibiting species
after the photolysing irradiation has ceased.

To implement this technique, we focused the
photoinhibiting beam into a Gauss-Laguerre (GL)
“doughnut” mode surrounding the focal point of
the primary beam used to initiate polymerization.
An analogous irradiation scheme used in stimu-
lated emission-depletion (STED) microscopy
has been shown to resolve features on the order
of 15 nm (13). In a similar vein, the final po-
lymerized feature size in this irradiation scheme
is a function of the difference between initiation
and inhibition patterns. Uniquely, this difference
is not governed by the conventional diffraction
limit as in traditional photolithography: The
limit now is determined by the contrast that is
maintained between initiation and inhibition.

The small but finite initiation rate of the
inhibiting radicals sets an upper limit on the
ratio of inhibiting to initiating intensities, in turn
limiting the confinement shown in Fig. 1D.

The layout of the optical system used to
demonstrate this capability is shown in Fig. 1A
(14). The initiating and inhibiting wavelengths
are manipulated into complementary Gaussian
and GL irradiation modes, respectively, where
the GLmode is generated by a binary hologram.
The GL mode is characterized by a central null,
a high-contrast, topological feature of the elec-
tric field that is maintained throughout the en-
tire focal volume. The two beams are combined
with a dichroic filter and focused into the vol-
ume of the substrate material; the resulting
diffraction-limited profiles at the coincident
focal plane are shown in Fig. 1B. This two-
color irradiation scheme produces a region of
initiating species surrounded by a doughnut of
inhibiting species.

The size of the resulting polymerized region
is predicted by noting that, through application of
the steady-state approximation (15), the polym-
erization rate (Rp) is predicted to scale with the
square root of the initiation rate (Ri) for exclu-
sively bimolecular termination. Thus, for single-
photon absorption, Ri scales linearly with the
irradiation intensity I and Rp is proportional to
I0.5. In the presence of photoinhibiting species,Ri is
modified such that Rp scales as (Iblue – b × IUV)

0.5,
where Iblue and IUV are the blue and ultraviolet
(UV) irradiation intensities, respectively, and b is
a constant encompassing the ratios of the inhib-
itor to the initiator absorption cross sections, quan-
tum yields, and reaction rate constants. With this
model, the predicted polymerization profile,
shown in Fig. 1B for the case of max(Iblue) =
max(b × IUV), is substantially smaller than the
diffraction-limited spot size. Note that feature
widths can be reduced by increasing the intensity
of the UV beam; however, because the GL null is

Fig. 3. Effect of photoinhibition on photopolymerization rate. (A)
Methacrylate conversion profiles for formulated TEGDMA during irradiation.
(B) Initial methacrylate polymerization rate versus UV irradiation intensity
during visible irradiation (15 mW/cm2). (C) Schematic diagram of the
photoinitiation-photoinhibition system using mask-based photolithography.

A sample produced by using the photoinitiation-photoinhibition system with
the photomask used to pattern the photoinhibiting wavelength is also shown.
(D) Elastic (G′) and viscous (G″) moduli for formulated TEGDMA during
constant visible (8 mW/cm2) and intermittent UV (64 mW/cm2, indicated by
the shaded regions) irradiation.
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maintained regardless of intensity, the peak
conversion occurring at the center of the focal
point is independent of feature width.

The polymerized feature dimensions after
removal of ungelled material via solvent wash
depend on the degree of monomer conversion
past the gelation threshold, as shown in Fig. 1C.
Defining a normalized parameter, g, which equals
zero if the center of the feature is just at the con-
version to reach gelation and conversely equals
one if the entire intensity profile causes gelation,
one can predict the polymer feature size for var-
ious initiation schemes as a function of peak con-
version as shown in Fig. 1D. The one-photon
curve defines the diffraction limit; note that this
size limit is strongly dependent on the degree of
conversion, as shown. The two-photon curve,
shown at twice the one-photon wavelength be-
cause most two-photon photopolymerization
studies are performed with Ti:sapphire lasers
at about 800 nm that excite the third-order,
nonlinear absorption of an ~400-nm linear
absorption, demonstrates that the feature size
refinement resulting from two-photon absorp-
tion does not compensate for the longer
irradiation wavelength. Both single- and two-
photon absorption approaches suffer from an
inherent trade-off between high conversion and
feature size. Conversely, the two-color irradia-
tion scheme used here maintains confinement
even at extended irradiation times, enabling the
fabrication of features possessing both small size
and high, relatively uniform conversions through-

out the material; experimental confirmation of
this confinement is presented in Materials and
Methods.

Themonomer, photoinitiator, co-initiator, and
photoinhibitor used in this study are shown in
Fig. 2, A to D. The monomer, triethylene glycol
dimethacrylate (TEGDMA), is readily polymer-
ized to form a cross-linked, gelled polymer via a
chain-growth, radical-mediated mechanism.
Nonoverlapping absorption bands for the photo-
initiator and photoinhibitor allow each of the two
irradiating wavelengths to perform their role with-
out encroaching on the role of the other wave-
length. Thus, the camphorquinone (CQ)/ethyl 4-
(dimethylamino)benzoate (EDAB) visible-light
photoinitiation system was chosen in combination
with the UV-active tetraethylthiuram disulfide
photoinhibitor because camphorquinone does not
absorb in the near-UV (Fig. 2E). Blue-light irra-
diation of TEGDMA formulated with CQ/EDAB
and TED excites the photoinitiator (CQ) and ini-
tiates the polymerization via carbon-centered rad-
icals, whereas irradiation with UV photocleaves
the TED, producing sulfur-centered dithiocar-
bamyl (DTC) radicals (16) that recombine with
propagating radicals, end-capping the polymer
chain and terminating the polymerization.

Methacrylate conversion profiles during ir-
radiation of the formulated TEGDMAwere mea-
sured by using time-resolved Fourier transform
infrared spectroscopy (Fig. 3A). Whereas the po-
lymerization proceeds rapidly upon irradiation
with visible light, UV irradiation generates a very

low polymerization rate, both in the presence and
the absence of visible-light irradiation. Further,
raising the UV intensity during co-irradiation of
the resin with both visible and UVmonotonically
decreases the polymerization rate over the inten-
sity range examined (Fig. 3, A and B), demon-
strating effective photoinduced inhibition of the
polymerization.

For this system to be translated to photo-
lithography, the reduction in polymerization rate
upon UV irradiation needs to be reflected in the
time to gelation. The gel point occurs at a critical
extent of reaction in a cross-linking system when
a single macromolecule first spans the sample
and the material transitions from a liquid to a
cross-linked, insoluble gel (17). This point rep-
resents the conversion threshold where ungelled
material is still soluble and is readily removed
while gelled material remains. The time to gelation
for the TEGDMA formulation, as determined by
the G′-G″ crossover during parallel-plate rheom-
etry of the material being cured in situ, increased
from 50 s for visible irradiation (469 nm, 8
mW/cm2) to 255 s for simultaneous visible and
UV co-irradiation (469 nm, 8 mW/cm2 and 365
nm, 64 mW/cm2, respectively). Delayed gela-
tion occurred in regions simultaneously irra-
diated by visible and near-UV light, whereas
gelation occurred more rapidly in regions irra-
diated exclusively with visible light, enabling
facile discrimination between regions exposed
to one or both wavelengths. A simple demon-
stration exploiting this contrast between gela-

Fig. 4. Scanning electron micro-
graphs of polymerized features. (A)
Voxels polymerized on a micro-
scope slide using a 0.45-NA singlet
lens and the coincident Gaussian
blue/GL UV irradiation scheme,
observed at 45° and normal to the
slide surface. The blue power was
held constant at 10 mW while the
UV was progressively increased.
The UV power, from left to right,
was 0, 1, 2.5, 10, and 100 mW. The
exposure time was 8 s for each dot.
Scale bars, 10 mm. (B) Profile of a
voxel similarly fabricated but with
10 mW of blue power and 110 mW
ofUV focused at 1.3NA, then imaged
via SEM at normal incidence. The
SEM intensity on the white line (inset) is plotted as squares
against the expected polymerization profile (green) obtained by a
double-parameter fit of the initiation (blue) and inhibition
(violet) rate profiles, as shown. (C) Polymer column fabricated
by using the same conditions as Fig. 4B. The focus was trans-
lated normal to the glass slide at a velocity of 0.125 mm/s for 3 mm.
The high aspect ratio caused the column to fold during the solvent
wash, leaving it lying on the glass surface. Scale bar, 200 nm.
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tion times was performed by using a photo-
mask lithographic approach as shown in Fig. 3C,
where resin on a transparent substrate is
irradiated uniformly through the substrate with
the initiating wavelength while being irradiated
by the inhibiting wavelength through a photo-
mask. As a result, themasked region polymerizes
and becomes insoluble, whereas the unmasked
region remains liquid and is readily washed away.

The fabrication of complex, 3D microstruc-
tures requires that the doughnut of inhibiting
radicals created spatially to refine the polymeri-
zation region be translated in conjunction with
the writing spot without leaving a termination
trail. This desired behavior in turn requires that
the inhibiting species are rapidly eliminated in the
absence of the photoinhibition irradiation wave-
length. The rapid cessation of photoinhibition in
the current system is demonstrated in Fig. 3D.
During UV irradiation periods, the polymeriza-
tion slowed dramatically, as evidenced by the
reduced rate of increase in the storage and loss
moduli; however, when the UVirradiation ceased,
the polymerization rate underwent an immediate
and marked increase.

To demonstrate that this polymerization rate
control is useful to initiate polymerization below
the optical diffraction limit, as predicted by Fig.
1D, we implemented the direct-write lithography
scheme shown in Fig. 1A. Polymer voxels were
created on a glass substrate and imaged by
scanning electron microscopy (SEM) after sol-
vent wash, as shown in Fig. 4A. As predicted in
Fig. 1D, increasing the UV power, and therefore
the photoinhibition rate, of the GL mode
progressively reduces the voxel diameter in a
controllable manner. In the sequence shown, the
constant-power, 1.3-mm (full width to 1/e2) blue
focus has written polymer voxels with diameter
varying from 3.6 mm with no UV down to 200
nm for strong UV inhibition at 100 mW UV
irradiation power. This resolution is typical of
two-photon initiation using ~1.4 numerical
aperture (NA) lenses (2, 5) with aberration-
limited depth ranges of tens of mm; the much
lower NA demonstrated here enables mm-scale
thicknesses. In Fig. 4B we show the ability to
create 110-nm voxels full width and 65 nm full
width at half maximum by using a 1.3-NA lens
and measured by SEM, approaching the size of
the smallest features produced with use of two-
photon photopolymerization (6). Continuous writ-
ing under these conditions with the superimposed
Gaussian/GL irradiation scheme is shown in Fig.
4C, resulting in lines of similar diameter. Reduction
of voxel diameters using this irradiation scheme
could be effected in other materials such as those
containing reversibly photodimerizable functional-
ities, where dimers are created by irradiation at one
wavelength and cleaved by irradiation at a
different wavelength; however, photoreversibil-
ity precludes translation of a writing spot and
disallows fabrication of dense, 3D structures.

Two-photon photopolymerization has been
described as the only microprocessing approach

with intrinsic 3D fabrication capability (18).
Although the optical approach demonstrated here
produces confinement of the polymerized region
along only two axes, manipulation of the photo-
inhibiting wavelength into a bottle beam profile
(19) would induce confinement along the third
axis, thus allowing fabrication of 3D structures
with sub–100-nm isotropic resolution. Because
single-photon absorption cross sections are often
orders of magnitude larger than two-photon cross
sections, this photoinitiation-photoinhibition sys-
tem facilitates the use of inexpensive continuous
wave (CW) diode lasers and very high write
velocities. Thus, this single-photon approach to
nanolithography uses dramatically cheaper hard-
ware and scales to much higher throughput.
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Confining Light to Deep
Subwavelength Dimensions
to Enable Optical Nanopatterning
Trisha L. Andrew,1 Hsin-Yu Tsai,2,3 Rajesh Menon3,4*

In the past, the formation of microscale patterns in the far field by light has been
diffractively limited in resolution to roughly half the wavelength of the radiation used.
Here, we demonstrate lines with an average width of 36 nanometers (nm), about
one-tenth the illuminating wavelength l1 = 325 nm, made by applying a film of thermally
stable photochromic molecules above the photoresist. Simultaneous irradiation of a second
wavelength, l2 = 633 nm, renders the film opaque to the writing beam except at nodal sites,
which let through a spatially constrained segment of incident l1 light, allowing subdiffractional
patterning. The same experiment also demonstrates a patterning of periodic lines whose
widths are about one-tenth their period, which is far smaller than what has been thought to
be lithographically possible.

Optical patterning is the primary enabler
of microscale devices. However, the
Achilles heel of optics is resolution.

The far-field diffraction barrier limits the reso-
lution of optical systems to approximately half

the wavelength (1) and therefore restricts nano-
scale patterning at visible wavelengths. Scan-
ning electron beam patterning has thus become
the preferred method for fabricating nano-
structures. However, electrons are affected by
extraneous electromagnetic fields, limiting the
accuracy with which patterns can be placed
relative to one another (2). Furthermore, elec-
tron flux is limited by mutual repulsion effects,
constraining the patterning speed (3). The vac-
uum environment and electron lenses increase
system complexity and cost. Alternatively, the
diffraction barrier can be overcome in the optical
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near field (4). The high spatial frequencies
present in the optical near field are evanescent,
and hence the recording medium needs to be
placed at a precisely controlled nanometric dis-
tance from the source of the optical near field
(5–7). By placing a prepatterned photomask in
intimate contact with the photoresist, the op-
tical near field may be recorded (8). In this
case, high resolution is achieved at the expense
of an inflexible and costly photomask and the
high probability of contamination of the con-
tacted surfaces. An alternative approach scans
one or many nanoscale tips in close proximity
to the sample (9). Precisely maintaining the
gap between the tip (or tips) and the sample is
problematic, especially when patterning over large
areas or with multiple near-field probes (10).
Plasmonic lenses can alleviate some of these
problems (11), but they still require gaps of
<100 nm and nanometric gap control (12, 13).

To overcome these limitations, we used a
thin photochromic film on top of the record-
ing photoresist layer. The molecules chosen to
comprise the film adopt two isomeric forms
that interconvert on respective absorptions of
light at ultraviolet (l1) and visible (l2) wave-
lengths (14). We simultaneously applied both
colors in an interference pattern that overlaps
peaks at l1 with nodes at l2. Absorption at
l1 generates the isomer transparent at that wave-
length, but regions exposed to l2 revert to the
initial isomer and continue to absorb at l1,
protecting the photoresist. Only at the l2 nodes
does a stable transparent aperture form (Fig.
1A) (15). Photons at l1 penetrate this aperture,
forming a nanoscale writing beam that can
pattern the underlying photoresist. The size of
the aperture decreases as the ratio of the in-
tensity at l2 with respect to that at l1 increases
(15, 16). This technique, which we refer to as
absorbance modulation, can therefore confine
light to spatial dimensions far smaller than the
wavelength.

Furthermore, because the photochromic mol-
ecules recover their initial opaque state, spatial
periods smaller than the incident wavelengths
can be achieved by repeated patterning (17). In
Fig. 1B, we plot the simulated full width at
half maximum (FWHM) of the transmitted
light at l1 as a function of the ratio of in-
tensities at the two wavelengths, illustrating
that the transmitted light is spatially confined
to dimensions far below the wavelength. In
other words, optical near fields are generated
without bringing a physical probe into close
proximity with the sample. In the past, we
used an interferometric setup to illuminate an
azobenzene polymer–based photochromic film
with a standing wave at l2 and uniform illumi-
nation at l1 (16). Although linewidths as small
as l1/4 were demonstrated, the thermal in-
stability of the azobenzene polymer as well as
the nonnegligible sensitivity of the underlying
photoresist to l2 prevented further scaling below
100 nm.

For optimum performance, it is essential
that the photochromic molecules are thermally
stable; otherwise, the size of the writing beam
becomes dependent on the absolute intensities
rather than their ratio alone. If the photochro-
mic molecule in the transparent state is ther-
mally unstable, then at low-l1 intensities the
thermal back-reaction overwhelms the forward
(opaque-to-transparent) reaction, essentially clos-
ing the aperture. The FWHM of the resulting

beam shows a minimum. This is illustrated in
Fig. 1B, in which the photochromic parame-
ters of 1,2-bis(5,5′-dimethyl-2,2’-bithiophen-yl)
perfluorocyclopent-1-ene (compound 1) (Fig.
1C) were assumed (18). A thermal rate constant
of 5 × 10−4 s−1 was assumed for the dashed
curve. The incident illumination is modeled as
standing waves with a period of 350 nm (l2 =
633 nm) and 170 nm (l1 = 325 nm). Both
curves were calculated by decreasing the peak

Fig. 1. The scheme of absorbance modulation. (A) The photochromic layer turns transparent upon
exposure to l1 and opaque upon exposure to l2. When illuminated with a node at l2 coincident
with a peak at l1, a subwavelength transparent region (or aperture) is formed through which
photons at l1 penetrate, forming a nanoscale optical writing beam. (B) FWHM of the intensity
distribution at l1 directly beneath the photochromic layer as a function of the ratio of the peak
intensities at the two wavelengths. When the photochromic molecules are thermally stable [the
thermal rate constant (k) = 0], the size of the writing beam decreases monotonically, far below the
wavelength. However, when a thermal instability is present (k = 5 × 10−4 s−1), the smallest beam
size is limited, as shown by the dashed line. (C) Structures of the open- and closed-ring isomers of
compound 1. (D) Absorbance spectra of compound 1 in the open and closed forms in hexane. e is
the decadic molar absorptivity.
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intensity of the l1 standing wave while main-
taining the peak intensity of the l2 standing
wave equal to 1 kW m–2 and repeating the
numerical simulation for each intensity ratio.
Although this deleterious effect can be over-
come by using higher intensities at both wave-
lengths while maintaining the required intensity
ratio, it is highly desirable to achieve nanoscale
resolution at low intensities. For this reason, we
turned our attention to thermally stable classes
of photochromes, such as fulgides (19) and
diarylethenes (20). In both of these classes of
photochromes, photoinduced electrocyclic rear-
rangements transform a colorless (UV-absorbing)
triene system into a highly colored cyclohexadiene
photoproduct and vice versa. Because covalent
bonds are either formed or broken during the
photoisomerization process, conversion between
the open-ring and closed-ring isomers is primar-
ily photoinitiated, and the thermal contribution
to this isomerization is negligible.

Initial investigations of furyl fulgide (21)
as the active component in the absorbance-
modulation layer (AML) revealed a suscepti-
bility to photodegradation that significantly

reduced the concentration of this photochrome
in the AML with prolonged irradiation. Cursory
analysis of some fulgides reported in the chem-
ical literature confirmed that many fulgides dis-
play a lack of fatigue resistance because of
photooxidation of either their triene or hetero-
cyclic moieties (19). Therefore, we explored a
comparatively photostable class of thiophene-
substituted fluorinated cyclopentenes as poten-
tial photochromes for absorbance modulation.
The perfluorinated bridge in these systems pre-
vents photooxidation of the active triene moiety
and suppresses competing nonproductive isom-
erization pathways. Specifically, compound 1
(Fig. 1C) was chosen for use in the AML be-
cause it displayed an absorption band centered
at 313 nm in the open state and one centered at
582 nm in the closed state (Fig. 1D). These spec-
tral features allowed the use of the 325-nm line
of the helium-cadmium laser and the 633-nm
line of the helium-neon laser for the writing and
the confining beams, respectively. High inten-
sities could be applied at the nodal wavelength
l2 because 633-nm light has no effect on most
photoresists.

Pertinent photophysical constants, such as
absorption coefficients and photoreaction quan-
tum yields, were measured for compound 1 at
room temperature in hexane solution [table S1
and supporting online material (SOM) text].

In order to spin-cast the photochromic layer,
we used a 30 mg ml–1 solution of poly(methyl
methacrylate) (PMMA) in anisole doped with
92 weight percent compound 1 (with respect
to PMMA) (20). The photochromic layer was to
be placed atop a photoresist layer in order to
record the transmitted light at l1. The solvent
for the PMMA matrix, anisole, distorts the de-
velopment rate of the photoresist. Therefore, a
barrier layer of polyvinyl alcohol (PVA) was
placed in between the two layers. The barrier
layer also prevents any interdiffusion between
the two layers. Because the high–spatial fre-
quency content of the nanoscale writing beam is
evanescent, it is important to keep the thickness
of the PVA layer as small as possible.

In order to illustrate the effect of the thick-
ness of the PVA layer on the linewidth of the
pattern, we simulated the transmission of light
through a subwavelength aperture in a metal

Fig. 2. Effect of barrier-layer thickness on the patterned linewidth. (A)
FDTD simulation of light transmission through a one-dimensional
subwavelength aperture. The incident light was assumed to be a
uniform plane wave with an electric field polarized into the plane of the
figure. The metal was assumed to have e = 0.85 + i2.01. The metal film
was placed in air. (B) Cross sections of the normalized intensity
distributions at different distances from the aperture. The evanescent
high spatial frequencies die away from the aperture, and the linewidth
(defined by the FWHM) increases.

Fig. 3. Scanning elec-
tron micrographs of cross
sections of exposed and
developed lines in pho-
toresist in which the PVA
barrier layer thickness was
(A) 25 nm and (B) 8 nm,
respectively. The thinner the
PVA layer is, the straighter
is the resist sidewall and
smaller is the exposed line.
In both cases, the period
of the lines is 350 nm,
corresponding to the pe-
riod of the l2 standing wave.
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film using custom software that implements the
finite-difference time-domain (FDTD) method
(22). When a subwavelength aperture is illumi-
nated, the transmitted light is primarily composed
of evanescent high–spatial frequency compo-
nents. These components decay exponentially
away from the aperture, increasing the FWHM
of the transmitted light. The illumination of a
one-dimensional aperture with a width of 75 nm
was simulated with a plane wave with a wave-
length of 325 nm, as shown in the schematic in
Fig. 2A. The electric field of the incident wave
was polarized normal to the plane of the figure.
The time-averaged intensity of the scattered light
was calculated at steady state. Cross sections of
the normalized intensity distribution in planes
parallel to the aperture at varying distances from
the aperture were computed and plotted in Fig.
2B. Clearly, the transmitted light is substantially
broadened with distance from the aperture.
Furthermore, the peak intensity at the center of
the line also falls exponentially with distance
from the aperture.

These theoretical predictions were qualita-
tively confirmed by our experimental results.
Figure 3, A and B, shows scanning electron
micrographs of the cross sections of exposed
and developed photoresist with PVA barrier
layer thicknesses of 25 nm and 8 nm, respec-
tively. With the 25 nm layer, the exposed line
exhibits considerable broadening with depth into
the photoresist. The sidewall profile bears a quali-
tative resemblance to the intensity contours in
Fig. 2A. With the thinner PVA, this linewidth
broadening is noticeably curtailed, and the pho-
toresist exhibits vertical sidewalls. This result
also suggests that an ultrathin photoresist layer
may be necessary to faithfully record the high
spatial frequencies in the near field, which is in
agreement with earlier work (23).

To minimize this effect of line broadening,
we used a PVA film thickness of 8 nm, which
was found to be sufficient to protect the photo-
resist from the solvent for the photochromic
layer. Samples consisted of a silicon substrate
spin-coated with 200 nm of anti-reflection coat-
ing, 200 nm of photoresist, 8 nm of PVA, and
410 nm of the photochromic layer. After expo-
sure, the samples were rinsed in de-ionized water
in a sonicator for about 5 min, which removed
the PVA layer as well as the photochromic over-
layer. The photoresist was baked on a hotplate at
120°C for 90 s and developed in 0.26 N tetra-
methyl ammonium hydroxide for 60 s. The re-
sulting patterns were inspected in a scanning
electron microscope after sputter-coating them
with ~2 nm of a palladium/gold alloy.

The exposure system was a modified Lloyd’s-
mirror interferometer (fig. S5), consisting of a
mirror at right angles to a vacuum chuck that
held the sample. This configuration was illumi-
nated at l1 = 325 nm and l2 = 633 nm. The
angles of incidence of the two wavelengths were
adjusted so that the resulting standing waves on
the sample had periods of 350 nm at l2 = 633 nm
and 170 nm at l1 = 325 nm (18). As illustrated
in Fig. 4A, the nodes of the l2 standing wave
approximately coincide with every other peak of
the l1 standing wave. Photokinetic simulation
using the extracted photochromic parameters re-
veal that the transmitted light at l1 is substan-
tially narrower than the diffraction limit. The
scanning electron micrograph in Fig. 4B shows
that the average width of the lines recorded in
the photoresist was 36 nm close to one tenth of
l1. Furthermore, the narrow lines were spaced
by 350 nm, which corresponds to the period of
the l2 standing wave. We separately confirmed
that the photoresist is not sensitive to the l2
photons. Those l1 peaks that coincide with the

l2 peaks are suppressed beyond the photochro-
mic layer. We confirmed this experimentally by
recording lines at lower intensity ratios and ex-
amining their cross sections in the scanning
electron microscope (fig. S6). In our current set-
up, in order to maintain high intensity in the
l2 peaks, it was necessary to forgo spatial fil-
tering of the l2 illumination. High-frequency
noise therefore persisted in the l2 standing
wave, causing line edge roughness as well as
the line-width variation in the photoresist pat-
terns. Nevertheless, these results clearly demonstrate
the feasibility of deep subwavelength localiza-
tion of light by using absorbance modulation.

Furthermore, these results also demonstrate
the feasibility of patterning periodic lines far
smaller than their spatial period. Because the ab-
sorbance of the AML is reversible, interspersed
multiple exposures could pattern lines spaced
apart by a distance far smaller than the far-field
diffraction limit of the optical system. Although
the current demonstration utilized one-dimensional
standing waves, we anticipate straightforward
extension to two-dimensional peaks and nodes,
which can be generated with diffractive micro-
optics (24, 25). Furthermore, such nanoscale
optical beams may also be useful for optical nano-
scopy (26).
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Size and Shape of Saturn's
Moon Titan
Howard A. Zebker,1* Bryan Stiles,2 Scott Hensley,2 Ralph Lorenz,3
Randolph L. Kirk,4 Jonathan Lunine5

Cassini observations show that Saturn’s moon Titan is slightly oblate. A fourth-order spherical
harmonic expansion yields north polar, south polar, and mean equatorial radii of 2574.32 T
0.05 kilometers (km), 2574.36 T 0.03 km, and 2574.91 T 0.11 km, respectively; its mean radius is
2574.73 T 0.09 km. Titan’s shape approximates a hydrostatic, synchronously rotating triaxial
ellipsoid but is best fit by such a body orbiting closer to Saturn than Titan presently does.
Titan’s lack of high relief implies that most—but not all—of the surface features observed with the
Cassini imaging subsystem and synthetic aperture radar are uncorrelated with topography and
elevation. Titan’s depressed polar radii suggest that a constant geopotential hydrocarbon table could
explain the confinement of the hydrocarbon lakes to high latitudes.

The Cassini spacecraft has been orbiting
Saturn for 4 years, observing Titan pe-
riodically. When close to Titan, it can re-

turn surface elevation data from a nadir-pointing
radar altimeter (1) and a multiple-beam synthetic
aperture radar (SAR) imaging system (2, 3). We
have used these radar instrument modes to
estimate the surface elevation by measuring the
time delay of the altimeter echoes and the pre-
cise radar look angle to points on the surface by
processing the multibeam SAR images with
monopulse methods (Fig. 1) (4).

In the radar altimeter mode, the instrument
transmits energy nearly vertically to the plane-
tary surface below and records the received echo
as a function of time; we corrected the data for
biases due to mis-pointing errors (1). The Cassini
altimetry data products record both the leading-
edge location and the average delay of the return
echo, but we used the mean return in order to
estimate the mean surface height.

The SAR imaging system on Cassini com-
prises five parallel beams that produce a much
wider ground swath than would have been pos-
sible with the use of a single beam. Each beam

is time-shared in order to maintain a contiguous
swath on the ground (5, 6), so we sacrificed along-
track resolution, averaging, and signal-to-noise
ratio for the sake of the increased swath width.
This is the burst-mode or ScanSAR imaging con-
figuration, and it returns five overlapping obser-

vation swaths from the surface. The differencing
of power images from the overlapped sections
of adjacent beams forms an amplitude mono-
pulse system to measure the precise angle to a
given point on the ground (4, 7), which, combined
with knowledge of the spacecraft imaging ge-
ometry, yields a surface height measurement.
Hence, under this analysis, most of the SAR im-
aging passes also provide estimates of the ele-
vation at the beam overlap regions. Although
this method is more elaborate than altimetry, it
provides wider coverage because SAR imag-
ing is used more often. We used all possible
beam overlaps containing pixels sufficiently
bright that the intensity differences were mean-
ingful. The effective footprint of each measure-
ment is roughly the SAR resolution (0.5 km) in
the range direction and 10 km in the along-track
direction.

These techniques show that the poles of
Titan lie at lower elevations than the equator and
that the topography also varies longitudinally
(Fig. 1). Measurements in the polar regions yield
elevations of about –600 to –700 m, referenced
to a 2575-km-radius sphere, whereas Titan’s
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Fig. 1. Titan elevations observed with altimeter and SAR monopulse radar modes, cylindrical projection,
displayed as deviation from an ideal 2575 km sphere located at Titan’s barycenter. Locations on the figure
give the latitude and west longitude of each measurement. Far more coverage is available from the
monopulse mode than from altimetry, but these data are not as accurate as the altimeter measurements.
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highest areas approach +400 m. Errors in both
the altimetry and monopulse data depend mainly
on ephemeris accuracy and spacecraft pointing

control (1, 7). The Cassini orbit reconstructions
we used (8, 9) are accurate at the 10- to several-
hundred-meter level, with the out-of-plane com-

ponent being most uncertain; pointing uncertainty
leads to another 50 to 100 m for both data sets.
Absolute errors up to 400 m are not uncommon
on a point-by-point basis, because SAR mono-
pulse measurements depend critically on pointing
knowledge. We applied a network adjustment to
reduce these raw errors by about a factor of 2
(7). We calculated formal errors in all of our so-
lutions and found that for the low-order harmonic
and ellipsoid solutions, errors ranged from 10 to
110 m (10), because we retrieved very few pa-
rameters in our inversion procedure, and we have
18 altimeter and 24 monopulse uncorrelated radar
acquisition tracks. These uncertainties do not re-
flect systematic errors, such as any unknown deg-
radation in the satellite ephemeris reconstruction
on passes that diverge from the ecliptic plane, so
that polar elevations may be systematically higher
or lower because of errors in satellite position. A
detailed description of the error analysis is given
in the supporting online material (SOM).

We used the data described above to estimate
the global shape of Titan. We fit the observations
to ellipsoids and to low-order spherical harmonic
series to examine the global properties of the
inferred shape. Both sets of solutions gave sim-
ilar estimates for polar and equatorial radii but
differed in the exact body shape we inferred.
Because the data are relatively sparse, and par-
ticularly lacking in the far southern hemisphere,
harmonic expansions tend to be highly oscilla-
tory and error-prone for this region. Therefore,
we used constrained inversion methods to dis-
card the unlikely solutions that yet fit the data at
the measured locations (7). We required the
solution to be nearly spherical and selected the
degree of constraint by examining the error in
the data-sparse south polar region, picking its
least value that still allowed matching this sub-
set of observations. To find the reference sphere
size, we iterated the solution until its mean
radius was equal to the constraint radius.

We determined the best-fitting, translated,
and rotated sphere, biaxial ellipsoid, and triaxial
ellipsoid by minimizing the root mean square
(RMS) difference between the observations and
each solution, weighted by the uncertainty in the
observations (Table 1) (11). The misfit of the
solution ranges from 190 to 360 m RMS, show-
ing that more degrees of freedom in the model
lead to a better fit. The ellipsoid parameters
follow from combinations of all data points and
thus exhibit far less uncertainty than an individ-
ual elevation measurement. We used a diagonal
approximation to the data covariance matrix,
justifiable because the data collected on differ-
ent passes are generally uncorrelated. For the
ellipsoid solutions, the poles are of lower ele-
vation than the equator; in the triaxial case, a
local maximum occurs at about 330°W longi-
tude (Fig. 2A).

The spherical harmonic fits also show that
the poles are low and the equator is high (Fig.
2B). The details of the solutions are different
but the general shape is maintained. In this fourth-

Table 1. Best-fit surfaces to Titan elevation data. The ellipsoid axis a is the long axis pointing to
Saturn, c is the polar axis, and b is the orthogonal equatorial axis. All results are in kilometers,
except for rotations, which are in degrees.

Ellipsoids Spherical harmonics

Sphere Biaxial Triaxial Order 4

a axis 2574.97 T 0.01 2575.06 T 0.01 2575.15 T 0.02
b axis 2574.97 T 0.01 2575.06 T 0.01 2574.78 T 0.06
c axis 2574.97 T 0.01 2574.51 T 0.05 2574.47 T 0.06
a translation 0.03 T 0.01 0.04 T 0.02 0.06 T 0.02
b translation 0.30 T 0.02 0.35 T 0.02 0.39 T 0.03
c translation –0.26 T 0.02 –0.06 T 0.03 –0.02 T 0.03
a axis rotation –5.9° T 2.6° –16.2° T 5.3°
b axis rotation 0.9° T 2.3° 4.6° T 1.8°
c axis rotation 0.9° T 3.7°
North polar radius 2574.71 T 0.02 2574.46 T 0.06 2574.47 T 0.07 2574.32 T 0.05
South polar radius 2575.23 T 0.02 2574.58 T 0.06 2574.52 T 0.07 2574.36 T 0.03
Mean equatorial radius 2574.97 T 0.01 2575.05 T 0.01 2574.95 T 0.06 2574.91 T 0.11
Mean radius 2574.73 T 0.09
Data RMS misfit 0.32 0.28 0.26 0.19

Fig. 2. (A) Best-fit trans-
lated, rotated, triaxial el-
lipsoid. Measurements are
plotted on top of the el-
lipsoid, exhibiting contrast
where they differ from
the solution. Color indi-
cates elevation relative to a
2575 km reference sphere
at Titan’s barycenter. Data
plotted using a Mollweide
projection to convey the
areas associated with ele-
vation features. (B) Fourth-
order spherical harmonic
fit to elevation data, using
same conventions.

Table 2. Triaxial ellipsoid in synchronous rotation. The present value of q (w2R3/GM) = 0.00003957.
Calculated values are from first-order equations (23), with homogeneity parameter (H) = 1 for the
homogeneous case and H = 0.56 for a layered Titan, assuming a mantle density of 0.9 g cm–3.

Observed

Calculated,
homogeneous Titan

Calculated,
layered Titan

q
(at present) q′ = q × 1.25 q

(at present) q′ = q × 2.23

Equatorial radius
toward Saturn (a)

2575.15 T 0.02 2575.10 2575.17 2574.97 2575.17

Orthogonal
equatorial radius (b)

2574.78 T 0.06 2574.72 2574.69 2574.75 2574.69

Polar radius (c) 2574.47 T 0.06 2574.59 2574.53 2574.69 2574.53
RMS error (observed

versus calculated)
0.08 0.06 0.16 0.06
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order solution, a maximum occurs at 25°S, 305°W;
other high-elevation regions can be found be-
tween T45°N and 120° to 240°W. Spherical
harmonics with other order expansions have a
different elevation distribution but preserve the
polar and mean equatorial values as seen above
(Table 1; complete solutions up to the seventh
order are given in the SOM).

The north and south polar radii are similar
and agree within the formal errors for our solu-
tions. The mean equatorial radius is very close
to 2575 km. The ellipsoidal fits also show an
offset between the center of figure and the cen-
ter of mass, mainly in the along-orbit direction,
of about 300 to 400 m. Although this could be a
physical effect, it can also result from a nonel-
lipsoidal Titan figure or even systematic space-
craft ephemeris errors.

We compared our measurements of Titan to
those predicted from a uniform, synchronously
rotating, triaxial spheroid model in hydrostatic
equilibrium (Table 2). Our fit yields an equa-
torial bulge a-c of 0.68 km and an equatorial
asymmetry a-b of 0.37 km, approximating the
expected shape of an ellipsoid in synchronous
rotation (12). The RMS misfit of the three ob-
served ellipsoid radii to the theoretical homo-
geneous planet case is 0.08 km, and the fit can
be made even closer (0.06 km) if we increase
the ratio of centrifugal to gravitational acceler-
ation at the satellite surface (q) (w2R3/GM) (12)
by 25% (w, rotation rate; R, radius; G, gravita-
tional constant; M, mass of Titan).

On the basis of thermal modeling (13, 14)
and measurements of changes in rotation rate,
and by analogy with other large satellites, we
expect Titan to have differentiated into a rock-
rich, or possibly rock-iron, core with an outer
ice/water mantle on the order of 100 km thick
and crust that is less dense (~0.9 g cm–3) than
the global average density (1.88 g cm–3). Under
these conditions, q must be 2.23 times greater to
minimize the misfit, implying that Titan’s orbital
radius was perhaps 77% of its present value
when its shape was set. “Frozen-in” shapes from
previous rotational states have been suggested
for Earth, the Moon, Mars, and most recently
for Iapetus (15). Although it may be unlikely

that tidal dissipation in Saturn is responsible for
any migration of Titan’s orbit, other mechanisms
are possible, analogous perhaps to the proposed
expansion of giant-planet orbits around the Sun
by planetesimal scattering (16). Titan’s observed
shape is more consistent with a body orbiting
closer to Saturn.

Despite the closeness of fit of our observa-
tions to the triaxial ellipsoid just described, the
ratio (b-c)/(a-c) for our data is 0.46 rather than
the theoretical 0.25. Given our uncertainties, it is
possible but not particularly likely that this ratio
is 0.3 or even less, so that Titan may indeed be
in hydrostatic equilibrium. Still, we cannot con-
clusively state that Titan is a synchronously ro-
tating hydrostatic body.

Titan's geomorphology shows that substan-
tial masses of surface material, in the form of
polar lakes of liquid hydrocarbons or the equa-
torial dune sands, can be transported over global
distance scales perhaps more quickly than the
internal structure can adjust to changing loads
(17, 18). Although both dunes and lakes appear
to be active today, we cannot say whether enough
mass can be moved on time scales sufficiently
short to lead to a shape inconsistent with Titan’s
present orbit. It is also possible, as has been pro-
posed for Europa (19), that topography can result
from uneven heating of the icy shell. If heating
is greater at the poles than the equator, an appar-
ent equatorial bulge is produced.

We plotted the fifth-order global elevation
solution over an image mosaic derived from the
Cassini imaging subsystem (20) in order to ex-
amine relationships between observed image fea-
tures and elevation (Fig. 3). Xanadu (21) is the
most prominent surface region and was long
speculated to be elevated. The optical and radar
images indicate that it is a very rough, moun-
tainous terrain, but its regional elevation is low.
Other large-scale surface features do not appear
to be correlated with elevation in our solutions.

These global elevation solutions may help in
understanding the distribution of the Titan lakes.
The lakes occur mainly in the polar regions
(22), with a preference for the north polar area
in the data collected to date by Cassini. If we
posit that the lakes are surface expressions of a

more or less continuous liquid organic “water
table,” then the lower elevations of the poles
could lead to the observed preponderance of
lakes at high latitudes. However, whether the
polar surface intersects a methane table depends
on its distance from a constant gravity potential
surface, and not on its elevation from the bary-
center, because the equipotential may be de-
pressed as well at the poles.
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Fig. 3. Fifth-order solu-
tion (color) plotted over
Cassini imaging mosaic
of Titan surface. The out-
lined feature slightly south
of the equator and west
of 90° W is Xanadu, the
largest identified region
on Titan and believed to
be a mountainous terrain.
Two black outlines are
shown. The inner region
is the brightest portion of
Xanadu, and the outer
line denotes an extended Xanadu including less-dark but otherwise texturally similar material. Xanadu
seems to be systematically lower than other parts of the equatorial belt, and not uplifted like most
mountainous areas on Earth.
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Observing the Quantization of Zero
Mass Carriers in Graphene
David L. Miller,1* Kevin D. Kubista,1* Gregory M. Rutter,2 Ming Ruan,1 Walt A. de Heer,1
Phillip N. First,1† Joseph A. Stroscio2†

Application of a magnetic field to conductors causes the charge carriers to circulate in cyclotron orbits
with quantized energies called Landau levels (LLs). These are equally spaced in normal metals and
two-dimensional electron gases. In graphene, however, the charge carrier velocity is independent of
their energy (like massless photons). Consequently, the LL energies are not equally spaced and include
a characteristic zero-energy state (the n = 0 LL). With the use of scanning tunneling spectroscopy of
graphene grown on silicon carbide, we directly observed the discrete, non-equally–spaced energy-level
spectrum of LLs, including the hallmark zero-energy state of graphene. We also detected characteristic
magneto-oscillations in the tunneling conductance and mapped the electrostatic potential of
graphene by measuring spatial variations in the energy of the n = 0 LL.

The two-dimensional (2D) form of carbon
(i.e., graphene) is of interest not only
because of its potential in nanoelectronics

(1, 2), but also because it displays several in-
triguing fundamental properties. One of these,
the half-integer quantumHall effect (QHE) (3, 4),
results from the symmetry of graphene’s honey-
comb crystal structure, which can be viewed as
two equivalent hexagonal sublattices of carbon
atoms. The same symmetry gives rise to unusual
Landau levels (LLs) that are not equally spaced
in energy but vary with both the square root of
the magnetic field and the Landau index. This
new LL spectrum, with its characteristic zero-

energy state (LL index n = 0) is emblematic of
graphene and contains information unavailable in
QHE measurements. Recent LL spectra acquired
on the surface of graphite are complex and have
been interpreted as being dominated by graphitic
stacking through several layers (5) or as amixture
of a Dirac-fermion spectrum and the spectrum of
bulk graphite (6). Similar measurements for sin-
gle layer graphene samples have yet to be re-
ported, in part because of the small sample sizes
obtained in the exfoliation technique. Indirect
measurement of the graphene LL structure have
been obtained by measuring the transitions be-
tween LLs through the use of cyclotron reso-
nance (7, 8).

In this report, we present scanning tunneling
spectroscopy (STS) measurements of the graphene
Landau quantization in samples grown on SiC.
These experiments are free of the complications
of previous studies because the graphene layers
grown on SiC are electronically decoupled (9).

We demonstrate an innovative STSmeasurement
technique with tunneling magneto-conductance
oscillations (TMCOs). These magneto-oscillations
are distinctly different from traditional Shubnikov–
de Haas oscillations (SdHOs) in transport mea-
surements, as they measure the band structure
properties at a variable tunneling energy rather
than a single energy at the Fermi surface. Using
the TMCOmeasurements, wemap the low-energy
dispersion of graphene with an energy resolution
of 2.8 meV, and we extend these measurements
of energy versus momentum into the empty
electronic states that are inaccessible to photo-
electron spectroscopy. A fundamental charac-
teristic of quantized cyclotron orbits in graphene
is the n = 0 LL (LL0) made up of both electron
and hole carriers and located at exactly ED, the
energy of the Dirac (charge neutrality) point. We
determined the local electrostatic potential of
graphene on SiC with atomic scale resolution by
spatially mapping the variation in LL0. We find
the spatial variation of the local potential to be
smoother than previously observed in exfoliated
graphene on SiO2 substrates (10, 11).

The experiments were performed at 4.3 K
in a custom-built cryogenic ultrahigh vacuum
scanning tunneling microscope (STM) with high-
magnetic-field capability. Multiple layers of
graphene were grown on the hydrogen-etched
carbon-face of 4H−SiCð0001Þ, via a low-vacuum
induction furnace method (12), to a thickness of
10 T 1 layers, as determined by ellipsometry (13).
TMCO measurements, described below, were
performed by sweeping the magnetic field at
0.04 T/min and measuring dI/dV with a lock-in
amplifier at constant tunneling current and sample
bias. dI/dV spectra as a function of tunneling bias
were recorded in constant magnetic field with the
tip-sample distance held fixed and using a root
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Fig. 1. TMCOs in epitaxial graphene. (A) Schematic of graphene low-energy
dispersion with quantized LLs (LLn) in a magnetic field. The Dirac point ED
locates the common apex of the electron and hole cones. The red dashed line
indicates the k-space area AE corresponding to a dI/dVmeasurement at the set-
point energy E= eVB. (B) TMCOs in dI/dV (E= –65meV) as themagnetic field is
swept perpendicular to the graphene plane. The largest oscillations originate
from the LLs sweeping through the energy E. (Inset) Fan plot showing a linear

relation in the LL index n from the conductance oscillations versus 1/B, yielding
the TMCO frequencies BE. The error in the peak positions is smaller than the
symbol size, and each line corresponds to a separate TMCO measurement at
different tunneling biases from –95 to 140 mV [see fig. S1 (13)]. (C) The
energy-momentum dispersion (symmetrized about k = 0) obtained from the
TMCO frequencies BE. A linear fit yields a carrier velocity c* = (1.070 T 0.006) ×
106 ms−1 and a Dirac point location of ED = 29.7 T 0.5 meV above EF (20).
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mean square modulation voltage of 1 mV su-
perimposed on the sample bias at a frequency
of 500 Hz. These two methods are comple-
mentary, as they each measure a dI/dV slice in
the 2D magnetic field, energy (B, E) plane at
either fixedE (TMCO spectra) or fixedB [conven-
tional dI/dV(E) spectra].

A schematic of the low-energy electronic
structure for graphene (Fig. 1A) shows the two
symmetric Dirac cones that meet at the Dirac
point (ED), where the density of carriers vanishes.
Applying a perpendicular magnetic field causes
the electron and hole states to condense into LLs,
indicated by the projected circular cross sections
intersecting the conical dispersion. Unlike con-
ventional 2D systemswith a parabolic dispersion,
the LL energies En of graphene are not equally
spaced:En ¼ sgnðnÞc� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2eℏBjnjp
, n = –2, –1, 0,

1, 2,… (Fig. 1A), where c* is the characteristic
carrier velocity, e is the elementary charge, and ħ
is Planck’s constant h divided by 2p. In addition,
the unique n = 0 LL atE0 ¼ ED is not present in
a conventional 2D system and is at the heart of
the half-integer QHE in graphene. The physics of
the n = 0 LL itself is presently under active
theoretical study due to expectations of unique
topological and correlation phenomena and
because of its effect on screening (14, 15).

Physical measurements of Landau-quantized
systems exhibit characteristic oscillations in many
properties as the LLs move through the Fermi
level (EF) with changing magnetic field. The
most well-known magneto-oscillations in 2D
electron systems are SdHOs in themagnetoresist-
ance, which can be used to determine Fermi-
surface properties. In Fig. 1B, we show TMCOs;
a set of increasing oscillations were observed in
the STS dI/dV signal from epitaxial graphene as

the magnetic field was swept from 0 to 2.0 T at a
tunneling bias of −65mV. These oscillations are
analogous to SdHOs in conventional magneto-
resistance measurements; however, TMCOs are
not restricted to EF. The oscillations vary as a
function of energy E, with E – EF = eVB deter-
mined by the tunneling bias and where EF cor-
responds to VB = 0 (Fig. 1A). (In what follows,
we take EF as the zero of energy for conve-
nience.) As indicated in Fig. 1A, the dI/dV signal
will oscillate with the density of states because
the LLs move through the energy position E =
eVB; a maximum in dI/dVoccurs at fields where
En = eVB (Fig. 1B). For SdHOs, the frequency of
oscillations in 1/B is given by BF = (ħ/2pe)AF,
where AF is the cross-sectional area of the Fermi
surface in a plane normal to the magnetic field
(16–18). In our measurements, the TMCO fre-
quency BE is given by a similar expression,
except that AF is replaced by AE, where AE is the
cross-sectional k-space area at energy E = eVB
(Fig. 1A). This difference is crucial as it allows
the TMCO measurements to determine the low-
energy electronic band structure with very high
resolution in both energy and crystal momentum
as E is varied via the tunneling bias. This simple
distinction makes the TMCO technique poten-
tially applicable to a wide range of materials
because no gate electrode is required.

For graphene, we assume circular constant-
energy contours of area AE ¼ pk2E to determine
the graphene wave vector kE ¼ ½ð4pe=hÞBE�1=2.
The inset to Fig. 1B shows a “fan plot” of LL
index measured from the TMCO peak maxima
versus 1/B for different values of tunneling bias
VB. This analysis yielded a range of oscillation
frequencies BE corresponding to different con-
stant energy contours AE [see fig. S1 (13)]. The

zero inverse-field intercept of each line in the fan
plot is sensitive to the chirality of the graphene
wave function, which can be described by a
pseudo-spinor. The fan plot intercepts all fall near
zero, indicating a Berry phase of p (19); thus, the
multilayer epitaxial graphene system exhibits the
pseudo-spin of massless Dirac fermions. Figure
1C shows the linear energy-momentum disper-
sion determined from the TMCO measurements
for energies within T125 meVof ED. A linear fit
to the TMCO dispersion data (solid lines in Fig.
1C) determines a velocity for this epitaxial
graphene system of c* = (1.070 T 0.006) × 106

ms–1 for both electrons and holes (20), with the
Dirac point energy 29.7 T 0.5 meV above the
Fermi level (the range of observed ED values is
discussed below). The TMCO measurement in
Fig. 1C represents a high-accuracy determination
of the graphene dispersion, with an energy reso-
lution (2.8meV) limited by the thermal and instru-
mental broadening at 4.3 K and a wave-vector
resolution of ≤0.02 nm–1. This high-resolution
measurement also includes the unfilled electronic
states, a regime that is not accessible by photo-
electron measurements (21, 22).

The Landau quantization of the density of
states was directly measured in the dI/dV spectra
at fixed magnetic field. Figure 2A shows a direct
measurement of the graphene quantization with
over 20 LLs observed in the tunneling spectrum
in an applied field of 5 T. The LL peaks are
extremely sharp as compared with similar spectra
from semiconductor 2D electron systems or bulk
graphite (5, 6, 23). Evidence for massless Dirac
fermions can be easily inferred by the observa-
tion of the LL0 peak at 7 mVand the large energy
gaps on either side of LL0 with zero differential
conductance. Small features in the spectrum near

A
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Fig. 2. Direct measurement of Landau quantization in epitaxial graphene.
(A) Blue data points show the tunneling differential conductance spectra
versus sample bias of LLs in multilayer graphene at B = 5 T. LL indices are
marked. The red line shows a fit to a series of Voigt line shapes at the LL
peak positions, which accounts for essentially all the density of states in the
spectrum (tunneling set point, VB = 350 mV, I = 400 pA). (Inset) LL peak
position versus square root of LL index and applied field from the peak
positions in (A). Errors in peak positions are smaller than the symbol size.
Solid lines are fits to a bilayer model with interlayer coupling of zero (red),

150 meV (black), and 300 meV (blue). (B) LL spectra for various applied
magnetic fields from 0 to 6 T. The curves are offset for clarity (tunneling set
point, VB = 350 mV, I = 400 pA). (C) LL peak energies for applied fields of
1 to 8 T, showing a collapse of the data when plotted versus square root of
LL index and applied field. The solid line shows a linear fit yielding a
characteristic velocity of c* = (1.128 T 0.004) × 106 ms−1 (20). (Inset) The
shift in the LL0 peak position as a function of applied field (symbols). The
error is smaller than the symbol size. The solid line is a linear fit to the data
points.
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the n ¼ 0 and n ¼ −1 LLs remain unexplained;
these may arise from defect scattering, as they
vary somewhat with spatial position (Fig. 3), or
they may be intrinsic fine structure of the LL
states, particularly for the n = 0 LL, where
electron correlations may lift the fourfold de-
generacy (24). The LL spectrum in Fig. 2A fits
well to a simple sum of Voigt line shapes; i.e.,
Lorentzians with variable energy widths con-
volved with a single Gaussian instrument func-
tion of 2.8-meV full width at half maximum. The
Gaussian models both thermal and instrumental
(bias modulation) contributions. As shown by the
red line in Fig. 2A, the fit accounts for essentially
all of the original spectral weight in the density of
states. The rising background is dominated by the
Lorentzian tails of each LL, which are deter-
mined by the carrier lifetimes, and all the density
of states is quantized into the LLs. The observed
linewidths of the LLs were very small. In par-
ticular, we measured a Lorenztian linewidth of
1.5 meV for LL0 at B = 5 T (Fig. 2A). Asso-
ciating this width with a characteristic scattering
time t = ħ/DE yields t = 0.4 ps. This scattering
time is comparable to or larger than that observed
in the highest mobility suspended graphene
samples (25) and multilayer epitaxial graphene
samples (26), with reported mobilities exceeding
200,000 cm2 V–1 s–1.

Previous tunneling spectroscopy measure-
ments on graphite samples have shown quanti-
zation that varied linearly in magnetic field (5)
instead of the square-root dependence expected
for graphene or contained a complex mixture of
spectral peaks that exhibited both equally and

non-equally–spaced LLs (6). The ability to
observe pure graphene quantization in these re-
sults stems from the decoupled nature of the
graphene layers grown on SiC (9). To investigate
quantitatively the coupling between graphene
layers in this multilayer sample, we fit the LL
energies in Fig. 2A to a bilayer model for dif-
ferent values of the interlayer coupling g1 (Fig.
2A, inset) (27). An interlayer coupling of 300 to
400 meV has been measured for Bernal-stacked
graphene bilayers (28, 29), yet the best fit to the
spectrum in Fig. 2A clearly indicates zero-
interlayer coupling (g1 = 0). We discuss the
origin of these decoupled graphene layers on SiC
below.

Figure 2B shows a series of dI/dV spectra for
different magnetic fields. The LL peaks increased
in intensity with increasing energy separation as
the magnetic field is increased. A slight shift of
LL0 was also observed with increasing field. The
Dirac point ED lies below the Fermi level at low
fields (–1.8 meVat 1 T) and shifts to a position of
13.1 meV above EF at 6 T (Fig. 2C, inset).
Extrapolating the LL0 position to zero field yields
a Dirac point ED = –3.7 meV at B = 0, cor-
responding to an electron doping of n = 8.8 ×
108 cm–2. This low charge density in the top layer
results from the decay in the charge profile
through the multilayer stack from the highly
doped interface layer and is similar to that seen in
optical measurements (7). The shift of the Dirac
point with field results from the redistribution of
charge in the multilayer determined by the de-
generacy of the available LLs and the effective
screening perpendicular to the graphene planes.

The shift of LL0 across the Fermi level is not
completely understood at present and could be
influenced by the electrostatic potential derived
from the difference in the probe tip and graphene
work functions. A more detailed theoretical anal-
ysis of the screening properties of Dirac carriers
in the presence of a tip potential and a constant
magnetic field would be required for a complete
understanding of these results.

The spectrum of LLs in Fig. 2A demonstrates
the direct measurement of the massless Dirac-
fermion quantization in graphene. Further con-
firmation of graphene quantization and electronic
structure comes from the scaling of LL energies
En with magnetic field at high fields. For mass-
less Dirac fermions in graphene, the spectrum En
should scale as

ffiffiffi
B

p
, whereas in all other forms

(including bilayer graphene and graphite), the
LLs scale linearly in B for energies near the Dirac
point. Notably, a complete linear collapse of all of
the LLs energies is obtained by plottingEn versusffiffiffiffiffiffiffiffijnjBp

(Fig. 2C), which is a distinct signature of
graphene quantization. Fitting both electron and
hole branches in Fig. 2C yields a common carrier
velocity of c* = (1.128 T 0.004) × 106 ms–1,
confirming massless Dirac fermions in this
epitaxial graphene system and in good agreement
with the range of values reported for graphene
from other techniques (8).

Close inspection of Fig. 2C shows that the
electron and hole states actually have slightly
different velocities. Independent fits to the two
branches give velocities c* = (1.189 T 0.007) ×
106ms–1 for the states below ED and c* = (1.044 T
0.004) × 106 ms–1 for states above ED. The 6%

BB

A

Fig. 3. Spatial variation of the surface potential in epitaxial graphene. (A)
STM topograph (50 by 400 nm) showing a region containing a boundary
between two different moiré regions. The gray scale range is 0.3 nm, and
the periodic features correspond to the moiré [see fig. S2 (13)]. (B) A series
of dI/dV spectra obtained along the center horizontal line in (A) showing

low-lying LLs. B = 5 T. Image color is the dI/dV intensity (blue: –1.5 nS to
yellow: 2.5 nS), the horizontal axis is distance, and the vertical axis is
energy. The LL indices are labeled to the right of the image. (C) Variation in
the LL0 peak position as a function of distance along the line indicated in
(A). Error bars are 1s error in fitting LL0 peak positions in (B).
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difference observed between these values may
imply a breakdown of electron-hole symmetry
because of many-body effects (8, 30). However,
some contribution to the electron-hole asym-
metry observed in Fig. 2C could also be caused
by the screening of the tip electric field (band
bending), requiring a small correction to the
energy scale in Fig. 2C.

Spatial variation of the LL energies can be
used tomap fluctuations of the local potential (31),
as we show for the n = 0 LL (Fig. 3). This level,
composed of electron and hole carriers, occurs
exactly at the Dirac point, as a direct consequence
of the chiral solutions of the Dirac equation that
describes graphene’s low-energy electronic struc-
ture. Figure 3, A and B, shows a topographic
image and corresponding spatialmap of the lowest
LLn energies (vertical) and dI/dV intensities (color
scale) for n = 0, –1, –2, and –3 along the line
marked in Fig. 3A. The average position of ED
was 55.2 meVabove EF, with a SD of T1.9 meV
(Fig. 3C) (20). By far, the largest variation (in this
image and generally in our measurements)
corresponded to a subsurface rotational domain
boundary that occurs in the center of the image
[the top graphene layer is atomically continuous
over the boundary (fig. S3)]. Away from such
boundaries, the spatial fluctuations were much
smaller: ≈0.5meV, as seen for the region from 250
to 400 nm in Fig. 3. The Dirac point energy map
showed an extremely smooth potential (hence,
small carrier density fluctuations) for this low-
doped graphene sheet, in contrast to the electron
and hole puddles observed for exfoliated graphene
on SiO2 substrates (10). In surveying the sample, a
variation of ~T25 meV in ED was observed over
distances of many tens of micrometers (see ED
differences between Figs. 2 and 3). The larger
density fluctuations on SiO2 substrates apparently
result from charged impurities in the SiO2

substrate. The smooth charge/potential contour
in epitaxial graphene could be the result of
screening of the interface potential fluctuations
by the graphene multilayer, and the crystalline
SiC substrate may be more homogenous than the
amorphous SiO2 substrate with respect to trapped
charges.

The dI/dV spectra in Fig. 2 show a direct
measurement of graphene magnetic quantization
expected for massless Dirac fermions. This result
implies that the topmost layer of epitaxial graphene
closely approximates an isolated sheet of graphene.
We attribute this isolation to the presence of
rotational stacking faults between the graphene
layers in epitaxial graphene grown on the carbon
face of SiC, which effectively decouples the
electronic structure of the layers (9). A variety of
rotational stacking angles were found in STM
topographic images of the surface (fig. S2) (13).
Slight rotations of one layerwith respect to the next
create moiré super periods superimposed on the
atomic lattice (fig. S2) (9, 13). The ≈0.02-nm peak-
to-peak height modulation originates from period-
ically varying the alignment of top-layer atoms
with those below, but the exact source of image

contrast is still a subject of debate (32). Our survey
of the carbon-face grown sample showed moiré
patterns of various periods in almost every location
examined, with spectra similar to those seen in Fig.
2. We expect this structure of multilayer epitaxial
graphene to be important for future studies ofDirac
point physics in graphene.

Note added in proof: Anewpublication reports
the observation of graphene LLs in STS measure-
ments over a graphene flake on graphite (33).
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Direct Detection of Abortive
RNA Transcripts in Vivo
Seth R. Goldman,1 Richard H. Ebright,2 Bryce E. Nickels1*

During transcription initiation in vitro, prokaryotic and eukaryotic RNA polymerase (RNAP) can
engage in abortive initiation—the synthesis and release of short (2 to 15 nucleotides) RNA
transcripts—before productive initiation. It has not been known whether abortive initiation occurs
in vivo. Using hybridization with locked nucleic acid probes, we directly detected abortive
transcripts in bacteria. In addition, we show that in vivo abortive initiation shows characteristics of
in vitro abortive initiation: Abortive initiation increases upon stabilizing interactions between
RNAP and either promoter DNA or sigma factor, and also upon deleting elongation factor GreA.
Abortive transcripts may have functional roles in regulating gene expression in vivo.

During transcription, RNA polymerase
(RNAP) synthesizes the first ~8 to 15
nucleotides (nt) of RNA as an RNAP-

promoter initial transcribing complex (1–3) [using
a “scrunching”mechanism (4)]. Upon synthesis of
an RNA transcript with a threshold length of ~8 to
15 nt, RNAP breaks its interactions with promoter

DNA, escapes the promoter, and enters into pro-
cessive synthesis of RNA as an RNAP-DNA
transcription elongation complex (1–3) [using
a “stepping” mechanism (5)]. In transcription re-
actions in vitro, the RNAP-promoter initial tran-
scribing complex can engage in tens to hundreds
of cycles of synthesis and release of short RNA
transcripts (abortive initiation) (1–3, 6–8). Abort-
ive initiation competes with productive initiation
in vitro and, as such, is a critical determinant of
promoter strength and a target of transcription reg-
ulation in vitro (1–3, 7–13). It has been proposed
that abortive initiation likewise occurs in vivo
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(6, 8). In support of this proposal, factors that
affect yields of full-length transcripts in vitro
through effects on abortive initiation likewise af-
fect yields of full-length transcripts in vivo (9–14).
However, no direct evidence that abortive initia-
tion occurs in vivo has been presented.

The bacteriophage T5 N25 promoter and its
derivative N25anti are classic model systems for
the study of abortive initiation and promoter
escape (9, 11–14). N25 andN25anti differ only in
their initial transcribed sequences (positions +3 to
+20) but exhibit radically different characteristics
in vitro with respect to the abortive:productive
ratio (APR) (40 for N25 and ~300 for N25anti),
the maximum size of abortive transcripts (10 nt
for N25 and 15 nt for N25anti), and the rate
constant for promoter escape (kclear) (~1.7 per
min for N25 and ~0.06 per min for N25anti).

To determine whether abortive initiation oc-
curs in vivo, we sought to detect abortive tran-
scripts generated during transcription from a
plasmid-borne copy of N25anti in Escherichia
coli by using locked nucleic acid probes devel-
oped for the hybridization-based detection of
microRNAs (15, 16). We reasoned that the
relatively high APR of N25anti would facilitate
the accumulation of detectable quantities of
abortive transcripts and that the relatively high
maximum size of abortive transcripts of N25anti
would facilitate efficient hybridization of the
locked nucleic acid probes.

To validate the method, we performed in vitro
transcription reactions using E. coli RNAP and a
DNA template carrying the N25anti promoter, a
100-nt transcription unit, and the tR2 terminator
(N25anti-100-tR2). We performed parallel reac-

tions using radioactive nucleotide triphosphates
(NTPs) with analysis by means of autoradiogra-
phy (Fig. 1A, left) and using nonradioactiveNTPs
with analysis by means of hybridization (Fig. 1A,
right). Hybridization was able to detect abortive
transcripts having lengths of 11 to 15 nt.

To detect abortive transcripts in vivo, we in-
troduced a plasmid carrying N25anti-100-tR2 into
cells, isolated RNA, electrophoresed RNA on
urea-polyacrylamide gels, and visualized tran-
scripts by means of hybridization (Fig. 1B).
RNA samples from cells with the plasmid carry-
ing N25anti-100-tR2 (but not from cells with a
control plasmid lacking N25anti-100-tR2) exhib-
ited transcripts corresponding in mobility to the
11- to 15-nt abortive transcripts observed in vitro
(Fig. 1B). The 11- to 15-nt transcripts generated
in vivo were observed with both N25anti-100-
tR2 carried on a multicopy plasmid (Fig. 1B)
and N25anti-100-tR2 carried on a single-copy
F-plasmid–derived plasmid (fig. S1).

To show that the 11- to 15-nt transcripts de-
tected in vivo are abortive transcripts, we demon-
strated that they exhibit three hallmarks of abortive
transcripts as defined in vitro: (i) altering strengths
of interactions between RNAP and promoter
DNA alters yields of the 11- to 15-nt transcripts
(figs. S2 and S3) (1, 3, 10, 13, 17); (ii) altering
strengths of interactions between RNAP and tran-
scription initiation factor s alters yields of the 11-
to 15-nt transcripts (figs. S4 and S5) (18, 19); and
(iii) transcription elongation factorGreAalters yields
of the 11- to 15-nt transcripts (fig. S6) (1, 3, 9).

We conclude that abortive initiation occurs in
vivo (Fig. 1 and figs. S1 to S6). We further
conclude that abortive initiation is a determinant

of promoter strength (figs. S2 and S3), a deter-
minant of RNAP function (figs. S4 and S5), and
a target of transcription regulation in vivo (fig. S6).
The results were obtained with bacterial RNAP.
However, because abortive initiation occurs in
vitro with all characterized RNAPs—bacterial,
archaeal, eukaryotic, and bacteriophage—we con-
sider it likely that abortive initiation occurs in vivo
with all RNAPs.

Analysis of initially transcribedregion se-
quences of experimentally defined E. coli pro-
moters indicates that as many as ~4000 different
2- to 10-nt abortive transcripts may be generated
in vivo (table S1).

The finding that abortive transcripts are
generated in vivo and accumulate to detectable
levels in vivo raises the possibility that abortive
transcripts may play functional roles. For exam-
ple, an abortive transcript produced from a first
promoter could function as a sequence-specific
primer for transcription initiation at a second
promoter or could function as an antisense ef-
fector against a specific RNA. Key priorities will
be to define the full set of abortive transcripts
produced in vivo (the “abortome”) and to define
functional roles of abortive transcripts in vivo.
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Fig. 1. Abortive initia-
tion occurs in vivo. (A)
Abortive initiation in vitro.
(Left) Detection was per-
formedbymeans of auto-
radiography of transcripts
generated in “hot” (radio-
active) reactions. (Right)
Detection was performed
by means of hybridization
of transcripts generated in
“cold” (nonradioactive)
reactions. (B) Abortive
initiation in vivo. Detec-
tion was performed by
means of hybridization
of transcripts generated
in vivo.
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The Nuclear DNA Base
5-Hydroxymethylcytosine Is Present
in Purkinje Neurons and the Brain
Skirmantas Kriaucionis and Nathaniel Heintz*

Despite the importance of epigenetic regulation in neurological disorders, little is known about neuronal
chromatin. Cerebellar Purkinje neurons have large and euchromatic nuclei, whereas granule cell nuclei
are small and have a more typical heterochromatin distribution. While comparing the abundance of
5-methylcytosine in Purkinje and granule cell nuclei, we detected the presence of an unusual DNA nucleotide.
Using thin-layer chromatography, high-pressure liquid chromatography, andmass spectrometry, we identified
the nucleotide as 5-hydroxymethyl-2′-deoxycytidine (hmdC). hmdC constitutes 0.6% of total nucleotides in
Purkinje cells, 0.2% in granule cells, and is not present in cancer cell lines. hmdC is a constituent of nuclear
DNA that is highly abundant in the brain, suggesting a role in epigenetic control of neuronal function.

To investigate Purkinje and granule cell
nuclei, we took advantage of the fact that
ribosomal proteins are assembled in the

nucleolus of all cells. Consequently, transgenic
mice containing ribosomal protein L10a fused
to enhanced green fluorescent protein (EGFP)—
for example, the Pcp2 bacTRAP and NeuroD1
bacTRAP lines that express in cerebellar Purkinje
and granule neurons, respectively—contain fluo-
rescent nucleoli (1, 2) (figs. S1, D and E, and S2, C
and D). This allowed us to obtain ~95% pure
preparations of Purkinje or granule cell nuclei by
fluorescence-activated cell sorting. While determin-
ing the total amount of cytosinemethylation inCpG
content in Purkinje and granule cell genomic DNA,
we consistently observed a significantly smaller
amount of 5-methylcytosine (mC) in PurkinjeDNA
(Fig. 1C) and the presence of an unidentified spot
(“x”) on thin-layer chromatography (TLC) plates
(Fig. 1A). Treatment of theDNA samples overnight
with amixture of ribonucleases (RNases) A andT1,
followed by a 1-hour incubation with RNase H and
V1 (hydrolyzing single-stranded RNA, RNA-DNA
hybrids, and double-stranded RNA, respectively),
did not remove spot “x” (fig. S3A). When the
sample was treated with RNase-free deoxy-
ribonuclease, spot “x” disappeared, together with
most of the signal fromother spots (fig. S3A).Using
the same labeling procedure on total cerebellar
RNA, we did not observe spot “x.” Spot “x” was
not 2'-deoxyuridine monophosphate, which could
appear after cytosine deamination, because a
hydrolysate of uracil containing DNA generated a
spot that migrated substantially below spot “x” (fig.
S3B). Fragmenting DNA with Fok I restriction
endonuclease and incorporating [a-32P]dATP (2´-
deoxyadenosine 5´-triphosphate) into the resulting
3′ end did not yield spot “x” on the resulting TLC
plates, demonstrating that “x” is preferentially found
in the context of xpGdinucleotides (fig. S3C). From
the total number of nucleosides neighboring G, we
estimated that “x” constitutes 0.59 T 0.05% in

Purkinje cell DNA and 0.23 T 0.01% in granule cell
DNA. We noticed that the actual increase in the
amount of xpG is proportional to the decrease in
mCpG (Fig. 1C). Considering the quantitative “x”
relation with mC and that the abundance of the
other nucleosides was not different between these
cell types (Fig. 1C and Fig. 1 legend), we tested
the possibility that “x” is 5-hydroxymethyl-2′-
deoxycytidine, which is found in T-even bacterio-
phage DNA (3). The results showed that hmdC
monophosphate generated a spot that comigrated
with the “x” spot on a TLC plate (Fig. 2A). When
a synthetic DNA hydrolysate was separated with
reverse-phase high-pressure liquid chromatogra-
phy (HPLC), hmdC eluted just after the cytosine
peak, consistent with the published observations
(4) (Fig. 2B). HPLC analysis of cerebellar ge-
nomic DNA resulted in a small, but reproducible,
peak on the HPLC chromatogram in the same
position (Fig. 2B). To provide definitive proof that
“x” is hmC,we analyzed the corresponding fraction
with high-precision mass spectrometry (MS). Mass
spectra identified the presence of two ions, with a
mass/charge ratio (m/z) of 142.06 T 0.01 and
280.11 T 0.02, which matched the theoretical
isotopic molecular weights of ions derived from
hmdC—m/z 142.06 and 280.09, respectively (Fig.

2C). MS collision–induced fragmentation of the
hmdC corresponding fraction from synthetic DNA
produced the same ions (fig. S4). Together, these
data demonstrate the presence of hmC in mouse
cerebellar DNA. We were unable to detect hmC in
four different cell lines of mouse and human origin
(fig. S5A). The distribution of hmC in mouse
tissues displays the enrichment exclusively in the
brain, with higher abundance in the cortex and
brainstem (fig. S5B).

It is unlikely that the hmC that we observed
in vivo is a product of DNA damage (5, 6). We
did not observe any other DNA damage products
such as 8-oxoguanine, a preferential target for ox-
idants (7), or thymidine glycol, which is produced
in vitro by the oxidation of mC (6). In addition,
hmC is more abundant in brain, but not in other
metabolically active nonproliferating tissues (fig.
S5B). Finally, contrary to what one would expect
for oxidative DNA damage, we found no correla-
tion between the age of adult mice and the amount
of hmC in Purkinje and granule cells (fig. S6).

An early publication suggesting the presence of
hmC in mammalian genomes (8) has not been
reproduced by others (9, 10). It has been suggested
that hmC, if treated with bisulfite, will produce
cytosine 5-methylsulfonate, which would be deami-
nated even at a slower rate than mC (11), leading to
the interpretation of hmC as mC after bisulfite se-
quencing. Although active DNA demethylation is
considered to occur, no enzyme has been found that
can remove themethyl group from5-methylcytosine
(12). The presence of a hydroxylated methyl group
could indicate either an intermediate for oxidative
demethylation or a stable end-product, which elimi-
nates the need for removal of the methyl group, by
modulating the affinity of proteins that bind to the
mC signal in nondividing neuronal cell types. The
finding that the methyl-CpG binding domain of
MeCP2 protein has a lower affinity toward se-
quences containing hmC supports this notion (13). It
is notable that hmC is nearly 40% as abundant asmC
in Purkinje cell DNA.Given the critical role ofmC
in epigenetic regulation of the genome, we believe
that hmC has an important biological role in vivo.

Laboratory of Molecular Biology, Howard Hughes Medical
Institute, The RockefellerUniversity, NewYork, NY 10065,USA.

*To whom correspondence should be addressed. E-mail:
heintz@mail.rockefeller.edu

Fig. 1. Quantification of
mC and “x” abundance in
Purkinje and granule neu-
rons. (A) Two-dimensional
(2D) TLC separation of nu-
cleoside monophosphates
from genomic DNA in
Purkinje and granule cells.
(B) Reference map of the
TLC spots (A, dAMP; C, dCMP; G, dGMP; T, dTMP;
mC, 5-methylcytosine) (14), with the added “x”
position. (C) Percentage shows the abundance
of a nucleotide neighboring G. Error bars repre-
sent the SEM (n=11); P values were derived from
Matt-Whitney statistics. Abundance of dTMP or
dAMP did not differ between the samples (P =
0.743 and P = 0.793, respectively).
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Conversion of 5-Methylcytosine to
5-Hydroxymethylcytosine in Mammalian
DNA by MLL Partner TET1
Mamta Tahiliani,1 Kian Peng Koh,1 Yinghua Shen,2 William A. Pastor,1
Hozefa Bandukwala,1 Yevgeny Brudno,2 Suneet Agarwal,3 Lakshminarayan M. Iyer,4
David R. Liu,2* L. Aravind,4* Anjana Rao1*

DNA cytosine methylation is crucial for retrotransposon silencing and mammalian development. In a
computational search for enzymes that could modify 5-methylcytosine (5mC), we identified TET proteins
as mammalian homologs of the trypanosome proteins JBP1 and JBP2, which have been proposed to
oxidize the 5-methyl group of thymine. We show here that TET1, a fusion partner of the MLL gene in acute
myeloid leukemia, is a 2-oxoglutarate (2OG)- and Fe(II)-dependent enzyme that catalyzes conversion
of 5mC to 5-hydroxymethylcytosine (hmC) in cultured cells and in vitro. hmC is present in the genome of
mouse embryonic stem cells, and hmC levels decrease upon RNA interference–mediated depletion of TET1.
Thus, TET proteins have potential roles in epigenetic regulation through modification of 5mC to hmC.

5-methylcytosine (5mC) is a minor base in
mammalian DNA: It constitutes ~1% of all
DNA bases and is found almost exclusively

as symmetrical methylation of the dinucleotide
CpG (1). The majority of methylated CpG is

found in repetitive DNA elements, suggesting
that cytosine methylation evolved as a defense
against transposons and other parasitic elements
(2). Methylation patterns change dynamically in
early embryogenesis, when CpG methylation is

essential for X-inactivation and asymmetric ex-
pression of imprinted genes (3). In somatic cells,
promoter methylation often shows a correlation
with gene expression: CpG methylation may di-
rectly interfere with the binding of certain transcrip-
tional regulators to their cognate DNA sequences
or may enable recruitment of methyl-CpG binding
proteins that create a repressed chromatin environ-
ment (4). DNA methylation patterns are highly
dysregulated in cancer: Changes in methylation
status have been postulated to inactivate tumor
suppressors and activate oncogenes, thus con-
tributing to tumorigenesis (5).

Fig. 2. Two-dimensional TLC, HPLC, and MS identification of hmC. (A) Two-
dimensional TLC analysis of synthetic DNA templates indicates that hmC
comigrates with the “x” spot (Fig. 1). (B) HPLC chromatograms (A, 254 nm) of
the nucleosides derived from synthetic and cerebellum DNA. The peaks were
identified by MS. The arrow points to the peak, which elutes at the same time

as hmdC. (C) MS of the fraction corresponding to the HPLC peak indicated
above. Closed arrows indicate the masses of 5-hydroxymethylcytosine and
5-hydroxymethyl-2′-deoxycytidine sodium ions (structures are shown in the
insets). Open arrows indicate the ions generated by 2′-deoxycytidine, which
elutes in a large nearby peak and spills over into the analyzed fraction.

1Department of Pathology, Harvard Medical School and Im-
mune Disease Institute, 200 Longwood Avenue, Boston, MA
02115, USA. 2Department of Chemistry and Chemical Bi-
ology and the Howard Hughes Medical Institute, Harvard
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Fig. 1. Expression of TET1 in HEK293 cells
results in decreased 5mC staining. (A) Predicted
domain architecture of human TET1 showing the
CXXC-type zinc-binding domain (amino acid 584
to 624); the cysteine-rich region (Cys-rich)
(amino acid 1418 to 1610); the DSBH domain
(amino acid 1611 to 2074); and three bipartite
nuclear localization sequences (NLS). (B) HEK293
cells overexpressing wild-type or mutant HA-TET1
were costained with antibodies specific for the HA
epitope (green) and 5mC (red). To orient the
reader, some HA-expressing cells are circled.
Scale bar, 10 mm. (C) Staining intensities of HA
and 5mC were measured in individual nuclei.
Data from HA-TET1–expressing cell populations
are presented as dot plots (red), superimposed on
dot plots from mock-transfected cells (blue), with
each dot representing an individual cell. (D) Quan-
tification of 5mC staining intensity of HA-positive
cells compared with that of mock-transfected cells
(set to 1). Data shown are mean T SEM and are
representative of three experiments.
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Fig. 2. Genomic DNA of TET1-overexpressing cells
contains a modified nucleotide within the dinu-
cleotide CG. (A) Description of experimental
design. (B to F) Genomic DNA was purified from
HEK293 cells overexpressing TET1 and cleaved
with [(B) and (C)] MspI, (D) HpaII, or [(E) and (F)]
TaqaI. The fragments were end-labeled, digested to
5′ dNMPs, and resolved by TLC. A modified
nucleotide (subsequently identified as hm-dCMP)
is indicated by ?. Neither 5m-dCMP nor the
modified nucleotide are observed when the DNA
is digested with HpaII. [(C) and (F)] Quantification
of the relative abundance of dCMP, 5m-dCMP, and
the modified nucleotide. Data shown are mean T
SD of three independent transfections and are
representative of at least three experiments.
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Trypanosomes contain base J (b-D-glucosyl
hydroxymethyluracil), a modified thymine produced
by sequential hydroxylation and glucosylation of
the methyl group of thymine (fig. S1A) (6). J bio-
synthesis requires JBP1 and JBP2, enzymes of the
2OG- and Fe(II)-dependent oxygenase super-
family predicted to catalyze the first step of J bio-
synthesis (7, 8). Like 5-methylcytosine, base J has
an association with gene silencing: It is present in
silenced copies of the genes encoding the variable
surface glycoprotein (VSG) responsible for anti-
genic variation in the host but is absent from the
single expressed copy (6). We performed a compu-
tational search for homologs of JBP1 and JBP2 in
the hope of identifying mammalian enzymes that
modified 5mC.

Iterative sequence profile searches using the
predicted oxygenase domains of JBP1 and JBP2
recovered homologous regions in three paralogous
human proteins TET1, TET2, and TET3 and their
orthologs found throughout metazoa (e < 10−5), as
well as homologous domains in fungi and algae
(fig. S2 and SOM Text). Secondary structure pre-
dictions suggested the existence of an N-terminal
a helix followed by a continuous series of b
strands, typical of the double-stranded b helix
(DSBH) fold of the 2OG-Fe(II) oxygenases (fig.
S3) (9). A multiple sequence alignment showed
that the new TET/JBP family displayed all of the
typical features of 2OG-Fe(II) oxygenases, includ-
ing conservation of residues predicted to be im-
portant for coordination of the cofactors Fe(II) and
2OG (fig. S3 and SOM Text). The metazoan TET
proteins contain a unique conserved cysteine-rich
region, contiguous with the N terminus of the
DSBH region (Fig. 1A and SOM Text). Verte-
brate TET1 and TET3, and their orthologs from
all other animals, also possess a CXXC domain,
a binuclear Zn-chelating domain, found in several
chromatin-associated proteins, that in certain
cases has been shown to discriminate between
methylated and unmethylated DNA (10).

As a first step in determining whether TET
proteins operate on 5mC, we transfected human
embryonic kidney (HEK) 293 cells with full-length
hemagglutinin (HA)–tagged TET1, then stained
the transfected cells for 5mC and the HA epitope.
Mock-transfected cells showed substantial variation
in 5mC staining intensity (fig. S4; Fig. 1B, top
panel; quantified in Fig. 1C), either because 5mC
levels vary from cell to cell or because the ac-
cessibility of 5mC to the antibody differs among
cells because of technical considerations (e.g., in-
complete denaturation of DNA). Cells transfected
with wild-type TET1 showed a strong correlation
of HA positivity with decreased staining for 5mC,
both visually (Fig. 1B, middle panel) and by quan-
tification (Fig. 1C, left panel, and Fig. 1D). Un-
transfected HA-low cells showed a spread of 5mC
staining intensity similar to that of mock-transfected
cells (Fig. 1C, left panel; note overlapping red and
blue dots at low HA intensities), whereas produc-
tively transfected HA-high cells showed uniformly
low 5mC staining intensity (Fig. 1C, left panel, red
HA-high dots). Cells transfected with mutant

TET1 bearing H1671Y, D1673A substitutions pre-
dicted to impair Fe(II) binding did not show de-
creased staining for 5mC (Fig. 1B, bottom panel;
Fig. 1C, right panel; and Fig. 1D).

To determine quantitatively whether TET1
overexpression affects intracellular 5mC levels,
we measured the ratio of 5mC to C at a subset of
genomic CpG sites in cells expressing either full-
length TET1 (TET1-FL) or the predicted catalytic
domain of TET1 [TET1-CD, comprising the Cys-
rich (C) and DSBH (D) regions; Fig. 1A]. HEK293
cells were transiently transfected with plasmids
in which TET1 expression was coupled to expres-
sion of human CD25 from an internal ribosome

entry site (IRES). Genomic DNA from CD25-
expressing cells was digested with MspI, which
cleaves DNA at the sequence C^CGG regardless
of whether the second C is methylated. The result-
ing fragments, whose 5′ ends derive from the di-
nucleotide CpG and contain either C or 5mC,
were end-labeled and digested to yield 5′ phos-
phorylated dNMPs that were resolved using thin-
layer chromatography (TLC) (Fig. 2A) (11).

MspI-digested DNA from cells transfected with
the control vector yielded predominantly dCMP
and 5m-dCMP as expected (Fig. 2B, lane 1),
whereas DNA from cells expressing wild-type
TET1-FL or TET1-CD yielded an additional
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Fig. 3. The modified nucleotide is identified as 5-hydroxymethylcytosine. (A) Genomic DNA from T4
phage grown in UDP-glucose–deficient E. coli ER1656 (T4*) and HEK293 cells transfected with wild-
type or mutant TET1-CD were digested with TaqaI. The fragments were end-labeled, digested to
mononucleotides, and separated by TLC. The modified nucleotide present in TET1-CD–expressing cells
migrates similarly to authentic hm-dCMP. (B) Comparison of liquid chromatography–electrospray
ionization MS ions present at an Rf = 0.29 in genomic DNA from cells expressing wild-type (wt) or
mutant (mut) TET1-CD. A species with an observed m/z = 336.06 was more abundant by a factor of
18.5 in the wild-type sample compared with the mutant sample. (C) Mass spectrometry fragmentation
(MS/MS) analysis of authentic hm-dCMP (top), and the m/z = 336.06 species isolated from cells
expressing TET1-CD (bottom). Expected m/z values are shown in red; observed m/z values are shown in
black (anticipated mass accuracy is within 0.002 Da).
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unidentified labeled species migrating more slow-
ly than dCMP (“?,” Fig. 2B, lanes 2 and 4). This
new species was not detected when the DNAwas
digested with HpaII, the methylation-sensitive
isoschizomer of MspI (Fig. 2D) but was clearly
observed when the DNAwas digested with TaqaI,
a methylation-insensitive enzyme that cuts at a
different sequence, T^CGA (Fig. 2E). The new
species was not observed in MspI- or TaqaI-
digested DNA from cells transfected with mutant
TET1-FL or TET1-CD (Fig. 2, B and E, lanes 3
and 5), and its appearance was associated with
decreased abundance of 5m-dCMP (Fig. 2, B
and E, lanes 2 and 4; quantified in Fig. 2, C and
F). In all experiments, expression of wild-type
TET1-CD correlated with a small but significant
increase in the abundance of dCMP (Fig. 2, C
and F). Together these results suggest that the
unidentified species is derived through modifi-
cation of 5m-dCMP and may be an intermediate
in the passive or active conversion of 5mC to C.

We used high-resolution mass spectrometry
(MS) to identify the novel nucleotide. Genomic
DNA was prepared from HEK293 cells overex-

pressing wild-type or mutant TET1-CD. A singly
charged species with an observed mass/charge
ratio (m/z) of 336.0582, consistent with a molec-
ular formula of C10H15NO8P

–, was the only spe-
cies migrating at the expected position on TLC
that exhibited a large (by a factor of about 19)
difference in abundance between the wild-type
and mutant samples (Fig. 3, A and B). Based on
this result, our computational analyses, and the
data of Fig. 2, we hypothesized that the uniden-
tified species was 5-hydroxymethylcytosine (hmC),
produced by TET1 through hydroxylation of the
methyl group of 5mC (fig. S1). As a standard, we
prepared authentic hm-dCMP from unglucosylated
DNA of T4 phage grown in Escherichia coli
ER1656, a strain deficient in the glucose donor
molecule UDP-glucose (abbreviated T4* DNA)
(12). TLC assays showed that the novel nucleotide
generated in unsorted cells expressing TET1-CD
migrated similarly to hm-dCMP from T4* DNA
(Fig. 3A). Tandem mass spectrometry (MS-MS)
fragmentation experiments at several collision en-
ergies (15 and 25 V) in both positive and negative
ion modes confirmed that the fragmentation pat-

tern of the 336.0582 dalton ion was identical to
that of hm-dCMP (Fig. 3C and fig. S5).

To establish that TET1 was directly responsible
for hmC production, we expressed Flag-HA-tagged
wild-type and mutant TET1-CD in Sf9 insect cells,
purified the recombinant proteins to near homo-
geneity (fig. S6A), and assayed their catalytic ac-
tivity on fully methylated double-stranded DNA
oligonucleotides. Wild-type, but not mutant, TET1-
CD catalyzed robust conversion of 5mC to hmC
and displayed an absolute requirement for both
Fe(II) and 2OG (Fig. 4A; quantified in Fig. 4B).
Omission of ascorbate did not result in a signif-
icant decrease in catalytic activity, most likely be-
cause we included dithiothreitol in the reaction to
counteract the strong tendency of TET1-CD to
oxidize (fig. S6, A to D) (13–15). Recombinant
TET1-CD was specific for 5mC: We did not de-
tect conversion of thymine to hydromethyluracil
(hmU) (fig. S7).

We used high-resolution MS to demonstrate, as
before, that a singly charged species at m/z of
336.0582 was the only species migrating at the
expected position that differed significantly (by a
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factor of 35) in abundance when comparing sub-
strates incubated with wild-type and mutant pro-
teins (Fig. 4C). MS-MS experiments confirmed
that the fragmentation pattern of the species
produced by recombinant TET1-CD was identical
to that of authentic hm-dCMP in unglucosylated
T4 DNA (Fig. 4D). TET1-CD was also able to
oxidize 5mC to hmC in hemimethylated double-
stranded DNA (Fig. 4E).

We asked whether hmC was a physiological
constituent of mammalian DNA. Using the TLC
assay, we observed a clear spot corresponding to
labeled hmC in mouse embryonic stem (ES) cells
but not in previously activated human T cells or
mouse dendritic cells (Fig. 5A). Quantification of
multiple experiments indicated that hmC and
5mC constituted 4 to 6% and 55 to 60%, respec-
tively, of all cytosine species in MspI cleavage
sites (C^CGG) in ES cells (Fig. 5A). Tet1 mRNA
levels declined by 80% in response to leukemia
inhibitory factor (LIF) withdrawal for 5 days,
compared with the levels observed in undifferen-
tiated ES cells (Fig. 5B); in parallel, hmC levels
diminished from 4.4 to 2.6% of total C species, a
decline of ~40% from control levels (Fig. 5C).
The difference might be due to the compensatory
activity of other Tet-family proteins. Similarly,
RNA interference (RNAi)–mediated depletion of
endogenous Tet1 resulted in an 87% decrease in
Tet1 mRNA levels and a parallel ~40% decrease
in hmC levels (Fig. 5, D and E). Again, the dif-
ference is likely due to the presence of Tet2 and
Tet3, which are both expressed in ES cells.

Together these data strongly support the hy-
pothesis that Tet1, and potentially other Tet family
members, are responsible for hmC generation in
ES cells under physiological conditions (fig. S8A).
CpG dinucleotides are ~0.8% of all dinucleotides
in the mouse genome (16); thus, hmC (which con-
stitutes ~4% of all cytosine species in CpG dinu-
cleotides located in MspI cleavage sites) is

~0.032% of all bases (~1 in every 3000 nucleo-
tides, or ~2 × 106 bases per haploid genome). For
comparison, 5mC is 55 to 60% of all cytosines in
CpG dinucleotides in MspI cleavage sites (Fig.
5A), about 14 times as high as hmC (hmC may
not be confined to CpG) (SOM Text). An impor-
tant question is whether hmC and TET proteins are
localized to specific regions of ES cell DNA—for
instance, genes that are involved in maintaining
pluripotency or that are poised to be expressed
upon differentiation. A full appreciation of the bio-
logical importance of hmC will require the devel-
opment of tools that allow hmC, 5mC, and C to be
distinguished unequivocally (SOM Text).

As a potentially stable base (SOM Text), hmC
may influence chromatin structure and local tran-
scriptional activity by recruiting selective hmC-
binding proteins or excludingmethyl-CpG–binding
proteins (MBPs) that normally recognize 5mC,
thus displacing chromatin-modifying complexes
recruited by MBPs (fig. S8B, center). Indeed, it
has already been demonstrated that the methyl-
binding protein MeCP2 does not recognize hmC
(17).Alternatively, conversion of 5mC to hmCmay
facilitate passive DNA demethylation by excluding
the maintenance DNAmethyltransferase DNMT1,
which recognizes hmC poorly (fig. S8B, left) (18).
Even a minor reduction in the fidelity of mainte-
nancemethylationwould be expected to result in an
exponential decrease in CpG methylation over the
course ofmany cell cycles. Finally, hmCmay be an
intermediate in a pathway of active DNA de-
methylation (fig. S8B, right). hmC has been shown
to yield cytosine through loss of formaldehyde in
photooxidation experiments (19) and at high pH
(20, 21), leaving open the possibility that hmC
could convert to cytosine under certain conditions
in cells. A related possibility is that specific DNA
repair mechanisms replace hmC or its derivatives
with C (22, 23). In support of this hypothesis, a
glycosylase activity specific for hmC was reported

in bovine thymus extracts (24). Moreover, several
DNA glycosylases, including TDG and MBD4,
have been implicated in DNA demethylation,
although none of them has shown convincing ac-
tivity on 5mC in in vitro enzymatic assays (25–27).
Cytosine deamination has also been implicated in
demethylation of DNA (26–28); in this context,
deamination of hmC yields hmU, and high levels
of hmU:G glycosylase activity have been re-
ported in fibroblast extracts (29).

These studies alter our perception of how
cytosine methylation may be regulated in mam-
malian cells. Notably, disruptions of the TET1 and
TET2 genetic loci have been reported in associa-
tion with hematologic malignancies (SOM Text).
A fusion of TET1 with the histone methyltrans-
ferase MLL has been identified in several cases of
acute myeloid leukemia (AML) associated with
t(10;11)(q22;q23) translocation (30, 31). Homo-
zygous null mutations and chromosomal dele-
tions involving the TET2 locus have been found
in myeloproliferative disorders, suggesting a tu-
mor suppressor function for TET2 (32, 33). It
will be important to test the involvement of TET
proteins and hmC in oncogenic transformation
and malignant progression.
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A Functional Role for Transposases
in a Large Eukaryotic Genome
Mariusz Nowacki,1 Brian P. Higgins,1 Genevieve M. Maquilan,1 Estienne C. Swart,1
Thomas G. Doak,2 Laura F. Landweber1*

Despite comprising much of the eukaryotic genome, few transposons are active, and they usually confer
no benefit to the host. Through an exaggerated process of genome rearrangement, Oxytricha trifallax
destroys 95% of its germline genome during development. This includes the elimination of all transposon
DNA. We show that germline-limited transposase genes play key roles in this process of genome-wide
DNA excision, which suggests that transposases function in large eukaryotic genomes containing
thousands of active transposons. We show that transposase gene expression occurs during germline-soma
differentiation and that silencing of transposase by RNA interference leads to abnormal DNA
rearrangement in the offspring. This study suggests a new important role in Oxytricha for this large
portion of genomic DNA that was previously thought of as junk.

Oxytricha trifallax, a ciliated protozoan,
is a unicellular eukaryote with two types
of nuclei in the same cytoplasm. Diploid

micronuclei are transcriptionally silent during vege-

tative growth but transmit the germline genome
through sexual conjugation (fig. S1). After sex,
the gene-rich macronuclei that govern somatic
gene expression degrade, and new macronuclei

develop from germline micronuclei. Macronuclear
development in Oxytricha (also called Sterkiella)
involves massive chromosome fragmentation and
the deletion of thousands of copies of germline
transposons (selfish DNA elements that are capa-
ble of self-replication in their host genomes) plus
the destruction of intergenic DNA and noncoding
DNA sequences that interrupt genes [internally
eliminated sequences (IESs)]. This leads to a 95%
reduction in sequence complexity, compressing
the 1-Gb germline genome into a gene-dense
macronuclear genome of only ~50 Mb. Sorting
and reordering the hundreds of thousands of re-
maining short pieces [macronuclear-destined seg-
ments (MDSs)] produces mature macronuclear
sequences. The resulting ~2-kb nanochromo-
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University, Princeton, NJ 08544, USA. 2Department of Biol-
ogy, Indiana University, Bloomington, IN 47405, USA.

*To whom correspondence should be addressed. E-mail:
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Fig. 1. Expression of TBE transposase genes. (A to F)
Northern hybridization against total RNA extracted from
vegetative cells (V) as well as 11-, 24-, and 34-hour time
points (T) after mixing of mating types. TBE transposase
transcripts are most abundant 24 hours after mixing, when
DNA rearrangements occur (22). 10 mg of RNA was loaded
per lane and hybridized to ~1-kb DNA probes (23) for (A)
TBE1, (B) TBE3, (D) TBE1, -2, and -3 mixed together (1:1:1
ratio), (E) TBE2 transposase, and (C and F) small-subunit
ribosomal RNA (rRNA); (C) is the control for (A) and (B), and
(F) is the control for (D) and (E). (G) Reverse transcription
PCR of TBE1 (lanes 17 to 26) and TBE2 (lanes 27 to 36)
transposase polyadenylate-containing mRNA from vegeta-
tive cells (V) and three time points (T) during conjugation
(23). Plus and minus symbols indicate the presence or
absence of reverse transcriptase (RT), respectively. Arrowheads
indicate the size of relevant markers [1-kb ladder (Invitrogen,
Carlsbad, CA)].

www.sciencemag.org SCIENCE VOL 324 15 MAY 2009 935

REPORTS



somes typically bear only a single gene bound by
short telomeres and amplified to a high copy
number (1). The remarkable degree of specificity
and reproducibility of genome reorganization in
ciliates relies on RNA template–guided trans-
nuclear comparison of germline and somatic ge-
nomes (2–5). However, the molecular machinery
responsible for this DNA excision and recombi-
nation remains unknown.

O. trifallax carries thousands of germline-
limited transposable elements in its diploid
micronucleus (6). These DNA sequences are
restricted to the micronucleus and absent from
the macronucleus because they are deleted during
genome differentiation. Because they are ~4-kb
repetitive sequences flanked by blocks of Oxy-
tricha telomeric repeats (G4T4)4, they have been
designated telomere-bearing elements (TBEs) (7).
Several lines of evidence suggest that TBEs trans-
pose through a DNA intermediate: Apart from the
presence of 3-bp insertion site duplications and
inverted terminal repeats, TBEs code for a 42-kD
member of a superfamily of transposases, char-
acterized by a DDE catalytic motif (fig. S2)
(8, 9). Moreover, phylogenetic evidence supports
a recent origin of TBE insertions (10). Oxytricha
TBEs comprise three known types: TBE1, -2, and
-3, whose transposase genes differ 26 to 29% from
each other at the nucleotide level (table S1A)
while sharing high protein similarity (≥83%).
Previous examination of Oxytricha TBE1 trans-
posase genes identified no copies that were in-
terrupted by stop codons or frame shifts and
provided evidence of purifying selection acting
on their encoded proteins (6, 8), which suggests
that the encoded transposase might be responsible
for the excision of TBE1 elements during macro-
nuclear development (11, 12).

In order to test whether germline-encoded
TBE transposases function in somatic DNA dele-
tion and rearrangement, we examined the ex-
pression and function of TBE transposases, given
their ability to cut and join DNA (11). First, we
asked whether TBE transposase genes are ex-
pressed duringmacronuclear development (Fig. 1).
We examined the expression of transposases from
both vegetative and conjugating cells [at 11, 24,
and 34 hours after the initiation of mating (mixing
of mating types)], which revealed that they were
expressed exclusively during conjugation; the
highest expression level occurred 24 hours after
mixing [most likely coincidingwith polytene chro-
mosome formation and TBE1 elimination (11)].
The presence of polyadenylated transcripts (Fig.
1G) at this stage was confirmed, suggesting that
TBE expression occurs during DNA rearrange-
ment and that transposase could therefore play a
role in their elimination.

In order to determine whether transposases
influence developmental DNA rearrangements,
we silenced all three transposase types by micro-
injecting double-stranded RNA (dsRNA) into the
cytoplasm at three different stages during conju-
gation, including at (i) early pair formation, 3 to
5 hours after themixing of different mating types;

(ii) 10 hours after mixing, right before pair sepa-
ration; and (iii) 12 to 15 hours after mixing, right
after pair separation (table S2). We observed the

greatest effect when dsRNA was injected 12 to
15 hours after mixing because few cells survived
and those that survived showed delayed growth.

Fig. 2. Silencing of TBE
transposases leads to accu-
mulation of aberrantly pro-
cessed DNA. MDS segments
(white boxes) and IESs
(hatched boxes) are shown
schematically and not to scale.
Shown are the sequences of
PCR products for TEBPb be-
tween segments2and7 in the
progeny of triply silenced cells
treated 12 to 15 hours after
mixing; shown are all 32
examples of aberrantly rear-
ranged chromosomes found
among 37 sequenced clones
[redundancy is indicated by
the number after an x (table
S2)]. Open triangles indicate
locations of cryptic junctions
between neighboring (point-
ing up) and nonneighboring
(pointing down) segments on
the basis of precursor micro-
nuclear order. MIC, nonrear-
ranged micronuclear gene
sequences; MAC, expected
rearranged macronuclear
gene sequences.

Fig. 3. RNA interference
(RNAi) against TBE transpo-
sases leads to accumulation
ofnonprocessedDNA.PCRam-
plification of gene regions be-
tween two distant MDSs is
shown (pol-a between MDSs
3 to 31; actin I between
MDSs 3 to 8; TEBPb between
MDSs 1 to 7; and TEBPa
between MDSs 5 to 17) (23).
Samples that were triply si-
lenced (12 to 15 hours after
mixing) against all three TBE
transposases (lanes 4, 14, 24,
and 34) show accumulation
of nonrearranged (MIC) gene
versions. Controls were non-
treated cells (lanes 2, 12, 22,
and 32) and cells injected
with 184-nucleotide vector
polylinker dsRNA (lanes 3,
13, 23, and 33); MAC, mac-
ronuclear; MIC, micronuclear.
Quantitative PCR (QPCR) with
TEBPa primers shows 6.55-
fold more nonrearranged
DNA as compared with that
of the untreated control in
the triple silencing example
(bottom).
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DNA that was extracted from the progeny of
cells injected ~10 hours and 12 to 15 hours after
mixing and cultured for only 1 week sometimes
contained incorrect DNA rearrangements as
well as increased levels of nonprocessed DNA
in the new macronucleus, as revealed by poly-
merase chain reaction (PCR) examination of
three genes: telomere end-binding protein a
subunit (TEBPa), telomere end-binding protein
b subunit (TEBPb), and DNA polymerase a
(pol-a) (Fig. 2, fig. S3, and table S2). The cells
that were injected 12 to 15 hours after mixing and
harvested after 2 weeks of growth, on the other
hand, evidenced no partial rearrangements, even
in clones from the region of the gel correspond-
ing to partially processed forms (in between the
visible precursor- and product-sized bands) or by
direct cloning of all amplified DNA, presumably
because of reversion to the wild type during ex-
tended culture (5).

At 12 to 15 hours after mixing, we silenced
each transposase type individually (TBE1, TBE2,
or TBE3) as well as all three possible pairs and all
three types together. Because triple silencing at 12
to 15 hours after mixing reliably inhibited rear-
rangements (Fig. 3), we repeated the triple si-
lencing and the combination of TBE1 and TBE2
at this time point and also analyzed transposase
mRNA levels (Fig. 4F). None of the single or other
paired treatments had a strong effect. PCR at
several loci in the progeny of cells triply silenced at
12 to 15 hours revealed a substantial accumulation
of precursor nonrearranged versions of each gene
(Fig. 3 and table S2, B and C), indicating stalled
rearrangement. A weak effect was also observed
after TBE1 and TBE2 were simultaneously si-
lenced (fig. S4A). Normally the precursor, micro-
nuclear DNA is rare and hard to detect (untreated
lanes in Fig. 3 and fig. S4, A and B) relative to the
macronuclear products,which have roughly a 1000-

fold amplification. The abundance of precursor-
sized product in TBE-silenced cells strongly sug-
gests an increase in the ratio of nonrearranged
to rearranged DNA. This was confirmed in the
progeny of triply silenced versus control cells,
with nonrearranged versions of TEBPa display-
ing a 6.6- or 3.2-fold greater abundance in the
two independent experiments performed at 12 to
15 hours after mixing (Fig. 3 and fig. S4).

Unprocessed germline chromosomes in Ox-
ytricha are much longer than somatic molecules.
Therefore, we confirmed that the progeny of triply
silenced and TBE1- and TBE2-silenced cells con-
tain more high–molecular weight DNA (limited
by mobility in the gel) than do control cells (Fig.
4A and fig. S4D) and noted a fourfold increase
when all TBE genes were silenced and a twofold
increasewhenTBE1 and TBE2were silenced (Fig.
4B and fig. S4D). In addition, we observed an in-
creased hybridization of the high–molecular weight
DNA to transposase DNA (Fig. 4, C and D, and
fig. S4D), which is consistent with the hypothesis
that these cells had a reduced ability to eliminate
these transposons, which represent approximately
2% of the germline genome. Furthermore, we also
observed no hybridization of transposase DNA to
macronuclear-sized (<12 kb) molecules (Fig. 4C
and fig. S4D), which is consistent with prior ob-
servations that TBE transposons are absent from
macronuclear chromosomes (7, 11, 13). The si-
lencing of the three transposase types (and to some
extent TBE1 and TBE2 together) alters the effi-
ciency of developmental DNA rearrangements,
including chromosome fragmentation, and this
leads to the accumulation of long nonprocessed
DNAmolecules. Our results suggest that germline-
limited transposase genes in Oxytricha function in
genome rearrangement.

These transposons might not merely be para-
sitic invaders that reduce host fitness or have little
phenotypic effect (14, 15) but instead mutualists
directly contributing a useful function for the or-
ganism (12), such as genomic DNA processing.
This would also account for the evidence that
strong purifying selection (6, 16) acts on TBE-
encoded proteins (fig. S5 and table S3). Particu-
larly striking is that all three TBE transposase
groups need to be silenced to achieve the greatest
effect. Given the massive level of DNA deletion
and reorganization inOxytricha, it is possible that
the three types have either specialized or over-
lapping functions or that their contributions are
additive. A high level of transposase activity may
be necessary to facilitate thousands of simultaneous
DNA rearrangements, affording an indispensable
role to the large quantity of germline-limited trans-
posable elements, which were previously con-
sidered selfish DNA or part of the dispensable
genome (17). This mutualism (18) is uniquely
different from other known cases of transposon
domestication, such as RAG recombinase (19),
piggyBac (20), or Mariner (21), in which a single
transposase copy has assumed a host function.
The situation in Oxytricha could also be viewed
as a case of massive transposon domestication, in

Fig. 4. Transposase silenc-
ing leads to increased levels
of nonprocessed high–
molecular weight DNA and
transposon retention. (A) 1 mg
total DNA from vegetative
progeny of cells treated with
RNAi against TBE transposases
(lanes 4 to 10) as well as
untreated and control cells
(23); ethidium bromide stain-
ingwas used. (C) DNA from (A)
hybridized to a TBE1 trans-
posase DNA probe (23).
Samples that were treated with
RNAi (12 to 15 hours after
mixing) against all three trans-
posases or TBE1 and -2
together (lanes 4 and 8) show
increased levels of (A) high–
molecular weight DNA and (C)
TBE1 hybridization to high–
molecular weight DNA as well
as decreased levels of trans-
posase mRNA (F). (B and D)
Gray bars indicate relative
amount of ethidium bromide
(B) and TBE1 probe signals (D)
in high–molecular weight
DNA. (E) Control hybridization
with a small-subunit rDNA
probe.Arrowheads indicate size
of relevant markers (1-kb
ladder). (F) Relative trans-
posasemRNA levels for TBE1,
TBE2, and TBE3 in injected
(12 to 15 hours after mixing)
versus noninjected cells in an
independent experiment (23).
Absolute values for each tran-
scriptwereobtainedwithQPCR
(in femtograms) and normal-
ized against the transcript level
for the mitochondrial large-
subunit rRNA. Transcript levels
of the control injected sample were set to 1.
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which thousands of unmodified transposons may
have been recruited for their transposase as part
of the catalytic machinery of RNA-guided ge-
nome rearrangements just before they are elim-
inated from themacronuclear genome. In support
of this model, we found that IES excision can
precede transposon elimination (fig. S6), refuting
a simple indirect effect of genome rearrangements
occurring only after transposon processing. Tran-
sient TBE transposase expression begins after
meiosis (Fig. 1 and fig. S1) and coincides with the
production of maternal RNA templates that guide
rearrangement (5) as well as all events of DNA
processing, including TBE transposon elimination,
IES excision, and segment-reordering in the de-
veloping nucleus (22).
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MAPK3/1 (ERK1/2) in Ovarian
Granulosa Cells Are Essential
for Female Fertility
Heng-Yu Fan,1 Zhilin Liu,1 Masayuki Shimada,2 Esta Sterneck,3 Peter F. Johnson,4
Stephen M. Hedrick,5 JoAnne S. Richards1*

A surge of luteinizing hormone (LH) from the pituitary gland triggers ovulation, oocyte maturation,
and luteinization for successful reproduction in mammals. Because the signaling molecules
RAS and ERK1/2 (extracellular signal–regulated kinases 1 and 2) are activated by an LH surge
in granulosa cells of preovulatory follicles, we disrupted Erk1/2 in mouse granulosa cells and
provide in vivo evidence that these kinases are necessary for LH-induced oocyte resumption of
meiosis, ovulation, and luteinization. In addition, biochemical analyses and selected disruption of
the Cebpb gene in granulosa cells demonstrate that C/EBPb (CCAAT/Enhancer-binding protein–b) is
a critical downstream mediator of ERK1/2 activation. Thus, ERK1/2 and C/EBPb constitute an in vivo
LH-regulated signaling pathway that controls ovulation- and luteinization-related events.

In the mammalian ovary, the female germ
cells (oocytes) reside within the ovarian
follicles and are surrounded by somatic

cell–derived granulosa cells (GCs) and cumulus
cells that have endocrine functions and control
oocyte maturation. Female reproductive success
depends on the growth of ovarian follicles and
differentiation of GCs as well as oocyte matura-

tion and ovulation (1, 2). Although LH plays a
critical role in the initiation of ovulation and in
the terminal differentiation of GCs to luteal cells
that compose the corpora lutea (CLs) and
produce progesterone, the precise molecular
targets in these processes remain ill-defined.
Cyclic adenosine 3´,5´-monophosphate (cAMP)
is a well-known mediator of LH action, but LH
also induces expression of the epidermal growth
factor (EGF)–like factors that, via activation of the
EGF receptor, RAS, and extracellular signal–
regulated kinases 1 and 2 [ERK1/2, also known
as mitogen-activated protein kinases 3 and
1 (MAPK3/1)], may act as the intrafollicular me-
diators to stimulate the cumulus cell-oocyte
complex (COC) expansion and oocyte matura-
tion (3–5). However, specific role(s) of the EGF
network and, more specifically, of ERK1/2 in
regulating ovulation, oocyte maturation, and the
global reprogramming of GCs to luteal cells have
not yet been analyzed or defined clearly in vivo.

ERK1 and ERK2 are coexpressed in all mam-
malian tissues and implicated as key regulators
of cell proliferation and differentiation as well
as oocyte maturation in culture (6, 7). Mutant
mouse models have shown that Erk1-null mice
are viable and fertile (8), but mutation of the
Erk2 gene is embryonic lethal in mice (9). To
analyze the specific ovarian functions of ERK1
and ERK2 in vivo, we crossed Erk2fl/fl mice (10)
with the Cyp19-Cre transgenic mice (11), and
the resultant Erk2fl/fl;Cyp19-Cre mice were further
crossed into the Erk1−/− background (8), yield-
ing Erk1−/−;Erk2fl/fl;Cyp19-Cre (Erk1/2gc−/−)
mice. Efficient depletion of ERK1 and/or ERK2
in the mutant GCs and cumulus cells, as well
as the lack of phosphorylation of ERK1/2 in
the mutant GCs in vivo, was demonstrated (fig.
S1, A to C). Loss of ERK1/2 did not impair
LH-mediated activation of known upstream reg-
ulators of ERK1/2 or other LH-regulated signal-
ing molecules (fig. S1, D and E) but did block
phosphorylation of the ERK1/2 target RPS6KA2
(P90RSK) (fig. S1D).

The Erk1−/− and Erk2gc−/− females were fer-
tile; however, the Erk1/2gc−/− females failed to
ovulate and were completely infertile (Fig. 1A).
Ovaries of adult Erk1/2gc−/− females contained
preovulatory follicles but no CLs (fig. S2A).
Concentrations of estradiol in serum were ele-
vated (fig. S2B), causing constant vaginal estrus
(fig. S2C). Even in immature Erk1/2gc−/− fe-
males treated with exogenous hormones, events
associated with ovulation did not occur: No
oocytes matured, as indicated by the complete
lack of germinal vesicle breakdown (GVBD)
(Fig. 1A); no COCs expanded (Fig. 1, B and
C, and fig. S2D); no follicles ruptured to form
CLs (Fig. 1, D and E); and the concentration
of estradiol in serum was elevated but that of
progesterone was not (Fig. 1F), indicating pro-
found endocrine changes in the mutant mouse
ovaries. GCs in the equine chorionic gonado-
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tropin (eCG)-primed Erk1/2gc−/− females were
viable but exhibited signs of apoptosis when
luteinization failed (fig. S2E).

Specific analyses of oocyte functions showed
that oocytes isolated from the COCs of Erk1/2gc−/−

mutant mice spontaneously underwent GVBD
in culture and progressed to metaphase II stage,
as did controls (fig. S3A). By contrast, when spon-
taneous GVBD was blocked by hypothanxine
(HX), the EGF-like factor amphiregulin (AREG)
stimulated GVBD in wild-type (WT) but not
Erk1/2gc−/− COCs (fig. S3B). In addition, AREG
stimulated expansion of COCs isolated from WT,
but not the Erk1/2gc−/− mice (fig. S3C). These re-
sults indicate that the oocytes that retain ERK1/2
in the Erk1/2gc−/− mice are competent for meiotic
maturation, but the cumulus cells lacking ERK1/2
(fig. S1B) fail to respond to EGF-like factors.

Furthermore, the ability of LH/hCG (human
chorionic gonadotropin) to terminate GC prolif-
eration was impaired in the Erk1/2gc−/− mice, as
indicated by elevated incorporation of bromo-
deoxyuridine (BrdU) (Fig. 2, A and B, and fig.
S4, A and B) and expression of positive cell
cycle–regulatory molecules CCND2, CCNA,
and E2F1 and reduced expression of CDKN1B
and CDKN1A (fig. S4, C and D) in the mutant
ovaries compared to controls. Thus, ERK1/2
control GC fate decisions at this critical stage of
their differentiation.

To identify ERK1/2 target genes in preovula-
tory follicles, we analyzed gene expression pro-
files using RNA prepared from GCs obtained
from WT and Erk1/2gc−/− mice treated with eCG
for 48 hours and at 0, 2.5, and 4 hours after hCG
injection because the activation of ERK1/2 peaks
at 2 hours after hCG treatment (11, 12) and
many genes that affect ovulation are maximally
expressed by 4 hours (5). Among the 563 highly
regulated LH target genes (more than fourfold,
hCG at 4 hours versus hCG at 0 hours; 466 with
increased and 97 with decreased expression,
tables S1 and S2), 77% (376 with increased and
57 with decreased expression) lost their response
to LH/hCG in the Erk1/2gc−/− cells (Fig. 3A).
Two identified ERK1/2 target genes that regulate
estradiol biosynthesis and activity are Cyp19a1
(aromatase), which converts testosterone to es-
tradiol, and Sult1e1, which deactivates estradiol
(13). Whereas hCG turns off Cyp19a1 expression
in WT mice, Cyp19a1 was markedly increased
in the Erk1/2gc−/− cells. By contrast, hCG tran-
siently induced Sult1e1 in WT but not Erk1/2−/−

GCs (Fig. 3B and tables S1 and S2), leading to
inappropriately high estradiol concentrations
(Fig. 1F and fig. S2B) that may adversely af-
fect the ovary and other tissues as well (13).
Conversely, two luteinization markers, Star and
Cyp11a1, were substantially reduced in the
Erk1/2gc−/− ovaries, consistent with the lack of
CLs in the mutant mice (Fig. 2, C to F, and fig.
S5, A and B).

The expression of many genes associated
with COC expansion and ovulation (Ptgs2,
Tnfaip6, Has2, Ptx3, and Pgr) was abolished

in the Erk1/2gc−/− ovaries, as indicated by the
microarray data (table S1), quantitative reverse
transcription–polymerase chain reaction (qRT-
PCR) (Fig. 3C and fig. S5A), and immunoflu-

orescence (fig. S5D), whereas genes encoding
the two EGF-like factors Areg and Ereg, presumed
mediators of LH action, were induced rapidly to
normal (Ereg) or reduced (Areg) levels compared

Fig. 1. ERK1/2 mediate LH-induced oocyte maturation, ovulation, and luteinization. (A) Breeding assays,
superovulation assays, and oocyte maturation (germinal vesicle breakdown; GVBD) rate in the different
mouse genotypes. An asterisk (*) indicates that the data point is zero. Error bars denote SD. (B to E)
Hematoxylin and eosin (H&E) staining of ovaries from immature WT and Erk1/2gc−/−mice treated with hCG
for 8 hours (B and C) or 48 hours (D and E). CL: corpus luteum. In (B) and (C), arrows indicate the nuclear
configuration of the oocyte nucleus. Scale bars, 31.25 mm. In (D) and (E), arrows indicate nonovulated
COCs in preovulatory follicles. Scale bars, 250 mm. (F) Changes in estradiol and progesterone
concentrations in serum after hCG treatment of eCG-primed 3-week-old WT and Erk1/2gc−/− females.
D23: postnatal day 23; eCG: 23-day-old female mice treated with eCG for 48 hours; hCG D1 and hCG D2:
23-day-old females treated with eCG for 48 hours followed by hCG for 24 hours (D1) or 48 hours (D2).

Fig. 2. ERK1/2 are required
for the terminal differentia-
tion of GCs during ovulation.
(A and B) BrdU staining of WT
and Erk1/2gc−/− ovary sections
at 8 hours after hCG treatment.
Scale bars, 62.5 mm. (C to F)
In situ hybridization shows
the expression of Cyp11a1
mRNA in ovaries of WT and
Erk1/2gc−/− mice at 48 hours
after hCG treatment. Histolo-
gy of the ovaries is shown by
hematoxylin staining (C and
D); localization of Cyp11a1
mRNA is shown by dark-field
images (E and F). Scale bars,
250 mm.
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to controls but these levels were not sustained.
By contrast, the induction of betacellulin (Btc)
was blocked completely in Erk1/2gc−/− ovaries
(Fig. 3D). Thus, the initial induction of Areg
and Ereg by LH/hCG is largely independent of
ERK1/2 activation. However, the induction of
Btc and the secondary maintenance of Areg and
Ereg expression is likely dependent on ERK1/2
induction of Ptgs2, leading to prostaglandin E2
(PGE2) production and activation of the EP2
receptor (5).

By contrast, genes in addition to Cyp19a1
that are expressed and/or induced by follicle-
stimulating hormone (FSH) and equine chorionic
gonadotropin (eCG) in GCs during preovula-
tory follicle development (Fshr, Lhcgr, and
Nr5a2) (fig. S6) and normally down-regulated
during the early stages of LH-induced lutein-
ization (14) were expressed at elevated levels
in ovaries of the hormone-treated Erk1/2gc−/−

mice (Fig. 3B and fig. S5C). Thus, ERK1/2 is
required for suppressing the expression of FSH
target genes.

Mice null for the transcription factor CCAAT/
Enhancer-binding protein–b (Cebpb) are one
of a only few knockout mouse models that show
an Erk1/2gc−/−-like ovarian phenotype (15). C/EBPb
protein is increased rapidly by hCG in GCs in
vivo (fig. S7, A and B), and in cultured cell lines.
C/EBPb is the substrate of ERK1/2 and/or
RPS6KA2 (P90RSK) (16), making C/EBPb a
potential mediator of ERK1/2 in GCs. Indeed,
when undifferentiated GCs were infected with
an adenoviral vector encoding C/EBPb, C/EBPb
was expressed, phosphorylated in response to
AREG at a known ERK1/2 site and by a MEK1/2-
dependent mechanism (C/EBPb-T188; Fig. 4A).
Only in C/EBPb-expressing cells could AREG
induce ERK1/2-dependent (U0126 sensitive) ex-
pression of target genes (Ptgs2, Tnfaip6, Pgr, and
Star) (Fig. 4A and fig. S8A). AREG and C/EBPb
induced the expression of LH/ERK1/2 target
genes in Erk1/2gc−/− GCs only when an ERK2
expression vector restored kinase activity (Fig.
4A). The synergistic actions of AREG and C/EBPb
were compromised dramatically by an ERK1/2
site, but not P90RSK site, point mutation (fig.
S8A), indicating that C/EBPb is a direct target of
ERK1/2 and both constitute a critical signaling
network in preovulatory GCs.

Because the GC-specific functions of C/EBPb
have not been studied in vivo, Cebpb fl/fl mice (17)
were crossed with the Cyp19-Cremice, generating
the Cebpbfl/fl;Cyp19-Cre (Cebpbgc−/−) mouse
strain with C/EBPb depleted in GCs (fig. S7, B
to D). As in the Cebpb-null mice (15), the adult
Cebpbgc−/− mice were subfertile (fig. S7E). CLs
were absent in 70% of the adult Cebpbgc−/−

mice (n = 10, Fig. 4B); the number of ovulated
COCs was reduced (Fig. 4C); and the expres-
sion of Ptgs2, Star, and Cyp11a1 was decreased,
consistent with impaired CL formation (fig. S7,
F to G). However, hCG-induced phosphoryl-
ation of MEK1/2 and ERK1/2 was normal in
ovaries of Cebpbgc−/−mice (fig. S7D). Expression

Fig. 3. ERK1/2 extensively regulate the expression of FSH/LH-target genes during ovulation. (A)
Summary of gene expression profiling data. Genes regulated more than fourfold between 0 and 4
hours after hCG treatment were defined as LH-target genes; those that failed to respond to hCG in
the Erk1/2gc−/− cells were defined as ERK1/2-dependent genes. (B to D) qRT-PCR shows the expres-
sion of selected FSH/eCG and LH/hCG target genes in GCs of WT and Erk1/2gc−/− mice after hCG
treatment. Error bars denote SD.

Fig. 4. C/EBPb is a key mediator of ERK1/2 activity in preovulatory GCs. (A) Immature WT or Erk1/2gc−/−

mice were primed with eCG for 24 hours. GCs were collected and cultured overnight, and some Erk1/2gc−/−

GCs were transfected with an ERK2 expression plasmid. The cells were then infected with an adenoviral
vector encoding C/EBPb for 4 hours and further treated with AREG with (+) or without (−) U0126 for
another 4 hours. Total RNA or protein was extracted. LH, hCG, and AREG downstream genes were
quantified by qRT-PCR. Western blots document AREG-induced phosphorylation of ERK1/2 and C/EBPb
and overexpression of C/EBPb. Error bars denote SD. (B) H&E staining shows the absence of CLs in the
ovary of adult Cebpbgc−/− mice. Follicles are indicated by arrows. Scale bar, 250 mm. (C) The number of
ovulated COCs decreased at 16 hours after hCG injection in Cebpbgc−/− mice. (D) Summary. LH, cAMP,
and protein kinase A (PKA) induce AREG and EREG, which activate RAS and ERK1/2. Activated ERK1/2 is
required to (i) induce and activate CEBPb and genes essential for oocyte maturation, ovulation, and
luteinization; (ii) maintain AREG, EREG, and BTC by inducing Ptgs2/PGE and activation of EP2, cAMP,
and PKA; and (iii) silence the FSH-regulated program. LH may also transactivate RAS and ERK1/2
directly and regulate C/EBPb expression by other pathways. FSH and LH pathways are shown in green
and red, respectively.
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of C/EBPb was decreased but not totally blocked
in the Erk1/2gc−/− mice (fig. S8, B and C), indi-
cating that C/EBPb expression is regulated by
additional pathways and that ERK1/2-mediated
phosphorylation and activation of C/EBPb is
critical. Thus, C/EBPb is a downstream effec-
tor of ERK1/2 in GCs during ovulation and
luteinization. The lower penetrance of ovula-
tion and gene expression defects in Cebpbgc−/−

mice, compared with the Erk1/2gc−/− mice, sug-
gests that C/EBPb is one, but not the only,
critical transcription factor regulated by ERK1/2
in vivo.

The Erk1/2gc−/− mouse model illustrates that
disruption of Erk1/2 in GCs in vivo completely
derails the ability of LH to induce genes con-
trolling ovulation, COC expansion, oocyte matu-
ration, and luteinization without altering genes
that regulate normal follicular development to
the preovulatory stage (summarized in Fig. 4D).
As a consequence of ERK1/2 depletion in GCs,
the FSH program is extended rather than being
abruptly terminated by LH/hCG. Thus, our re-
sults demonstrate in animals that the critical
roles of ERK1/2 in GCs are highly selective and
cell context–specific, confirming findings of in
vitro studies (6, 18). Moreover, ERK1/2 are ac-
tivated for a relatively short period of time (from
0.5 to 2 hours) in GCs of the preovulatory fol-
licles exposed to LH/hCG (11, 12, 19), and this
brief window of activation is necessary and suf-

ficient to reprogram preovulatory GCs to cease
dividing and terminally differentiate.

The effect of ERK1/2 activation in GCs of
preovulatory follicles but not in follicles at
earlier stages of growth indicates that activation
of these kinases is controlled tightly by specific
mechanisms. Indeed, inappropriate activation of
ERK1/2 in GCs of small growing follicles might
disrupt normal follicular development because
mice in which ovarian GCs express a consti-
tutively active K-RAS mutant suffer impaired
follicle development and premature ovarian fail-
ure (11). Thus, further understanding of the
molecular mechanisms by which ERK1/2 regu-
late ovarian cell functions will help unravel
some of the causes of ovarian pathologies and
cancer, as well as lead to therapies for female
infertility.
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Cell Movements at Hensen’s Node
Establish Left/Right Asymmetric Gene
Expression in the Chick
Jerome Gros,1 Kerstin Feistel,2* Christoph Viebahn,3 Martin Blum,2 Clifford J. Tabin1†

In vertebrates, the readily apparent left/right (L/R) anatomical asymmetries of the internal
organs can be traced to molecular events initiated at or near the time of gastrulation.
However, the earliest steps of this process do not seem to be universally conserved. In particular,
how this axis is first defined in chicks has remained problematic. Here we show that
asymmetric cell rearrangements take place within chick embryos, creating a leftward movement of
cells around the node. It is the relative displacement of cells expressing sonic hedgehog (Shh)
and fibroblast growth factor 8 (Fgf8) that is responsible for establishing their asymmetric
expression patterns. The creation of asymmetric expression domains as a passive effect of cell
movements represents an alternative strategy for breaking L/R symmetry in gene activity.

In mice and rabbits, monocilia found on
cells of the posterior notochordal plate have
been shown to play a crucial role in breaking

left/right (L/R) symmetry (1, 2). These cilia are
able to create a leftward flow of fluid in a pit-like
teardrop-shaped space that is not covered by
subjacent endoderm (3). The flow of fluid across
this pit stimulates signal transduction that
ultimately leads to the induction of asymmetric
gene expression (1, 2).

In contrast, in the chick embryo, the endo-
derm underlying Hensen’s node (a structure at

the rostral end of the primitive streak in the
gastrulating embryo) exists as a continuous sheet
ventral to the notochordal plate mesoderm (4),
and there is no morphological pit on the ventral
surface in which a flow of fluid could be es-
tablished. Essner et al. have observed cilia at
Hensen’s node in earlier work (5), but these short
cilia are on endodermal cells and are unrelated to
the motile cilia on the mesodermal cells of the
ventral node in the mouse and rabbit. The meso-
dermal cells at Hensen’s node in the chick are
devoid of cilia. In addition, the Talpid chick

mutant lacks primary cilia (6) but does not ex-
hibit L/R asymmetry defects. Unlike in the
mouse and rabbit, the chick node itself becomes
morphologically asymmetric, with a marked tilt
toward the left around the time the primitive
streak reaches full extension at stage 4 (7, 8) (Fig.
1, A to C). Shortly thereafter, a number of small
L/R asymmetric expression domains are ob-
served to the right and left of the node (9).
However, all of the genes expressed in such a
manner are initially expressed in a symmetric
fashion: for example, fibroblast growth factor 8
(Fgf8) bilaterally along the primitive streak and
sonic hedgehog (Shh) bilaterally across the top of
the node until stage 4 (10) (Fig. 1, D to G).
Subsequently, concomitant with the development
of morphological asymmetries in the node, these
gene expression patterns also become gradually
asymmetric by stage 5 (Fig. 1, H and I).

To investigate cellular rearrangements that
could be responsible for establishing the mor-
phological asymmetry of the node, we performed
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a time-lapse analysis of cell movements at
Hensen’s node, randomly labeling cells by elec-
troporation of a green fluorescent protein (GFP)
reporter (11). At stage 4, as primitive streak
elongation terminates (Fig. 1, K and O) but
regression has not yet begun (Fig. 1, M and Q),
the cells that have formed the node exhibit a
definitive, albeit brief (3 to 4 hours), leftward
movement [n = 10/10, where n represents the
number of embryos analyzed; movies S1 to S3;
and Fig. 1, L and P).

We next attempted to block the leftward
movement of cells at the node by the use of
drugs that inhibit the function of rho kinase (Rok)
(Y-27632) and its target myosinII (blebbistatin).
These two proteins have been shown to provide
the force driving various oriented cell rearrange-
ments in several species. After adding these
drugs, gastrulation movements continued (Fig.
1R and fig. S1, B, F, and J), and most reached at
least stage 6 when the notochord has formed,
although as previously described (12, 13),
primitive-streak regression was affected (Fig.
1T and fig. S1, D, H, and L). In these drug-
treated embryos, the leftward movements of cells
at the node were no longer observed (movies S4
and S5; Fig. 1S; and fig. S1, C, G, and K). Three-
dimensional (3D) reconstruction of Hensen’s
node from stage 5 embryos that were cultured
in blebbistatin or Y-27632 revealed that the node
displays a more symmetrical and anteriorly ex-
tended shape as compared with control embryos
(dotted lines; Fig. 2, A, B, E, and F; and fig. S2,
A and B), suggesting that the cell movements we
identified are responsible for the morphological
asymmetry of the node. Moreover, we noted that
these embryos also displayed symmetrical ex-
pression of Shh and FGF8 (Y-27632, n = 16/23;
blebbistatin, n = 17/21; Fig. 2, G and H; and fig.
S2, C and D).

Additionally, we attempted to block the
leftward cell movements anterior to the node by
two physical methods: (i) manually inserting in-
dividual human hairs through the primitive streak
extending anterior to the node and (ii) surgically
bisecting the embryos along the midline. Both
manipulations also led to bilateral gene expres-
sion (fig. S3). Thus, the leftward cellular move-
ments at the node are necessary to initiate L/R
asymmetric expression domains in the chick.

It has been previously demonstrated that
asymmetric expression of Shh and FGF8 de-
pends on a transient, H+/K+ adenosine triphos-
phatase (ATPase)–dependent depolarization of
membrane potential on the left side of the prim-
itive streak, just before stage 4 (14). We cultured
embryos in plates containing the H+/K+ ATPase
inhibitors SCH28080 or omeprazole and found
that the node displayed a symmetrical morphol-
ogy comparable to the phenotypes observed with
myosinII and Rok inhibitors, suggesting that in
these conditions the cell rearrangements at the
node did not occur properly (Fig. 2, I and J, and
fig. S2, E and F). Moreover, when we performed
a time-lapse analysis on GFP electroporated

embryos cultured on plates containing omepra-
zole, we did not observe any leftwardmovements
at the node (n = 3/4) (movie S6, Fig. 1V, and fig.
S1O) as were observed in control embryos (n =
10/10, Fig. 1, L and P, and movie S1), although
the primitive streak elongated and regressed
normally (Fig. 1, U to W, and fig. S1, N to P).
Embryos treated with H+/K+ ATPase inhibitors
exhibited symmetrical expression of Shh and
FGF8 [as previously reported in (14)] by stage 5
to 6 (SCH28080, n = 7/12; omeprazole, n = 6/7;
Fig. 2, K and L; and fig. S2, G andH). These data

show that the leftward movement at the node is
downstream of the asymmetric H+/K+ ATPase
activity.

The mechanism for setting up L/R asym-
metric gene expression patterns at the chick node
may have relevance beyond avian species. De-
spite the morphological conservation of the
notochordal plate’s ventral surface as seen in
mice, rabbits, and possibly humans (15), histo-
logical analysis reveals that, similar to the chick,
the cells of the pig notochordal plate do not
contain cilia (Fig. 3, A to C, and fig. S4, D to J).

Fig. 1. Morphological and molecular asymmetries arise in conjunction with a leftward movement
around the chick at Hensen’s node in stage 4. (A to C) 3D reconstruction of confocal views (Z stack) of
phalloidin-stained embryos at stages 3 (A), 4 (B), and 5 (C). The most dorsal (D) staining is depth coded
blue; the most ventral (V) staining is shown in red. (D to I) In situ hybridizations for Shh [(D), (F), and
(H)] and FGF8 [(E), (G), and (I)]. Red arrows, asymmetric domain of Shh; yellow arrows, asymmetric
domain of Fgf8. (J to M) Time series showing movement of electroporated cells. (J) Embryos were
electroporated at stage 3+, and subsequent time points are indicated in the lower right corner. 10 to
30% of cells are labeled by GFP. Cells undergo a leftward movement around the node (L). White arrows
(N to Q) show the trajectories of the cells depicted in (J) to (M), respectively. In blebbistatin-treated
embryos (R to T), early cell movements are relatively unaffected; however, there is no leftward
movement around the node (S). Later, cells display disorganized movements, and the primitive streak
fails to regress (T). In omeprazole-treated embryos (U to W), gastrulation movements are normal;
however, cells from the left and right sides move symmetrically toward the node but not around it. The
position of the streak and that of the node pit are illustrated by a red dotted line and a red circle,
respectively.
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As in the chick, we do not observe any structure
in the pig resembling the ventral node of the
mouse and rabbit. Moreover, as in the chick, the
cells of the pig notochordal plate are completely
covered by endoderm. As a consequence, there is
no space in which a flow of fluid could be
generated (Fig. 3E and fig. S4, A and B).
Additionally, like the chick, pig embryos have a
morphologically asymmetric node displaced
leftward at stage 5 (n = 4/4) (Fig. 3C). Like the
chick and unlike the mouse, there are asymmetric
gene expression domains adjacent to the node,
such as Foxj1 (n = 3/3) (Fig. 3A), which precede
by several hours the asymmetric expression of
Nodal at stage 6 (Fig. 3D). (Nodal is the first gene
known to be asymmetrically expressed in mice
and rabbits.)

In summary, we show here that, in chick
embryos, the node is the site of cellular rearrange-
ments that create a leftward movement of cells
around it [an observation made independently by
Cui et al. (16)]. The convergence of cells on the
right edge of the node and migration away from
the midline on the left thereby deform the shape
of the node. This movement establishes asym-
metric gene expression patterns, not through
transcriptional induction or repression but rather
in a passive manner by rearranging the relative
orientations of cells expressing critical genes (fig.
S5). Moreover, we have found that cell move-
ments at the node arise downstream of a transient
depolarization of membrane potential on the left
side mediated by the activity of the H+/K+
ATPase. The symmetry-breaking event that leads
to asymmetric H+/K+ ATPase activity in chick
embroys remains unknown.

Previous misexpression experiments have put
the genes asymmetrically expressed at the chick
node into an epistatic pathway. For example, ac-
cording to current models, Bmp4 (which is ex-
pressed in very similar domains to Fgf8, initially
bilaterally along the streak and then asym-
metrically on the right side) induces Fgf8 and
represses Shh. Shh feeds back to repress Bmp4
and induce Nodal, whereasFgf8 serves to repress
Nodal. Our data do not contradict these previ-
ously described epistatic relations. However, be-
cause the asymmetric expression domains of
these signaling molecules do not form in the ab-
sence of cell movements, we suggest that the
previously described cross-regulation (for in-
stance, the reciprocal inhibition between Shh and
Bmp4) functions secondarily to sharpen borders
and provide robustness once cells expressing
these factors are brought into juxtaposition, rather
than as a primary means of establishing their
asymmetric gene expression domains.
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A Frazzled/DCC-Dependent
Transcriptional Switch Regulates
Midline Axon Guidance
Long Yang, David S. Garbe, Greg J. Bashaw*

Precise wiring of the nervous system depends on coordinating the action of conserved families
of proteins that direct axons to their appropriate targets. Slit-roundabout repulsion and
netrin–deleted in colorectal cancer (DCC) (frazzled) attraction must be tightly regulated to
control midline axon guidance in vertebrates and invertebrates, but the mechanism mediating this
regulation is poorly defined. Here, we show that the Fra receptor has two genetically separable
functions in regulating midline guidance in Drosophila. First, Fra mediates canonical
chemoattraction in response to netrin, and, second, it functions independently of netrin to
activate commissureless transcription, allowing attraction to be coupled to the down-regulation
of repulsion in precrossing commissural axons.

Establishing precise midline circuitry is es-
sential to control rhythmic and locomotor
behaviors (1, 2). Conserved signals that

regulate axon guidance at the midline include
attractive cues such as netrins and repulsive cues
such as slits, semaphorins, and ephrins (3, 4). In

Drosophila, netrin attracts many commissural
axons to the midline through activation of the
frazzled (Fra), the Drosophila ortholog of the
DCC (deleted in colorectal cancer) receptor
(5–8), whereas the repellant slit and its re-
ceptor roundabout (Robo) prevent commissural
axons from recrossing (9, 10). Commissureless
(Comm) controls midline crossing by negatively
regulating surface amounts of Robo on precross-
ing commissural axons (11–13). Comm is ex-
pressed transiently in commissural neurons as
their axons traverse the midline, where it sorts

Robo to endosomes (12). Once across the mid-
line, comm expression is extinguished, resulting
in increased amounts of Robo on the growth
cone. How comm expression is spatially and
temporally regulated to gate midline crossing is
unknown.

While characterizing the structural require-
ments for Fra-mediated axon attraction, we
observed that neuronal expression of a dominant
negative form of Fra (FraDC) leads to a dose-
dependent “commissureless” phenotype (14).
Searching for candidate genes that modify this
phenotype, we found that removing one copy of
comm enhances the midline-crossing defects
caused by expressing UASFraDC (fig. S1), sug-
gesting a role for Fra in regulating Comm during
midline guidance. Consistent with this idea,
removing one copy of comm in hypomorphic
fra mutants increases the commissural defects as
shown by thin or missing commissures in many
segments, as well as an increased frequency of
noncrossing defects in a subset of commissural
neurons: the eagle neurons (Fig. 1 and table S1).
Similar genetic interactions are also observed by
using additional alleles of both fra and comm
(fig. S2 and table S1). These dose-dependent
genetic interactions suggest that fra and comm
may function in the same pathway to control
commissural axon guidance.

How could Fra regulate the function of
Comm? Because comm mRNA is up-regulated
in commissural neurons as their axons cross the

Department of Neuroscience, University of Pennsylvania
School of Medicine, 1113 BRB2/3, 421 Curie Boulevard,
Philadelphia, PA 19104, USA.

*To whom correspondence should be addressed. E-mail:
gbashaw@mail.med.upenn.edu

Fig. 1. Genetic inter-
action between fra and
comm. (A to C) Stage 16
eglGal4::UASTau-MycGFP
embryos stained with
MAb-BP102 (magenta)
to display all central ner-
vous system axons and
anti–green fluorescent
protein (GFP) (green) to
visualize the eagle neu-
rons. Anterior is up. (A)
In fra4/+ or fra4/+;
comme39/+ embryos, EW
and EG neurons (white
labels) project their axons across the midline in almost every segment. Scale
bar indicates 20 mm. (B) fra4/fra6mutants have normal commissure formation
and a mild EW axon noncrossing defect (arrow). (C) Compared with fra4/fra6,
fra4/fra6; comme39/+ embryos have missing and thin commissures in many

segments (arrowheads), and many EW axons also fail to cross the midline
(arrows). (D) Quantification of EW axon noncrossing defects. The guidance of
EG axons is not affected in fra mutants. Error bars represent standard error of
the mean. Asterisks denote P < 0.02 in a Student’s t test.
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midline and DCC has been shown to mediate
netrin-induced axon outgrowth and turning
through activation of the mitogen-activated
protein kinase and calcineurin and nuclear factor
of activated T cells (NFAT) signaling cascades
(15, 16), we tested whether Fra regulates comm
mRNA expression (17). Examination of comm
mRNA in fra mutant nerve cords by real-time
polymerase chain reaction revealed a 12-fold
reduction of total commmRNA relative to that of
wild type (fig. S3). To analyze commmRNA ex-
pression with single-cell resolution, we focused
on the eagle neurons. At stage 14 in wild-type or
fra/+ embryos, when the eagle axons are crossing
the midline, they have high comm RNA expres-
sion in their cell bodies (Fig. 2, A to C). How-
ever, in fra mutants comm mRNA is reduced in
the eagle neurons that project their axons in the
posterior commissure (EW) and the eagle
neurons that project their axons in the anterior
commissure (EG) (Fig. 2 and figs. S4 and S5).

comm mRNA reduction in fra mutants is
unlikely to be secondary to the failure of these
axons to cross the midline, because a similar
reduction is observed in EWs that have normal
trajectories (Fig. 2). This implies that crossing
the midline is not sufficient to induce comm
transcription. Furthermore, the down-regulation of
comm mRNA is likely a reflection of reduced
transcription, rather than reduced mRNA sta-
bility, because we detected a similar reduction
of comm pre-mRNA expression by using a
comm intron probe for hybridization (fig. S6).
Lastly, comm mRNA reduction in fra mutants
is specific to commissural neurons because
comm mRNA expression in the midline glia is
not affected (Fig. 2).

Fra has non–cell-autonomous functions
(18, 19), so we tested whether Fra is required
exclusively in commissural neurons to control
comm transcription. Expressing a UASFra-Myc
transgene in the eagle neurons of framutants not

only rescues the guidance defects of EWs as pre-
viously reported (14) but also rescues comm
mRNA expression (Fig. 2, G to I, and fig. S4).
commmRNA expression is also recovered in the
few EWs (1.8%) that are not rescued, and comm
mRNA amounts are normally regulated when the
EW axons are prevented from crossing the mid-
line by misexpressing the Robo receptor, indi-
cating that crossing the midline is not necessary
to induce comm expression (figs. S4 and S7).
During axon migration, growth cones of ipisi-
lateral neurons extend long filopodia that reach
all the way across the midline (20), suggesting
that even when commissural axons extend ipsi-
laterally they could still have access to midline
signals.

In contrast to wild-type Fra, expression of
FraDC in fra mutants does not rescue comm
mRNA expression (fig. S8). In fact, expressing
UASFraDC in the eagle neurons of wild-type
animals results in a decrease in comm expression
in EWs; an observation consistent with FraDC’s
function as a dominant negative (fig. S9). All
together, these results support a cell-autonomous
requirement for Fra to activate comm transcrip-
tion in commissural neurons as they cross the
midline, and furthermore this effect is dependent
on an intact cytoplasmic domain.

To test whether Fra is sufficient to induce
comm mRNA expression, we overexpressed Fra
in a subset of ipsilateral neurons, the apterous
(Ap) neurons. In wild-type embryos, the Ap neu-
rons do not express comm. Only stochastic ex-
pression of comm can be detected at late stages in
these neurons (stages 16 and 17) (Fig. 3, A andC,
arrows) (12). Overexpressing a UASFra-myc
transgene in the Ap neurons frequently induces
ectopic comm mRNA expression (16% of hemi-
segments contain Ap neurons that express comm,
n = 160 hemi-segments) (Fig. 3, D and F, ar-
rows). In addition, Fra expression causes the Ap
axons to cross the midline in many segments
(35%, n = 18) (Fig. 3E asterisks). Therefore, Fra
is both necessary and sufficient for commmRNA
expression in subsets of neurons in vivo.

Because netrins are the ligands for DCC to
activate downstream gene transcription during
vertebrate axon outgrowth and turning, we tested
whether netrins are required for comm transcrip-
tion. Unexpectedly, there is no reduction of comm
mRNA in the eagle neurons of netAB mutants
compared with netAB/+ siblings (Fig. 4 and fig.
S8). Even in the EWs that fail to cross the mid-
line, comm mRNA is expressed normally, again
arguing that midline crossing is not required to
induce comm transcription (Fig. 4, D and F, ar-
rows). In addition, expressing either a UASMyr-
Fra-Myc transgene that removes the entire
extracellular domain of Fra (and therefore its abil-
ity to bind netrin) or a UASFraDP1DP2DP3-Myc
transgene can also rescue comm mRNA expres-
sion (fig. S8). Accordingly, the midline crossing
defects of the EW axons in these embryos are
partially rescued, resulting in a milder pheno-
type (table S1). The conserved cytoplasmic P3

Fig. 2. Fra is required cell-autonomously for commmRNA expression. (A to I) Stage 14 eglGal4::UASTau-
MycGFP embryos double-labeled with RNA in situ probes for comm (green) and anti-Myc (magenta) to
visualize the eagle neurons. Anterior is up. Confocal sections of the EWs are shown. White hash marks
indicate the positions of the XZ and YZ sections. (A to C) comm mRNA expression in the EWs of fra/+
embryos (arrowheads). Scale bar in (A), 20 mm. (D to F) comm mRNA is reduced in the EWs of fra4/fra3

mutants (arrowhead, EW with crossing defect; starred arrowhead, EW that projects normally). (G to I)
Expressing UASFra-Myc in the eagle neurons of fra mutants rescues comm mRNA expression in the EWs
[(G) and (I), arrowheads].
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motif of Fra is required for netrin-mediated
attraction (14). Therefore, FraDP1DP2DP3 loses
its chemoattractive function but still retains the
ability to activate comm transcription. These
results support the idea that netrins are not the
ligands for Fra to induce comm transcription and
indicate that chemoattraction and the regulation
of comm expression are controlled by distinct
regions of the Fra cytoplasmic domain. More-
over, the transcriptional activation of comm ap-
pears to be independent of any of the conserved
P motifs.

Together these results suggest that, to ensure
midline crossing, Fra signaling has dual functions
in commissural neurons: First it mediates netrin-
dependent axon attraction, and second it leads to
netrin-independent activation of comm transcrip-
tion. Comm, in turn, down-regulates Robo expres-
sion on commissural axons, allowing midline
crossing (fig. S10). If this model is correct, the
guidance defects observed in fra mutants should
be due to a combination of the loss of attraction
and a failure to activate comm transcription, and
at least four genetic predictions can be made.
First, fra mutants should have more severe EW
commissural guidance defects than netAB mu-
tants do. Second, expressing UASComm tran-
siently in commissural neurons should partially
rescue the guidance defects in fra mutants, and
these partially rescued fra; UASComm mutant
animals should have similar guidance defects to
netAB mutants. Third, fra, robo double mutants
should display the same severity of defects as
fra; UASComm animals. Lastly, expressing
UASComm in commissural neurons of netAB
mutants should have no effect on the midline
crossing defects.

To test these predictions, we compared the
EW axon guidance defects in the genotypes
described above, and a phenotypic analysis was
performed blind to genotype (Fig. 5). As pre-
dicted, the EW guidance defects in fra mutants
are significantly stronger than those in netABmu-
tants (Fig. 5, B, F, and H, and table S1). Ex-
pressing UASComm in the eagle neurons of fra
mutants partially rescues the EW guidance de-
fects, leading to a phenotype similar to that ob-
served in netAB mutants (Fig. 5, C and H, and
table S1). Similarly, the EW guidance defects in
fra, robo double mutants are also less severe
than fra single mutants (Fig. 5, D and H, and table
S1) (21). Lastly, overexpression of UASComm
in netAB mutants does not affect the guidance
defects (Fig. 5, F and G, and table S1). These ob-
servations strongly support a netrin-independent
role for Fra in triggering comm transcription.
Fra-dependent transcriptional regulation is un-
likely to be the only mechanism to activate
comm expression, because fra mutants have less
severe commissural guidance defects than comm
mutants.

Preventing conflicting signals at the midline
from confusing navigating axons is fundamental
to neuronal development. One mechanism that
may allow axons to coordinate their responses to

Fig. 4. Netrins are not required for comm mRNA expression. (A to F) Stage 14 eglGal4::UASTau-
MycGFP embryos triple-labeled with RNA in situ probes for comm (green) and netrinAB (blue) and
with anti-Myc (magenta) to visualize the eagle neurons. Anterior is up. Confocal sections of the EWs
are shown. White hash marks indicate the positions of the XZ and YZ sections. (A to C) comm mRNA
expression in the EWs of netAB/+ embryos (arrowheads). Scale bar in (A), 20 mm. (D to F) netAB
mutants have normal levels of comm mRNA expression. Arrowheads indicate an EW that has
crossing defects, and starred arrowheads indicate an EW that projects normally.

Fig. 3. Fra is sufficient to induce comm mRNA expression. (A to F) Stage 16 aptGal4::UASTau-
MycGFP embryos double-labeled with RNA in situ probes for comm (green) and anti-Myc (magenta)
to visualize the Ap neurons. Anterior is up. Confocal sections of the Aps are shown. White hash
marks indicate the positions of the XZ and YZ sections. (A to C) Stochastic comm mRNA expression
in the Ap neurons (arrowheads). Scale bar in (A), 20 mm. (D to F) Expressing UASFra-Myc in the Ap
neurons induces comm mRNA expression frequently [arrowheads in (D) and (F)] and leads to
ectopic midline crossing in many segments [asterisks in (E)].
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conflicting attractive and repulsive signals has
been described in cultured Xenopus spinal neu-
rons, where slit induces a physical interaction
between Robo and DCC (22). This direct
receptor-receptor interaction silences netrin at-
traction, and this mechanism is proposed to
prevent postcrossing commissural axons from
recrossing the midline (22). Here, we provide in
vivo evidence supporting a distinct mechanism to
regulate axon responses: Two conserved guid-
ance receptor signaling pathways (Fra and Robo)
are coupled through a transcriptional event in
precrossing commissural neurons to prevent pre-
mature repulsive responses and therefore ensure
midline crossing. Although transcriptional regu-
lation by netrin-DCC signaling is required for
embryonic axon outgrowth and turning in vitro, it
is less clear whether it is relevant in vivo. Here,
we show that Fra signaling triggers a transcrip-
tional event in vivo and identify a specific target
gene, comm, a key regulator of repulsion at the
Drosophila midline.

Surprisingly, Fra-mediated transcriptional ac-
tivation is netrin-independent, raising the ques-
tion of whether there is an extrinsic midline
signal required to activate Fra-dependent comm
transcription. The spatial and temporal comm
expression pattern is tightly associated with mid-
line crossing, strongly suggesting the existence of
such a midline signal. At first glance, our finding
that Fra-induced comm transcription can be re-
stored by expression of a myristolated Fra cyto-
plasmic (myrFracyto) domain seems inconsistent

with this idea. Although it may be tempting to
conclude from this observation that the regulation
of comm is strictly ligand-independent, it is also
possible (and, in our view, likely given the tight
temporal window of comm expression) that the
myrFracyto construct is either constitutively
active or that it can associate with a co-receptor.
Indeed, a similar construct when expressed in
Caenorhabditis elegans leads to constitutive
activity (23), and myristolated guidance receptor
cytoplasmic domains have been shown to be
competent to interact with co-receptors in a
ligand-dependent manner (24, 25). Identifying
the signals that trigger fra to activate comm
transcription and determining how these events
are restricted to commissural neurons are high
future priorities.
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Fig. 5. Expression of
Comm partially rescues
guidance defects in fra
mutants. (A to G) Stage
16 eglGal4::UASTau-
MycGFP embryos stained
with anti-GFP (green).
Embryos in (E to G) were
also labeled with RNA in
situ probes for netrinAB
(magenta). Anterior is up.
OverexpressingUASComm
in the eagle neurons par-
tially rescues the EW guid-
ancedefects in framutants
[compare arrows in (B)
and (C)] but not in netAB
mutants [compare arrows
in (F) and (G)]. The EW
guidance defects in fra,
robo mutants are also
partially rescued [com-
pare arrows in (B) and
(D)]. Overexpressing
UASComm in fra/+ or
netAB/+ does not affect
the trajectories of eagle
neurons in (A) and (E).
Scale bar in (A), 20 mm.
(H) Quantification of EW
axon noncrossing defect. Error bars represent standard error of the mean. Asterisk denotes P < 0.001 in a Student’s t test.
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Fictive Reward Signals in the
Anterior Cingulate Cortex
Benjamin Y. Hayden,1* John M. Pearson,1 Michael L. Platt1,2

The neural mechanisms supporting the ability to recognize and respond to fictive outcomes,
outcomes of actions that one has not taken, remain obscure. We hypothesized that neurons in
the anterior cingulate cortex (ACC), which monitors the consequences of actions and mediates
subsequent changes in behavior, would respond to fictive reward information. We recorded
responses of single neurons during performance of a choice task that provided information about
the reward values of options that were not chosen. We found that ACC neurons signal fictive reward
information and use a coding scheme similar to that used to signal experienced outcomes.
Thus, individual ACC neurons process both experienced and fictive rewards.

People routinely recognize and respond to
fictive outcomes, which are rewards or
punishments that have been observed but

not directly experienced (1–3). Fictive thinking
affects human economic decisions (4) and is dis-
rupted in disorders such as anxiety and impulsiv-
ity (5). Moreover, monkeys respond to information
about rewards that they have not directly experi-
enced (6) or were received by other monkeys (7).
To understand the neural mechanisms that mediate
these processes, we investigated how fictive reward
information is encoded in the anterior cingulate
cortex (ACC), part of a neural circuit that mediates
outcome-contingent changes in behavior (8–10)
and processes fictive information in humans (11).
The ACC is interconnected with the orbitofrontal
cortex, which mediates fictive thinking in humans
(5, 12).

In our task, monkeys chose from among eight
white targets arranged in a circle (13). Seven low-
value (LV) targets provided small rewards (100
mL), whereas the eighth target [high-value (HV)]
provided a variable reward with a larger expected
value (EV). Its value on each trial was selected
randomly from six possibilities (0, 200, 267, 300,
333, and 367 mL). Once the monkey selected a
target, the values associated with all eight of the
targets, represented by their colors, were revealed
(Fig. 1, A and B). After a half-second delay, the
monkey received the reward associated with the
chosen target. On the next trial, the position of
the HV target either remained in the same po-
sition (60% probability) or moved one position
clockwise (40% probability).

We analyzed only those trials in which mon-
keysmaintained fixation (90.6% of trials). Because
the HV target had a greater EV than the LV targets
(243 mL versus 100 mL), we expected that mon-
keys would prefer the HV target. Indeed, in a
control task that explicitly cued HV location,
monkeys chose it on 93.4% of trials. In the
standard task, monkeys chose the HV target
(45.6% of trials) more often than chance (P <

0.005, binomial test, Fig. 2A). Monkeys earned
165.0 mL per trial, 88.5% of the amount earned
by an omniscient observer with access to in-
formation about the value of all targets on all
preceding trials (13). Monkeys chose targets
adjacent to potential HV targets more often
(37.7% of trials) than more distal targets (16.7%
of trials, P < 0.005, binomial test, Fig. 2A), sug-
gesting that they understood the probabilistic rela-
tion between the HV target on the current trial and
its likely location on the next.

Large fictive rewards promote gambling in hu-
mans (14, 15); thus,we hypothesized thatmonkeys
would likewise preferentially choose HV options
after large fictive rewards.We observed this pattern
in our experiment (Fig. 2B, black line, correlation
coefficient r = 0.300, P < 0.001). This effect may
reflect an increased willingness to switch from to
a new target, as the likelihood of switching in-
creased with larger fictive outcomes (Fig. 2C, r =
0.199, P < 0.001). One alternative explanation
for these effects is that HV targets may have
positive associations that influence behavior.
This explanation is unlikely for several reasons.
First, obtained rewards never depended on un-
selected targets on that trial, so any associations
between these fictive stimuli and reward values
would be eliminated over the thousands of train-
ing trials that preceded recording. Second, im-
mediately after making choices, monkeys were
nomore likely tomake a second saccade (Fig. 2D,
r = –0.02,P > 0.2) nor faster to shift gaze (Fig. 2E,
r = 0.008,P > 0.2) to HV fictive targets than to LV
fictive targets, indicating that attention and mo-
tivation were roughly similar after all fictive out-
comes. Third, we performed a control task inwhich
the HV target remained white and a colored square
appeared in the center of the monitor during the
delay after the trial. This square’s color did not
indicate what reward could have been received
(and, thus, it provided no fictive information) but
had the same associations as the fictive targets.

1Department of Neurobiology, Duke University School of
Medicine, Center for Neuroeconomic Studies, Center for
Cognitive Neuroscience, Duke University, Durham, NC 27701,
USA. 2Department of Evolutionary Anthropology, Duke Uni-
versity, Durham, NC 27701, USA.

*To whom correspondence should be addressed. E-mail:
hayden@neuro.duke.edu

Fig. 1. Task and recording location. (A)
Schematic of standard task. Fixation point
and eight white squares appear; 500 ms after
fixation, a monkey chooses one target, and
all targets change color, revealing their value.
A half-second later, a reward is given. (B)
Between trials, the HV target either remains
at the same position (60% chance) or moves
to an adjacent position (40% chance). (C)
Magnetic resonance image of monkey E.
Recordings were made in the ACC sulcus.
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Monkeys’ choices on subsequent trials did not
depend on the color of this stimulus (Fig. 2F, r =
0.005, P > 0.6).

An example ACC neuron showed clear pha-
sic responses around the time of gaze shifts to
targets; the amplitude of these responses was
correlated with the size of both the experienced
reward (Fig. 3A, r = 0.056, P < 0.001, the six
rewards are grouped into four categories to

simplify presentation) and the size of fictive
outcomes on trials when the monkey chose the
LV target (Fig. 3B, r = 0.037, P < 0.001). The
amplitude of phasic responses of most neurons
reflected experienced reward size [n = 46 out of
68 (46/68) neurons, 67.7%] and was usually
greater for larger rewards (n = 39/46, 84.8%).
Responses of 50% of neurons reflected fictive
reward size (n = 34/68); these responses were

usually greater for larger fictive rewards (n=30/34,
88.2%, P < 0.05). A substantial proportion of
neurons (35.5%, n = 24/68) showed tuning for
both experienced and fictive outcomes; most were
tuned in the same direction for experienced and
fictive rewards (91.7%, n = 22/24). The majority
of neurons showed matching tuning for expe-
rienced and fictive outcomes (97.0%, n = 66/68).
For the population, the average response strength

Fig. 2. Fictive outcomes influence
behavior. (A) Histogram of distance
between monkeys’ choices and opti-
mal target, measured in squares clock-
wise (c.w.). The dashed line indicates
chance performance. (B) Likelihood
of choosing optimally increases as a
function of both fictive and experi-
enced reward outcome on the previ-
ous trial. Black, trials after choice of
LV; gray, trials after choice of HV. (C)
Likelihood of switching to new target
increases with size of fictive outcome
on previous trial. (D and E) Likelihood
and latency of immediately shifting
gaze to HV location are not affected
by fictive reward. (F) Likelihood of
choosing optimally is not influenced
by a colored square presented during
the delay between trials (red line).
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Fig. 3. ACC neurons signal both experienced and fictive rewards. (A) (Left)
Peristimulus time histogram showing responses of example neuron after
choice of HV target. Response grows with reward size. Vertical dashed lines
indicate, successively, the time that outcomes are revealed and reward is
given. The shaded gray region indicates the epoch used for the bar graph

showing average (T1 SE) response of neuron for each experienced reward size.
sp/s, spikes per second. (B) Responses of the same neuron for fictive rewards.
Experienced reward was identical (100 mL) in all cases. (C) Population response
(n = 68 neurons) for experienced rewards, normalized to the maximal firing
rate for each neuron. (D) Population response for fictive rewards.
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was greater for experienced rewards than for fic-
tive reward outcomes (P < 0.01, bootstrap t test).
These phasic neural responses are tightly coupled
to gaze shifts to visual targets. These responses
may thus reflect visual stimulation, reafferent
oculomotor signals, or attention to the cue. The
amplitude of these phasic responses carries infor-
mation about the value of fictive outcomes.

To test the hypothesis that responses to fictive
rewardsmay contribute to behavioral adjustment,
we calculated the trial-by-trial correlation be-
tween firing rate and likelihood of choosing the
optimal target after LV trials for all neurons (Fig.
4A). To control for the different neuronal re-
sponses to different fictive outcomes, we ana-
lyzed data separately for each fictive reward. We
found a positive correlation for four of the six
fictive outcomes (P < 0.001) and no correlation
for the remaining two (P > 0.05). These results
raise the possibility that the firing rate signals
subsequent changes in behavior and not fictive
outcomes (16). However, a second analysis re-
vealed that firing rates were correlated with fic-
tive outcome preceding trials in which monkeys
chose optimally (P < 0.001). This analysis con-
trols for any adjustment signal, and confirms that
ACC neurons do not merely predict behavioral
switching. Finally, reaction times did not corre-
late with likelihood of choosing the optimal
target across all recording sessions (P > 0.5,
correlation test). This analysis controls for the
possibility that the correlation between firing rate
and adjustment merely reflects uncontrolled
variations in arousal.

One alternative explanation for these data is
that, by influencing behavior and thus future re-
wards (Fig. 2B), fictive outcomes serve as the
first predictive cue of the reward on the next trial.
We find this alternative explanation unlikely for
several reasons. First, a choice intervenes be-
tween the time of the fictive cue and the reward at
the end of the next trial, which is itself prob-
abilistic. The value of the subsequent reward is
therefore not strictly predicted by the fictive cue.
Second, the reward signal would have to skip the
next salient/rewarding event (the reward on the

present trial) and signal the subsequent one (the
reward on the next trial); such a signal would be
highly unusual and has not, to our knowledge,
been observed in the ACC or any other brain
area. Third, if fictive outcomes are perceived as
reward-predicting cues, they should elicit faster
reaction times and greater accuracy on the next
trial (17). We did not observe these effects (P >
0.5 for both reaction time and accuracy, Student’s
t test). Fourth, if the reward on the next trial is
larger than the value cued by the fictive outcome
on this trial, we should see positive deflections in
the neuronal response. Similarly, if the reward on
the next trial is smaller than the value cued on this
trial, we should see negative deflections in the
neuronal response. However, we did not observe
any dependence of HV neuronal response on
previous fictive value (P > 0.3, Fig. 4B). Col-
lectively, these data indicate that the behavioral
and physiological correlates of fictive rewards are
not an artefactual consequence of simple extended
reward associations.

In summary, the most parsimonious explana-
tion for monkeys’ behavior in this task is that
they recognize and respond to fictive outcomes,
and responses of ACC neurons are sufficient to
guide such fictive learning. Neural markers of
fictive outcomes have so far been limited to non-
invasive measures. Hemodynamic activity in the
ventral caudate, which is connected with the
ACC, reflects fictive learning signals (15), and
ACC activity tracks the correlation between
craving for cigarettes and fictive learning (11).
The error-related negativity, an event-related
potential component with a possible source in
the ACC, tracks fictive outcomes (18). Here we
show that the same neural circuit carries
information about fictive outcomes in monkeys.
Moreover, information about both experienced
and fictive outcomes is encoded by the same
neurons and is represented with the use of a
similar coding scheme. The correlation between
firing rate and behavior suggests that these
neurons do not simply tag the incentive salience
of a stimulus (19, 20), but also reflect neuronal
processes that translate outcomes into behavior.

Thus, the ACC may integrate information about
obtained rewards [probably signaled by the
dopamine system (21, 22)] with information
about observed rewards [presumably computed
in the prefrontal cortex (23)] to derive a model of
the local reward environment in the near future.
These findings are consistent with the idea that
the ACC represents both real and fictive reward
outcomes to dynamically guide changes in
behavior (9, 24–27). Such a mechanism may be
crucial in complex social environments, where
the behavior of others provides a rich supply of
fictive information (15, 28).
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Extinction-Reconsolidation
Boundaries: Key to Persistent
Attenuation of Fear Memories
Marie-H. Monfils,1,2* Kiriana K. Cowansage,1 Eric Klann,1 Joseph E. LeDoux1,3,4,5

Dysregulation of the fear system is at the core of many psychiatric disorders. Much progress has been
made in uncovering the neural basis of fear learning through studies in which associative emotional
memories are formed by pairing an initially neutral stimulus (conditioned stimulus, CS; e.g., a tone)
to an unconditioned stimulus (US; e.g., a shock). Despite recent advances, the question of how to
persistently weaken aversive CS-US associations, or dampen traumatic memories in pathological cases,
remains a major dilemma. Two paradigms (blockade of reconsolidation and extinction) have been
used in the laboratory to reduce acquired fear. Unfortunately, their clinical efficacy is limited:
Reconsolidation blockade typically requires potentially toxic drugs, and extinction is not permanent.
Here, we describe a behavioral design in which a fear memory in rats is destabilized and reinterpreted
as safe by presenting an isolated retrieval trial before an extinction session. This procedure permanently
attenuates the fear memory without the use of drugs.

When fearful memories are formed, they
are initially labile but become progres-
sively consolidated into persistent traces

via the synthesis of new proteins (1, 2). Later
retrieval of a consolidated fear memory engages
two seemingly opposing mechanisms: reconsol-
idation and extinction (3–6). In the process of
reconsolidation, a retrieved memory transiently
returns to a labile state and requires new protein
synthesis to persist further. During this labile state,
the memory is amenable to enhancement or dis-
ruption (4, 7). The period of instability or lability,
the reconsolidation window, persists for several
hours after retrieval (8). Reconsolidation occurs
in a broad range of learning paradigms (aversive
and appetitive conditioning, explicit and implicit
memory) (5, 9) and species (from snails to humans)
(10, 11). Its adaptive purpose might be to enable
the integration of new information present at the
time of retrieval into an updated memory repre-
sentation (4, 12, 13).

The possibility that reactivated memories may
be modifiable was proposed many years ago
(14, 15), and since then, numerous studies have
demonstrated that blockade of the updating
process engaged during retrieval—usually via
pharmacological intervention within the reconsol-
idation window—prevents memory restorage and
produces amnesia (loss of the specificmemory that
was reactivated in the presence of the drug or
access to it) (4, 8, 12, 13). Thus, in the case of
aversive memories, blocking reconsolidation
weakens the emotional impact of a once fear-
inducing stimulus by altering the molecular com-

position of the memory trace. This process
generally requires the use of drugs that often
cannot be readily administered to humans.

In contrast, fear extinction—a paradigm in
which the conditioned stimulus (CS) is repeat-
edly presented in the absence of the unconditioned
stimulus (US)—leads to progressive reduction in
the expression of fear, but is not permanent
because extinction does not directly modify the
existing memory but instead leads to the forma-
tion of a new memory that suppresses activation
of the initial trace (16–22). The efficacy of this
inhibition, however, is strongly contingent on
spatial, sensory, and temporal variables. Specif-
ically, the reemergence of a previously extin-
guished fear is known to occur, in rodents and
humans alike, under three general conditions: (i)
renewal, when the CS is presented outside of the
extinction context (17, 18); (ii) reinstatement,when
the original US is given unexpectedly (19–23); or
(iii) spontaneous recovery, when a substantial
amount of time has passed (16, 17, 23). In clinical
settings, where extinction-based exposure therapy
is widely used as treatment for a number of
anxiety-related disorders, including phobias and
post-traumatic stress, exposure treatments are ef-
fective in some cases [e.g., (24, 25)]; however,
they do not benefit everyone, and of those who
do benefit, many show a return of fear due to
spontaneous recovery, reinstatement, or renewal
(18, 23, 26, 27).

Here, we devised an effective, drug-free para-
digm for the persistent reduction of learned fear,
capitalizing on differences between reconsolida-
tion and extinction. Given that extinction training
reduces the threatening value of the CS, we rea-
soned that when applied within the reconsolida-
tion window (after the memory is rendered
unstable by presenting an isolated retrieval trial),
extinction training would result in the storage of
the new nonthreatening meaning of the CS and
prevent renewal, reinstatement, and spontaneous
recovery, thus resulting in a more enduring re-

duction in fear relative to extinction training
conducted outside the reconsolidation window.
Specifically, we predicted that an extinction ses-
sion presented after an isolated retrieval trial
would lead to a persistent revaluation of the CS
as less threatening, and/or a weakening of the
stored trace or access to it, and thus would
prevent the return of fear in the three aforemen-
tioned tests.

Six experiments were conducted. We first
examined whether our behavioral paradigm
could prevent the return of fear on a spontaneous
recovery test, and if so, whether the observed ef-
fect was the result of an update during reconsol-
idation. We specifically designed this experiment
on the basis of the premise that the labilitywindow
engaged at the time of retrieval is temporary—in
rat fear conditioning, it closes within 6 hours (4)—
at which time the memory is thought to be
reconsolidated (4). We posited that if the interval
between the isolated retrieval cue and extinction
training was brief enough to enable the repeated
unreinforced CSs to be presented within the
lability window, then the new interpretation of
the CS as no longer threatening should be in-
corporated during reconsolidation. If, however,
the interval between the isolated retrieval trial and
the beginning of extinction was outside the
lability boundary, standard extinction should take
place (i.e., rather than targeting the initial fear
memory during its reconsolidation, a new mem-
ory would be formed in parallel with it andwould
act to temporarily suppress it) and fear should
reemerge.

Rats were fear-conditioned using three tone-
shock pairings, and were then divided into five
experimental groups. Two groups had a retrieval-
extinction interval within the reconsolidation win-
dow [10 min (n = 8) and 1 hour (n = 8)] and two
groups outside the reconsolidation window [6 hours
(n = 8) and 24 hours (n = 8)]. In addition to these
four retrieval (Ret) groups, a fifth group (No Ret)
was exposed to context but did not receive a CS
retrieval (n = 12). All procedures were conducted
in context A (grid floor). All groups showed equiv-
alent freezing for the last four trials of extinction
[between-subjects analysis of variance (ANOVA),
P > 0.1; Fig. 1]. Twenty-four hours later, all groups
received a long-term memory (LTM) test to assess
consolidation of extinction; the groups did not dif-
fer from one another (repeated-measures ANOVA,
P > 0.1). All groups were tested 1 month after
extinction, and their freezing to the CS was com-
pared to their respective freezing at the 24-hour
time point. A repeated-measures ANOVA revealed
a Group × Time interaction, which suggested that
there was a differential effect between the groups
between the 24-hour LTM test and the 1-month
test [F(1,39) = 22.47, P < 0.0001]. Simple main
effects were then conducted to look at each group
individually. The Ret groups with a retrieval-
extinction interval outside the reconsolidation
window, as well as the No Ret group, showed
increased freezing (spontaneous recovery) rela-
tive to the 24-hour LTM test [within-subjects,
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two-tailed t tests; no retrieval, t(11) = 5.225, P <
0.0001; 6 hours, t(7) = 5.671,P=0.001; 24 hours, t
(7) = 2.681, P = 0.031]; however, the Ret groups
with an interval within the lability window did not
[within-subjects, two-tailed t tests; 10 min, t(7) =
0.146, P = 0.888; 1 hour, t(7) = 1.59, P = 0.156]
(28). These data are consistent with an update
during reconsolidation.

To more fully address whether our procedure
could prevent the return of fear, we further ex-
amined its effect on two additional assays: renewal
and reinstatement. Two groups of rats were fear-
conditioned as described above (28). Twenty-four
hours later, reconsolidation was initiated in one
group by exposing the rats to an isolated retrieval
trial (one tone presentation; Ret group, n = 8),
whereas the control group was placed in the same
context but was not presented with a cue retrieval
(no tone presentation; No Ret group, n = 8). One
hour later, extinction training occurred (the NoRet
group was presented with 19 CSs and the Ret
group with 18 CSs, in the absence of the US; that
is, tones were repeatedly presented in the absence
of shocks). In the Renewal experiment (Fig. 2),
rats were fear-conditioned in context A and then
received the retrieval, or context-only exposure,
and the extinction session in context B (smooth
black floor and peppermint scent) (28). Twenty-
four hours later, they were tested for long-term
memory in context B, and the next daywere tested
back in context A (renewal test).We found that the
No Ret and Ret rats exhibited similar levels of
freezing (a measure of fear expression) during fear
conditioning (repeated-measures ANOVA, P >
0.05), across the last four trials of extinction
(repeated-measures ANOVA, P > 0.1), and at the
test of LTM (repeated-measures ANOVA, P >
0.1).When placed back in context A (the original
context in which fear to the CS was acquired) to
assess whether they would show increased freez-
ing relative to the extinction context (which would
be indicative of fear renewal), there was a sig-
nificant Group × Time of Test interaction, which
suggested that the retrieval procedure induced a
differential effect on behavior [F(1,14) = 13.522,
P = 0.002]. Follow-up t tests revealed that whereas
the No Ret group showed an increase in freezing
in context A relative to context B (P= 0.012), the
Ret group did not (P > 0.1).

For the Reinstatement experiment, all proce-
dures (described above) were conducted in con-
text A. Twenty-four hours after extinction, rats
received five unsignaled footshocks and were
tested for reinstatement the next day (Fig. 3). The
No Ret (n = 8) and Ret (n = 8) groups froze
equivalently during conditioning, extinguished at
the same rate, and did not differ during the last
four trials of extinction (repeated-measures
ANOVAs, all tests, P > 0.1). There was a sig-
nificant Group × Time of Test interaction, which
suggested that the retrieval procedure induced a
differential effect on freezing behavior [F(1,14) =
5.456, P = 0.035]. In agreement with previous
research, follow-up comparisons revealed that
the No Ret rats showed increased freezing 24

Fig. 2. Attenuation of fear memory by presenting a single isolated retrieval trial followed by an extinction
session prevents renewal. (A) Rats were fear-conditioned in context A. Twenty-four hours later, they were
exposed either to an isolated cue retrieval trial (Ret, n = 8) or context only (No Ret, n = 8) in context B,
followed 1 hour later by extinction training in context B. Twenty-four hours after extinction, they were
tested for LTM in context B. The gray shading represents context A; the blue shading represents context B
(28). (B) Rats from both experimental groups froze equivalently during the LTM test (all ANOVAs, P > 0.1).
When they were placed back in the acquisition context, the No Ret group (black) showed fear renewal (P =
0.012), but the Ret group (red) did not (P > 0.1), relative to their respective LTM tests. All data points show
means T SEM. Asterisk denotes significance at the 0.05 level.

Fig. 1. Finite lability window to prevent return of fear via post-retrieval extinction. (A) Rats were
fear-conditioned (Fear Cond) with three tone-shock pairings. After 24 hours, they were exposed either
to an isolated cue retrieval trial (Ret) or context only (No Ret) followed by extinction training. The
time interval between the retrieval trial (or context exposure, n = 12) and the extinction was either
within (10 min, n = 8; 1 hour, n = 8) or outside (6 hours, n = 8; 24 hours, n = 8) the reconsolidation
window. Twenty-four hours after extinction, all groups were tested for LTM, and 1 month later for
spontaneous recovery. The gray shading represents context A. (B) All groups were equivalent for the
last four trials of extinction and at the 24-hour LTM test. One month later, the Ret groups with an
interval outside the reconsolidation window (gray), as well as the No Ret group (black), showed
increased freezing (spontaneous recovery) relative to the 24-hour LTM test [no retrieval, P < 0.0001;
6-hour intertrial interval (ITI), P = 0.001; 24-hour ITI, P = 0.031]; however, the groups with an
interval within the lability window (red) did not (10 min, P = 0.888; 1 hour, P = 0.156) (28). All data
points show means T SEM. Asterisk denotes significance at the 0.05 level.
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hours after the unsignaled footshocks (reinstate-
ment) relative to the last four trials of extinction
(P= 0.017), but rats in the Ret group did not (P >
0.1). There was no difference between the groups
in pre-CS freezing (fig. S1).

We next proceeded to determine what molec-
ular mechanism might account for the clear
behavioral effect of presenting a single isolated
retrieval trial before extinction training. We
wanted to use a design that would allow us to
examine acute retrieval-induced biochemical
changes that would be taking place on a brief
time scale, but that would also be predictive of

long-term synaptic plasticity, because there is an
overlapping locus of plasticity for extinction and
fear conditioning in the lateral amygdala (29). At
initial retrieval (first CS presentation after condi-
tioning), both reconsolidation and extinctionmech-
anisms are engaged (5). Generally, as more CSs
are presented, learning becomes biased toward
extinction. In the current study, the only differ-
ence between our two experimental groups for
the behavioral experiments was the interval be-
tween the first and secondCSs. For these reasons,
our hypothesis was that a different mechanism
must be engaged early on (at the time of our

differential manipulation), and that this would
lead to a different long-term outcome. It was pre-
viously shown that increasing cAMP-dependent
protein kinase (PKA) signaling facilitates, and its
blockade hinders, reconsolidation of fear memo-
ries in rats (7). In addition, recent rat studies show
that reconsolidation after retrieval of a fear mem-
ory requires phosphorylation of GluR1 glutamate
receptors at the PKA site (Ser845) (30). Phospho-
rylation at the Ser845 site is usually followed by
GluR1 receptor insertion (30). GluR1 receptor
insertion is indicative of synaptic plasticity and
takes place during consolidation of fear memo-
ries (31). In addition, Hu and colleagues (32)
recently showed that norepinephrine [which is
known to be important for reconsolidation of
fear memories in both rats (33) and humans
(11)] can trigger GluR1 phosphorylation via PKA
(32). In the final experiment, we therefore ex-
amined the effect of an isolated retrieval on the
phosphorylation of GluR1 at Ser845 and then
tested what the effect of a subsequent CS pre-
sentation would be.

We examined the effect of a single CS
presentation on Glur1 phosphorylation 3 min
and 1 hour after the retrieval cue, and then
explored what would happen if another CS
was played 3 min versus 1 hour after (Fig. 4).
These time points were chosen because our
two experimental groups (No Ret and Ret) show
a drastically different behavioral outcome, and
their only distinguishing characteristic is a dif-
ferent interval between the first and second CS.
We hypothesized that a certain time period
might be necessary for the memory trace to be
destabilized. Rats were fear-conditioned, then 24
hours later received (i) context exposure only
(No CS) and euthanized 3 min later (n = 6); (ii)
a single CS retrieval and euthanized 3 min later
(n = 4); (iii) a single CS and euthanized 1 hour
later (n = 6); (iv) two CSs with a 3-min interval
and euthanized 3 min later (n = 6); or (v) two
CSs with a 1-hour interval and euthanized 3 min
later (n = 6). At the time of euthanasia, the
lateral amygdala was extracted, frozen, homog-
enized, and probed on Western blots for phospho-
GluR1. We found that memory retrieval resulted
in an increase in GluR1 phosphorylation at Ser845

[omnibus ANOVA across all groups, P < 0.05,
with significant post hoc comparisons (Tukey)
between the CS–3 min and No CS groups, P <
0.05, and between the CS–1 hour and No CS
groups, P < 0.05]. A second CS presented
1 hour after initial retrieval resulted in dephos-
phorylation of GluR1 within 3 min, possibly sug-
gesting destabilization of the memory trace, and
may underlie the lack of fear reemergence ob-
served in our behavioral experiments. This de-
phosphorylation of GluR1 was not simply due
to the presentation of two CSs instead of one,
because the presentation of two CSs with the 3-
min interval used in standard extinction did not
result in dephosphorylation of GluR1 (Fig. 4
and fig. S2). These results were also confirmed
by enzyme-linked immunosorbent assay (ELISA)

Fig. 3. Presenting a single isolated retrieval trial before an extinction session prevents reinstatement. (A)
Rats were fear-conditioned. The next day, they were exposed either to an isolated cue retrieval trial (Ret,
n = 8) or context only (No Ret, n= 8), followed 1 hour later by extinction training. Twenty-four hours after
extinction, they received five unsignaled footshocks, and the next day were tested for reinstatement. The
gray shading represents context A. (B) The No Ret and Ret groups froze equivalently to the last four CSs of
extinction; however, 24 hours after the unsignaled footshocks, the No Ret group (black) showed increased
freezing (reinstatement) (P < 0.05), but the Ret group (red) did not (P > 0.05). All data points showmeans
T SEM. Asterisk denotes significance at the 0.05 level.

Fig. 4. Dephosphorylation
of GluR1 Ser845 underlies
destabilization and allows
behavioral updating during
reconsolidation. (A) Rats
were fear-conditioned, then
24 hours later received (i)
context exposure only (NoCS) and euthanized
3 min later (n = 6); (ii) a single CS retrieval
and euthanized 3 min later (n = 4); (iii) a
single CS and euthanized 1 hour later (n =
6); (iv) two CSs with a 3-min interval and
euthanized 3min later (n= 6); or (v) two CSs
with a 1-hour interval and euthanized 3 min
later (n = 6). (B) Quantification showing an
increase in GluR1 phosphorylation at Ser845

both 3 min and 1 hour after CS presentation
(gray). A second CS presented 1 hour after
initial retrieval leads to dephosphorylation of
the GluR1 receptors (red), whereas presen-
tation of two CSs with a 3-min interval (gray)
does not result in dephosphorylation. Asterisk
denotes significant difference (at the 0.05 level)
from the no CS group (black). Four Western
blots were run, and all the data are included
in the quantification graph. A representative
Western blot is shown in fig. S1. All data points show means T SEM.
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(fig. S3). These findings suggest that the two dif-
ferent treatments (Ret + Ext versus No Ret + Ext)
engage different molecular mechanisms in the
lateral amygdala and lead to a drastically dif-
ferent behavioral outcome.

To better address whether our Ret + Ext
paradigm led to a permanent revaluing of the CS,
we next sought to examine subsequent suscepti-
bility to reconditioning. We performed a savings
experiment, in which the initial phases were iden-
tical to the ones presented in the initial set of ex-
periments (day 1: conditioning with three CS-US
pairings; day 2: No Ret + Ext, or Ret + Ext, with
a 1-hour interval between the retrieval and ex-
tinction phases). Then, on the third experimental
day, we reconditioned rats through a single CS-US
pairing. One additional group received the single
CS-US pairing only. On the fourth day, we tested
the groups and compared them for savings (six CS
presentations). We found that the No Ret group
froze significantly more than did the Ret group
during the LTM test presented 24 hours after the
single CS-US training session [F(1,18) = 11.679,
P = 0.003] (Fig. 5). The No Ret and Ret groups
did not differ during extinction or during the single
CS-US pairing session (P > 0.1). These results
could suggest that the initial memory has been
reversed (deconsolidated), and/or that the valence
associated to the CS has been permanently re-
valued and reencoded as safe.

To address this further, we ran one additional
experiment examining the effect of our Ret + Ext
manipulation on the rate of fear reacquisition. On
day 1, rats were fear-conditioned using three CS-
US pairings. On day 2, they received either a
retrieval (Ret + Ext, n = 9) or not (No Ret + Ext,
n = 14), followed 1 hour later by an extinction
session (18 CSs for the Ret group, 19 CSs for the
No Ret group). On day 3, we reconditioned these
groups and also conditioned a naïve group of rats
(control, n = 7), using five CS-US pairings, to
look at the effect of our treatment on reacquisi-
tion. Our results suggest that the Ret + Ext
treatment not only does not lead to savings, it
actually retards reacquisition, relative to a group
being conditioned for the first time (control) or
the No Ret + Ext group undergoing conditioning
(Fig. 6).

Taken together, our renewal, spontaneous
recovery, reinstatement, and savings experiments
point to a rather resilient decrease in fear induced
by our Ret + Ext paradigm. Our GluR1 results
suggest that a process taking place in the lateral
amygdala may underlie this effect. Furthermore,
the reacquisition experiment suggests not only
that the CS no longer induces a fear response, but
that it may now act as an inhibitor (similar to
what we might expect from a latent inhibition
paradigm). This could mean that interference
during reconsolidation led to a progressive de-
consolidation of the memory followed by the
learning of a new interpretation of the CS, or that
during reconsolidation, the new valence associ-
ated with the CS was incorporated in the up-
dating. In either case, the initial valence conferred

Fig. 5. Presenting a single isolated retrieval trial before an extinction session leads to less fear
memory savings than extinction alone. (A) On day 1, rats were fear-conditioned. The next day, they
received either No Ret + Ext (n = 10) or Ret + Ext (n = 10), with a 1-hour interval between the
retrieval and extinction phases. Then, on the third experimental day, rats were reconditioned using
a single CS-US pairing. The fourth day, we tested the groups and compared them for savings. (B)
The No Ret group (black) froze significantly more than did the Ret group (red) during the LTM-
savings test presented 24 hours after the single CS-US training session [F(1,18) = 11.679, P =
0.003]. The No Ret and Ret groups did not differ during extinction (P > 0.1), nor during the single
CS-US pairing session (P > 0.1), and no significant pre-CS freezing was observed. All data points
show means T SEM. Asterisk denotes significance at the 0.05 level.

Fig. 6. An isolated retrieval trial followed by an extinction leads to a revaluation of the stimulus as safe,
and retards subsequent acquisition of fear conditioning. (A) On day 1, rats were fear-conditioned. On day
2, they received either a retrieval (Ret + Ext, n = 9) or not (No Ret, n = 14), followed 1 hour later by an
extinction session (18 CSs for the Ret group, 19 CSs for the No Ret group). On day 3, we reconditioned
these groups, as well as conditioned a naïve group of rats (control, n = 7), using five CS-US pairings, to
look at the effect of our treatment on reacquisition. (B) The isolated retrieval presented before extinction
(Ret + Ext, red) retards reacquisition, relative to a naïve group (white) or the No Ret + Ext group (black).
Repeated-measures ANOVA revealed a main effect of Group [F(1,27) = 85.85, P < 0.0001] and a Group ×
Trial interaction [F(2,27) = 55.687, P = 0.016]. Simple main effect follow-up showed that the Ret + Ext
group was significantly lower than the Control (P = 0.019) and No Ret (P = 0.009) groups. The Control
and No Ret groups were not significantly different from one another. All data points show means T SEM.
Asterisk denotes significance at the 0.05 level.
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by the first conditioning session no longer seems
to exist in its original fear-inducing form.

In considering clinical implications, it will
be important to pursue further what might
underlie the retardation of reacquisition in-
duced by our behavioral procedure because it
could, in principle, result in maladaptive be-
haviors in some cases. Future experiments will
determine whether a once fear-inducing stimu-
lus can become simply neutral, without nec-
essarily turning it into a safety signal. That is,
it remains to be established whether the pro-
cess described here involves destabilization,
deconsolidation, and updating as safe, or sim-
ply destabilization and updating as safe during
reconsolidation. Future studies should disam-
biguate “fear expression” from “fear memory”
in response to our procedure, and determine the
effects on other fear-related assays. Extending
these findings to humans would be particularly
useful in addressing questions pertaining to the
subjective experience resulting from the updated
stimulus.

We have shown that presenting extinction
training within a reconsolidation window opened
by an isolated CS prevents renewal, reinstatement,
and spontaneous recovery of fear memory. This
suggests that a post-consolidation behavioral ma-
nipulation can render a memory labile and rewrite
and/or update it. In rodents, manipulating the in-
tertrial interval of CS presentations during extinc-
tion (e.g., using massed versus spaced training)
has been reported to yield differential effects on
extinction (34), but although massed training is
better in the short term, it worsens the long-term
outcome (35). Thus, an important aspect of the
current procedure in preventing the return of fear is
that the initial CS be isolated from subsequent
ones. It was also recently shown that extinction
training applied shortly after fear conditioning
can prevent memory consolidation and the return
of fear (36). However, subsequent experiments,

in both rats and humans, that used variations
of this protocol have met with limited success
(37, 38). This indicates that the contingencies that
function to prevent fear reemergence, either in
the context of consolidation or reconsolidation,
may be sensitive to subtle manipulations. Our
results are consistent with the idea that an adapt-
ive purpose of reconsolidation is to incorporate
new information at the time of retrieval, and to
update a memory (4, 7, 13)—in the present case
leading to destabilization of the initial trace in the
lateral amygdala, and the reencoding of the once
fear-inducing CS as safe.
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Nucleic Acid Purification and Manipulation

Scientists have been playing with nucleic acids for decades. Now, with so many
newly discovered molecules to explore—no longer just genomic DNA and
mRNA but mitochondrial DNA, microRNA, small interfering RNA—companies
and even individual researchers are coming up with newer and better ways to
purify and store nucleic acids for various downstream applications. And some
even have technologies that preclude the need for purification altogether.
By Diana Gitig

I
solating DNA is probably among the most basic things life scientists do. It is
likely one of the first protocols they learn—undergraduates, even high school
students do minipreps—and they do it constantly, no matter what they are
studying. Goals as diverse as generating mutant proteins and organisms,

performing microarray experiments, and crystallizing proteins all depend on
purified nucleic acids. It is thus perhaps not all that surprising that companies have
recognized the need and are providing different kits and technologies to meet the
different requirements each application demands.

Full Automation

The immense volumeof samples required for “omics” studies demands automation.
Taigen Bioscience in Taiwan has addressed that demand with LabTurbo, their fully
automated nucleic acid extraction system. According to David Daf, the president
of Taigen, they chose to use spin columns because they are “the most popular
method—they are traditional, reliable, and maintenance costs are low.” So
customers are dealingwith the same silicamembrane chaotropic chemistry they are
comfortable with, but Taigen has automated it to save time, labor, and plasticware.
Taigen was the first to launch individual spin column automation in 2005; Qiagen
followed with its Q system in 2007.
LabTurbo’s most unique feature is its use of vacuum manifolds in lieu of

centrifugation. Daf says, “Centrifuges introduce air turbulence, which can create a
cross-contamination problem. And the gravitymay damage themembrane, leeching
silica into the elution buffer.” Moreover, it is extremely difficult for a robotic arm to
transfer samples from a linear matrix, like a 96-well plate, to a circular centrifuge
chamber. LabTurbo is completely linear and has separate vacuum manifolds to
further minimize cross-contamination; one for binding and washing, and another
for eluting. Cross-contamination is one of the biggest issues in automated systems,
and Taigen has gone to extensive lengths to prevent it. LabTurbo can be used to
purify genomic DNA or total RNA, from various sources including blood, urine,
viruses, plants, and cultured cells—even cigarette butts. The nucleic acids are then
ready for use in any downstream application.
Qiagen has been a huge player in nucleic acid manipulation for a long time. They

providemany similar products and technologies as some smaller, newer companies
mentioned here: the Rotor- Gene Q is like Taigen’s LabTurbo, and QIAsafe is similar
to Biomatrica’s SampleMatrix described below. But as Nicole York, Qiagen’s
marketing communication manager, points out: “What we bring in addition is
integration with our instruments as well as our global service organization.” They
also have an automated polymerase chain reaction (PCR) system, QIAgility, and
machines for automated nucleic acid purification.
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Playing It Safe

Once DNA has been purified—regardless of how it is done—the
question of how to store it remains. DNA has traditionally been
stored in solution at -20°C. But freezers use a lot of energy—which
is expensive and not particularly green—take up a lot of space,
and can fail, with disastrous results for the samples inside and the
questions they were destined to answer. Furthermore, DNA often
needs to be shipped. Judy Muller-Cohn and Rolf Muller got tired
of dealing with these problems, so they invented sample matrix
technology, and co-founded Biomatrica.
With his high throughput genomic studies, Muller says, “I was

generating 10,000 samples every week. How can you stabilize
these samples in a manner that enables this workflow?” They
looked to nature for inspiration. “Extremophiles live everywhere—
dry valleys in the Arctic Circle and the Sahara desert, where there
is no moisture in the air. These eukaryotes have DNA, RNA, and
proteins that are stable for 125 years outside of a freezer,” points
out Muller-Cohn. Some of these organisms, like tardigrades
and brine shrimp, use anhydrobiosys—life without water—as a
mechanism to prevent degradation. And so does SampleMatrix,
Biomatrica’s proprietary core technology. Samples are preserved
through the formation of a protective, thermostable barrier while
air-drying. This barrier protects them from being degraded by heat
or ultraviolet light. Samples are recovered by rehydration, and can
be used immediately for various analyses. Biomatrica has several
products that exploit this technology; one for DNA, one for RNA,
and one for plasmids. The company can also stabilize proteins and
is working on stabilizing cell lines—all using anhydrobiosys.
Mike Hogan, the founder and chief scientific officer of Genvault,

tells a similar story. He was providing microarray analysis as a
service for high throughput screens and quickly realized that
clients’ shipping their DNA to him was the rate-limiting step. “Not
having access to high-quality biological specimens in biobanks has
helduptheentirefield”ofgeneticscreening,Hogansays.Hestarted
Genvault to be “involved in all aspects of biosample management
and transport. Universal genetic screening will become routine at
some point in the near future,” he notes. “We are trying to position
ourselves for the next era—it is like transitioning from mainframes
to the Internet. Things are constantly moving rather than being
stored in one spot.”
Genvault’s products are inspired by Guthrie cards, the pieces of

Whatman paper that have been used to store and test neonatal
blood samples for thepast60 years. GenPlates are little cupsof this
paper molded into 384-well plates and are used for storing crude
nucleic acid material—like bacteria, blood, or plasma—dry and at
room temperature for decades. GenSolve is a unique solution that
facilitates recovery of samples from the FTA paper. GenTegra is an
inert medium, intended to emulate bone, for dry room temperature
storage and transport of purified DNA. And GenVault is currently
developing a matrix to include the dry-state storage of proteins
and biomarkers.

All for One and One for All

According to Nezar Rghei, a vice president of Norgen Biotek in
Ontario, Canada, new trends such as the use of microarrays, the
importance of epigenetics, and the advent of systems biology in-
spired their All-in-One Purification kits. This is “macromolecular

fractionation,” he says, rather than isolation of one component.
“Molecules are interrelated and cannot be studied in a vacuum,”
according to Rghei. “Once we studied expression using arrays,
studying RNA was not sufficient. It became necessary to study pro-
tein simultaneously. And when they are isolated separately, there
is a normalization problem.” Norgen’s columns are made of silicon
carbide, in contrast to most others that are commercially available,
which are just silicon. The difference means that Norgen’s matrix
can bind to proteins as well as nucleic acids, and each component
can be eluted sequentially, even from very small samples.
Its technology also meets the challenges posed by other

discoveries, such as quantitative PCR and the discovery of
miRNAs—namely, the small sizes of the samples and molecules
being studied. Rghei notes that RNA species shorter than 200

nucleotides cannot be isolated in other silicon-based spin columns
without the use of phenol which, in addition to being toxic, can
inhibit sensitive qPCR assays. Norgen’s is “the only kit on the
market that isolates all RNA species without phenol, because it
has the ability to bind total RNA and miRNA in the same sample at
equal rates. And these are the only kits that can isolate total RNA
[mRNA,miRNA,andbiomarkers inplasma,whichareoftenproducts
of apoptosis or other degradative processes and therefore very
short] in 96-well plates.” miRNAs, large RNAs, genomic DNA, and
proteins are thus eluted from a single column, without the use of
phenol, chloroform, or acetone, from samples as diverse as blood,
yeast, fungi, even soil and water.

Going Without

Sometimes, especially when samples are limited, the best
purification is no purification at all. Or so thinks Richard Fekete,
research and development manager/scientist at Applied

Biosystems, a division of Life Technologies. (Life Technologies
is the new company formed by the merger in November 2008 of
Invitrogen and Applied Biosystems, which had previously acquired
Ambion.) Applied Biosystems combined “the knowledge of RNA
purification from Ambion with the real-time PCR expertise of
Applied Biosystems to create one easy-to-use, validated workflow
with maximum performance,” explained Fekete. The result is the
Cells-to-CT product line. The sample preparation method consists
of adding a proprietary lysis buffer to the sample, incubating for
five minutes at room temperature, then adding the proprietary
stop solution and incubating for another two minutes at room
temperature. That’s it. It can be done in 96- or 384-well plates, so it
is perfect for high throughput screening. Samples are
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then ready for RT-PCR, and results are equivalent to those obtained
with purified RNA.
A notable feature of the Cells-to-CT kit is that it is a unique

product on the market that has been optimized to prepare single
cells for analysis.When starting with the geneticmaterial from only
one cell, the losses that are inherent in the washing and eluting
steps traditionally used for purification can become a real issue. To
avoid it, some researchers have resorted to a “homebrew”method
of boiling their samples in buffer or even water. But “boiling does
not free RNA from cellular structures and the high temperatures
increase the chance of degradation, reducing sensitivity. Moreover,
it can change the expression profile,” Fekete points out. Cells-to-CT
lyses cells while inactivating RNases, which locks the expression
profile at the moment of lysis. Since there is no purification, there
is no loss due to heating, sample transfer, or irreversible binding
to columns.
Miltenyi Biotec is known for cell separation. But as Kirt Braun,

Miltenyi’s marketing manager, says: “We wanted to provide
solutions for downstream applications. Our mRNA isolation allows
the isolation of highly pure mRNA in 15 minutes, from as little as
five cells. So the two variations of the technology [cell separation
and molecular separation] work in concert to provide a more
comprehensive workflow solution to the research community.”
Miltenyi’s MACS (magnetic assisted cell separation) technology

allows for “one-step, in-column RNA isolation and cDNA synthesis
or labeling,” according to Braun. Because purification is not a
separate step in this in-column cDNA synthesis, pipetting of
the sample is minimized, and so is loss of mRNA and cDNA. The
technology relies on microcolumns, which Braun explains, “are
comprised of a plastic housing filled with a uniform steel ball
matrix. With the µMACS mRNA Isolation Kit the binding of mRNA
in solution takes seconds and does not require mixing since the
MicroBeads stay in suspension due to their extremely small size.”
The sample is eluted with the column still in the magnetic stand
to prevent the carryover that is often a problem in other magnetic
separation methods.

Yet another approach that, as its website states, “makes DNA
purification irrelevant” is made by Finnzymes, and its name tells
just about all one needs to know about it: Direct PCR. Finnzymes
makes a whole slew of Direct PCR kits and protocols for use with
specific startingmaterials, allowingPCRdirectly fromblood,mouse
ear and tail, formalin-fixed paraffin embedded (FFPE) tissues, plant
leaves, bird feathers, ormuscle tissues. Typically, a small volume of
the sample is simply added to the PCR reaction mixture. However,
Netta Fatal, Finnzymes’ marketing communications manager,
qualifies: “PCR from unpurified starting material often requires
more optimization than standard PCR reactions from purified DNA
and may not always be suitable for all applications.” To minimize
the need for optimization the company has protocols for several
starting materials available on its website. “And of course we are
constantly developing protocols for new starting materials to be
able to serve researchers the best we can,” says Fatal.

Do-It-Yourself
But despite the availability of all of these products, some
researchers are still die-hard do-it-yourself types. Carl Batt, the
Liberty Hyde Bailey Professor in the Department of Food Sciences
at Cornell University, made a PCR-based biosensor to detect
microbial pathogens. His goal (which he achieved) was to make
a highly sensitive and highly portable detector that could be used
anywhere, not just in a laboratory setting. “What we were looking
for was a purification component that could be integrated into a
chip that would then be able to serve as an amplification chamber
for PCR. The challenge is developing a system which would not
require manual transfer of the sample from the purification to the
amplification process,” says Batt.
Batt and his colleagues overcame that challenge, creating a

biosensor consisting of a microchip with a region of silica-coated
pillars to purify DNA linked to a region for real-time PCR. The pillars
are etched into the microfluidics channel to increase its surface
area. DNA binds to the pillars in the presence of the chaotropic
salt guanidinium isothiocyanate, then is washed with ethanol
and eluted with a low-ionic strength buffer—just like a miniprep.
This lab-on-a-chip is 36 cm x 28 cm x 15 cm, and it can detect 104

Listeria monocyogenes cells in 45 minutes. “What we developed
is a more controlled and certainly a more integrated approach,”
concludes Batt.
Personalized medicine seems to be almost upon us. Genetic

screens will become mainstream, for biomarkers to predict drug
sensitivities, risk assessments, even genealogical studies. And
now that theUSNational Cancer Institute’sOfficeofBiorepositories
and Biospecimen Research is setting up a national biobank, like
many countries in Europe and Asia have already done, the need to
isolate, store, and transport nucleic acids is only going to increase
with time. Fortunately, these forward-thinking entrepreneurs
have anticipated that need, and developed these products to
meet it.
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New Products

UV-VIS Spectrophotometer
The BioSpec-nano is a dedicated spectrophotometer for the 
quantitation of nucleic acids that features an automated precision 
drive mechanism to obtain accurate and reproducible results. The 
BioSpec-nano requires only 1 µl of sample (for a pathlength of 0.2 
mm) or 2 µl (for a pathlength of 0.7 mm), which is pipetted onto the 
measurement plate. No standard rectangular cell is needed for 
ultrasmall volumes, although for applications that are not volume-
limited, an optional rectangular cell is available. Automatic functions 
include sample mounting, measurement, and cleaning. The operator 
does not need to perform the tedious, repetitive, and inconsistent 
placement of the fiber-optic element or the manual cleaning required 
by other instruments. Sample measurement time is three seconds.  
Shimadzu 
For information 800-477-1227
www.ssi.shimadzu.com

Gel Visualization
SafeCloner enables safe, ultraviolet-free visualization of ethidium 
bromide, SYBR Green, and SYBR safe gels. SafeCloner allows DNA bands 
to be seen safely and clearly, using high-efficiency LED illumination 
and filter glasses. The use of LED illumination removes the dangers of 
conventional transilluminator use, such as stray ultraviolet light, which 
can cause retinal damage. LED illumination does not damage DNA 
even after long exposure times. In addition, the cloning efficiency of 
DNA fragments eluted from gels exposed to SafeCloner is significantly 
greater than that of DNA isolated from traditional ultraviolet-illuminated 
gels. SafeCloner’s blue epi-LED illumination and special filter glass 
result in greater sensitivity and contrast than longer wavelength  
365-nm transilluminators. SafeCloner can be used with inexpensive gel 
documentation products such as the Cleaver Scientific Microdoc unit. 
Cleaver Scientific 
For information +44-(0)-1788-565-300
www.cleaverscientific.com

Blood RNA Isolation Kit
The BiOstic Stabilized Blood RNA Isolation Kit is for the extraction of 
total RNA from PAXgene Blood RNA Tubes in one hour with high yields.  A 
specially formulated wash buffer ensures reliable and complete collection 
of cells at the start of the protocol and a novel homogenization method 
provides more complete RNA solubilization for increased recovery on 
spin filter membranes. Deoxyribonuclease I and a high-activity buffer are 

provided for on-column genomic DNA removal during the procedure. All 
wash buffers contain ethanol to save time and ensure reagent quality. 
Mo Bio Laboratories 
For information 760-929-9911
www.mobio.com

Complete DNA Profiles
A new 16-locus system makes it possible to get complete profiles 
from inhibited DNA samples. Forensic samples are often compromised 
by substances like dirt, fabric dyes, or blood, leading to inconclusive 
results. The robust and sensitive PowerPlex 16 HS System contains 
optimized buffer that makes it possible to obtain informative results 
even with challenging samples, achieving full profiles with higher levels 
of inhibitors than previously possible. In cases with very limited DNA, like 
touch samples, PowerPlex 16 HS is sensitive, giving complete profiles 
with 100 pg of DNA and interpretable data with even less sample. The 
newly designed product comes complete with internal lane standard in 
addition to hot-start Taq DNA polymerase premixed in the reaction buffer. 
The protocol requires fewer pipetting steps than previous systems. 
Promega 
For information 608-274-4330
www.promega.com

PCR without DNA Purification
Until the launch of Direct PCR, it had been virtually impossible to amplify 
DNA directly from starting material due to the presence of polymerase 
chain reaction (PCR) inhibitors. A separate DNA purification step had 
been needed to remove the inhibitors, which increases costs and hands-
on time. Direct PCR eliminates the need for DNA purification prior to 
PCR and allows PCR to be performed directly from different types of 
starting material, including blood, mouse ear and tails, and formalin-
fixed paraffin-embedded tissue. Direct PCR is based on Finnzymes’ 
unique DNA polymerases featuring fusion protein technology, Phusion 
High-Fidelity DNA Polymerases and Phire Hot Start DNA Polymerase. 
These robust polymerases tolerate PCR inhibitors significantly better 
than conventional polymerases like Taq or Pfu, which can be completely 
inhibited by minimal amounts of PCR inhibitors. The first Direct PCR 
kit specifically for blood was recently launched: Phusion Blood Direct  
PCR Kit. 
Finnzymes  
For information +385-9-2472-3291
www.finnzymes.com

Pipetting Tools
The CyBi-WellFlex and CyBi-WellFlex vario provide a unique combination 
of a multipipetting head, an eight-channel and one-channel pipetting tool, 
as well as an optional dispenser for the automation of liquid handling 
applications in biochemistry, molecular biology, and drug discovery. A 
particularly interesting innovation is the combination of the eight-channel 
and one-channel pipetting tool on one pipetting head, making both instantly 
available without time-consuming replacement. This allows automation 
of the process from the creation of the master mix to the simultaneous 
processing of a large number of samples. This ability makes it possible 
to combine the processing of applications, such as the replication or 
reformatting of complete microplates in the formats of 96-well, 384-well, 
and 1,536-well; the execution of dilution series; and the hit-picking in an 
integrated platform. The systems can be integrated into standardized flow 
boxes for sterile work with cell cultures. 

CyBio 
For information +49-36-41-351-0

www.cybio-ag.com



Exzellenz verbindet –

be part of a worldwide network.

www.humboldt-foundation.de
E-mail: info@avh.de

The Alexander von Humboldt Professorships are Germany’s way of creating a beacon effect and

energising its research landscape. Every year, the Alexander von Humboldt Foundation is offering ten

of the world’s leading researchers up to �ve million EUR each to create new or consolidate existing

internationally visible research focus areas at German universities.

Shine your Light in Germany
Pro�t from excellent conditions for research

Academics of all disciplines are eligible for an Alexander

von Humboldt Professorship, provided that they are estab-

lished abroad and recognised internationally as top-class

researchers. They will be nominated by German universi-

ties – where appropriate in cooperation with non-univer-

sity research institutions. Each Alexander von Humboldt

Professorship will be sponsored for a period of �ve years

on the premise that the university presents a convincing

strategy to sustain the position once the funding period

has come to an end. Accordingly, universities are asked to

submit an implementation plan as part of the funding ap-

plication. This will allow new, long-term research groups

to be established, conducting cutting-edge (international)

research.

The German Ministry of Education and Research is support-

ing this programme. Visit www.humboldt-foundation.de/ahp

formore information.Next closing dates for applications:

25 September 2009 and 22 January 2010



OPEN POSITIONS OPEN

The Department of Biochemistry at Vanderbilt
University School of Medicine is seeking applicants
for a tenure-track faculty position at the rank of AS-
SISTANT, ASSOCIATE, OR FULL PROFESSOR.
The successful candidate will be expected to establish
an innovative research program, educate graduate/
medical students, train postdoctoral fellows, and par-
ticipate in service activities within Vanderbilt and the
scientific community. A generous startup package and
laboratory space will be provided. The Biochemistry
Department currently has internationally recognized
researchers in the areas of cell signaling, cell cycle
checkpoints, cancer biology, neurobiochemistry, enzy-
mology, mass spectrometry, and structural biology.
Applicants will be evaluated primarily on the strength
of their research program. All research areas and ex-
perimental approaches will be considered. However,
we are especially interested in candidates with interests
in epigenetics, DNA repair, DNA replication, cell cycle
control, or other research areas that complement the
existing strengths within the Genome Maintenance
Program of the Vanderbilt-Ingram Cancer Center.
Please forward a cover letter, curriculum vitae, con-

tact information for three references, and description of
research program as a single PDF file to e-mail:
marlene.jayne@vanderbilt.edu.
Alternatively, mail hard copies of these materials to:

Biochemistry Faculty Search
Vanderbilt University School of Medicine

c/o Marlene Jayne
607 Light Hall

2215 Garland Avenue
Nashville, TN 37232

Application deadline is September 30, 2009, but
applications will be evaluated as they arrive.

Women and minorities are especially encouraged to apply.

POSTDOCTORAL RESEARCHER, Depart-
ment of Biological Sciences. The Department of
Biological Sciences at Louisiana State University has
a position available for a Postdoctoral Researcher to
participate in research aimed at understanding the
functions of the conserved and uncharacterized DedA
membrane protein family member in E. coli cell
division and phospholipid synthesis (see Journal of
Bacteriology 190:4480, 2008). Position is funded for
two years in the laboratory of William T. Doerrler,
Ph.D. Required qualifications: Ph.D. or equivalent
degree in microbiology or related discipline; ability
to conduct independent research. Additional qualifica-
tions desired: experience inmolecular biology, bacterial
genetics, and/or protein biochemistry. Responsibil-
ities: conducts research aimed at understanding the
functions of the conserved and uncharacterized DedA
membrane protein familymember in E. coli cell division
and phospholipid synthesis; writes grants and prepares
manuscripts based on research; supervises and trains
students; performs general laboratory maintenance.
An offer of employment is contingent on a satisfactory
preemployment background check. Application dead-
line is May 29, 2009, or until a candidate is selected.
Apply online atwebsite: http://www.lsusystemcareers.
lsu.edu. LSU System is an Equal Opportunity/Equal Access
Employer.

STEM CELL BIOLOGY AND IMMUNOLOGY
RESEARCH POSITION

Research Associate position available. We seek mo-
tivated researchers. Candidates who wish to pursue
research on molecular processes that regulate hema-
topoietic stem cell function, immune regulation, or
natural killer cell biology. Bachelor_s degree in molec-
ular biology, biochemistry, immunology, or related
bioscience required (advanced degree a plus). Two
years of laboratory experience required. Must be able
and willing to work with mice. Apply to position
#025047 online at website: http://www.upstate.
edu. SUNY Upstate Medical University is an Affirmative
Action/Equal Employment Opportunity/ADA Employer
engaging excellence through diversity.

POSITIONS OPEN

POSTDOCTORAL POSITION in
HEPATOBILIARY CANCER

RESEARCH

A Postdoctoral position is currently available
to participate in long-term NIH-funded re-
search on the molecular pathogenesis of hepa-
tobiliary cancer. Suitable candidates should
possess a Ph.D. or M.D./Ph.D. with research
experience in tumor cell biology. Expertise in
cancer cell/stromal cell interactions, tumorige-
nicity assays, siRNA technology, and molecular
biology are highly desirable. Preference will be
given to candidates who are also eligible for
U.S. postdoctoral fellowships and have strong
communication skills in the English language.
Salary levels are attractive and commensurate
with experience and qualifications. Applicants
should send curriculum vitae and contact infor-
mation for three references to:Dr. Alphonse E.
Sirica, Professor and Division Chair, Divi-
sion of Cellular and Molecular Pathogenesis,
Department of Pathology, Virginia Com-
monwealth University School of Medicine,
Richmond, VA 23298-0297. E-mail: asirica@
mcvh-vcu.edu. Virginia Commonwealth University is
an Equal Opportunity/Affirmative Action Employer.
Women and minority candidates and persons with dis-
abilities are encouraged to apply.

FACULTY POSITION
AT THE UNIVERSITY OF VIRGINIA

The Department of Pharmacology (website:
http://www.healthsystem.virginia.edu/internet/
pharmacology/) is seeking to fill a position at the
ASSISTANT/ASSOCIATE/FULL PROFESSOR
level. The Department has current strengths in endo-
crinology and in mammalian cellular and integrative
neurobiology. To complement and broaden these
areas of interest, we are looking for individuals who
will develop a research program that utilizes any com-
bination of modern molecular, cellular biological, and
mouse genetic approaches. The position offers newly
renovated space and access to state-of-the-art depart-
mental and core facilities. A doctoral degree in pharma-
cology, physiology, chemistry, biochemistry, medicine,
or related discipline with at least two years postdoctor-
al training and evidence of significant research produc-
tivity is required. To apply send curriculum vitae, a
two-page document delineating significant research
accomplishments and future research plans, and a list
of three references (including e-mail addresses and
telephone numbers) to: Pharmacology Search Com-
mittee, Department of Pharmacology, University
of Virginia, P.O. Box 800735, Charlottesville, VA
22908-0735. E-mail: pharmsearch@virginia.edu.
The position will remain open until filled. The
University of Virginia is an Equal Opportunity/Affirmative
Action Employer.

Memorial Sloan-Kettering Cancer Center –
RESEARCH ASSOCIATE POSITION in Cancer
Population Genetics and Genomics. Starting July 1,
2009. Focus on inherited susceptibility to cancers of
the breast, ovary, colon, prostate, and lymphoma.
Methodologies include whole genome association stud-
ies, population genetics, and candidate gene associate
studies (see, for example, PubMed ID 18326623;
18251999; 17999359). Applicant must have strong
background in population genetics, molecular biol-
ogy, and high throughput genotyping. Send applica-
tion and three letters of reference to: Kenneth Offit,
M.D., M.P.H., Clinic Genetics Service, Box 192,
Memorial Sloan-Kettering Cancer Center, 1275 York
Avenue, New York, NY 10065. Fax: 646-888-4081;
e-mail: offitk@mskcc.org.Memorial Sloan-Kettering Cancer
Center is an Equal Opportunity Employer with a strong commit-
ment to enhancing the diversity of its faculty and staff. Women
and applicants from diverse racial, ethnic, and cultural back-
grounds are encouraged to apply.
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Neurological Surgery
Associate Professor / Professor

The recently established Center for Neuroscience at the Seattle Children’s Research Institute invites
applications for a full-time faculty position, with the University of Washington School of Medicine
Department of Neurological Surgery, at the rank of Associate Professor or full Professor, without
tenure. Qualified applicants should be established investigators who are applying techniques of
molecular, genetic or cellular biology to study mechanisms underlying hydrocephalus. The Center
for Neuroscience at the Seattle Children’s Research Institute’s research vision is to restore children’s
health through a mechanistic understanding. The applicant’s area of research interest should be
complementary to the interests of current faculty working on various areas of neuroscience and
bioengineering. Researchers interested in understanding CSF hydrodynamics, choroid plexus func-
tion, neuroendocrinology, brain metabolism, blood brain barrier function, brainstem neurobiology
and proteomics research are particularly encouraged to apply. The successful candidate must have
a M.D. and/or Ph.D. degree and have active nationally funded research grants. Level and salary
will be based on applicant’s qualifications and experience. Responsibilities of the position include
development of an independent, extramurally funded research program, establishing a hydrocephalus
section within the Center for Neuroscience and mentoring graduate and post-doctoral students and
junior faculty investigators.

This position is open until filled.Address any inquiries toDr. Jan-MarinoRamirez, CenterDirector,
at nino.ramirez@seattlechildrens.org. Please send CV, a statement of current and future research
interests and the names and contact information of three references to: Wendy Kramer, Seattle
Children’s Research Institute, 1900 Ninth Avenue, M/S C9S-9, Seattle, WA 98101.

For more information about Seattle Children’s Research Institute, please visit:
http://research.seattlechildrens.org.

All University of Washington faculty engage in teaching, research, and service.
The University of Washington is an Equal Opportunity/Affirmative Action Employer.

Women and minorities are encouraged to apply.

Location: Kumamoto, Japan

Open Recruitment of Young Researchers (2nd Stage)

1. Open Recruitment of Researchers (2nd stage)

• Special project researchers (all given the title of “specially appointed assistant professor”)
• Amaximum of 3 researchers

2. Qualification Requirements

(1) Academic degree, etc.: Young researchers who have obtained a PhD degree within
approximately the past 10 years (as of April 1, 2009)
(2) Achievements/ability: Has outstanding research capabilities and/or research achievements in
one of the specialty areas outlined at the following website: http://sendou.kuma-u.jp/.

3. Arrival:As soon as possible between September 2009 and October 2009

4. Period of Employment

• Those hired in stage 2 will be employed through March 2014. (Contracts will be for one year
each and will be renewed once a year through March 31, 2014.)
(Note:After having gone through career advancement evaluations and after the end of one’s term
of employment, it is possible for one to be promoted to the position of “Associate Professor”
in the Kumamoto University Priority Organization for Innovation and Excellence. A total of
approximately 8 people from stages 1 and 2 will be chosen for these positions.)

5. Application Deadline: Applications must reach the university by no later than May 29, 2009
(Friday).

6. Inquiries:Any inquiries should be made by e-mail to the Research Cooperation Section (person
in charge of research strategy) of Kumamoto University at the e-mail address written below:
k-senryaku@jimu.kumamoto-u.ac.jp.

Please be sure to allow enough time before the application deadline for a response to be made to
you.

For details on applying, please visit the following website: http://sendou.kuma-u.jp/

Applications will not be accepted through our website.

FACULTY POSITION - VIROLOGY

The Department of Microbiology at U.T.
Southwestern Medical Center at Dallas seeks
a new faculty member in molecular virology
at the Assistant Professor (tenure track) level.
The appointee will be expected to develop a
front-rank, competitive, independent research
program that focuses on one or more aspects of
the viral life cycle (host-pathogen interactions,
viral pathogenesis, disruption of viral replication,
command of host cell processes, viral immunol-
ogy, etc.), and that will complement existing
strengths in HCV, poliovirus, West Nile virus,
HIV/SIV,KSHV, and viral oncogenesis. Research
on any virus of medical relevance is of interest.
The appointee will contribute to the teaching of
medical and graduate students. Attractive start-
up packages, including a competitive salary and
new laboratory space, are available to conduct
research in an expanding, dynamic environment.
For exceptional candidates, an Endowed Scholars
Program offers start-up funds of $700,000 (plus
$300,000 towards salary support) over a four-
year period. Candidates should have a Ph.D.
and/or M.D. degree with at least three years
of postdoctoral experience and an exceptional
publication record.

Candidates please forward a c.v., three letters
of recommendation, two or three representa-
tive publications, and a brief summary of future
research to: Dr. Michael V. Norgard, Chair,
Department ofMicrobiology, U.T. Southwest-

ern Medical Center, 6000 Harry Hines Blvd.,

Dallas, TX 75390-9048 (michael.norgard
@utsouthwestern.edu).

U.T. Southwestern is an Equal Opportunity/
Affirmative Action Employer.
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Department of Health and Human Services

National Institutes of Health

National Institute of Mental Health

Tenure Track Investigator

The Division of Intramural Research Programs (DIRP), National Institute of Mental Health (NIMH), invites applications for a Tenure Track

Investigator in the field of psychiatric neurobiology, to work in the Genes, Cognition and Psychosis Program (GCAP) under the direction of Dr.

Daniel Weinberger, Program Director. The candidate is expected to have experience in biological studies of mental illness and to develop an

independent research program in translational neuroscience research focused on understanding the molecular mechanisms of genetic risk factors

associated with schizophrenia.

The candidate must have a Ph.D., M.D., or equivalent degree, and broad research experience as a molecular and/or cellular biologist and/or

geneticist working with model systems of mental illness. Candidate will be provided with personnel and budget to conduct this research. Salary

is commensurate with experience and accomplishments, and a full Civil Service package of benefits (including retirement, health, life, and long

term care insurance, Thrift Savings Plan participation, etc.) is available.

The National Institute of Mental Health (NIMH), is a major research component of the National Institutes of Health (NIH) and the Department

of Health and Human Services (DHHS), and has nation-wide responsibility for improving the health and well being of all Americans, the Depart-

ment of Health and Human Services oversees the biomedical research programs of the National Institutes of Health and those of NIH’s research

Institutes. Interested candidates should send letter of interest, cv/bib, statement of research interests, accomplishments, and goals, together with

three reference letters to: Dr. David Goldman, Chair, GCAP Search Committee, National Institute of Mental Health, Bldg. 10, Rm. 4N-

222, 9000 Rockville Pike, Bethesda, MD 20892; or by e-mail to steyerm@mail.nih.gov. Review of applications will begin July 20, 2009,

but applications will continue to be accepted and considered until the position is filled.



Anatomy Faculty Position

Des Moines University is currently seeking applications from qualified
candidates for a tenure-trackAnatomy faculty position (option for a non-
tenure position also available). The successful candidate must possess a
doctoral degree or be in the terminal stages of doctoral candidacy. Prior
teaching experience in the anatomical sciences is strongly desired. The
selected candidatewill be expected to pursue independent research leading
to extramural funding.

Des Moines, Iowa, a vibrant mid-sized city, with nationally recognized
schools, low cost of living and cultural activities, affords opportunity for
scholarly collaboration with various Midwest universities and private
institutions. The mission of the anatomy department is to engage future
health care providers, educators, scientists and community members
in a dynamic evidenced-based discipline that fosters a professional
environment of scholarly activity and service. Des Moines University
takes great pride in the depth and breadth of its anatomy programs and the
recent investments in both new digitally equipped dissection laboratory
and scholarly research facilities.

Persons interested in this position should submit their CV, contact
information for three references, and a summary statement regarding
their teaching philosophy, scholarly activities and goals using the online
applicant tracking system located atwww.dmu.edu/employment. Please
note, DesMoines University does not accept hard copy, faxed or emailed
resumes.Candidatesmust have current and permanent legal rights to work
in the U.S. Review of applications will begin immediately and continue
until the position is filled.

For a complete job description for this position, benefits or more
information onDesMoinesUniversity and its various academic programs,
please visit www.dmu.edu/employment.

Des Moines University is an EOE Employer.

Program Director

Conservation
of Threatened
Species and
Habitats

One of the world’s major botanical gardens
specializing in desert plants seeks an
individual to direct an expanded and enhanced
conservation program. The successful
applicant will have (1) training in botany and
the ecology of rare species (2) knowledge of
conservation policy issues and governmental
regulatory frameworks and (3) experience
in implementing conservation measures.
The Program Director will be a member of
the Research Department and report to the
Director of Research. Responsibilities include
program development and management,
collaboration with other conservation
organizations and governmental agencies,
and seeking extramural funding for program
initiatives. Ph.D. and strong supervisory skills
are required.

Send C.V., a 1-page description of your
philosophical approach to conservation
issues, and names and contact information
of three references to: Ms. Mary Catellier,
Director of Human Resources, Desert

Botanical Garden, 1201 N. Galvin Pkwy.,

Phoenix, AZ 85008. Review of applications
will begin June 15, 2009 and applications will
be accepted until position is filled.

An Equal Opportunity Employer.

FACULTY POSITIONS IN

HEPATOBILIARY/PANCREATIC DUCT

CANCER RESEARCH

As part of its new major strategic research plan, Virginia
Commonwealth University’s School of Medicine in
conjunction with the VCU Massey Cancer Center, a

NCI-designated cancer center, is seeking applicants for full-time tenure-
track faculty positions at the Assistant or Associate Professor rank to join
an expanding basic and translational research initiative with a focus on the
molecular pathology and target-based therapeutics of hepatobiliary and
pancreatic duct cancers.

Successful candidates should possess outstanding research credentials that
complement and extend our current areas of research strengths, including
those focused on model systems of hepatobiliary cancer development and
progression, molecular pathology and pathogenesis of cholangiocarcinoma,
growth factor receptor tyrosine kinases, tumormicroenvironment, and target-
based cancer therapeutics. Preference will be given to candidates who have
transferable NIH-R01 funding or who are likely able to successfully compete
for such funding. Selected candidates will also be expected to meet institu-
tional requirements for participating in graduate student and postdoctoral
training. Individual faculty appointments will be made in appropriate basic
science or clinical departments, with academic rank based on the applicant’s
qualifications. Successful candidates will receive a very generous start-up
package, together with a competitive salary and excellent research space
situated to maximize collaborative interactions. Candidates must have an
earned M.D./Ph.D., Ph.D., or M.D., and demonstrate research accomplish-
ments in the field of hepatobiliary and/or pancreatic duct cancer.

Interested individuals should submit a curriculum vitae, a summary of
research interests and plans, and contact information and e-mail addresses for
three professional references to:Dr.Alphonse E. Sirica, SearchCommittee
Chair, Department of Pathology, Virginia Commonwealth University

School of Medicine, P.O. Box 980297, Richmond, Virginia 23298-0297

at asirica@mcvh-vcu.edu.

Virginia Commonwealth University is an Equal Opportunity/Affirmative
Action Employer. Women and minorities are encouraged to apply.

www.westernu.edu

Faculty Positions in Pharmacology available for 2009

College of Osteopathic Medicine of the Pacific
Western University of Health Sciences is a thriving center for health care and veterinary medicine education. The University’s

10 year plan and core values have made the Institution a national leader for the development of interprofessional and graduate

medical education. The University values a diverse institutional community and is committed to excellence in its faculty, staff

and students. Western University seeks applicants of distinguished academic accomplishments who possess a passion for

excellence and a proven track record of achievements.

The Department of Basic Medical Sciences provides the preclinical education for the College of Osteopathic Medicine and invites

applications from highly motivated individuals for tenure-track faculty positions in pharmacology. Rank will be commensurate

with experience. The successful applicants must have a Ph.D. in pharmacology or equivalent field and at least 2 years of

postdoctoral experience. Preference will be given to individuals who have demonstrated excellence in teaching and significant

scholarly activity with a strong potential to obtain extramural funding. Submit a current curriculum vitae and a cover letter

describing your teaching experience and philosophy, your research activity and goals, and how you meet the qualifications for

the position. Please include contact information for at least three references. These positions will remain open until filled.

A completed Employment Application found at:

http://www.westernu.edu/bin/hr/pdf/application_for_employment.pdf

Nissar A. Darmani, Ph.D.,

Assistant Dean for Basic Sciences and Research

Department of Basic Medical Sciences

Western University of Health Sciences

College of Osteopathic Medicine of the Pacific

309 E. Second Street, Pomona, CA 91766-1854

Email Address: ndarmani@westernu.edu

Western University of Health Sciences is an equal opportunity employer.
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Career Focus
on Cambridge,
Oxford, and
London

Bonus Distributions

Darwin Festival 2009
5–10 July, Cambridge, UK

International Society
for StemCell Research
8–11 July, Barcelona, Spain

ScienceCareers.org

Issuedate

26 June
Reserve ad space by 9 June

The power of Science is in

the journal’s 131,000weekly

subscribers and 700,000weekly

readers. In our 26 June issuewe

will use this power to highlight

the state of the scientific job

market in and around these

renowned British seats

of learning.

SPECIAL CAREER FEATURE

Contact: Alex Palmer
Telephone: +44 (0) 1223 326 500
E-mail: ads@science-int.co.uk
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Postdoctoral Positions

Fox Chase Cancer Center, a renowned Philadelphia-based NCI-desig-

nated Comprehensive Cancer Center, has several postdoctoral positions

available to work on NIH funded projects in the following programs:

• Cancer Genetics and Signaling

• Cancer Prevention and Control

• Epigenetics and Progenitor Cells

• Immune Cell and Host Defense

• Molecular Medicine

• Breast and Ovarian Cancers

The Scientist's annual survey has named Fox Chase Cancer Center as

one of "The Best Places to Work" for Postdoctoral Careers.

Fox Chase fosters an environment conducive to strong collaboration

across all disciplines, both scientific and medical. As a postdoctoral

fellow at Fox Chase, you willl have the opportunity to interact with our

faculty as valued colleagues in a setting built around mutual respect

and collegiality.

Highly motivated candidates who can work independently are encour-

aged to send resume to Dr. Jonathan Chernoff, c/o Anne Carson at

anne.carson@fccc.edu. For more information visit www.fccc.edu. Equal

Opportunity Employer.

UAB Stem Cell Institute

Department of Biochemistry and
Molecular Genetics

University of Alabama at Birmingham
Schools of Medicine and Dentistry

Tenure track junior positions and tenured senior faculty positions are
available for investigators focused on stem cell biology, biochemistry,
epigenetics and transplantation. Areas of special emphasis include,
but are not limited to, mechanistic studies of stem cell self-renewal
and lineage specification andmechanisms of somatic cell reprogram-
ming to pluripotency. Nationally competitive salaries, start-up pack-
ages and space allocations will be offered to successful candidates.

UAB is a highly interactive environment with strong basic and clini-
cal sciences. Birmingham is a beautiful and affordable citywithmany
cultural attractions.

Applicants should send a C.V., a summary of research interests and
the names of three references before August 15, 2009 to:

Dr. Tim M. Townes
Director, UAB Stem Cell Institute

Chairman, Department of Biochemistry
and Molecular Genetics

University of Alabama at Birmingham
Kaul Genetics Building, Room 502

720 20th Street South
Birmingham, AL 35294
Email: ttownes@uab.edu

The University of California, Davis, seeks an internationally recognized
expert in energy efficiency science, technology or policy to lead the UC
Davis Energy Efficiency Center (EEC) as faculty director and associate
or full professor, and to become holder of the prestigious Chevron Chair
in Energy Efficiency.

To be considered, applicants must have a Ph.D. degree or equivalent in
a relevant energy-efficiency related field, outstanding leadership and
administrative experience, and an excellent record of accomplishment in
teaching, research, and outreach in one or more areas of energy science,
technology, or policy. Demonstrated skill in obtaining overhead bearing
and gift extramural funds is expected.

Applicants should visit http://eec.ucdavis.edu/ and follow instructions
for submitting on-line applications. Applicants will be asked to submit a
curriculum vitae including publication list, three related publications, a
statement of teaching and research interests, a statement describing vision
and leadership experience, and the names and addresses (including e-mail
and telephone numbers) of five references.

Inquiries should be directed to:
Prof. Daniel Sperling

Search Committee Chair

Institute of Transportation Studies

University of California

One Shields Avenue

Davis, CA 95616

The position is open until filled, but to ensure full consideration, applica-
tions should be received by July 15, 2009.

UC Davis is an Affirmative Action/Equal Employment Opportunity
Employer and is dedicated to recruiting a diverse faculty community.
We welcome all qualified applicants to apply, including women,

minorities, individuals with disabilities and veterans.

Tenure Track Urologic Research Faculty
Department of Urology

The Department of Urology at the University of Wisconsin-

Madison, School of Medicine and Public Health is seeking

candidates for a tenure track position in genitourinary and

urologic research. The candidate will be expected to establish

an independent, extramurally funded research program and to

attain national recognition for accomplishment and leadership

in urologic research. Responsibilities will include developing

and nurturing collaborative interactions among faculty in

Urology and other laboratories at UW-Madison as well as

contributing to the education of Urology residents, fellows, and

graduate students. Requirements include either a Ph.D. or M.D.

with appropriate research experience related to genitourinary

biology and/or urologic disease.

A competitive salary and fringe benefit package will be provided.

Immediate enrollment in health insurance with

low premiums is available for you and your family, and

an outstanding retirement plan is offered. To apply, send

a resume, cover letter, and salary requirements to:

Stephen Y. Nakada, MD, Professor and Chair of Urology,

UW-School of Medicine and Public Health, 600 Highland

Avenue, G5/339 CSC, Madison, WI 53792-3236

UW-Madison is an equal opportunity/affirmative action employer.

Unless confidentiality is requested in writing, information regarding applicants

must be released upon request. Finalists cannot be guaranteed confidentiality.
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www.paterson.man.ac.uk

A Bioscience Leadership position, focusing on drug discovery,

is available in the Paterson Institute, one of Europe’s premier cancer

research centres core-funded by Cancer Research-UK (CRUK),

the largest independent cancer research organisation in the world.

This is a new venture at the Paterson, so the successful candidate

will be expected to participate in both the development and

implementation of the strategy and tactics of this new capability,

with the aim of discovering novel small molecule cancer drug

candidates.

The Head of Drug Discovery Bioscience will be responsible for

laboratory capabilities in cancer target validation and lead generation

biology. You will recruit the bioscience team and initiate and lead

collaborations to support a portfolio of projects.

The Institute supports numerous basic and translational cancer

research programmes facilitated by a comprehensive range of

state-of-the-art research services (see: www.paterson.man.ac.uk).

Its juxtaposition to The Christie, Europe’s biggest specialist cancer

hospital, ensures ample opportunities for interaction across the basic

to clinical research spectrum and the translation of research findings

into patient benefit.

The Institute is also at the heart of the Manchester Cancer Research

Centre (MCRC), an exciting development that integrates cancer

research within Manchester (www.mcrc.manchester.ac.uk).

This opportunity has arisen from a new initiative, funded by CRUK,

to develop a small molecule Cancer Drug Discovery capability in the

MCRC. Positions are for five years initially and will be renewable,

subject to successful peer review of the programme.

Essential requirements for this role include expertise in cancer biology,

experience of drug discovery and target validation and also strong

leadership and interpersonal skills.

Expertise in lead generation technologies and experience in the

pharmaceutical sector are desirable but not essential.

If you would like to see your knowledge and experience applied to the

discovery of new cancer medicines and would like to know more about

this opportunity, please contact Dr Donald Ogilvie, Head of Drug

Discovery (dogilvie@picr.man.ac.uk).

Applications including a CV and names of three referees should be

sent to jobs@picr.man.ac.uk

The deadline for receipt of applications is 7 June 2009

Head of Bioscience - Drug Discovery
Reference number: PI/09/21
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Nontraditional Careers:
Opportunities Away From the Bench

Want to learnmore about exciting and rewarding careers
outside of academic/industrial research?View a roundtable
discussion that looks at the various career options open to
scientists across different sectors and strategies you can
use to pursue a nonresearch career.

Webinar Participating Experts:
Dr. Lori Conlan
Director of Postdoc Services,
Officeof IntramuralTrainingandEducation
National Institutes of Health

Pearl Freier
President
Cambridge BioPartners

Dr.MarionMüller
Director, DFGOffice North America
Deutsche Forschungsgemeinschaft
(German Research Foundation)

RichardWeibl
Director, Center for Careers in
Science andTechnology
American Association for the
Advancement of Science

Produced by the
Science/AAAS Business Office.

NowAvailable

OnDemand

www.sciencecareers.org/webinar
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Your
career is
our cause.

• Job Postings

• Job Alerts

• Resume/CV
Database

• Career Advice

• Career Forum

www.sciencecareers.org

Get help

from the

experts.

Environmental Health Sciences

The Department of Environmental Health
Sciences in the Johns Hopkins Bloomberg
School of Public Health is pleased to announce
two fellowship opportunities within a successful
and establishedNIEHS funded postdoctoral train-
ing program. Themission of the training program
is to actively prepare research scientists to become
future leaders of individual and interdisciplinary
research projects seeking to understand the role
environmental exposures play in the etiology and
exacerbation of human disease at the individual
and population level.

Specific research opportunities are
highlighted at:

http://www.jhsph.edu/dept/ehs/NIEHS

Shanghai Changzheng Hospital is one of the top medical centers in
China, located in downtown Shanghai. It has 28 clinical departments,
more than 1,000 hospital beds, and serves over 800,000 outpatient visits
each year.As one of the affiliated hospitals of Second Military Medical
University, the hospital also has an excellent teaching staff and facili-
ties, and possesses strong records in many areas of medical research. A
new 2,000-bed expansion of the hospital in Shanghai Pudong district
has been approved recently.

Changzheng hospital is seeking applications from qualified individuals
for the positions of junior and senior principal investigators to expand
basic, translational, and clinical researches. Qualified applicants will also
be considered for head of laboratory and/or department. The successful
candidates must have a Ph.D. or M.D. and have publications in high
profile international journals (as first or corresponding author) in the
last 5 years. Senior scientists with professorship (assistant, associate,
full professor or equivalent), extensive research experiences, and strong
record of productive independent research are preferred. The hospital
will offer a generous startup package, competitive salary and benefits.

Interested individuals should send their curriculum vitae, a brief review
of research plan, and name of 3 references (including address, email, and
telephone) to: Zhan Liang, Human resources, 415 FengYang Road,
Shanghai, 20003China. Tel: 86-21-81885086; Email: liangzhan9309

@yahoo.com.cn.

���������

For full details, or to request an application pack, visit

www.liv.ac.uk/working/job_vacancies/

or e-mail jobs@liv.ac.uk

Tel 0151 794 2210 (24 hr answerphone)

Please quote Job Ref in all enquiries.

COMMITTED TO DIVERSITY AND EQUALITY OF OPPORTUNITY

Knowledge Centre for Materials Chemistry (KCMC)

Research Associate
(Project Scientist)
£30,594 - £35,469 pa
You will join the Knowledge Centre for Materials Chemistry
(KCMC). You should have an excellent research track record
with experience in the synthesis of new oxide materials and in
X-ray powder diffraction, with a PhD in chemistry, physics or
materials science; excellent communication and interpersonal
skills with the ability to interact with individuals at all levels
within the academic and business communities. The post is
available for 3 years.

The KCMC is a North West Regional Development Agency-
funded activity uniting Chemistry Innovation Ltd, Science &
Technology Facilities Council and the Universities of Liverpool,
Manchester and Bolton to focus on delivering industry-led
projects.

Job Ref: R-569322/S Closing date: 5 June 2009
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POSITIONS OPEN

TWO FACULTY POSITIONS
(Assistant Professor)

Department of Animal Science
Texas A&M University

The Department of Animal Science at Texas A&M
University (website: http://animalscience.tamu.edu)
seeks to fill two tenure track ASSISTANT PROFES-
SOR positions; one in Nutritional Genomics and one
in Reproductive Biology. Successful candidates will
be expected to build a vigorous, externally funded
research program and to develop and teach under-
graduate and/or graduate courses. A Ph.D. in the
relevant field, postdoctoral experience, and evidence
of outstanding research and teaching potential are
required. The ability to contribute to research involv-
ing a multidisciplinary team approach using domestic
and laboratory animal models is highly desirable.
We offer competitive salary and benefits package as

well as start-up packages. For complete posting, ap-
plication deadlines, and information on how to apply,
please visit: website: http://greatjobs.tamu.edu.
Review of applications will begin on June 15, 2009
and continue until successful candidates are identified
and hired to start in early Fall 2009.

POSTDOCTORAL POSITION
University of Florida

A postdoctoral position in molecular micro-
bial pathogenicity is available immediately to
study communication, signaling and gene reg-
ulation in multispecies microbial communities
(see Mol Microbiol 69:1153). Experience with
bacterial genetics is required; expertise with
protein biochemistry and confocal microscopy
is beneficial. Position is supported by NIH
grants. Send curriculum vitae and names of
three references by e-mail to: Dr. Richard
Lamont at signal@dental.ufl.edu

Kansas State University, Division of Biology, has
two POSTDOCTORAL POSITIONS available im-
mediately in the laboratory of Professor Gary W.
Conrad in the area of: 1) Molecular, Cellular and
Developmental Biology of the Cornea and 2) Mass
Spectrometry and Glycomics. These positions are sup-
ported by a four-year NIH-NEI grant. For more in-
formation on how to apply, go to website: http://
www.ksu.edu/biology/employment.html. Review
of applications will begin on May 20, 2009. KSU is an
Equal Opportunity Employer, and actively seeks diversity among
its employees. Background check required.

We seek a POSTDOCTORAL LIPID BIO-
CHEMIST to conduct research on the molecular
basis of bacterial latency at the Burnett School of
Biomedical Sciences, University of Central Florida,
Orlando, Florida. Send curriculum vitae and the
contact information of three references by e-mail to:
P.E. Kolattukudy, pk@mail.ucf.edu .

The University of Central Florida is an Equal Opportunity,
Equal Access, and Affirmative Action Employer. As a member of
the Florida State University System, all application materials and
selection procedures are available for public review.
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THE HORMEL INSTITUTE
UNIVERSITY OF MINNESOTA

FIVE (5) ASSISTANT PROFESSOR/
ASSOCIATE PROFESSOR/PROFESSOR/
ENDOWED PROFESSOR POSITIONS

The Hormel Institute, a biomedical research center of the Uni-
versity of Minnesota, was established in 1942 and has a long

reputation in producing world class medical research. The Institute’s research success has resulted in
a major expansion of its research facilities and includes a new state of the art laboratory building and
complete renovation of existing research facilities. The Hormel Institute offers its research scientists
complete access to state of the art equipment that includes a FACS sorter; confocal microscopy;
flow cytometry; and the Blue Gene/L, the world’s fastest supercomputer. In conjunction with the
building expansion will be the addition of five (5) new faculty positions.We are seeking applications
for faculty appointments at the level of Assistant Professor, Associate Professor, Professor, and/or
Endowed Professor.

Qualifications: Candidates must demonstrate the ability to establish an independent, extramurally
funded program of cancer-related research that will complement ongoing programs. Preference
will be given to applicants with a strong background in areas to include molecular/cell biology,
protein crystallography, biological computation/informatics, stem cell, or cancer biology and a
successful research record in one of the following areas: signal transduction, gene expression,
functional genomics, molecular carcinogenesis, chemoprevention or other areas of cancer research.
A Ph.D. (or equivalent) degree and 2 to 3 years of postdoctoral experience are required for Assis-
tant Professor. The ability to acquire extramural funding is required for appointment of Associate
Professor or Professor. For endowed professorships, the applicant should be an internationally
renowned researcher with substantial external funding. Please apply online at the UMN website
http://www1.umn.edu/ohr/employment/index.html and refer to Requisition Number 154060
(Professor), Number 154740 (Associate Professor), or Number 154741 (Assistant Professor).
In addition, please submit a curriculum vitae, a research plan, and the names of three references to
Dr. Zigang Dong, ambode@hi.umn.edu.

The University of Minnesota is committed to the policy that all persons shall have equal
access to its programs, facilities and employment without regard to race, color, creed, religion,
national origin, sex, age, marital status, disability, public assistance status, veteran status,

or sexual orientation.

University of Saskatchewan Department of Pathology and Laboratory Medicine
Tenure Track Research Scientist/Faculty Position in Experimental Pathology

The Department of Pathology and Laboratory Medicine, College of Medicine invites applications
for a faculty position in Experimental Pathology at a rank to be commensurate with their qualifica-
tions. This appointment is part of an initiative to enhance research intensity in basic, clinical, and
translational research related to cancer stem cell biology. Complementary areas of research of the
Department of Pathology and Laboratory Medicine research include cell and molecular biology,
immunology and microbiology, biochemistry, and correlative sciences related to cancer. Applicants
must have a PhD and/or MD, postdoctoral experience, and a strong research program of relevance
to cancer stem cell biology. Applicants must also demonstrate success in obtaining Health related
national grant funds and have a strong track record or potential in undergraduate and graduate teaching.
The successful applicant will contribute to building a cancer stem cell research program, enhancing
graduate training at the College of Medicine, participate in teaching to support undergraduate MD
and biomedical science programs.

The Department of Pathology and Laboratory Medicine has an accredited residency training pro-
gram and is involved in the training of undergraduates, graduate students and post-graduates. The
Department’s broad range of clinical programs includes subspecialty aspects of pathology that are
well suited to educational and research activities. The Department includes the Division of Ana-
tomical Pathology, Clinical Chemistry, Hematopathology, Microbiology, Transfusion Medicine and
Experimental Pathology.

The University of Saskatchewan is a publicly funded institution established in 1907. It has over
19,000 degree students, 4,500 employees, an operating budget of approximately $200 million, and
receives research funds in excess of $100 million annually. It offers a full range of programs, both
academic and professional, in thirteen colleges including seven in the life sciences.

An application, including curriculum vitae, and the names of three referees should be submitted by July
31, 2009 to: Dr. John Krahn, Head, Department of Pathology and Laboratory Medicine, Room
2841, Royal University Hospital, 103 Hospital Drive, Saskatoon, Saskatchewan S7N 0W8.

All qualified candidates are encouraged to apply; however, Canadians and permanent residents
will be given priority. The University of Saskatchewan is committed to Employment Equity.
Members of designated groups (women, Aboriginal people, people with disabilities, and visible

minorities) are encouraged to self-identify on their applications.
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To find your local sales office, visitwww.bio-rad.com/contact/

In the U.S., call toll free at 1-800-4BIORAD (1-800-424-6723)
Visit us at www.bio-rad.com

Panicc is uunnprrodduucctiveee.
Let’s get rational. Tough decisions lie ahead as budgets

tighten. But discovery will endure. One name has been

here for more than 50 years, providing stability, reliability,

and quality to researchers like you: Bio-Rad.

From the beginning we have been a stable presence, offering

you products that spark your imagination without burning your

budget. Because great results should be within your means.

Proceed with caution. But proceed, nonetheless.

You don’t have to lose your shirt outfitting your lab.

Quite the opposite, in fact.

Visit www.bio-rad.com/economicalm/

for more information.

RESEARCH. TOGETHER.
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