


CONTENTS Volume 323 Issue 5920

1429 CORRECTIONS AND CLARIFICATIONS

1429 TECHNICAL COMMENT ABSTRACTS

BOOKS ET AL.

1430 Fermilab
L. Hoddeson et al., reviewed by R. W. Seidel

1431 Einstein’s Telescope
E. Gates, reviewed by P. Ferreira

POLICY FORUM

1432 Wood Energy in America
D. deB. Richter Jr. et al.

PERSPECTIVES

1434 Shifting Westerlies
J. R. Toggweiler

>> Research Article p. 1443

1435 Inducing Chirality with Circularly
Polarized Light
R. J. Cave

1436 The Evolution of Ribozyme Chemistry
T. J. Wilson and D. M. J. Lilley

1438 Emergence of Connectivity in Networks
T. Bohman

>> Report p. 1453

1439 Paternal Patterning Cue
U. Grossniklaus

>> Report p. 1485

1440 Linking the Loops
C. R. McClung

>> Report p. 1481

BREVIA

1442 Time-Variable Deformation in the 
New Madrid Seismic Zone 
E. Calais and S. Stein

Minimal strain has accumulated across the

New Madrid seismic zone of the Central

United States during the past several years.

CONTENTS continued >>

page 1420

page 1432

www.sciencemag.org SCIENCE VOL 323 13 MARCH 2009 1395

COVER

False-color scanning electron micrograph of oriented vaterite, 

a crystalline polymorph of calcium carbonate, formed through

template-controlled nucleation. Formation starts with the 

aggregation of prenucleation clusters forming an amorphous

phase from which the crystals develop at the template surface.

This experimental process may be analogous to the natural 

formation of seashells and other marine skeletons. 

See page 1455.
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Pouget et al. (p. 1455; see the cover) provide a
description of calcium carbonate precipitation
under Langmuir monolayers in which the mono-
layer controls the orientation of the precipitating
crystals.  Cryogenic transmission electron
microscopy allowed the sequence of events to be
traced starting from amorphous mineral parti-
cles, which attach to the ordered monolayer,
until crystalline particles form on a structured
template. Throughout the process amorphous
calcium carbonate particles were observed, con-
firming their role in the crystallization process.

Self-Healing Polyurethanes
Self-healing materials may allow the fabrication
of objects that can be repaired in situ. Ghosh

and Urban (p. 1458) devised a self-repairing
polyurethane in which the process that damages
the material also initiates the first step in the
healing process.  Oxetane-substituted chitosan
was incorporated into a polyurethane and, upon
mechanical damage, the oxetane rings open up
to form reactive end groups. With exposure to
ultraviolet light, the chitosan chains are cut, and
link to the oxetane reactive sites, thus leading to
rapid healing and repair in a scratched
polyurethane coating.

Squeezing in 
Fluorocarbons
Chemical separations using porous solids mostly
rely on size selection: Compounds too large to
squeeze through the pores are excluded.
Metrangolo et al. (p. 1461) describe a class of
ionic solids that can selectively capture certain
fluorocarbons dynamically. The crystals comprise
dicationic hydrocarbon chains capped at each
end by positive ammonium groups, with negative

Out of the Deep 
The Southern Ocean may have provided a reser-
voir for atmospheric CO

2
during cold glacial

periods, which could help to explain why the
concentration of atmospheric CO

2
rose by

roughly 50% during each of the last five
deglaciations. Anderson et al. (p. 1443; see the
Perspective by Toggweiler) find that burial rates
of biogenic opal increased in the Southern
Ocean during the last deglaciation, indicating
more vigorous upwelling. More intense upwelling
would have brought more CO

2
, dissolved in

deeper water, to the surface and vented to the
atmosphere, potentially leading to the observed
glacial-to-deglacial CO

2
rise.

Fusion Confusion
Vesicle fusion and neurotransmitter release are
fundamental aspects of brain function. Efficient
use of synaptic vesicles and the dynamics of neu-
rotransmission depend critically on the mode of
fusion. So-called kiss-and-run fusion and subse-
quent reuse of the same vesicle could in principle
greatly expand information transfer at synapses.
Zhang et al. (p. 1448, published online 12
February) used a quantum dot-based optical
approach to investigate synaptic vesicle behavior
that allowed kiss-and-run and classical full col-
lapse fusion to be distinguished at the kind of
synapses involved in learning and memory. The
prevalence of kiss-and-run, relative to classical
fusion, changed progressively over the course of a
series of stimuli. 

Crystallization Visualized
Crystal nucleation and growth from a melt or
supersaturated solution is often kinetically
driven by the presence of secondary materials or
surfaces that alter the free energy of the system.

iodide ions to balance the charge. Although
structurally nonporous, the solids spontaneously
stretch to accommodate iodine-capped fluorocar-
bon chains, which form robust intermolecular
halogen bonds with iodides at each end. The
encapsulation is highly selective for the fluoro-
carbon with a chain length scaled to the lattice
dication. Moreover, the process is reversible, with
the guests liberated on heating, offering poten-
tial for use in industrial fluorocarbon separations.

Mistier Blue Sky
Atmospheric aerosols have a large effect on how,
and how much, the atmosphere is warmed by solar
radiation, and uncertainties about their abundance
has impeded a more nuanced understanding of

the mechanisms of global warming. Recently,
“global dimming” and “global brightening” have
been observed when the amount of solar radiation
incident on Earth’s surface apparently decreased
and increased. Wang et al. (p. 1468) analyzed
records of aerosol optical depth gathered world-
wide since 1973 and constructed a global map of
trends in clear sky visibility. Skies have become less
transparent over most, but not all, of the world,
and the changes in aerosol optical depth corre-
spond well to reports of dimming or brightening
over the past 20 to 30 years.
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<< Immunological Balancing Act
Secretory immunoglobulin A (IgA) plays a crucial role in the gut
by promoting immune tolerance to food and the microflora that
colonize the gut.  IgA is produced by B cells with the help of
CD4+ T follicular helper cells.  How these helper CD4+ T cells are
generated in the gut is unclear. Tsuji et al. (p. 1488) found that
suppressor Foxp3+CD4+ T cells can differentiate selectively into

follicular B cell helper T cells (TFH) in Peyer’s patches, specialized
lymphoid tissue in the gut, but not in other lymphoid tissue.  Dif-

ferentiation of suppressor T cells into TFH cells requires down-regula-
tion of the suppressor T cell–specific transcription factor Foxp3 and

interaction with B cells.  Thus, flexibility of T cell populations and the spe-
cific environment of the gut help to maintain the critical balance between

immune tolerance and activation.  

Continued on page 1403
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This Week in Science 

The CS
2

Point of View
Molecules in the liquid and gas phases tumble constantly, and techniques that probe reaction dynam-
ics in these states often yield blurry information averaged over multiple orientations. Bisgaard et al.

(p. 1464) used a short laser burst to push a sample of gaseous CS
2

molecules into temporary align-
ment and applied ultrafast spectroscopy to study photodissociation in the molecular reference frame,
free of blurring. A complex progression of electronic motion was observed coupled to C-S bending
and stretching vibrations preceding scission of a C-S bond. 

Too Little of a Bad Thing
Mutations in the amyloid precursor protein (APP) are known to cause familial Alzheimer’s disease.
Di Fede et al. (p. 1473) now describe an APP mutation that is associated with disease only in the
homozygous state. The A673V mutation affects APP processing, which leads to enhanced β-amyloid
(Aβ) production, and also increases the Aβ’s tendency to aggregate and form amyloid fibrils. How-
ever, co-incubation of mutated and wild-type Aβ peptides confers instability on Aβ aggregates and
inhibits amyloidogenesis, consistent with the observation that heterozygous carriers do not develop
the disease even at a very old age. 

Check Out the Checkpoint 
“Job one” for any living organism is to make cells that can reproduce and faithfully distribute chromo-
somes. Not only do eukaryotic cells manage to line up and segregate their chromosomes during cell

division, but they have a fail-safe mechanism that
prevents cell division from proceeding if all of the
chromosomes are not lined up appropriately.  
Herzog et al. (p. 1477) provide a glimpse of the

molecular machinery that makes this fail-safe
mechanism work. At the heart of the mechanism
is a ubiquitin ligase complex, the anaphase-pro-
moting complex/cyclosome (APC/C), whose activ-

ity is modulated by an activator, Cdc20, or by an
inhibitory complex called the mitotic checkpoint complex (MCC), which includes of Cdc20 together with
other proteins. Proteins were purified from cells in which the mitotic checkpoint was active or inactive
and the structure of APC/C complexes with or without its various partners bound was observed by single-
particle electron microscopy. MCC inhibited APC/C by physically obstructing binding of APC/C’s substrates
for ubiquitinylation and by inducing changes in APC/C that lock it in a more compact conformation. 

Selective Removal of Memories
How are memories encoded and stored in the brain, and which neurons are part of a specific memory?
Han et al. (p. 1492) tried to establish a causal link between a defined population of neurons and the
disruption of a specific fear memory. Neurons in the lateral amygdala overexpressing the transcription
factor CREB are preferentially activated by fear memory testing, which suggests that this population of
neurons is selectively recruited to the fear memory test. Selective killing of just these neurons after train-
ing impaired subsequent memory expression, whereas random destruction of a similar number of lateral
amygdala neurons did not impact subsequent memory expression. This memory loss was robust, persis-
tent, and not due to a disruption in reconsolidation or overall lateral amygdala function.

Windfall Wonder
Research on primates suggests that midbrain dopaminergic neurons encode unexpected reward signals
that drive reinforcement learning.  The reward-related properties of these neurons have not been mea-
sured directly in humans. Using microelectrode recordings during deep brain stimulation, Zaghloul et al.

(p. 1496) investigated reinforcement learning mechanisms by analyzing neural activity in the substantia
nigra of patients with Parkinson’s disease while they engaged in a probability learning task. Neuronal
responses were classified into four distinct categories based on an improved model for expectation:
expected wins and losses, and unexpected wins and losses. Significant differences in spike activity were
observed in response to unexpected wins and losses, while the difference in response to expected wins
and losses was not significant. The human substantia nigra thus preferentially encodes unexpected
reward and differentiates between unexpected positive and negative feedback. 
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EDITORIAL

Scientist Citizens
PRESIDENT OBAMA’S INAUGURATION SPEECH DELIGHTED SCIENTISTS WHEN HE STATED, “WE WILL
restore science to its rightful place.” But he went on: “What is required of us now is a new era

of responsibility.… This is the price and the promise of citizenship.” For scientists, one often-

overlooked responsibility is explaining their work to people. This is not an unreasonable price

for receiving public funds to do research. And it promises to combat ignorance, guide sound

policymaking, and garner more support for science, while simultaneously inspiring and

recruiting new young scientists. Now more than ever, issues such as climate change, obesity, stem

cell research, green technology, and evolution are migrating from scientific journals to the non-

science community, from school halls to the halls of Congress. It’s critical that scientists venture

beyond their laboratories to put these issues into the correct contexts and help the public under-

stand what is known, unknown, and under debate.

But the walls of the ivory tower remain formidable. Just last month, for

example, an editorial in Analytical Chemistry commented that federal

funding agency requirements for outreach detract from young scientists’

ability to conduct research and think deeply. Lack of time is an obstacle for

young scientists, but scientists are no more overtaxed than many profes-

sionals are. A more entrenched obstacle is that the academic tenure process

claims to evaluate research, teaching, and service, but in practice, service

is rarely expected or rewarded. In fact, reviewers are well versed in recog-

nizing good research but have little ability or data to evaluate outreach. 

Universities must begin to give more than lip service to the service

component in tenure evaluations. Land-grant universities, for example,

specifically make cooperative extension work part of some faculty mem-

bers’ jobs. At the least, universities and professional organizations should

devise detailed guidelines for evaluating the amount, quality, and effective-

ness of outreach, so that peers can recognize it when they see it. Universities

should also integrate communications into young scientists’basic training. Like lawyers in courts,

physicians in hospitals, or baseball players on the field, scientists speak an insular language that is

unknowable and intimidating to the uninitiated. As the former Editor-in-Chief of this magazine,

Donald Kennedy, wrote: “Science and technology are increasingly relevant to public policy, and

unless those who speak for science can be understood, the policy decisions are likely to be wrong.” 

At Stockholm University, all new Ph.D. students in environmental and climate sciences are

now offered training in speaking with the media. Stanford University’s School of Earth

Sciences has launched an innovative program to train graduate students in similar skills. The

Woods Hole Oceanographic Institution offered a graduate student course co-taught by scien-

tists and journalists called “How Not to Write for Peer-Reviewed Journals: Talking to Every-

body Else.” For more established scientists, professional programs exist: The Aldo Leopold

Leadership Program, for example, has provided media training to a growing nucleus of more

than 100 mid-career environmental scientists.

Such programs would provide incentive (or at least diminish the disincentive) for scientists to

participate in outreach. Rather than viewing funding agency outreach requirements as annoying

and vague, scientists can view them as opportunities to find ways to inspire young minds (and

themselves), encourage underrepresented groups to enter science, establish collaborations

between academia and industry, or otherwise enter the messy fray of democracy. The means by

which the public and policymakers get scientific information have changed dramatically. The once

linear transmission of research findings from the scientific community to the media, public, or pol-

icymakers has been transformed into a chaotic realm in which information (and disinformation)

and opinions are voiced through traditional and electronic sources (real-time blogs, chat rooms,

and wikis) and not necessarily by the scientific community. Thomas Jefferson wrote, “An enlight-

ened citizenry is indispensable for the proper functioning of a republic.” If we believe that science

has a rightful role in our society, then it is the scientific community’s responsibility to enlighten the

public as to why and how. That doesn’t mean scientists need to be celebrities, politicians, or

lobbyists—just citizens. – Christopher Reddy

10.1126/science.1173003
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outbreaks of shell disease cannot solely explain
population demographic changes. Being better
able to predict population density fluctuations and
developing strategies to counteract predicted
declines will be important in assessing the future
viability of lobster fisheries. — LMZ

Mar. Ecol. Prog. Ser. 376, 185 (2009).

B I O M E D I C I N E

Brittle Bones

Osteoarthritis occurs when the cartilage that cov-
ers the surface of bones at joints becomes
degraded, resulting in pain and decreased
mobility. The biomechanical properties of carti-
lage come from an extracellular matrix compris-
ing proteoglycans embedded in a meshwork of
collagen fibrils. Pathological changes in carti-
lage start at the molecular level and eventually
lead to macroscopic structural and functional
damage. Early detection of cartilage damage is
important, both for diagnosis and to understand
the mechanisms involved in disease progression
with the goal of developing therapies. Indenta-
tion-type atomic force microscopy (IT-AFM) can
measure the compressive stiffness of porcine
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E C O L O G Y

But the Butter’s Melted

American lobsters (Homarus americanus) are
iconic representatives of North America’s north-
eastern Atlantic Ocean. The abundance of Ameri-
can lobster has experienced severe swings, but the
cause of changes in their population is unknown.
Recently the lobster fishery in southern New Eng-
land has collapsed, while at the same time lobster
populations in the Gulf of Maine have expanded

massively. Wahle et al. use a time series
analysis to create a larval settlement

index that could predict the num-
ber of near-harvestable clawed lob-

sters. Their findings sug-
gest that the way lob-
ster populations vary
significantly over
time may be due to

the combined effects of
shell disease and a

decline in the settlement of
larvae. Because lobster larvae

are typically transported over
great distances before settlement, local

articular cartilage at the micrometer and
nanometer scales. Now Stolz et al. have used 
IT-AFM to monitor the development of an
osteoarthritis-like condition in collagen-IX
knockout mice. At the micrometer scale, no mor-
phological changes were observed in articular
cartilage of mutant as compared to control mice
until 6 months of age. However, nanometer-scale
IT-AFM showed disease-associated changes in
fibril thickness and nanostiffness in mice as
young as 1 month old. The biomechanical
changes that occur during normal aging are 
distinct from pathological changes associated
with disease progression. The success of IT-AFM
in detecting these early changes suggests that it
could serve as a useful diagnostic nanotool; the
next step will be to develop such a minimally
invasive surgical tool. — VV

Nat. Nanotechnol. 10.1038/

nnano.2008.410 (2009).

A P P L I E D  P H Y S I C S

Raising Online Speed Limits

The appetite for faster and faster Internet con-
nections with greater and greater information-
transfer capacity continues unabated. With the

EDITED BY STELLA HURTLEY AND JAKE YESTON

A S T R O P H Y S I C S

Explosions Near and Far 
Our universe appears to be undergoing a period of accelerated

expansion driven by dark energy. This phenomenon was brought to

the fore in 1998, when distant type Ia supernovae—bright tran-

sient events that mark the explosion of an accreting white dwarf

star—were observed to be dimmer than they would be in the

absence of acceleration. The conclusion rests on the assumption,

actively debated over the past decade, that the properties of

type Ia supernovae are independent of their distance from the

observation point; the dimming in that context may be attrib-

uted reliably to cosmic acceleration and not to systematic

differences characterizing distant supernovae. Sullivan et

al. contribute to this discussion by compiling spectra of type

Ia supernovae spanning the past 9 gigayears. They con-

structed and compared the mean ultraviolet spectra, which

are sensitive to the composition of the progenitor stars and

the physics of the explosion, for supernovae at short, interme-

diate, and long distances. Although the strength of some spec-

tral features varies with distance, the variation can be explained

by a relative increase in explosions of younger stars in the distant,

younger universe, a trend that has been seen in previous studies and for

which it should be possible to correct. Thus, type Ia supernovae may be useful as

tools to study the expansion history of the universe. — MJC

Astrophys. J. 693, L76 (2009).
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likes of high-definition television, music and
video streaming, and social networks all con-
tributing to a 60% annual growth in Internet
traffic, the increasing demand for information
capacity is putting strain on present information-
handling capabilities. In order to avoid a world-
wide-wait scenario reminiscent of the dial-up
era, optical engineers are developing informa-
tion-processing technologies aimed at terabit-
per-second capabilities, which will be able to
pump data through optical fibers straight to the
home. Galili et al. have developed an optical
switch that heads toward this goal. The authors
present a chalcogenide glass chip, exploiting the
material’s nonlinear property of four-wave mix-
ing to produce an all-optical switch that can
demodulate a 640-Gbit/s optical signal into a
series of 10-Gbit/s tributaries. The demonstration
of such high-speed and error-free signal process-
ing indicates that Internet starvation might be
staved off, at least for the time being. — ISO

Opt. Express 17, 2182 (2009).

I M M U N O L O G Y

Building a Brain Invasion

For good reason, our bodies tightly limit the
access of immune cells to the brain, where they
could do untold harm. However, during certain
infections and autoimmune diseases, immune
cells can gain access to the brain and cause tis-
sue damage and
destruction. In
order to better
understand how
immune cells access
the brain and move
within it during an
infection, Wilson 
et al. used multi-
photon microscopy
to visualize the
behavior of CD8+ T
cells in cerebral cortex
slices taken from mice with encephalitis that
resulted from Toxoplasma gondii infection. Sim-
ilar to T cell movements previously observed in
lymph nodes, infiltrating CD8+ T cells could be
seen to use reticular fiber conduits to move
within the brain. In contrast to the lymph node
reticular networks that are present in the steady
state, the conduits in the brain were observed
only in infected mice, suggesting that in
immune-privileged tissues such as the brain,
scaffolds for lymphocyte motility are induced
only under inflammatory conditions. — KLM

Immunity 30, 300 (2009).

EDITORS’CHOICE

C E L L B I O L O G Y

Reading the Signs

Posttranslational modifications are one of many
ways to control the activity of proteins. Ubiquitin is
a small molecule that is covalently attached to tar-
get proteins and regulates the function of many
different biological processes. In yeast, up to 20%
of proteins can be conjugated to ubiquitin, and all
seven conserved lysine (K) residues in ubiquitin
itself can be used to form both branched and lin-
ear polypeptide chains. These different combina-
tions are thought to mark proteins for different cel-
lular fates. The most abundant chain is linked
through K48, which targets the associated proteins
for degradation by the proteasome. K63-linked
ubiquitin chains were previously thought to regu-
late proteasome-independent functions in vivo,
such as DNA repair. Now, Saeki et al. have found
that K63-linked ubiquitin can also target proteins
to the proteasome. Using Saccharomyces cere-

visiae, they studied the topology of the ubiquitin
chains formed by the E3 ubiquitin ligase Rsp5,
which is known to regulate both proteasome-
dependent and -independent functions. In vitro,
Rsp5 was found to generate only K63-linked ubiq-
uitin chains, which were then unexpectedly recog-
nized by the proteasome. Further in vivo studies
showed K63-linked ubiquitin chains bound to the
proteasome, suggesting that, like K48-linkages,
K63-links may also have an extensive role in regu-

lating protein degradation. — HP*
EMBO J. 28, 359 (2009).

C H E M I S T R Y

Step by Step

In surface-catalyzed reactions, there are
often myriad steps between the first
contact of the reagents with the surface
and the ultimate desorption of the final
products. Characterization of these
intermediate stages can help to unravel

the reaction mechanism and thereby aid
development of improved catalysts. Although
scanning tunneling microscopy (STM) has been
used to follow a number of reactions of
adsorbed species on metal surfaces, there are
few examples of such studies on metal oxides.
Matthiesen et al. studied the oxidation by O

2
of

adsorbed hydrogen atoms on a (110) surface of
titanium dioxide using time-lapsed STM images
and density functional theory calculations. The
data provide evidence for several intermediate
species—HO

2
, H

2
O

2
, and H

3
O

2
—on the way to

the formation of water. The coadsorption of
water helps to promote hydrogen diffusion and
thus allow these reactions to proceed at low
temperatures (200 K). — PDS

ACS Nano 3, 10.1021/nn8008245 (2009).

*Helen Pickersgill is a locum editor in Science’s editorial

department.
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Tuning the Brain
Evidence suggests that musical training, espe-
cially from an early age, fine-tunes a person’s
hearing not just for music but also for emo-
tional aspects of speech. Now scientists at
Northwestern University in Evanston, Illinois,
say they’ve produced the first evidence of a bio-
logical basis for this phenomenon.

Neuroscientist Nina Kraus and colleagues
tested 30 young adults in three categories: those
with no musical training, those who started
learning to play a musical instrument before age
7, and those who started later but had at least
10 years of training. The scientists hooked them
up to electrodes that recorded the response of
the auditory brainstem to a quarter-second of an

emotion-laden sound: an infant’s wail (see illus-
tration). The subjects with the most musical
experience responded the fastest to the sound,
the scientists report this month in the European

Journal of Neuroscience. Those who had prac-
ticed since early childhood had the strongest
response to the parts of the cry for which timing,
pitch, and timbre were most complex. The non-
musicians, in contrast, “didn’t pick up on fine-
grained information in the signal,” says Kraus.

The experiment reveals “what [a person’s]
nervous system has become” as a result of musical
training, says Kraus. The sounds to which musi-
cians show enhanced perception, she says, are
also those that are “poorly transcribed” in the
brains of people with language-processing dis-
orders, which means they might be helped by
music. Composer Anthony Brandt of Rice
University in Houston, Texas, says the study helps
show that music is not just “auditory cheesecake,”
as once suggested by Steven Pinker, but that “its
enjoyment is deeply rooted in our cognition.” 

Fish Gets Its 15 Minutes
A “bizarre” new species of frogfish, found in
shallow waters near Indonesia, is striking for not
only its swirling stripes but also its strange ways
of propelling itself—sucking in and shooting
out water, and pushing off the bottom with its
fins. Reported in last month’s issue of the jour-
nal Copeia by Theodore Pietsch and colleagues
at the University of Washington, Seattle, the
reaction “has been almost more than we can
deal with,” says Pietsch. Googling “psychedelica
fish” yields 171,000 hits.

Frozen in Time
They are trendy tourist destinations today, but the polar regions once drew only
the hardiest and most adventurous. Freeze Frame (www.freezeframe.ac.uk), 
a gallery launched last week by the Scott Polar Research Institute at the
University of Cambridge in the United Kingdom, provides an inside glimpse of
these explorers’ grueling travels.

The site offers 20,000 digitized photos and images of more than 
20 polar expeditions, most of them British, from the 1840s to the 1980s.
There are lots of cold snaps from the journeys of the institute’s namesake,
the British naval officer Robert Falcon Scott, who lost the race to the South
Pole in 1912 to Norway’s Roald Amundsen and then died on the way back
to his base camp. Other features include profiles of explorers such as Scott’s
sometime rival Ernest Shackleton, whose 1914–16 Antarctic expedition was
marooned for more than a year but managed to reach safety.

Members of the Scott Antarctic expedition fuel

up after nearly dying in a blizzard in 1911.

Scientists and historians in Italy
have constructed an exact replica
of one of the telescopes used by
Galileo Galilei 400 years ago. In
Florence, researchers at the
Institute and Museum of the History
of Science and at the Arcetri
Observatory have teamed up
with optics specialists, nuclear
physicists, and glassmakers to
produce a 93-centimeter-long
instrument with both a converg-
ing and a diverging lens that
magnifies distant objects up to
20 times.

Researchers have been repeat-
ing the observations of the moon,
the satellites of Jupiter, the large

stellar fields of Saturn, and the
phases of Venus that Galileo
described in 1610. Observatory

Director Francesco Palla says the
team hopes to distinguish between
what Galileo, who eventually lost
his sight, reported seeing and what
he would actually have seen. Paolo
Galluzzi, director of the Florence
museum, is seeking permission to
extract DNA from the remains,
housed in the Basilica of the Holy
Cross in Florence, to learn more
about Galileo’s eyesight.

What Galileo Saw Telescope, with apparatus for

digital conversion of images,

points toward villa in Arcetri

where Galileo spent his last 

11 years. 
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NEWSMAKERS
EDITED BY YUDHIJIT BHATTACHARJEE

A W A R D S
An astronomer who in 1999 made the first
observations of an exoplanet eclipsing its par-
ent star has been awarded the National
Science Foundation’s Alan T. Waterman Award.
David Charbonneau, 34, was also head of the
team that directly detected light from an exo-
planet using the Spitzer Space Telescope in
2005. An associate professor at Harvard
University, Charbonneau currently heads the
MEarth project, a ground-based observation
effort to detect planets orbiting low-mass stars
cooler than the sun. The Waterman award,
given to researchers under 35, provides a 
3-year, $500,000 research grant.

PIONEERS
PRETEND JOURNEY. Two
Europeans have been cho-
sen to travel to Mars—sort
of. Rather than go on a
real mission, they will
spend 105 days in a closed
space capsule in Moscow.
Oliver Knickel, an engineer
in the German army, and
Cyrille Fournier, a French
airline pilot, will join four
Russians for Mars500, a
Mars mission simulation
“launching” 31 March.

Competition for the
berths was fierce, says Markus Bauer, a
spokesperson for the European Space Agency
(ESA), which is helping to fund the Russian-led
project. A total of 5600 applicants from across
Europe—most of them men—were screened
using “the same process we use for selecting
astronauts, including strict medical and psy-
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A ROOTING INTEREST. What did you do on Square Root Day?
Ron Gordon, a California teacher who dreamed up the holiday—
a date when both day and month are the square root of the year
(03.03.09)—served root beer floats in square glasses to his
students and tied square knots with them last week.

Gordon of Redwood City, who turns 82 in October, has been
enamored with square root days since he recognized the oddity

shortly before 9 September 1981. (The
day comes but nine times a century.)
This year, to popularize the concept,

he offered $339 for efforts to attract more celebrants.
There are now a number of pages on Facebook dedicated to

the holiday, including one with 760 members set up by Gordon’s
daughter. One popular activity is to cut radishes, carrots, and
other “roots” into squares. Gordon’s goal is “to give people a lit-
tle math, a little smile, and a little fun in their day.”

Sidelines

Got a tip for this page? E-mail people@aaas.org

The U.S. Postal Service plans to release
a 78-cent stamp on 14 May to honor
Mary Lasker, the philanthropist who
advocated for increased investments
in medical research by starting the
Lasker Foundation in 1942. The founda-
tion has given out more than 300
awards to life science researchers
since 1945; 78 of the awardees have
gone on to win the Nobel Prize.
Lasker died in 1994.

IN MEMORIAM

‘‘“Last year, scientists captured the first
pictures of what they believe to be faraway
planets circling stars outside of our solar
system. … These discoveries … leave us
with the feeling that there is much more
out there to be found. … From a law
enforcement and intelligence perspective,
[too,] there is always more to be found.
The universe of crime and terrorism
stretches out infinitely before us, and we,
too, are working to find what we believe to
be out there but cannot always see.” 

—Robert Mueller, director of the FBI, draw-
ing a parallel between scientific inquiry and
the grim business of tackling global terrorist
threats, in a speech last month at the Council
on Foreign Relations. 

THEY SAID IT
chological tests” as well as inter-
views to ensure willingness to be
“taken out of normal life for so
long,” Bauer says. 

The simulation will take place
in a windowless, soundproof cap-
sule, and the crew will communi-
cate with mission control via radio
with a built-in 20-minute delay to
account for the distance to Earth.
The goal is to identify problems
that could crop up during a real
mission to Mars. Knickel and
Fournier—along with Oleg
Artemyez, Sergei Ryazansky, Alexei
Baranov, and Alexei Shpakov—will

record daily data on their moods, hormone
levels, and sleep quality and live on dehy-
drated food and vitamins, a menu served on
the international space station. ESA officials
hope the data will help them develop a crewed
mission to Mars, which has been on the draw-
ing board for years.
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Scientists are breathing a huge sigh of relief
now that President Barack Obama has put his
signature on an executive order lifting the
restrictions on stem cell research laid down by
President George W. Bush on 9 August 2001.

In the same chandeliered White House
room where 2 years ago Bush announced his
veto of a bill passed by Congress to override
his policy, Obama announced “we will lift the
ban on federal funding for promising embry-
onic stem cell research [and] will vigorously
support scientists who pursue this research.”

The signing ended with a standing ovation
from the crowd, which included politicians,
lobbyists, ethicists, stem cell researchers, and
a goodly contingent of Nobelists—including
Harold Varmus, head of the President’s
Council of Advisors on Science and Technol-
ogy. Even Kyoto University researcher
Shinya Yamanaka—famous for developing
induced pluripotent stem (iPS) cells—flew in
for the event. Also in evidence was Robert
Klein, maestro of the California Institute for
Regenerative Medicine.

Obama also used the occasion to tackle the
alleged politicization of the science behind

subjects ranging from stem cells to global
warming during Bush’s reign. The president
announced that he has sent a memorandum to
the Office of Science and Technology Policy
directing it to develop “a strategy for restoring
scientific integrity to government decision-
making” within the next 120 days. Kurt
Gottfried, chair of the Union of Concerned
Scientists, says the memo signals “a sea
change from the last Administration.”  

The signing of the new executive order on
human embryonic stem (hES) cells is “a great
outcome,” says University of Pennsylvania
stem cell researcher John Gearhart. It “lifts a
cloud in many areas. … It will allow more peo-
ple to get involved [in hES cell research]—and
it also sends a message internationally that
[National Institutes of Health (NIH)-funded
researchers] can collaborate with people.” The
development of iPS cells, ES-like pluripotent
cells that can be grown without the destruction
of embryos, has removed some of the intense
pressure for scientists to have access to ES
cells, and Gearhart himself is using iPS cells.
Nonetheless, he says he still needs ES cells to
study the mechanisms of embryogenesis and as

a standard against which to compare iPS cells.
The executive order sweeps away a cum-

bersome level of bureaucracy that required
researchers who receive both federal and pri-
vate funds to keep separate accounting sys-
tems and use separate equipment depending
on which cells they are working with. Har-
vard University researcher Kevin Eggan said
earlier this year that the expected policy
change “will have a huge immediate impact
on my daily life.” Roughly half his graduate
students have NIH training grants, which has
meant they could not participate in any non-
NIH-approved work. The change, he said,
“will mean I don’t have to spend 7 or 8 hours
a week dealing with Harvard administration
making sure that the costing allocations for
my lab are appropriately followed.”

Some other scientists see the executive
order’s value as primarily symbolic. Because
so many scientists are focusing on iPS cells,
“I think it is going to have minimal effect in
the short term” on research, says Martin
Grumet, director of the Rutgers Stem Cell
Research Center in Piscataway, New Jersey. 

NIH has 120 days to finalize guidelines on
research with the hundreds of hES cell lines
that will soon be available to researchers. Such
guidelines will likely draw heavily on existing
ones on informed consent and other proce-
dures that have been put out by the National
Academy of Sciences and the International
Society for Stem Cell Research. It’s a “very
exciting time at NIH right now,” says Story
Landis, head of the NIH Stem Cell Task Force. 

NIH Acting Principal Deputy Director
Lawrence Tabak said at a press conference that
“our expectation is [that] some stimulus
money will be available for use with the new
guidelines.” That’s good news for researchers
hoping for a piece of the package, which,
among other things at NIH, allocates $200 mil-
lion to a 2-year grants program that covers
stem cells, regenerative medicine, and a dozen
other fields. 

Congress is already poised to pass legis-
lation to codify the new order. The White
House has been working with members of
both the House and the Senate to ensure swift
passage of the measure that was twice vetoed
by Bush. Those bills (S. 487 and H.R. 873)

A First Step in Relaxing Restrictions
On Stem Cell Research

BIOMEDICAL RESEARCH
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Crowd pleaser. Obama won a standing ovation for

relaxing stem cell restrictions and promising to

restore the integrity of science in decision-making. 

▲

Published by AAAS

  
 

http://www.sciencemag.org


www.sciencemag.org SCIENCE VOL 323 13 MARCH 2009 1413

FOCUS A looming
coal peak?

1420

Photographic
memory

1422

S
O

U
R

C
E

: 
T

IM
E

S
 H

IG
H

E
R

 E
D

U
C

A
T

IO
N

(5
 M

A
R

C
H

 2
0
0
9
)

Competitions always produce winners and los-

ers, along with appeals to the referee about per-

ceived unfairness, but last week’s announce-

ment of how £1.57 billion in annual research

funding will be distributed to English universi-

ties drew complaints from some unlikely

sources: top research institutions. Science

heavyweights, including Imperial College

London, Cambridge University, and South-

ampton University, received cuts or below-

inflation increases in their annual funding, and

they’re not happy about it, warning

of possible layoffs. Nottingham

University; Queen Mary, Univer-

sity of London; and others that

won substantial increases are not

complaining. Indeed, a large num-

ber of England’s “new universi-

ties,” those created in the 1990s,

are ecstatic, having earned money

from this research pot for the first

time. “This is a great encourage-

ment,” says Les Ebdon, vice-

chancellor of the University

of Bedfordshire. 

Almost all of the U.K.’s univer-

sities are primarily state-funded,

and to those conducting international-level

research, the government allocates annual

block grants to cover departmental overhead

costs. But not every institution gets an equal

share: The higher the quality of a university’s

research, the more it gets. Who gets what is

decided by a competition held at irregular

intervals called the Research Assessment

Exercise (RAE), a huge peer-review process

involving more than 1000 researchers serving

on 15 subject panels and 67 subpanels. Two-

thirds of the annual money is allocated accord-

ing to the RAE results. 

English officials used the last RAE, carried

out in 2001, to concentrate funding in depart-

ments doing top-level international research,

leaving many with no funding despite doing

good work. (Scottish, Welsh, and Northern

Irish education officials also use RAE data but

independently devise their allocation strate-

gies.) The RAE in 2008 saw a slight change of

methodology: Instead of giving a single quality

score to whole departments, it noted what per-

centage of each department was doing work in

each of four grades, from nationally recognized

to world leading (Science, 2 January, p. 24). 

When the results were announced last

December, the RAE revealed many “pockets

of excellence” in institutions not normally

lauded for their research, particularly those

created after 1992 when a new law gave poly-

technic colleges the right to become universi-

ties. In the allocations for England, revealed on

5 March, 25 institutions that previously

received no RAE-allocated funding are now

expecting a check in the mail, and others saw

huge increases. The University of Lincoln, for

example, sees its share of the research funding

jump from £266,000 to £1.9 million. The new

funding “will make it easier to hold on to

world-class research teams,” says Ebdon. 

Changes in student demographics could

have made the allocations even worse for Eng-

land’s traditional research universities. The

number of university students in the United

Kingdom has ballooned over the past decade,

but most flocked to humanities and social sci-

ence courses while the number enrolling in sci-

ence has remained fairly steady. As a result,

universities hired many more humanities and

social science academics, who

then won good ratings in the RAE.

To prevent these newcomers drain-

ing money from science depart-

ments, the government decided

that traditional science subjects

would receive the same proportion

of the whole pot as in previous

years. “The ringfencing was

absolutely crucial,” says Hilary

Leevers of the Campaign for Sci-

ence and Engineering. 

Nonetheless, there were some

dramatic changes of fortune. Not-

tingham University will receive an

extra £9.7 million in 2009–10, a

23.6% increase, while Imperial will get £5 mil-

lion less, a 5.1% cut. The 16 English members

of the Russell Group, which represents the

United Kingdom’s top research-intensive uni-

versities, together receive 3.3% more than last

year. The whole fund being distributed was

increased by 7.7%, however, indicating that

England is spreading its research wealth more

widely. That’s a mistake, the traditional power-

houses warn. “Britain can’t sustain 101 inter-

nationally competitive universities. If it’s going

to compete it’s got to concentrate its resources,”

says epidemiologist Roy Anderson, rector of

Imperial College. –DANIEL CLERY

England Spreads Its Funds Widely, Sparking Debate
RESEARCH FUNDING

Russell Group
16 top-tier
research

universities

1994 Group
17 second-tier

research

universities

Million+
24 “new”
universities

Others

2008–09

£973 million

2009–10

£1,106 million

Share of RAE-Allocated Research Funding

65.0%
60.0%

21.3%

20.3%

12.7%
16.4%

0.9% 3.2%

Shifting fortunes. New research quality data has led to shifts in research funding

among English universities, with some earning such money for the first time.

specify that federally funded researchers can

work only with ES cell lines derived from

embryos created for fertility treatment that

would otherwise be discarded.

Political battles are not yet over, however.

Representative Chris Smith (R–NJ), co-chair

of the House Pro-Life Caucus, held a press

conference accusing the Administration of

“incentivizing the creation and destruction of

human embryos.” Francis Collins, former

head of NIH’s National Human Genome

Research Institute, told Science he is trying to

help members of the religious community

come to terms with the policy.

Federally funded scientists will still not

be allowed to derive new lines of hES cells

because of the 13-year-old Dickey-Wicker

Amendment. Added annually to the health

appropriations bill, the amendment prohibits

federally funded researchers from harming

human embryos. DeGette has indicated,

however, that the time may be ripe to start

asking legislators to reconsider their support

for the measure. –CONSTANCE HOLDEN
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NEWS OF THE WEEK

The Humane Society of the United States
(HSUS) last week stepped up its long-running
campaign to end biomedical research with
chimpanzees, orchestrating the broadcast of
an “exclusive” story by ABC News that
sharply criticized a leading primate
research center, filing a 108-page complaint
against the facility, accusing the U.S.
National Institutes of Health (NIH) of vio-
lating its own moratorium on breeding
chimpanzees, and working with Congress
to draft and introduce new legislation that
would ban “invasive” research on great
apes. HSUS’s efforts quickly grabbed the
attention of researchers as well as govern-
ment agencies that support or oversee the
well-being of the 1200 “research” chim-
panzees in the country.

On 4 March, HSUS revealed that for
much of 2008, an unidentified employee at
the New Iberia Research Center, part of the
University of Louisiana (UL), Lafayette,
worked undercover for HSUS and secretly
videotaped the care and handling of some
of the facility’s 6000 monkeys and 350
chimpanzees. The video shows a chim-
panzee falling from a perch and smacking
the floor after being darted by a tranquilizer
gun, an anesthetized monkey rolling off a
table, a baby monkey writhing while
receiving a feeding tube, and other strong
images of caged primates. “A major issue
for us is the psychological deprivation and

torment that these animals are enduring,”
said HSUS President Wayne Pacelle at a
press conference.

HSUS filed a complaint that day with
the U.S. Department of Agriculture
(USDA), alleging 338 “possible violations”
of the Animal Welfare Act at New Iberia,
one of four facilities in the United States
that conducts biomedical research with
chimpanzees. USDA Secretary Tom Vilsack
immediately ordered a “thorough investiga-
tion.” In January, USDA had received a sep-
arate complaint of alleged violations at New
Iberia from Stop Animal Exploitation
NOW. A USDA investigation revealed no
violations, nor did a routine USDA inspec-
tion in September 2008.

HSUS also charged that the National
Institute of Allergy and Infectious Dis-
eases (NIAID) has violated NIH’s own
moratorium against  breeding chim-
panzees. The agency has had a $6.2 million
contract with New Iberia to supply four to
12 infant chimpanzees each year between
September 2002 and 2009 for research on
several viral diseases.

On 5 March, Representative Edolphus
Towns (D–NY) introduced the Great Ape
Protection Act of 2009, which prohibits
“invasive” research on great apes in the
United States and federal support for such
research anywhere. “Invasive” is defined
as “any research that may cause death,

bodily injury, pain, distress, fear, injury, or
trauma.” This would include drug testing,
as well as anesthetizing or tranquilizing
animals. The bill has 22 cosponsors and
has been referred to the House Committee
on Energy and Commerce. Kathleen Conlee,
director of program management at HSUS,
said her group helped draft the bill and that
Towns “agreed to introduce the legislation
on a timetable we asked for.” Towns intro-
duced a similar bil l  last  year;  i t  was
referred to three committees but never
moved forward.

UL Lafayette, NIH, and researchers who
conduct invasive research on chimpanzees
have challenged the HSUS media, regula-
tory, and legislative blitz on many fronts.
UL Lafayette President E. Joseph Savoie
said the images on the video “are based on
interpretation and impression.” At a press
conference, employees at New Iberia con-
tended that many of the most disturbing
images were distorted. For example, they
alleged that the person who shot the under-
cover video of the monkey falling from a
table was a technician responsible for the
care of anesthetized animals who possibly
could have tended to the monkey. Savoie
contended that HSUS’s allegations against
New Iberia were calculated to help pass the
new legislation. 

NIH told Science that its contract with
New Iberia for the supply of infant chimpan-
zees does not violate its moratorium on
breeding the animals. That moratorium
applies only to chimpanzees owned or sup-
ported by NIH’s National Center for
Research Resources, which in 1995 aban-
doned a large chimpanzee-breeding pro-
gram for fiscal reasons (Science, 26 January
2007, p. 450). “The moratorium was not
intended for privately owned chimpanzees,
or to apply to the other NIH Institutes,” an
NIH statement read, further noting that
NIAID does not directly pay for breeding of
the infant chimps, which are returned to
New Iberia for long-term care. John
McGowan, deputy director of science man-
agement at NIAID, says researchers there
who study respiratory syncytial virus and
different hepatitis viruses need infant
chimps because they have not been exposed
to these pathogens. He adds that they have
also been used in biodefense studies related
to smallpox and anthrax but that the animals
were not harmed.

Several researchers who conduct studies
on chimpanzees say the legislation is short-
sighted. Geneticist John VandeBerg, the
chief scientif ic off icer at the Southwest
Foundation for Biomedical Research in

Humane Society Launches Offensive 
To Ban Invasive Chimp Research

BIOMEDICAL RESEARCH

Alleged violations. A Humane Society complaint to USDA charges that New Iberia does not handle its chim-

panzees and monkeys with proper care. C
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San Antonio, Texas, says researchers there
use chimpanzees primarily for testing
drugs and vaccines against hepatitis B
and C, diseases that he notes affect nearly
500 million humans. 

Neuroscientist Todd Preuss of the Yerkes
National Primate Research Center in
Atlanta complains that the bill def ines
“invasive” too broadly. It would prohibit his
and other groups from sedating chim-
panzees to perform brain scans or drawing
blood for behavioral experiments and

endocrinology studies. He calls these inter-
ventions “minimally invasive.” 

Several scientific societies also oppose
the ban. Alice Ra’anan, director of science
policy at the American Physiological Soci-
ety in Bethesda, Maryland, notes that exist-
ing government rules strictly regulate
experiments on chimpanzees. “We can’t
afford to support an across-the-board ban,”
says Ra’anan. “There are diseases that can
only be studied in chimpanzees.” 

Ajit Varki, a glycobiologist at the Uni-

versity of California, San Diego, who stud-
ies chimpanzees and disease but does not do
invasive research himself, has long tried to
find a middle ground between opponents
and proponents of this controversial animal
model. He says no research should be done
on chimps that we would not do on humans.
“On the other hand, I would no more think
of banning all research on chimpanzees
than of banning all research on humans,”
says Varki. “That would be a bad idea for
the future of either species.” –JON COHEN
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A panel of space scientists has given NASA
low grades on an ambitious 10-year plan to
study the sun and its impact on Earth. A new
report* from the National Academies’National
Research Council (NRC) says rising project
costs and an inadequate budget pose “a serious
impediment” to the field of heliophysics.
NASA officials disagree with the academies’
harsh assessment of the agency’s progress on a
10-year research plan adopted 5 years ago, cit-
ing a pipeline filled with major missions and
increased funding for studying the results.

The analysis, by a committee of the acade-
mies’Space Studies Board, is a midterm report
card on the 2003 decadal plan that was
requested by Congress. Although NASA
receives average to good marks for its progress
on many parts of the plan, it earns a D for mak-
ing little progress on the Geospace Network, a
program that would study the impact of solar
variability on sensitive electronics used in satel-
lites and ground-based power grids, and an F
for failing to integrate its efforts with those of
other disciplines and agencies, notably the
Department of Energy.

Richard Fisher, who directs the helio-
physics program at agency headquarters,
acknowledges that the report may be “useful”
but says he’s disappointed that it included nei-
ther a clear scientific assessment of the current
situation nor recommendations on what NASA
might do better. “We would have welcomed
such an assessment so as to better address …
the allocation of scarce resources and flight-
project decisions,” he says.

The saga of two major projects featured in
the 2003 decadal study—the Solar Dynamic
Observatory (SDO) and the Magnetospheric
Multiscale (MMS) mission—illustrates the
problems facing NASA and the field. Both
launches have been delayed by some 4 years,

and the cost of each has
more than doubled. SDO, which will study the
effect of the solar atmosphere on near-Earth
space, is now set to be launched later this year at
a cost of nearly $900 million—far more than
the original $400 million. The cost of MMS,
which will use four separate spacecraft to study
the structure of Earth’s magnetosphere, has
grown from $350 million to $1 billion with a
scheduled launch in 2014. “The resources …
have not been used effectively,” says Daniel
Baker, a space physicist at the University of
Colorado, Boulder, who was on the original
2003 panel. “The result is disastrous.”

The cost increases have deferred deploy-
ment of the Geospace Network until later in
the next decade. And NASA’s decision in 2004
and 2005 to trim smaller programs such as
Explorer because of shrinking budgets has
deprived solar scientists of expected opportu-
nities to put their instruments into orbit.
“There’s just not enough money,” says Roderick
Heelis, a University of Texas, Dallas, physi-
cist who co-chaired the 11-member NRC

panel with Stephen Fuselier of Lockheed
Martin’s Advanced Technology Center in Palo
Alto, California.

Fisher says the heliophysics program is in
better shape than the academies’ report sug-

gests. SDO will be followed in 2012 by a
series of spacecraft called the Radiat-

ion Belt Storm
Probes, he notes,
and NASA plans

to launch the first
satellite to orbit

near the sun a year
or so after MMS goes

up. NASA’s balloon and
small-rocket programs are
growing, he adds.

Heelis says the panel
wants future missions

designed to make the
best use of the money
that’s available. But
the forecast for fund-

ing solar exploration is cloudy at best. Under a
long-term projection from the Bush Adminis-
tration, the budget for heliophysics would drop
from $831 million in 2007 to $598 million in
2010, before climbing to $747 million in 2013.
The Obama Administration has not signaled
what it plans to do.

Colorado’s Baker is encouraged by the
strong interest in climate change research
shown by White House officials and their
awareness of the importance of space weather,
two areas that could bolster NASA’s program.
But solar scientists worry that their field may
be eclipsed by overruns in the Mars Science
Laboratory, the push to build a massive new
spacecraft to orbit Jupiter, and the need to
restart the flagging Earth science program.
“There’s a zero-sum game mentality, which
makes it hard for our aspirations to be met,”
says Baker. –ANDREW LAWLER

Report Puts NASA’s Solar Program Under a Cloud
SOLAR PHYSICS

Obscured view. NASA’s Solar
Dynamic Observatory has been
plagued by rising costs and
launch delays.

*A Performance Assessment of NASA’s Heliophysics Program
(www.nap.edu/catalog.php?record_id=12608).
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Hours after the first wave of the 2001 anthrax

letters sickened a man in Florida—the first of five

people to die in the attacks—geneticist Paul

Keim got a phone call from the Federal Bureau

of Investigation (FBI). Keim, of Northern Ari-

zona University in Flagstaff, had 3 years earlier

developed a genetic fingerprinting technique to

distinguish between different types of Bacillus

anthracis. The FBI wanted him to identify the

anthrax strain the attacker had used. Keim and

his lab continued to play a role in the investiga-

tion until last summer, when the FBI implicated

U.S. Army researcher Bruce Ivins as the perpe-

trator of the attacks. In a recent interview with

Science, Keim recounted some of the key

moments from his involvement in the 7-year-

long investigation. Some of his responses were

edited for clarity. –YUDHIJIT BHATTACHARJEE

Q: When were you consulted about the case?

P.K.: Shortly after Florida’s Robert Stevens

[the first victim] became ill, officials con-

tacted me to find out whether he could have

contracted anthrax from drinking water out of

a stream in North Carolina, where he had been

traveling the week before, or from exotic Ori-

ental food stores. But in the wake of Septem-

ber 11, we were all suspicious that it was a

follow-on terrorist attack.

Q: How did your lab get involved?

P.K.: The FBI wanted us to analyze the anthrax

in Stevens’s cerebrospinal fluid. An FBI scien-

tist, Doug Beecher, called me on the afternoon

of October 4 to let me know that the culture

was already in the air: It was arriving in a busi-

ness jet from Atlanta, where an identical sam-

ple was being analyzed at the Centers for Dis-

ease Control.

My body went cold because I realized we

only had a few hours to prepare for it. It was

sundown when I drove to the commercial air-

port at Flagstaff. The airport officials let me

drive out on the tarmac. I watched the jet land;

an attractive blonde woman got off with a box

containing the culture. It was a surreal experi-

ence. I felt like Humphrey Bogart in a scene

from Casablanca. I put the box in my car and

drove right back to the lab. The next morning,

we called Atlanta to say that we’d determined

the sample to be the Ames strain.

Q: What came next?

P.K.: Over the next few months, we analyzed

anthrax from all the letters. After the FBI

decided to pursue full genome sequencing of

anthrax samples from labs all around the

country and overseas to trace the source of the

spores used in the attacks, we were contracted

to prepare DNA from the samples. The DNA

was shipped to The Institute for Genomic

Research in Rockville, Maryland, for

sequencing. Our lab also served as the reposi-

tory for all of the samples.

Q: What was it like to be collaborating with an

investigation?

P.K.: The conversion of an academic lab to a

forensic lab was painful: We had to follow

strict rules concerning the handling of evi-

dence. Every little step in the process needed to

have witnesses. But we took it very seriously;

we were motivated by the fear of having a

Johnnie Cochran cross-examining us in court.

We were sent some 1500 samples. … The

work pressure was very high. … At one

point, people in the lab were starting to

revolt. After we developed some real-time

PCR assays to identify the samples, we were

able to cruise through. 

Q: When did you learn that investigators were

focusing on Bruce Ivins?

P.K.: On 14 May 2008, when FBI agents and

Justice Department officials revealed his name

in the course of questioning me about the time-

line for how the technology for fingerprinting

anthrax had improved since the mid-’90s.

Q: How did the interview unfold?

P.K.: It was in a room at the Courtyard Marriott

near the Washington Dulles airport, where I

was attending a meeting of the FBI’s Scientific

Working Group on Microbial [Genetics and]

Forensics. There were five FBI agents and offi-

cials from the U.S. Attorney’s office. … I

remember making a nervous joke. I said I’ve

greased up my wrists just so I can slip out of

my handcuffs when you throw me in the back

of the van. …

What they were trying to establish was how

much Ivins would have known about the devel-

opments in f ingerprinting [to distinguish

between different strains]. They pulled out

e-mails that Ivins and I had exchanged in

2001–2002 as part of ongoing discussions

amongst anthrax researchers about the attacks.

They wanted to know if I could tell, from those

e-mails, if Ivins might have been attempting to

cover his tracks.

Q: What did you conclude?

P.K.: I didn’t see any smoking gun. I went back

and looked at some other e-mails from him,

and in one that he sent on 7 February 2002 to

the group, he said, “The only place I know of

that makes anthrax powder is the Dugway

Proving Ground.”  

Q: Do you think Ivins was guilty?

P.K.: I don’t know. 

Q: Are all the samples still at your lab?

P.K.: No, the FBI took them in June 2008. The

agency flew a propeller plane from the East

Coast to Flagstaff to transport them to

another destination.

Q: How can researchers learn more about the

scientific work done on the case?

P.K.: Scientists are committed to publishing all

of the research. The goal is to package all of

the papers into one journal so that the commu-

nity can evaluate the quality of the science all

in one place.

Paul Keim on His Life With the FBI
During the Anthrax Investigation
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BEIJING—When molecular biologist Xu
Rui-Ming gave up a plum professorship at
New York University to return to China last
autumn, he knew the move would entail sac-
rifices: a pay cut, for starters, and the need
to acclimate to Beijing, one of the fastest
growing cities in the world. But the oppor-
tunity to help build a research empire was
impossible to resist.

This month, Xu and colleagues here at
the Institute of Biophysics (IBP) of the Chi-
nese Academy of Sciences (CAS) will begin
recruiting researchers for a National Labo-
ratory of Protein Science (NLPS). In the
spirit of Janelia Farm, the biomedical
research haven in Virginia run by the
Howard Hughes Medical Institute, the
national lab will give a few dozen top-notch
biologists generous contracts, access to top
equipment, and protection from the vitality-
sapping chase for research funding.

Last year, Premier Wen Jiabao called for
the creation of several dozen national labs;
NLPS is among the first in the biological sci-
ences. “We are the guinea pigs,” says Xu.
They will get a leg up from an allied effort to
lift biology boats countrywide. Science man-
agers here and in Shanghai are divvying up
$160 million for a National Core Facility for
Protein Sciences that will be open to all Chi-
nese researchers, including those at NLPS,
and eventually to foreigners as well. “It’s the
first time in history that the government has
funded a national facility in life sciences,”
says cell biologist He Fuchu, director of the
Beijing Proteome Research Center.

Quickest off the blocks should be NLPS.
It’s the brainchild of former IBP Director
Rao Zhihe, now rector of Nankai University
in Tianjin, who floated the concept in 2003.
CAS has spent $45 million over 5 years
instrumenting IBP. Next, “we need high-
caliber researchers,” says Xu, a specialist on
epigenetics who intends to recruit a signifi-
cant number of the lab’s initial 60 principal
investigators from overseas.

To sweeten the appeal, the national lab
will give researchers a salary and 5-year
grants and let them loose in a setting akin to
Cold Spring Harbor Laboratory, where Xu
worked for 13 years. “This is an absolutely
new concept in China,” he says. Two-thirds
of the initial recruits will be stationed at IBP
and the rest spread around the country, like
Howard Hughes investigators at their home
institutions; the plan is to ramp up to 100
principal investigators, with a rising per-

centage located outside IBP. NLPS’s budget
is roughly $60 million a year.

An even grander plan is the National
Core Facility for Protein Sciences. After
months of discussions, the research center is
taking shape. Four organizations are orches-
trating the Beijing part of the venture: the
Academy of Military Medical Sciences,
Tsinghua University, Peking University, and
CAS. Last month, the partners agreed on the

broad outlines of how they will spend $80 mil-
lion from the agency that bankrolls major
infrastructure projects—the National
Development and Reform Commission
(NDRC)—and a nearly equivalent sum on
top of that from the Beijing municipal gov-
ernment, the Ministry of Education, and the
Department of Logistics of the People’s Lib-
eration Army.

The Beijing facility, dubbed PHOENIX,
will focus on proteomics, including high-
throughput pipelines for protein expression
profiling and protein-protein interactions;
structure determination; proteome-wide
functional analysis; large-scale protein and
antibody production; and bioinformatics.

User committees have begun drawing up
wish lists of equipment. PHOENIX, says
He, who will head it, will host more than 50
principal investigators. Outside researchers
would be able to come for short periods to
conduct experiments or tap into the complex
remotely via high-speed data links. The core
facility, backers say, will provide a platform
for ‘small science’ projects conceived by
individual investigators. Groundbreaking is

expected to take place around
the end of the year. 

CAS’s Shanghai Institutes
of Biological Sciences (SIBS)
will receive the other half of
NDRC’s largess to build a
National Facility for Protein
Science in Shanghai. Pending
NDRC approval of an item-
ized budget, the facility will
be located at a science and
technology park that CAS and
the Shanghai municipal gov-
ernment plan to build in
Pudong district, just down the
road from a third-generation
synchrotron source set to
come online this spring. The
synchrotron will be a major
resource of the Shanghai pro-
tein facility, which plans to
construct five beamlines for
solving protein structures,
studying protein dynamics,
and imaging molecules.

As with PHOENIX, the
intent is not “big science,”
says SIBS vice president Wu
Jiarui, chief scientist of the
Shanghai component of the
national core facility. “It may

be considered a protein hospital,” says Wu,
in that biologists, like doctors examining
patients, will use a variety of approaches—
including electron microscopy and mass
spectrometry—to probe protein structure,
function, and interactions.

In China, biology has long been a poor
cousin of the physical sciences, which until
recently lured many of the country’s finest
minds and produced strategic advances such
as a nuclear arsenal and human space flight.
Now it is biology’s turn to shine, says He.
“We hope to make a great leap in under-
standing the functions of protein systems,”
he says. –RICHARD STONE

With reporting by Hao Xin in Shanghai.

Biologists Muscle Up With Major New Protein Facilities
CHINA

Beijing bio-glitterati. Xu Rui-Ming (top) will lead the National Labo-
ratory of Protein Science, while He Fuchu is the top manager of
PHOENIX, a planned proteomics facility.
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Christopher Columbus rode the trade winds

from Europe to America. But on Saturn’s

moon Titan, a wind-driven westward voyage

might not be possible. A new map of Titan’s

dunes reveals that near-surface

winds at the equator blow the

wrong way: from west to east.

That’s the opposite of the predic-

tions made by models of Titan’s

atmosphere. Researchers say

there’s no clear path to reconciling

those differences.

For the map, published in Geo-

physical Research Letters last

month, planetary scientists Ralph

Lorenz of Johns Hopkins Univer-

sity in Laurel, Maryland, and Jani

Radebaugh of Brigham Young

University in Provo, Utah, used

images from the Synthetic Aper-

ture Radar instrument on the

Cassini spacecraft to map 16,000

individual dune segments, equiva-

lent to 8% of Titan’s surface. The

dunes, all within 30° latitude of

the equator, roughly align along

an east-west axis. From the way

the dunes divert around obstacles,

the scientists inferred that the

winds that formed them must

have come from the west, Radebaugh says.

Titan global circulation modelers have

found this conclusion difficult to swallow.

They expected Titan’s atmosphere to follow a

pattern like that on other terrestrial bodies that

rotate in the same direction, including Earth.

On these bodies, the surface transfers its angu-

lar momentum to the near-surface atmos-

phere, pulling the atmosphere around after it.

The equator is the part of the surface with the

most angular momentum, because it’s the far-

thest away from the rotation axis. Therefore,

the atmosphere near the equator’s surface

should rotate no faster—and probably

slower—than the surface itself, producing

gentle westward winds such as Earth’s trade

winds. The near-surface winds would move

eastward only if they could draw extra angular

momentum from somewhere else—an

unlikely scenario, says Jonathan Mitchell, a

planetary scientist at the Institute for

Advanced Study in Princeton, New Jersey. 

Although unlikely, that’s exactly what

seems to be happening on Titan. “It almost

seems to violate basic physical principles

like conservation of angular momentum,”

Mitchell says. 

Initially, the modelers questioned the

results, says Claire Newman, a planetary sci-

entist at the California Institute of Technology

in Pasadena. “It’s almost like you go, well, did

they flip the images around the right way

when they got them down from Cassini?” But

now they concede that something must be

missing from their models, which are adapta-

tions of various general-circulation models of

Earth or Mars. So far, the researchers have

speculations but no answers. 

For example, how the dunes form may be

important, Newman says. The researchers

have assumed that the dune formation requires

average eastward winds. But average winds

could be westward, as the models predict, if the

rare eastward winds are somehow especially

good at making the dunes—because they

come at special times of the day or year, or at

special speeds, such as storm speeds. Unfortu-

nately, Newman says, nothing in her model

stands out as special so far. 

Alternatively, the dunes may not be what

they seem, says Scot Rafkin, a planetary

meteorologist at the Southwest Research

Institute in Boulder, Colorado. The

researchers used similar dunes on Earth to

draw conclusions about how Titan’s dunes

formed. But there could be “some process

operating on Titan that doesn’t operate on

Earth to produce dunes that look similar,” he

says. And although the dunes seem to be

young, he says, they may be cemented in

place, remnants of an atmospheric past.

The heights of Titan’s topographic features

are still not well mapped, so

unknown hills and valleys could

still be the culprits, says Sébastien

Lebonnois, a planetary climatolo-

gist at the Laboratoire de

Météorologie Dynamique (CNRS,

University Paris 6) in Paris. Tet-

suya Tokano, a planetary meteor-

ologist at the University of

Cologne in Germany, has added

speculative topography to his

model, to no avail. He now guesses

that the dunes themselves could be

diverting the winds, but the mod-

els don’t have a fine enough reso-

lution to study the dunes. 

Mitchell plans to study the pos-

sible connection to Titan’s atmos-

pheric superrotation—fast-moving

eastward winds high in the atmos-

phere over the equator. But how

would that angular momentum

move from high up to near the sur-

face? “That’s the missing piece,”

Mitchell says. “I’m trying to come

up with ways” to make that happen

in the model.

Lorenz, who is not an atmospheric mod-

eler, draws a connection to another line of

research, which indicates that the crust of Titan

is separated from the core by a vast under-

ground ocean. If that’s the case, Titan’s surface

could spin at a variable rate over the course of

Titan’s year. Could that change the wind direc-

tion at the equator or create the dunes? “At this

point, everything’s on the table,” Mitchell says. 

The mystery may say less about Titan than

about the state of Titan research: There’s “too

little data on one side and too primitive a state

of modeling on the other side,” says Anthony

Del Genio, a planetary meteorologist at the

NASA Goddard Institute for Space Studies in

New York City and a member of the Cassini imag-

ing team. With Jupiter’s moon Europa recently

chosen for NASA’s next flagship mission to the

outer solar system, it’s not clear when a new

mission will go to Titan. So progress depends

on Titan modelers getting access to “sufficient

computational resources,” he says. “Then we’ll

have a better idea of whether this thing is really

a mystery or whether it’s something that is eas-

ily explainable.” –CHELSEA WALD

Chelsea Wald is a writer in New York City.

In Dune Map, Titan’s Winds Seem to Blow Backward
PLANETARY SCIENCE

Dune world. Scientists used Cassini radar images (bottom) to map the direction of
Titan’s equatorial dunes (top). From that, they inferred the direction of the winds
that formed the dunes. The result flew in the face of modeling predictions.
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Ever since a Canadian anatomist discovered

the skullcap of “Peking Man” by candlelight in

China’s Zhoukoudian Cave in 1929, the cave

has been known as the richest Homo erectus

site in the world. Just 50 kilometers southwest

of Beijing, the cave was the resting place for

more than 40 individuals dragged there by

predators. But with no volcanic sediments for

traditional radiometric dating, researchers

have not known precisely when early humans

lived near the cave. Now, Chinese and

American researchers have redated bones

and tools from the site with a new radio-

metric method. 

They date the oldest human

fossils to about 770,000 years

ago, at least 200,000 years older

than previously thought, in work

published this week in Nature. The

dates are not the oldest that have

been c la imed for  Chinese

H. erectus, but they suggest this

species survived during a mild

glacial period at Zhoukoudian.

They provide the earliest evi-

dence that H. erectus lived this

far north (39.93˚ North latitude)

during near-glacial conditions. “We always

thought things were happening later in

China,” says Harvard University paleoanthro-

pologist G. Philip Rightmire. “These findings

bring H. erectus in China more closely in sync

with Africa.”

To get the new dates, geochronologist

Darryl Granger of Purdue University in West

Lafayette, Indiana, applied a method called

cosmogenic burial dating, which is used to

date the retreat of glaciers and has also been

used in caves (Science, 25 April 2003, p. 562).

When cosmic rays bombard rocks on Earth’s

surface, they produce unstable isotopes of

beryllium and aluminum. The older the rock,

the more isotopes it accumulates. When the

rock is buried, the bombardment stops and

the isotopes decay at a known rate; the ratio

of the two isotopes thus works as a clock

to reveal when the rock was buried (Science,

11 January 2002, p. 256).

Granger dated quartz from

stone tools and the sedimentary

layers where the oldest fossils

were found and got a mean date of

770,000 years, with a fairly wide

margin of error of 80,000 years.

Some previous dates ranged from

200,000 to 500,000 years ago,

although the new ages match

less reliable uranium series and

paleomagnetic dates, says lead

author Guanjun Shen, a

geochronologist at Nanjing

Normal University in China. 

If the new dates are right,

then H. erectus was at Zhou-

koudian during a relatively mild glacial

period about 750,000 years ago that brought

icy winds and snow to the region—similar,

perhaps, to the cold, dry climate today in

southern Siberia. Studies of animal fossils,

isotopes, and dust in the cave also suggest

that H. erectus was there when the climate

fluctuated between cold, dry glacial periods

and wet, warm interglacials for 400,000

years. Surviving the cold implies they used

f ire, which is not surprising for these

big-brained hominids but has been very dif-

ficult to prove. 

The new climate data and differences in

anatomy suggest to some that H. erectus in the

north was separate from H. erectus found on

Java in Indonesia. As the species left its origi-

nal home in Africa, there may have been “two

migrations, one earlier to the south and one

later to the north,” says paleoanthropologist

Russell Ciochon of the University of Iowa

in Iowa City.

In any case, the new dates allow

researchers to tie Zhoukoudian to other

H. erectus sites in China, Africa, and Europe,

providing “a more coherent picture,” says

paleoanthropologist Susan Antón of New York

University in New York City. “This site was

always an outlier [in time].” 

–ANN GIBBONS

Ice Age No Barrier to ‘Peking Man’ 
PALEOANTHROPOLOGY

From the Science

Policy Blog

The powerful chair of the House Judiciary
Committee, John Conyers (D–MI), has
explained why he believes the National
Institutes of Health (NIH) should not
require scientists it funds to make their
research papers publicly available via the
Internet. In an essay released last week,
Conyers defended a bill he introduced that
would reverse that open-access policy,
which he sees as a threat to copyright law
and, ultimately, peer review. Stanford Uni-
versity law professor Lawrence Lessig and
open-access guru Michael Eisen of the Uni-
versity of California, Berkeley, had
attacked Conyers as “shilling for special
interests” in an essay.

Nobel Prize–winning physicist and Energy
Secretary Steven Chu stayed in the head-
lines this week over ways to make coal
power more climate friendly. He an-
nounced a new “true engineering collabo-
ration” with science ministries from China,
the United Kingdom, and other European
allies to demonstrate carbon capture and
storage technologies.

Patent reform came up in the form of a
bipartisan bill introduced in both the
House and the Senate. But judging from its
reception, it’s going to be another long
fight to pass this always-contentious legis-
lation. The initial response from the bio-
medical community was negative; a coali-
tion of companies that favor strong patents
blasted the bill as favoring “infringers over
inventors.” Others, who feel that the cur-
rent system gives patent holders unfair
rights, were more favorable toward it.

Harold Varmus, co-chair of the President’s
Council of Advisors on Science and Technol-
ogy, pitched his new memoir on The Daily

Show with host and comedian Jon Stewart.
Although the former NIH director played it
mostly straight, he did drop a nugget of
news here and there, mentioning, for
example, that he “was not” advising the
president on his recent announcement to
boost cancer research at NIH.

For the full postings and more, go to
blogs.sciencemag.org/scienceinsider.

Ancestral tomb. New dates put H. erectus in this
ancient cave earlier than expected.P
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To a geologist, gauging how much coal the

world has left to burn is a fairly straight-

forward, if daunting, business. Millions upon

millions of drill holes have revealed where the

coal is. So geologists can just evaluate each

seam’s quality and the cost of extraction. Add

up all the coal worth mining and

you’ve got lots and lots—within

the United States, a century or even

two of U.S. consumption; globally,

150 years’worth for the world.

But there’s another, emerging

approach to assessing coal

resources that yields more sobering results.

Rather than go into the field, these analysts

go to the record books to see how fast miners

have been producing coal of late. By fitting

curves to that production history, they come

up with a number for the total amount of coal

that will ever be mined and a date for the

greatest production, the time of “peak coal,”

after which production inevitably declines.

Early results from this curve-fitting analy-

sis of production history show much less coal

being mined than geologists ever expected

and a peak in coal production looming as early

as a decade from now. Curve fitting “is a wor-

thy competitor to a geological estimate” of

remaining coal, says David Rutledge of the

California Institute of Technology in

Pasadena, a nongeologist who has produced

such an estimate himself. Geologists beg to

differ. “The whole notion of applying statistics

to time series [of coal production] is fraught

with danger,” says energy resource geologist

Peter McCabe of the Commonwealth Scien-

tific and Industrial Research Organisation

(CSIRO) in North Ryde, Australia. “I think

what you see in Rutledge’s presentation is a

fundamental misunderstanding.”

At stake are two central questions: How

bad is greenhouse warming likely to get?

And when must alternatives to coal come

online? By Rutledge’s calculations, burning

all the coal, oil, and gas humans can get their

hands on won’t pump enough carbon diox-

ide into the atmosphere to drive global

warming past 3°C, a far less intimidating

ultimate warming than the 8°C or 10°C of

some scenarios. But engineers developing

energy alternatives would have only a few

decades to get them in place.

Ringing the bell
The growing popularity of curve

fitting to fossil fuel production got

its start with geophysicist M. King

Hubbert (1903–1989) and his bell-

shaped curves. Hubbert—a promi-

nent researcher at Shell Oil and then the U.S.

Geological Survey—concluded that the rate at

which oil was produced would follow the same

bell-shaped curve over time as production from

a single field does (see top figure, below).

Production in Hubbert’s scheme gradually

accelerates from the bell’s left side as drillers

tap the most accessible, most easily extracted

oil pools at an ever-faster rate. But eventually,

no matter how much they drill, it

gets harder and harder to suck out

the oil because the remaining

pools are fewer, smaller, deeper,

and more difficult to drain. The

earlier acceleration now slows

across the crown of the bell until

production stops growing, peak-

ing at the bell’s top. It then

declines until, at the right side, all

the oil that will ever be produced

has been produced.

In 1956, Hubbert published his

curve-fitting prediction that U.S.

oil production would peak in the

early 1970s. He used the U.S. pro-

duction history up to that point to

set the shape of the curve and an

estimate of the amount of oil that

would ultimately be produced to

set the area encompassed by a

complete curve.

U.S. production in fact peaked

in 1970, inspiring a generation of

oil “peakists” to apply Hubbert’s approach to

world oil (Science, 21 August 1998, p. 1128).

As of 1998, they broadly agreed that world oil

would reach its peak by now or at least by the

middle of the next decade. In fact, production

outside oil-rich OPEC (Organization of the

Petroleum Exporting Countries) has not risen

since 2004, despite years of encouragement by

high oil prices. And total world production has

gone nowhere since 2005. 

On to coal
In the last couple of years, forecasting coal pro-

duction by Hubbert’s approach has come into

vogue, partly because geologists seemed to be

having trouble assessing how much minable

coal was left. For example, “40% of the world’s

coal disappeared in 3 years,” recalls retired

U.S. Geological Survey coal expert Harold

Gluskoter. For the World Energy Council’s tri-

ennial survey of coal resources in 1990, China

cut its recoverable coal reserves—the amount
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of remaining coal geologists believe can be

extracted with today’s technology at today’s

prices—to one-sixth of what it had reported in

1987. The coal was mostly still there; the Chi-

nese just decided they could extract only a

smaller proportion of it.

Less dramatically, in 2007 a committee of

the U.S. National Research Council that

Gluskoter served on could not support the

long-standing estimate of about 267 billion

short tons of recoverable reserves in the

United States. Divided by current U.S. pro-

duction, the old estimate gave the oft-quoted

figure of a 250-year supply for the United

States. “We probably have 100 years. We don’t

know how much after that,” says Gluskoter.

Reserve estimates around the world were

also coming down, and dividing estimates of

minable coal by current production says noth-

ing about when coal might peak. To get at

both forecasts, analysts tried a variation on

curve fitting à la Hubbert. No results have

been published in the peer-reviewed litera-

ture, but Rutledge’s effort has probably gotten

the widest exposure (rutledge.caltech.edu/).

Rutledge, an electrical engineer, adapted a

technique used by geologist Kenneth Deffeyes,

professor emeritus at Princeton University, to

predict a world oil peak in 2005. (Deffeyes sees

his prediction holding up nicely.) In the tech-

nique, an as-yet-to-peak production history

(see bottom graph, left) is replotted in terms of

cumulative production and annual production

in such a way as to produce a straight line, at

least if production approximates an ideal bell-

shaped curve. The straight line intercepts the

x-axis at the ultimate production—all the coal

that will ever be produced—and the year in

which half of the ultimate production will be

achieved is the year of peak production.

Rutledge tested the method on regions

long past their coal peaks. The coal production

of the United Kingdom—once the world’s

premier energy supplier—peaked in 1913 and

is now at about 6% of its peak. A straight line

makes “a beautiful fit” to the replotted history,

Rutledge told audience members at last

December’s meeting of the American 

Geophysical Union. The projected ultimate

production in the United Kingdom is about 

28 billion metric tons of coal, Rutledge said,

which should be reached in 8 years. Geologic

estimates made in the 19th century had

reserves near 200 billion tons. In fact, the

World Energy Council’s geologically based

reserve estimates—provided by the United

Kingdom—stayed at 19th cen-

tury levels until the 1970s,

when they collapsed toward

Rutledge’s number.

Applied to 14 major coal-

producing regions, Rutledge’s

method gives a world ultimate

production of 660 billion met-

ric tons. That’s only one-quarter

of geologic estimates of ulti-

mate production, he says. And when combined

with similar estimates of ultimate production

of oil and gas, the total emissions of carbon as

the greenhouse gas carbon dioxide till 2100 are

smaller than any of the 40 emissions scenarios

that climate scientists have been working with

for the past 10 years.

As to when coal will peak, Rutledge

declines to say, citing the way peak timing var-

ied widely among regions already well past

their peak. He will say, however, that in his pro-

jection the world will have produced a whop-

ping 90% of its coal by 2069. Physicist Mikael

Höök of Uppsala University in Sweden and his

colleagues are willing to point to a peak. They

have taken a similar approach to Rutledge’s

but with some reliance on estimated reserves.

Still, they see world coal production topping

out by 2020, entering a 30-year-long plateau,

and then declining.

Outside influences

Geologists and resource economists aren’t

ready to give up on coal so soon. “The bell-

shaped curve is nice to look at after the fact,”

says Gluskoter, but “I’m not sure how pre-

dictive it is.” “You can put me in the skepti-

cal camp” as well, says physicist and energy

analyst Klaus Lackner of Columbia Univer-

sity. Rutledge “puts too much weight on a

simple model,” he says. “The world is not a

two-parameter curve.”

U.K. coal “did not decline because it

reached some magic percentage of coal

depletion,” argues CSIRO’s McCabe. “Grad-

ually, [U.K.] demand disappeared. Coal was

no longer used for power,

steamships, railroads, domestic

heating, or iron and steel pro-

duction. When I was a kid in

England many years ago, gas

for the home was produced

from coal. There are much

cheaper alternatives in the U.K.

for energy.” Natural gas from

the North Sea replaced coal gas

in the home, he notes. Relatively inexpensive—

and cleaner-burning—oil became available.

Does it matter why coal production

behaves as it does? responds Rutledge.

Whether it’s a physical lack of resources or a

demand shift to cheaper, more attractive

sources, a limit is a limit. Gluskoter and many

colleagues are betting on a demand shift. “I

believe in technology,” he says. But first, tech-

nology could actually stretch coal resources.

“The resource is there,” he notes, “it’s per-

fectly minable. It’s just not economical right

now.” Improved technology will let miners get

at thinner, less accessible seams, he says;

uneconomic coal might even be turned into

gas right in the ground. 

Despite any coal added by technology,

“we’ll stop using coal before we run out of it,”

says Gluskoter. Just as cleaner, cheaper fuels

displaced British coal, less-polluting, less-

expensive energy sources will replace coal

worldwide, he argues. His bet is on solar

energy. Plenty of usable coal will be left in the

ground, he adds, but “we’re not going to be

burning coal in a couple hundred years.”

–RICHARD A. KERR
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“The whole notion of

applying statistics to

time series [of coal

production] is fraught

with danger.”
—PETER MCCABE, CSIRO
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It was over drinks at a local pub in the spring
of 2006 that cognitive psychologist Martin
Conway of the University of Leeds in the
United Kingdom f irst told his colleague
Chris Moulin about using a wearable camera
for memory research. But it took more than a
few pints of beer to convince Moulin that
SenseCam, a camera that periodically takes
still photos while worn on the user’s chest,
might be a game-changer in the study of what
psychologists call autobiographical memory.
Although skeptical of the small device’s use-
fulness, Moulin did finally agree to take one
for a test drive.

Or rather, he took it on a test walk. Moulin
regularly wore a SenseCam on a series of
walks. When he reviewed the images 6 months
later, to see how well his memories matched the
camera’s visual record, Moulin says he experi-
enced an unexpected feeling of “mental time
travel.” One of the images triggered the mem-
ory of the song—Thom Yorke’s “Black
Swan”—that was playing on his iPod when the
image was taken. 

Conway says that many SenseCam users
likewise report a sudden flood of memories of
thoughts and sensations, what he calls “Prous-
tian moments,” when they review images
taken by the device. SenseCam’s images “cor-
respond to the nature of human memory—
they’re fragmentary, they’re formed outside
your conscious control, they’re visual in
nature, they’re from your perspective. All
these features are very like what we call
episodic memory,” says Conway. 

That’s why he, Moulin, and dozens of other
researchers have begun to test whether the
images can help resolve how the brain handles
personal memories. Cognitive experiments,
however, represent just one line of inquiry sup-
ported by Microsoft Research, the scientific
arm of the software giant and the inventor of
SenseCam. Medical researchers are also eval-
uating whether the device can help people with
memory problems due to illness or injuries.

In 2004, Narinder Kapur and Emma
Berry, neuropsychologists at Addenbrooke’s
Hospital in Cambridge, U.K., were the first
to use a SenseCam for memory rehabilita-
tion work. They found that the device signif-
icantly helped Mrs. B, an elderly woman
with memory problems due to brain damage
from an infection. Mrs. B normally forgot

events after 3 to 5 days, and even keeping a
diary that she periodically reviewed helped
her remember events for only about 2 weeks.
But when she regularly reviewed SenseCam
images of events, she could recall more
details—and her memories persisted for
months after she ceased reviewing the past
images. Encouraged by that data, Kapur
says he and Berry grew hopeful that “peri-
odic, regular review of visual images of per-
sonal events … really does help long-term
[memory] consolidation.”

They and others are getting a chance to test
that hypothesis. After the pair reported the
results from Mrs. B, Microsoft Research
decided to provide more than $550,000 in
funding to seven research groups, most of them
focusing on people with memory problems,
and to loan hundreds of cameras to other scien-
tists. SenseCam has “very obvious applications
in a whole range of clinical disorders,” says one
of the grant recipients, psychologist Philip
Barnard of the University of Cambridge. 

Personal black boxes

SenseCam grew out of a Microsoft Research
project that aimed to create a “black box for
the human body” which would record data
that doctors might find useful if a person were

in an accident, says Ken Wood of Microsoft
Research Cambridge. In 1999, computer sci-
entist Lyndsay Williams, then also at the same
lab, suggested adding a camera to the device
so it could double as a memory aid for mun-
dane tasks such as finding lost keys. 

In 2002, Kapur heard then-Microsoft
CEO Bill Gates mention the project in a talk.
Because his hospital is just a few miles from
Microsoft Research Cambridge, it was easy
enough for him and Berry to suggest using
SenseCam prototypes for patients with
memory problems due to Alzheimer’s or
brain injuries. 

Clinicians who work with such people
have typically focused on helping them with
their prospective memory, i.e., remembering
tasks to be completed in the future, such as
keeping appointments. For this, the best aids
are still simple tools such as checklists and
alarm clocks. But for patients with difficulty
recalling past events, clinicians have had little
to offer beyond diary-keeping, a task many

people, such as Mrs. B and her husband, com-
plain is onerous. 

In contrast, SenseCam records images
passively, permitting a person to go about
their day without interruption. The latest ver-
sion is about the size and weight of a clunky
mobile phone and appears to observe the
world through two unmatched eyeballs. One
is a passive infrared sensor, tuned to trigger
the camera whenever another person passes
by. The other is a wide-angle camera lens, set
to capture most of the user’s field of view.
The device is also equipped with an ambient
light sensor that triggers the camera when its
user moves from one room to another, or goes
in or out of doors. The camera can also be set
to snap an image if the sensors haven’t trig-
gered a photo after an arbitrary number of
seconds. A typical wearer might come home
with 2000 to 3000 fragmentary, artless
images at the end of a day.

It may be just those characteristics of the
SenseCam images that make them so useful
for memory rehabilitation and research, Kapur

A Memorable Device
Wearable cameras offer help to people with memory problems and provide a tool for

studying how the brain creates and retrieves personal histories

NEUROSCIENCE

Shooting in the rain. The SenseCam (left) snaps
dozens of wide-angle, low-resolution images from
chest level on even a short walk.
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says. Like Conway, he suspects that the reason

the images stimulate memory retrieval and

possibly consolidation is because they mimic

“some of the representations that we have” of

past events in our brains.

To move beyond the initial case study of

Mrs. B, the Addenbrooke’s team, under the

direction of neuropsychologist Georgina

Brown, has followed five additional people

with memory problems over a nearly 3-year

period, exploring the difference between the

memory boost provided by visual and writ-

ten diary-keeping. Establishing a baseline of

how fast these people lose their memories,

the team asked each about an event every

other day for 2 weeks after the event, and

then again after 1 month and after 3 months.

Then they asked the patients to keep a diary

of a separate event and review it every other

day during an initial 2-week assessment, but

not during subsequent months. Finally,

patients reviewed their SenseCam’s images

for 2 weeks following a third event. 

The preliminary results suggest that Sense-

Cam use strengthened these patients’ memo-

ries more than diary-keeping did. A full analy-

sis of the data is in preparation, says Brown,

whose team plans to submit it to the journal

Memory for a special issue devoted to Sense-

Cam research.

In a recent, separate study, Mrs. B has

repeated a version of her trial, this time

incorporating a brain scanner. Researchers

compared the activity in her brain as she tried

to remember events she had either reviewed

in her written diary or with personal images

from her SenseCam. Mrs. B recognized

about 50% of images taken at an event she

had studied using a diary, but 90% if she had

studied images instead. And brain regions

associated with autobiographical memory

were more active when she recalled events

she had studied using SenseCam images than

when she recalled the diary-studied event,

Berry and colleagues report online on 13

March in the Journal of Neurology, Neuro-

surgery and Psychiatry.

The Addenbrooke’s work represents just a

few patients with varying causes of memory

loss, but Berry notes that worldwide there are

about 30 ongoing SenseCam studies of mem-

ory patients. Adam Zeman of the University of

Exeter in the United Kingdom leads one. “I

think the main interest [in SenseCam] is that it

gives you an opportunity to look at memory in

what you might call a more ecological fashion

than laboratory stimuli generally do,” he says,

and “it gives an opportunity to support and

rehabilitate memory.” 

Memory walks

Normally, basic research precedes clinical

studies, but the history of SenseCam has been

the reverse. “The initial studies had a strong

pragmatic aim,” says Kapur, “but certainly

once we started to collect data, [psycholo-

gists] began to look at these things from a the-

oretical slant.” The question for cognitive sci-

entists is whether SenseCam, or any similar

wearable, point-of-view photographic device,

can illuminate how healthy autobiographical

memory works. Moulin, for example, has

engaged volunteers to undertake memory

walks in which they read a list of words while

wearing the SenseCam. His student Katalin

Pauly-Takacs has tested the participants’

recall of the words on the day of their walks

and then again 3 months later, with and with-

out the help of SenseCam images. Their pre-

liminary results suggest that volunteers

remember more of the words from walks that

they reviewed using SenseCam images. 

Moulin’s experiment is a nod to decades of

autobiographical memory research, in which

volunteers were tested on their ability to recall

standard images or word lists they had previ-

ously seen. Some researchers suggest that the

more personal nature of SenseCam images

will be key to better studying autobiographical

memory storage and retrieval. “Using Sense-

Cam we can first, have more interesting stim-

uli and second, test [memory] processes that

can generalize more easily to real life,”

explains Roberto Cabeza, a neuroscientist at

Duke University in Durham, North Carolina,

who is also working with the device.  

Despite SenseCam’s more personal touch,

there are no guarantees it will break new

ground in memory research. “Whether or not

it will tell us different principles or something

novel is unclear,” says Larry Squire, a psy-

chologist at the University of California, San

Diego, who hasn’t yet worked with the device.

William Brewer of the University of Illi-

nois, Urbana-Champaign, notes that nobody

really knows how best to evaluate SenseCam

as a memory-consolidation aid or a retrieval

cue. He and his graduate student Jason Finley

have tested different aspects of memory using

SenseCam images as cues, asking individuals

how certain they are that they’ve seen an

image before, or inquiring what they did after

a certain image was taken. Such baseline

studies, says Brewer, should help identify the

most appropriate memory tests. 

In addition to the seven Microsoft Research

grants handed out in 2007, dozens of groups in

cognitive psychology, clinical neuropsychol-

ogy, education, and computer science are con-

ducting research with borrowed SenseCams

and independent funding. But there are no cur-

rent plans to commercialize the hardware or

the software from the SenseCam project—a

fact that puzzles some fans of the device. In

fact, to keep up with the growing demand for

the devices, Microsoft would like to f ind

another manufacturer willing to mass-produce

the cameras, says Wood. Microsoft currently

provides the cameras to only a limited number

of patients under clinical supervision.

Even though he lobbies colleagues such

as Moulin to try the device, Conway remains

cautious about overselling SenseCam. There

is still at least a decade’s work ahead before

“we can maximize its use for research and its

use as an intervention scheme in helping

failing memories,” says the 56-year-old

investigator. “By that time, I’ll need to wear

one permanently, myself.”

–LUCAS LAURSEN

Lucas Laursen is a freelance writer based in Cambridge, U.K.
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Ordinarily, the protons and neutrons in an

atomic nucleus bind to one another with fero-

cious strength. The might of that binding

explains why alchemists never found a way to

change lead into gold: That would require pry-

ing apart the nucleus of one element to change

it into another. Now, however, some physicists

are eagerly creating odd nuclei that are so

loosely built they are hardly nuclei at all.

These rare beasts may provide a better under-

standing of the heart of matter. 

In recent decades, experimenters have

used particle accelerators to produce ever-

more-unstable and fleeting radioactive nuclei.

The new work pushes this exploration to its

logical extreme with the creation of “unbound

nuclei”—puffs of protons and neutrons so

loosely jumbled together that there is literally

nothing to keep them intact, not even momen-

tarily. Some unbound nuclei could yield

insights into stellar explosions that forge

many of the heavy elements we see on Earth

today. Others may stretch current theories of

nuclear structure until they snap and thus yield

new insights.

“In some sense, it’s the most extreme test of

our theories of nuclear structure,” says Nigel

Orr of the Laboratory for Corpuscular Physics

(LPC) in Caen, France, one of three dozen

physicists who gathered recently for a work-

shop on the subject.* Sydney Gales, director of

the National Heavy Ion Accelerator (GANIL)

in Caen, says: “We are discovering that there is

a whole new kind of loosely formed matter.

The physics is completely new.”

So far, experimenters have snared a handful

of the oddities. But interest in them is growing,

as new accelerators now powering up or in

planning should cough out many more.

Crossing the line
The study of unbound nuclei crosses a con-

ceptual frontier. Researchers map nuclei on a

chart resembling a crossword puzzle, with the

number of protons increasing from bottom to

top and the number of neutrons increasing

from left to right (see diagram, p. 1425). The

255 stable nuclei form a diagonal “valley of

stability,” with their unstable radioactive

brethren, less and more neutron-rich, to the

left and right. In pursuing unbound nuclei,

physicists strive to make nuclei ever richer in

neutrons and, ultimately, to push across the

“neutron drip line,” beyond which binding is

impossible. On the near side of this line, each

nucleus can minimize its energy, at least tem-

porarily, by forming a tight clump. On the far

side, a nucleus can always reduce its energy by

falling apart, so there is no energy barrier to

hold the thing together.

Interest in unbound nuclei builds on the

study of other strange-but-bound nuclei, says

Angela Bonaccorso, a theorist with the Italian

National Institute of Nuclear Physics in Pisa.

In the 1980s, scientists discovered that the

bound nucleus lithium-11, which has three

protons and eight neutrons, possesses an

unusual structure in which two of its neutrons

form a diffuse “halo” roughly 10 times the

radius of the nucleus’s core. Oddly, one halo

neutron can’t stick without the other: Remove

one to form lithium-10 (three protons and

seven neutrons) and the other flies out, too.

Lithium-10 is unbound.

This means that the drip line zigzags as

unbound lithium-10 lies between bound

lithium-9 and lithium-11. Similarly, unbound

beryllium-13 lies between bound beryllium-12

and beryllium-14, and unbound helium-7 and

helium-9 interleave with bound helium-6 and

helium-8. These interlopers are barely

unbound; if their lowest energy state were just

slightly lower, they’d stick together.

Such unbound nuclei challenge established

theories of nuclear structure. Protons and neu-

trons cling to one another through the strong

force, and most theories assume that each parti-

cle whizzes about in a static force field deter-

mined by the average distribution of all the oth-

ers. Such “mean field” models predict the exis-

tence of energy “shells”—like those for the

electrons in an atom—into which the protons

and neutrons stack.

In these barely unbound nuclei, the mean-

field approach comes up short. That’s because

the precise energy of the entire system

depends on the details of the continual jum-

bling of the protons and neutrons. In that case,

the notion of a shell—which assumes that the

energy can be calculated from an unchanging

average distribution of the particles—is no

longer strictly valid, says Horst Lenske, a the-

orist at the Justus Liebig University Giessen in

Germany. In fact, Lenske says, whether a

nucleus is bound may depend on the precise

and exceedingly complicated dynamics of all

the interacting protons and neutrons.

If theorists can account for these dynamics,

then they might better understand all nuclei,

Bonaccorso says. The basic shell model has

been embellished in various ways to help

account for dynamical effects and deal with

specific nuclei. Insights from unbound nuclei

might tie these ad hoc fixes together more

coherently. “We are constructing theories that

are far more general,” Bonaccorso says.

Depends on how you look at it
Studying unbound nuclei is not easy, however.

The experiments require intense beams of

radioactive nuclei to make these rare beasts and

sophisticated detection schemes to snare the

fragments released as they fly apart in less than

Fathoming Matter’s Heart Unbound
Going to extremes, physicists hunt for “unbound” nuclei that don’t stick together at all

NUCLEAR PHYSICS

New source. Japan’s Radioactive Isotope Beam 
Factory should crank out more unbound nuclei.

*Unbound Nuclei Workshop, University of Pisa, Italy,
3–5 November 2008.
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a trillionth of a nanosecond. An unbound

nucleus also presents a challenge because its

properties depend on how it is produced.

For example, physicists expect that

lithium-10 consists of a lithium-9 core with a

halo neutron whizzing around it, and they

want to know the exact “state” of that far-flung

neutron. To determine that, LPC’s Orr and his

team fired beryllium-11 nuclei (with four pro-

tons and seven neutrons) through a carbon tar-

get in experiments at GANIL. A few of the

collisions plucked one proton out of the beryl-

lium nucleus to make a lithium-10 nucleus.

That would instantly break into a lithium-9

nucleus and a neutron, and the experimenters

would look for those pieces.

By measuring the energy with which the

neutron and lithium-9 sped apart, researchers

could probe their interactions; any pushing or

shoving between them should create a peak in

the energy spectrum. That spectrum would

thus reveal the original state of the lithium-10

nucleus. Looking at the energy spectrum, Orr

and his team found a broad peak that suggested

the ejected neutron

began in a state in

which it had no angu-

lar momentum—a

so-called s-state.

However, Haik

Simon of the Helm-

holtz Center for

Heavy Ion Research

(GSI) in Darmstadt,

Germany, and col-

leagues took a differ-

ent approach to make

lithium-10. They

fired rare lithium-11

nuclei at a carbon

target to try to knock

one neutron out of

the lithium nucleus.

They then examined

the resulting lithium-

10 much as Orr did

and observed an energy spectrum comprising

three overlapping peaks. That suggests that

the lithium-10 sometimes emerged in an 

s-state, sometimes in a p-state with one unit

of angular momentum, and sometimes in a 

d-state with two units.

In spite of the incongruous results, there is

an underlying consensus, Simon says. Both

experiments show that, in spite of its infini-

tesimally brief existence, lithium-10 has a

structure with well-defined energy states.

They both also show that the lowest energy

ground state is the s-state, as theory pre-

dicted. “Here we’re getting quite clear,”

Simon says. “It has now been resolved.”

But not all unbound nuclei are so straight-

forward. Takashi Nakamura of the Tokyo Insti-

tute of Technology and colleagues see signs of

a more complicated situation in unbound beryl-

lium-13 (four protons and nine neutrons). In

experiments at the Institute of Physical and

Chemical Research’s (RIKEN’s) Nishina Cen-

ter for Accelerator-Based Science in Wako,

Japan, Nakamura and colleagues produced

beryllium-13 by shooting beryllium-14 nuclei

through a liquid hydrogen target to chip one

neutron out of the incoming nucleus.

When the beryllium-13 fell apart, the

researchers measured the energy spectrum of

the rebounding pieces and observed a peak. But

that peak seems to have the wrong energy and

shape to be the expected s-state and may be a 

p-state, Nakamura says. That suggests that in

beryllium-13, the quantum state of the beryl-

lium-12 core is somehow altered, or “col-

lapsed,” by the mere presence of the extra neu-

tron, he says. Deciphering how the core is

deformed is the sort of challenge theorists hope

will lead to new insights.

Stellar explosions run backward
A nucleus can also become unbound if it

absorbs too much energy, and such over-

amped nuclei may play starring roles in stellar

explosions. In a blast called a nova or in a

more-powerful one called an x-ray burst,

heavier nuclei form when lighter ones rapidly

absorb protons, in the so-called “rp-process.”

For example, a magnesium-22 nucleus can

absorb an energetic proton to make an alu-

minum-23 nucleus, which quickly spits out a

photon to shed its excess energy.

Reproducing that interaction is difficult.

However, RIKEN’s Tohru Motobayashi and

colleagues have found an easier way to run it

backward. They fire aluminum-23 nuclei

through a lead target. As an aluminum nucleus

passes through a lead nucleus’s electric field,

it absorbs a “virtual” photon from the field.

That unbinds the aluminum-23 and it splits

into magnesium-22 and a proton. 

The researchers measured the energy

with which the magnesium-22 and proton

flew away from each other. They found three

overlapping peaks in the energy spectrum,

the lowest at about 500 kiloelectron volts.

Such details suggest that the forward process

requires relatively high temperatures and

densities and may play a bigger part in more-

energetic explosions. “Our result implies that

this process does not contribute so much to

the nova but that it is important for the x-ray

burst,” Motobayashi says.

The study of unbound nuclei is likely to

grow, given the new facilities coming online

or in planning, researchers say. Two years

ago, the Nishina Center revved up the mas-

sive superconducting cyclotron that powers

the lab’s Radioactive Isotope Beam Factory

(Science, 15 Decem-

ber 2006, p. 1678).

When fully func-

tional, it will provide

beams more than

1000 times as intense

as those at older facil-

ities. GSI is building

a synchrotron-based

facility that will

power up in the mid-

dle of the next decade

(Science, 2 Novem-

ber 2007, p. 738), and

in December 2008,

the U.S. Department

of Energy chose

Michigan State Uni-

versity in East Lans-

ing to host its pro-

posed linear-accel-

erator-based facility

(Science, 19 December 2008, p. 1777).

With much more intense beams,

researchers should be able to climb drip lines

to make unbound elements up to aluminum

or silicon, says Tokyo Tech’s Nakamura.

Motobayashi says it should also be possible

to study overenergized nuclei involved in 

an astrophysical progression called the

r-process, in which lighter nuclei gobble up

neutrons and which is thought to forge half

the nuclei heavier than iron.

Exactly what unbound nuclei will reveal

remains to be seen. Of course, the allure of the

unknown is also leading nuclear physicists to

test the bounds of their field. –ADRIAN CHO
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Prime quarry. Physicists are stalking barely

unbound nuclei such as lithium-10, beryllium-13,

and helium-7 that on the chart of nuclei lie

between bound neighbors.
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A National Initiative for Social Participation

THE TRANSFORMATIVE POWER OF THE INTERNET IS MORE THAN ACCESS TO INFORMATION;
it is increasingly about contributing, collaborating, and participating. Metaphors based on

information highways are giving way to community visions that capture the remarkable

enthusiasm for user-generated content and social media. At the same time, President

Obama is calling for civic service and personal responsibility to rebuild America.

Combining these ideas could promote the shift from playful, discretionary Internet usage

to larger, more serious projects aligned with national priorities such as health care, com-

munity safety, education, and innovation.

The good news is that there are many promising social action networks, but these nas-

cent explorations could be greatly accelerated by an organized research program. This pro-

gram would systematically study the emerging phenomena, determine

the sources of success or failure, and disseminate best practices. The

payoffs are large enough to warrant an intense national effort akin to

NASA’s space program or the National Institutes of Health.

Health discussion groups have long been one of the Internet’s success

stories. Now, clever entrepreneurs are exploring new social participation

ideas with projects such as the www.PatientsLikeMe.com Web site,

where users offer their medical experiences in the hope of learning about

treatment outcomes from one another. At the same time, these users are

building a remarkable resource for medical research and discovery.

Physicians have already discussed 30,000 cases at www.sermo.com,

where they can offer insights about innovative treatments as well as detect

unusual disease patterns. Large corporations also recognize the opportunities and are inviting

users to store their medical histories in the Microsoft Health Vault or at Google Health.

Although social networking plays only a small role in national security, community

safety could be enormously improved by expanding resident reporting systems, such as

www.WatchJeffersonCounty.net, which collects reports of unusual behaviors. These reports

provide important clues for civic officials to prevent crimes, control teenage gangs, or simply

fix potholes. A huge success, now run by the U.S. Department of Justice, is the Amber Alert

reporting system for abducted children. Beyond the 430 cases they claim to have helped solve,

the awareness generated among 7 million participants may have prevented many more abduc-

tions. Web sites for reporting extreme weather effects, such as Storm Watchers typically run

by local radio and television stations, are being joined by reporting schemes for earthquake

damage, influenza outbreaks, food poison-

ing, and other community problems. The

micro-blogging tool Twitter is now rapidly

spreading, as users from Orange County fire-

fighters to Mumbai police post their 140-

character messages about where they are and

what they are doing.

Reading Wikipedia articles is now a com-

mon tactic for learners of all ages, but the

stronger boost to education comes when stu-

dents start writing Wikipedia articles. They

become engaged in the social process of com-

edited by Jennifer Sills

menting on each other’s work, arguing over

quality criteria, and discussing what needs to

be added. E. O. Wilson’s dream of the

Encyclopedia of Life, with a Web page for

each of Earth’s 1.8 million species, is on its

way to becoming a citizen science success

story that raises environmental awareness.

Even YouTube, whose success was spiked by

playful videos, is becoming the go-to educa-

tional resource and the place for students to

post their term projects. These and many other

initiatives are based on the collect-relate-

create-donate mantra that suggests education

happens when students start by collecting

information, then move on to working in teams

to create ambitious projects for the benefit of

someone outside their classroom. 

Innovation itself is getting

turbocharged by going social.

Open-source software projects

are now taken seriously by big

companies who claim greater

reliability for programs that have

been tested and read by millions

of eyes. Open innovation is gain-

ing similar credibility as cor-

porate research directors who

post their problems on www.

Innocentive.com get hundreds of

serious solutions from diverse creative types.

Bloggers are influencing every profession as

these self-appointed information gatekeepers

post hourly updates about what’s new, thereby

stimulating rapid progress on emerging prob-

lems and getting a jump on the news media.

The benefits of social media participation

are well understood by Obama’s staff—during

the campaign, they engaged 4 million donors

and volunteers. To replicate their success, a

National Initiative for Social Participation

could stimulate effective collaborations in

many professions, restore community social

capital, and coordinate national service proj-

ects. The challenge is to understand what moti-

vates participants, such as altruism, reputation,

or community service. Researchers would

have to develop fresh strategies that increased

the conversion rates from readers to contribu-

tors from the currently typical 100 to 1 to much

higher rates. Getting contributors to collabo-

rate for ambitious efforts and to become lead-

ers or mentors are further challenges. Coping

Letters to the Editor

Letters (~300 words) discuss material published 

in Science in the previous 3 months or issues of

general interest. They can be submitted through

the Web (www.submit2science.org) or by regular

mail (1200 New York Ave., NW, Washington, DC

20005, USA). Letters are not acknowledged upon

receipt, nor are authors generally consulted before

publication. Whether published in full or in part,

letters are subject to editing for clarity and space.
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with legitimate dangers such as privacy viola-

tions, misguided rumors, malicious vandal-

ism, and infrastructure destruction or overload

all demand careful planning and testing of

potential solutions.

The huge research effort required for a

National Initiative for Social Participation

would tap the skills of computer scientists to

build scalable and reliable systems, interface

designers to accommodate diverse user needs,

and social scientists to study successes and

failures. The risks are substantial, but the pay-

offs could be enormous. BEN SHNEIDERMAN

Department of Computer Science, University of Maryland,
College Park, MD 20742, USA. E-mail: ben@cs.umd.edu

Note

1. To participate in this initiative, join the Facebook group

named iparticipate.

Indian Neutrino Detector:

The Elephant in the Room

THE VERY SERIOUS ENVIRONMENTAL IMPLICA-
tions of establishing the India-based Neu-

trino Observatory (INO) in Singara within

the Nilgiri Biosphere Reserve and in the

buffer zone of the Mudumalai Tiger Reserve

(“Indian neutrino detector hits snag on envi-

ronmental concerns,” P. Bagla, News of the

Week, 9 January, p. 197) must be recognized

if India is to save its most viable Asian ele-

phant population from extinction. This popu-

lation has declined so precipitously over the

past three decades due to poaching and habi-

tat loss that it is on the verge of collapse (1).

Fully mature Tuskers (bulls) have become

very rare in this range. The study of the

smallest particles on Earth, neutrinos,

should not justify driving the last viable

Asian elephant herd and tiger population in

India into extinction. MICHAEL W. FOX

Global Communications for Conservation Inc., New York,
NY 10155, USA. E-mail: ipan@erols.com

Reference

1. R. Bandara, South Asia Econ. J. 5, 283 (2004). 

Indian Neutrino Detector:

Environmental Costs
I WOULD LIKE TO SPELL OUT THE ENVIRONMEN-
tal costs of building the India-based Neutrino

Observatory (INO) discussed in the News of

the Week story “Indian neutrino detector hits

snag on environmental concerns” (P. Bagla, 9

January, p. 197). The first foreseeable impact

would be a sizable increase in the human popu-

lation, furthering habitat destruction. Tran-

sporting the estimated 630,000 tons of debris

and 147,000 tons of construction material

would require about 156,000 truck trips

through a vital protected area. INO would

require 320,000 liters of water per day, further
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draining a drought-prone region. The Environ-

mental Impact Assessment (1) upon which this

project was approved was not based on scien-

tific data and is widely acknowledged as being

seriously flawed (2).

The international scientific community

should be aware that the INO project is not site

specific—in theory, a neutrino observatory

can be located in any underground site with

sufficient rock cover. There was no attempt to

find suitable sites in less critical areas. The

INO team limited its search to only two sites:

Rammam in Darjeeling and Singara in the

Nilgiri Biosphere Reserve. Because Rammam

is in an area of higher seismic activity, the team

selected Singara. PRIYA DAVIDAR

Department of Ecology and Environmental Sciences,
Pondicherry University, Puducherry 605 014, India. E-mail:
pdavidar@gmail.com

References

1. P. A. Azeez, S. Bhupathy, P. Balasubramanian, 
R. Chandra, P. P. Nikhilraj, “India-based Neutrino
Observatory—Rapid EIA” (SACON report, 2007).

2. A. Desai, P. Davidar, J.-P. Puyravaud, G. Srinivasan, 
N. Mohanraj, T. Thekaekara, “Environmental concerns
around the proposed site for the India-based Neutrino
Observatory” (NBR Alliance report, 2008); 
www.nbralliance.org/downloads/environmental-
concerns-around-ino-site.pdf.

Response
THE PROPOSED INDIA-BASED NEUTRINO
Observatory (INO) (1) would be located in

Singara, which is 7 to 15 km from the bound-

ary of the Mudumalai Wildlife Sanctuary in

the Nilgiri Biosphere Reserve. The INO col-

laboration is fully committed to protecting the

environment and wildlife and will take all

possible steps to minimize the impact during

the construction of the underground labora-

tory. During the operation phase, it is expected

to have no impact at all. 

Regarding population growth, the labo-

ratory will be located deep underground and

accessed by a tunnel 2 km in length.

Researchers will be located at the main INO

research and development center in the city

of Mysore, about 100 km away. Except dur-

ing the construction phase, the number of

scientists and engineers manning the labora-

tory will be kept at a bare minimum (at most

30 people). The present population of

Masinagudi village area, in which the proj-

ect will be housed, is 12,535. INO will not

significantly increase this population.

The initial site survey was conducted over

a period of 5 years with the assistance of geol-

ogists and engineers. The two sites mentioned

by Davidar were selected for more serious

study. The Singara site was chosen over

Rammam on the basis of a geotechnical

analysis that considered physics require-

ments, safety, and long-term stability of the

laboratory. About 13 km of tunnels have been

constructed over the past decade in the vicin-

ity of the proposed INO site to locate a large

underground hydroelectric power station

whose access portal is within a few hundred

meters of the proposed INO tunnel portal.

Due to the proximity of this hydroelectric

power station, we do not have to build any new

roads, thereby causing minimum damage to

the environment.

Regarding transport of material, about

608,000 tons of debris (mainly granite) will

be excavated. However, this debris will be

stored onsite for a long time. About 35,000

tons of construction material and 51,000

tons of detector material (86,000 tons in all)

will be brought into the site over a period of

7 years. The heavy-vehicle traffic required

to do so will be no more than six round trips

per day over a period of 7 years, which

is negligible compared with the existing
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traffic. The major concern with the trans-

portation of this material is that the access

road to the INO site cuts through an elephant

corridor. To address this, we plan to restrict

the traffic to six round trips a day during

daylight hours.

The water requirement is 342,000 liters of

water per day, which is 0.2% of the availability

at the Singara diversion weir (68,086 million

liters of water available per annum). The INO

project has been engaged in talks with the

local people to clarify these issues, and the

local village administration has passed a reso-

lution welcoming the INO project. 

The INO project is a pure science laboratory

and not an industry. We believe that it is possible

to build and run the underground laboratory to

explore the working of nature without damag-

ing it. INO is both an opportunity and a chal-

lenge to be a model project that combines pure

science research with sensitivity to its local

ecology and environment.

NABA K. MONDAL

Tata Institute of Fundamental Research, Homi Bhabha
Road, Mumbai 400005, India. E-mail: nkm@tifr.res.in

Reference
1. India-based Neutrino Observatory (www.imsc.res.in/~ino).
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CORRECTIONS AND CLARIFICATIONS

Reviews: “The psychology of transcending the present” by N. Liberman and Y. Trope (21 November 2008, p. 1201). On page
1203, the legend to Fig. 3 should read as follows: “Items from the Street Gestalt Completion Test (courtesy of Teachers College,
Columbia University).” The text referring to the figure should be changed to “the Gestalt Completion Test (Fig. 3), see also (11).”

Reviews: “Oxytocin, vasopressin, and the neurogenetics of sociality” by Z. R. Donaldson and L. J. Young (7 November 2008, 
p. 900). The peptide sequence annepressin should have been referred to as annetocin to be consistent with previous literature. 

TECHNICAL COMMENT ABSTRACTS

COMMENT ON “Detection, Stimulation, and Inhibition of Neuronal Signals with
High-Density Nanowire Transistor Arrays”

Peter Fromherz and Moritz Voelker

Patolsky et al. (Reports, 25 August 2006, p. 1100) used silicon nanowires to record action potentials in rat neuronal
axons and found increases in conductance of about 85 nanosiemens. We point out that the data correspond to volt-
age changes of about –85 millivolts on the nanowire and that conceivable mechanisms of axon-nanowire interaction
lead to signals that are opposite in sign or smaller by orders of magnitude.

Full text at www.sciencemag.org/cgi/content/full/323/5920/1429b

RESPONSE TO COMMENT ON “Detection, Stimulation, and Inhibition of Neuronal
Signals with High-Density Nanowire Transistor Arrays”

Brian P. Timko, Fernando Patolsky, Charles M. Lieber

Fromherz and Voelker make incorrect assumptions about our experiments that raise serious questions about the validity of
their claims. We show that our calibrated signals are consistent with previously published data and a general model with bio-
physically relevant parameters. Additionally, the wide variation in previously published signal amplitudes suggests caution
in applying and drawing conclusions from the models of Fromherz and Voelker.

Full text at www.sciencemag.org/cgi/content/full/323/5920/1429c
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Comment on “Detection, Stimulation, and
Inhibition of Neuronal Signals with
High-Density Nanowire Transistor Arrays”
Peter Fromherz* and Moritz Voelker

Patolsky et al. (Reports, 25 August 2006, p. 1100) used silicon nanowires to record action
potentials in rat neuronal axons and found increases in conductance of about 85 nanosiemens. We
point out that the data correspond to voltage changes of about –85 millivolts on the nanowire and
that conceivable mechanisms of axon-nanowire interaction lead to signals that are opposite in sign
or smaller by orders of magnitude.

Patolsky et al. described how they stimu-
lated, recorded, and modified action poten-
tials (AP) in dendrites and axons of rat

neurons using p-type silicon nanowires (NW)
(1, 2). As discussed below, we have concerns
about the sign and amplitude of the recordings
they reported.

The recordings were presented as changes of
NW conductance, with an average increase of
85 nS [figure S3 in (1)]. The authors emphasized
the proportionality of changes in NW conduct-
ance and intracellular (IC) potential “because the
relative potential at the outer membrane becomes
more negative and then more positive (opposite
to the measured IC potential).” They pointed out
that the typical active junction area for devices is
“three orders of magnitude smaller than micro-
fabricated electrodes and planar FETs [field-
effect transistors].” No value was presented for
the extracellular potential, and no explanation
was given for why a small size is advantageous.
Here, we describe a voltage calibration of the
data and then try to explain the data by various
mechanisms.

NWs work similar to electrolyte-oxide-
semiconductor (EOS) FETs (1, 3). A voltage
change DVNW along their length L = 2.6 to 3 mm
induces a conductance change DGNW=DVNW ¼
−mp CNW=L that is –3.7 to –4.3 nS/mV for
CNW ¼ 2:8⋅10−10 F=m andmp ¼ 400 cm2=Vs.
That value can be verified from the experimental
pH effect DGNW=DpH ≈ 100 T 20 nS=pH (2).
Assuming a Nernstian sensitivity –59 mV/pH of
the surface potential, we obtain –1.7 nS/mV.With
a sub-Nernstian sensitivity of –30 mV/pH, com-
mon for silicon dioxide (4), we get –3.3 nS/mV.

An axon with a diameter daxon = 0.6 to 1 mm
affects only a fraction of the NW (1). The local
voltage change DVJ yields a conductance change
DGNW=DVJ ¼ ðdaxon=LÞ⋅DGNW=DVNW that is

around –1 nS/mV. Thus, recordings of +85 nS
correspond to voltage changes of about –85 mV.
This value is rather large compared with record-
ings using micropipettes (5), microfabricated
metal electrodes (6), or planar transistors (7). For
example, beneath the soma of individual rat neu-
rons (E19), EOSFETs recorded about T300 mV
after 1 to 2 weeks in serum-free medium on
oxidized silicon with polylysine, culture condi-
tions similar to those in (1).

To explain their data, Patolsky et al. (1) used a
circuit with a seal resistance between NW and
axon, a membrane capacitance, and a leakage
conductance [figure S10 in (1)]. They estimated
an increase in NW conductance of 13 to 47 nS
(mS is obviously a typing error) but did not explain
how they arrived at that value. If membrane leak-
age dominates, the inward current in the resting state
would be lowered during the AP. There would be a
positive DVJ proportional to the AP (8). The NW
conductance would decrease, opposite to the data.
For a dominating capacitive current, DVJ would be
the first derivative of the AP (8), apparently in-
compatible with the data. If the seal resistance were
extremely high, because the NW touches the lipid
bilayer of the axon, the change of the IC voltage
DVM = +100 mVwould act by a field effect across
a bilayer/oxide stack with a positive voltage change
DVJ ¼ DVMcM=ðcM þ cOX Þ on the NW due to
the serial capacitances ofmembrane and oxide (9).
The NW conductance would decrease, opposite to
the data in (1).

A negative DVJ could be induced by a sodium
inward current that flows along the seal resistance.
We estimated its amplitude, even though the signal
would not mirror the IC signal (10). Let us assume
that the NW forms a linear junction on the axon
with a width dJ = 20 nm, given by the diameter of
the NW, and a sheet resistance rJ. The balance
of current (8) is described by −r−1J d2DVJ=dx2 ¼
gNaJM ðVM − VNa

0 − DVJ Þ with a conductance gNaJM
and a reversal voltageVNa

0 . For boundary conditions
DVJ = 0 at the edges,DVJ is expressed by hyperbolic
functions.With

∼
dJ ¼ dJ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
gNaJMrJ=4

p
, the average is

〈DVJ 〉 ¼ ðVM − VNa
0 Þð1 − ∼

d
−1
J tanh

∼
dJ Þ and

〈DVJ 〉 ≈ ðVM − VNa
0 ÞgNaJM rJ d2J=12 for small sig-

nals. During anAP, theNa conductancemay rise to
gNaJM ¼ 50 mS=cm2 at a driving forceVM − VNa

0 ≈
−50 mV.When we use rJ = 10MW/square for rat
neurons on oxidized silicon with polylysine (11),
we obtain 〈DVJ 〉 ≈ −8 nV. Alternatively, we as-
sume that a linear junction is formed between axon
and substrate of a width dJ = 0.6 mm, given by the
diameter of the junction, and the NW as an
embedded probe. We get 〈DVJ 〉 ≈ −7 mV. In both
configurations, the estimated signals are far smaller
that the –85 mV reported in (1). Tens of millivolts
could only be obtained with sheet resistances of
50,000 GW and 30 GW, respectively. In such
junctions, ion currents would be suppressed and a
signal generation by Na current would cease.

Two further remarks on the Na current mech-
anism may be helpful. First, for comparison, we
consider a circular junction as it was used to
describe the coupling of transistors to axon
stumps of leech neurons and somata of rat
neurons (7, 10). The average signal is 〈DVJ 〉 ≈
ðVM − VNa

0 ÞgNaJM rJ d 2
J=32 (12). For a typical diam-

eter dJ = 17 mm (7, 10) and other parameters as
above, we obtain 〈DVJ 〉 ≈ 2:3 mV in good agree-
mentwith observed recordings in themillivolt range
(7, 10). Unlike the soma/transistor junction, the
NW/axon and axon/substrate junctions are much
smaller. Consequently, as the signals scale with the
squared diameter of the junction, the expected signals
in NW/axon or axon/substrate junctions are smaller
by orders of magnitude. Second, the estimated am-
plitude of –7 mV for axon/substrate junctions is an
upper limit for a rather high Na conductance as it
may occur in mature rat neurons (3 to 4 weeks in
culture). Younger neurons (1 to 2 weeks old) ex-
hibit a lower expression of Na channels. Accord-
ingly, the observed amplitudes were about –300 mV
in soma/transistor junctions, compared with –3 mV
formature neurons (7). Considering the short culture
time (4 to 8 days) in (1), the expected amplitudes
are lower than –7 mV, and the discrepancy to the
reported –85 mV becomes even larger.

As further alternatives, we consider two elec-
trostatic models: (i) When ion channels open,
gating charges are displaced across the mem-
brane. A NW within the Debye length of the
electrolyte may be affected by a field effect. The
gating kinetics during an AP are well known
(13). A change of NW conductance that matches
the AP is impossible. (ii) An increase of NW
conductance can be caused by a drop of the
negative surface potential on silicon dioxide (4),
as it may be induced by a dissociation of protons
(4) or other cations. A change of –85 mV implies
an increase by three pH units at a sensitivity of
–30 mV/pH. Generally, proton channels open for
outward current, thus lowering the extracellular
pH (14). Further, gating of proton channels and
proton binding to silicon dioxide (15) are slow,
such that ion binding would not follow an AP.

As the mechanisms discussed so far fail to
explain the data in (1), one might resort to an un-
known “nanoscale” process involving NW/axon
interactions on a molecular level. As the electrical
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effects of neurons (ion current, gating charges)
rely on single protein molecules, their inherent
stochastic dynamicswould inevitably translate to a
stochastic modulation of NW conductance, in
contrast to the reported smooth modulation. To
explain the data, a “nanoscale”mechanism would
have to mediate the deterministic AP to a deter-
ministic change of NW conductance without
introducing stochastic effects. It cannot rely on a
small number of molecules. Effects of macroscop-
ic parameters, however, have been shown above
to be incompatible with the data.

In conclusion, on the basis of common neu-
rophysiology, surface science, and semiconductor

physics, we are not able to find a physical ra-
tionale for the sign and amplitude of the NW
recordings described by Patolsky et al. (1).
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Response to Comment on “Detection,
Stimulation, and Inhibition of Neuronal
Signals with High-Density Nanowire
Transistor Arrays”
Brian P. Timko,1 Fernando Patolsky,2 Charles M. Lieber1,3*

Fromherz and Voelker make incorrect assumptions about our experiments that raise serious
questions about the validity of their claims. We show that our calibrated signals are consistent with
previously published data and a general model with biophysically relevant parameters.
Additionally, the wide variation in previously published signal amplitudes suggests caution in
applying and drawing conclusions from the models of Fromherz and Voelker.

Patolsky et al. (1) used arrays of silicon
nanowire field-effect transistors to record
neuronal signals along the individual axons

and dendrites of cortical rat neurons. In their
comment (2), Fromherz and Voelker claim that
a physical rationale cannot be found for our
recordings. However, there are three substantial
deficiencies in their assumptions and analysis
that raise doubts about the validity of their claims.
First, Fromherz and Voelker make incorrect con-
clusions about the properties of our nanowire
field-effect transistor (NWFET) devices and
report signals that lead to greater than one order
of magnitude error in the estimated voltage sig-
nals in our experiments. Second, they carry out
analyses with models that either have no physical
relevance to our experiments or use rigid param-
eters that cannot explain their own related pub-
lished work. Third, the authors may not recognize
the complexity of the interfaces between cells
and conventional planar as well as newer nano-
electronic devices, which correspondingly leads
to uncertainties in parameters used to describe
such interfaces. Below, we address these three
issues and show that (i) the average signal changes
reported in our work yield calibrated voltages
within the range of values reported for related
studies using planar transistors by Fromherz and
co-workers (3–5) and others (6), and that (ii) a
general model applicable to our experiments and
reported ranges of biophysical parameters yields
signals consistent with our published results.

Central to the critique of Fromherz andVoelker
(2) is their claim that our recorded signals cor-
respond to a change of about –85 mVat the NW
surface. This claim arises from their assumption

that the NWFETs have a calibration factor of
1 nS/mV and that the typical recorded signal is
85 nS; unfortunately, neither of these assumed
values is correct. First, the transconductance value
used by Fromherz and Voelker to convert our
measured signals to an estimated voltage is based
on some of the earliest devices published by our
group in 2001 (7) and estimated values for oxide
capacitance (Cox) and hole-carrier mobility (m).
Given the substantial improvements in NWFET
performance since this initial work (8–10), the
Fromherz and Voelker assumption is not repre-
sentative of devices produced after 2001. Below,
we show that their assumption is conservatively
an order of magnitude too small. Second, the re-
sults shown in figure 1 to 4 of (1) yield an aver-
age T 1 standard deviation (SD) of 66 T 21 nS for
the signal change recorded by theNWFETs. Thus,
the recorded signal value used by Fromherz and
Voelker barely lies within +1 SD of those shown
and is not statistically representative.

The device sensitivity can be assessed exper-
imentally without assumptions. Data for two
NWFETs representative of those used in (1) yield
device sensitivities, DG/DVg, of 7 and 15 nS/mV
(fig. S1). This measured range of sensitivity
values is substantially above the estimate of
Fromherz and Voelker. The low value they esti-
mated can be attributed in large part to the small
value of Cox used, which contrasts both calcu-
lated and experimental results (11, 12). A calcu-
lated value of Cox = 2.3 × 10−9 F/m, which is in
good agreement with measured values (11, 12),
yields a maximum sensitivity of 30 nS/mV for a
device with the same geometry and carrier mo-
bility as in (1) [see Supporting Online Material
(SOM)]. Experimentally measured sensitivities
of 20 to 30 nS/mV, which are substantially larger
than the 10 nS/mVused in our analysis, have also
been reported in recent studies (10).

Based on these results, we used a conserva-
tive calibration factor for the cell/substrate inter-
face (DG/DVJ) of –10 nS/mV and the average

NWFET/neuron conductance change of 66 nS from
(1) to obtain a voltageDVJ = –6.6mV, not –85 mV
as claimed by Fromherz andVoelker (2).We note
that this calibration is a reasonable approxima-
tion, but assuming the higher device sensitivity as
reported recently for NWs prepared in a similar
manner (10) would imply even smallerDVJ values
of between –3.3 and –2.2 mV. Our calculated volt-
age, which is independent of the size of the device
used for recording, is similar to values from at least
three independent studies published by Fromherz
and co-workers where DVJ values up to 8 mV
were reported (3–5), and substantially smaller
than the 30 mV value shown by Cohen et al.
with mechanical pressure (6). For completeness,
we tabulated the >103 range of voltage values
reported by Fromherz and others for FET record-
ing from neurons (table S1) and return to the im-
portant implications of this large range below.
Therefore, the signals reported in (1) are consistent
with values published in the literature, in contrast
to the claims of Fromherz and Voelker.

Fromherz and Voelker (2) use models as a
major basis for their claims, but their analysis has
two important shortcomings. First, their models
based on ultra-small junctions, pH changes, and
capacitance are physically untenable and/or not
applicable to our measurements. For example, the
models and parameters used to criticize our work
would show that many of the signals published
by Fromherz and co-workers likewise lack a
physical rationale (see SOM for detailed discus-
sion about the validity of models). Second, for
the current flow model relevant to our exper-
iments, Fromherz andVoelkermake questionable
choices for parameters to give a maximum value
of –7 mV. The value they chose for Na+-channel
conductance per unit area was for the soma and
not the axon, the latter of which is known to have
a much larger value (13, 14). Their selected value
for rJ, which has not been measured in the spe-
cific case of axons, lies at the low end of a range
that spans 104 (15, 16). In addition, another group
not cited in (2) was unable to fit their opposite
sign signals (17) and, thus, had to derive an en-
tirely different model fromFromherz andVoelker
to explain their data. Last, Fromherz and co-workers
have measured both +4 and –4 mV signals simul-
taneously from two devices under the same cell.
To qualitatively rationalize these signals, they
invoke an inhomogeneous ion-channel distribution
model (3). The models applied to our work, how-
ever, assume uniform average parameters, which
cannot explain their results.

We find that the general current-flow mod-
el described by Fromherz and Voelker and the
reported ranges of biophysical parameters yield
signals consistent with our experiments. Spe-
cifically, the approximate potential change at
the NWFET can be calculated from 〈DVJ 〉 ¼
(VM − VNa

0 ) (1 − ∼w −1
J tanh ∼wJ ), where

∼wJ ¼
wJ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rJ gNaJM /4

q
. Using wJ = 1 mm, the estimated

axon width crossing a NWFET, a reasonable
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value for the Na+-channel conductance of gNa
JM

=
200 mS/cm2 (13, 14), a mid-range sheet resist-
ance of rJ = 300 MW/square (15, 16), and
(VM − VNa

0 ) = –50 mVyields 〈DVJ 〉 = –2.4 mV.
This value is within a factor of 2 to 3 of our ex-
perimental value, –6.6 mV, and values reported
by Fromherz and co-workers (3–5). Therefore,
estimates using parameters within published bio-
physical ranges yield modeled signals consistent
with those reported in (1).

It is important to emphasize that the interfaces
between cells and devices have significant varia-
bility, which necessarily leads to considerable
uncertainty in parameters used to describe these
interfaces and correspondingly suggests caution
in using and drawing conclusions from themodels
proposed by Fromherz and Voelker. A review of
published data (table S1 and SOM text) shows
that measurements from the same types of
neurons and devices have yielded variations in
signal amplitude of 400 and sometimes more. In
certain cases, the values have been modeled, but
not a priori predicted, by adjusting parameters,
although other work published by Fromherz and
co-workers and other groups could not be ex-
plained by their standard variation of parameters
(5). This variability should not be surprising
given that a living cell is a dynamic entity that will
respond to the local environment of a device sur-
face to yield, for example, inhomogeneous dis-
tributions of ion channels (3). In (5), Fromherz
and Voelker invoke an argument of enhanced ion
channels to qualitatively explain their larger sig-
nals, yet parameters such as those chosen to criti-

cize our work cannot explain their own recordings.
In our own experiments, the NWFET device
protrudes above the plane of the substrate surface
(fig. S2), and the nonuniform NW-neuron inter-
actions could lead to larger signals due to re-
cruitment and enrichment of ion channels (18) or
enhanced local pressures at the NW-neuron inter-
face (6). Notably, recent studies of cultured rat
neurons on carbon nanotubes show that these
nanoscale wires generate tighter junctions than
expected for typical planar substrates (19). There-
fore, we can conclude that (i) in general, cell-
device interfacial properties are highly variable,
(ii) interfacial parameters could be enhanced by
stronger interactions with nanostructured sur-
faces, such as NWFETs, and (iii) together these
points challenge the rigid choice of parameters
used by Fromherz and Voelker to justify their
claims.

We have shown that the average signal
changes reported in our work yield calibrated
voltages within the range of values reported by
several groups and thus conclude that our results
are both physically reasonable and consistent
with expectations from the existing literature. We
have also shown that a current-flow model and
reported ranges of biophysical parameters yield
signals consistent with our experimental results.
However, we emphasize that parameters used to
describe the interfaces between cells and con-
ventional planar or our nanoscale devices have
substantial uncertainty, and thus we suggest caution
in using and drawing conclusions from the models
proposed by Fromherz and Voelker.
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BOOKS ET AL.

F
ew readers of Science will be unaware

of the Fermi National Laboratory and

its programs. Like Ernest Lawrence’s

Radiation Laboratory, Brookhaven National

Laboratory, and CERN, it is a pioneering insti-

tution in high-energy physics. Until the Large

Hadron Collider at CERN goes into operation,

it will continue to lead the field in terms of the

energy of its accelerator, the Tevatron. Unlike

those institutions, however, Fermilab has, until

now, lacked a history worthy of its accomplish-

ments and historical significance.

Therefore, it is delightful to have in hand

and to read the work of historians Lillian

Hoddeson, Adrienne Kolb, and Catherine

Westfall. Fermilab weaves their accounts into

a coherent narrative in limpid prose that should

be accessible to anyone with an interest in the

history of late-20th-century science. Although

the laboratory engaged in a number of highly

technical projects, the authors lead the reader

through those faithfully without sacrificing the

essence of the laboratory’s ambitions and

accomplishments. Their artful depiction of the

origins and growth of the laboratory under its

first two directors, Robert R. Wilson and Leon

M. Lederman, makes clear the challenges

Fermilab faced in achieving leadership in

high-energy physics despite difficult political

and scientific fortunes.

The origins of Fermilab, explored exten-

sively by Catherine Westfall in her Ph.D. dis-

sertation, form the focus of the book’s first

chapters. One of the casualties of Cold War

competition in high-energy physics was the

Midwest Universities Research Association’s

plan for an advanced accelerator, which fell

victim to the Joint Committee

on Atomic Energy’s desire to

exceed the energy of a 10-GeV

Soviet accelerator by instead

constructing a 12-GeV proton

synchrotron at Argonne Nat-

ional Laboratory. After the high-energy

physics community, acting through the Atomic

Energy Commission (AEC), supported the

Lawrence Radiation Laboratory’s design of a

200-GeV machine and Stanford’s 2-mile elec-

tron linear accelerator (SLAC) in the early

1960s and Brookhaven won support to study a

follow-on 1000-GeV machine, the flyover

states sought redress from Washington for

their grievances. The democratic inclinations

of the Great Society and the complaints of

physicists excluded from beam time on the

Berkeley and Brookhaven accelerators forced

the AEC into a overt site selection competition

under the aegis of the National Academy of

Sciences, which resulted in

the selection of a Weston,

Illinois, site. Berkeley’s

designers were insulted by

the choice and injured by

the attacks on their design

by Wilson, who excoriated

the extravagance and irrel-

evance of the accelerator

and claimed he could build

it more economically and

expeditiously. Once insem-

inated with this idea, the AEC abandoned its

efforts to move California physicists to the

prairies of Illinois and embraced Wilson as the

pioneer of the venture. 

As promised, but not without difficulty,

Wilson assembled the accelerator on time

and under budget—although, as the authors

explain, his “cut and try” approach led to some

fairly spectacular mistakes in the construction.

Wilson’s frugality, appropriate to the Law-

rence’s Depression-era laboratory in Berkeley

where he had begun his career, frustrated the

potential users of what had been billed a “truly

national laboratory,” especially when they

were required to supply their own experimen-

tal equipment to the leaky temporary buildings

that Wilson allowed to take up positions

around the ring. His own contributions to the

design of the laboratory were artistic and eco-

logical, from the high-rise headquarters to the

buffalo that occupied the restored prairie in the

main ring. This recreation of

the frontier, the authors empha-

size, symbolized the ideology

and rhetoric Wilson employed

in his vision for the laboratory.

Wilson achieved twice the

design energy despite the polit-

ical exigencies of the 1970s—

Vietnam, energy crises, the

demise of the AEC, and the

growth of the Department of

Energy (DOE) bureaucracy—

although his distaste for

computers and other frills and extras that pre-

occupied high-energy physics laboratories

elsewhere certainly played a role in the disap-

pointment some felt with the results.

When the DOE failed to support his initia-

tives to retrieve the situation by building

another accelerating structure with super-

conducting magnets to again double the energy

of his machine, he resigned—and the Labo-

ratory’s contract manager surprised him by

accepting his resignation. He was succeeded by

Lederman, an able scientific citizen whose

string of experiments set the pattern for user

homesteading of experimental areas around the

ring. He led Fermilab out of the wilderness into

the promised land of bigger computers, bigger

detectors, colliding-beam accelerators, and

sounder management. The new ring of super-

conducting magnets (built below the original

main ring) gave way to a 1000-GeV machine,

the Tevatron, which required the kinds of mas-

sive detectors and data-analysis networks

already under development at CERN, SLAC,

and other high-energy laboratories. 

Lederman, however, overreached in seek-

ing first to assemble an international consor-

tium to build a very big accelerator, which

became the Superconducting Super Collider

(SSC) once the Reagan administration deemed

it an appropriate effort for the community they

hoped would produce the Strategic Defense

Initiative. Lederman won the Nobel Prize and

departed for the University of Chicago before

the SSC was sited in Texas. He left John

Peoples to redeem Fermilab and bury the SSC

by reinvigorating research in Illinois and shut-

ting down the Waxahachie ring after Congress

terminated the project in 1993.

By careful selection of their detailed case

studies (e.g., the main ring and Lederman’s

string), the authors provide sufficient detail to

understand both the value and the achieve-

ments these represent. They illuminate the lab-

oratory and political contexts that contributed

to failures and successes on the high-energy

frontier. Fermilab’s story is well told and

attractively framed in the book, a fitting cap-

stone for the edifice of historical scholarship
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that the authors have erected over 30 years.

Megascience requires “megahistory,” and

Hoddeson knows how to pioneer in that field.
10.1126/science.1170899

ASTRONOMY

Through a Glass
of Darkness
Pedro Ferreira

“A
stronomers don’t know

math,” a colleague of

mine once said. He is a

bit of a troublemaker, and what he

said was bizarre, unfair, and quite

clearly incorrect. But I understood

what he was getting at: when

astronomers unleashed the power of

mathematics—and by that I mean

the wonderful, exciting, cutting-edge mathe-

matics of geometry and statistics that has

emerged over the past century—there would be

many wonderful things to discover out in the

cosmos. My belligerent colleague felt that

astronomers simply didn’t do enough of it.

Evalyn Gates’s Einstein’s Telescope is a tes-

tament to what can be done when beautiful

mathematics is applied to astronomy. Ein-

stein’s general theory of relativity gave us a

revolutionary new way of understanding the

force of gravity, which effectively governs

the behavior of the universe on large scales.

Einstein argued that space-time took on a life

of its own and in doing so would affect the way

things moved. In particular, he showed that the

paths of light rays would be deformed by the

presence of massive objects like planets, stars,

galaxies, and clusters of galaxies. And by look-

ing at the how light rays are deformed, we

might be able to learn about not only the light

sources but also the objects that have warped

the space through which the rays propagate,

i.e., the lenses. In my mind, this is one of the

most wonderful applications of elegant mathe-

matics and has led to truly groundbreaking

observations. Astronomers do know math.

The bulk of Einstein’s Telescope focuses on

the history and important advances in the field

of gravitational lensing, and Gates tells the

story well. A particle astrophysicist at the

University of Chicago’s Kavli Institute for

Cosmological Physics, she has worked on a

number of aspects of dark matter and its astro-

physical consequences. She has also been an

active promoter of outreach, as a former vice

president for science and education at Adler

Planetarium in Chicago. Gates is therefore

well equipped to come up with clear, well-

thought-out explanations of the various areas

in which lensing is used. So, for example, she

expertly walks us through the minutiae of

detecting what are known as massive com-

pact halo objects (MACHOs—a contrived

acronym, I know) and the

quest for extrasolar planets.

She describes the progress

in weighing clusters of

galaxies through their

effect on the light emitted

from the tapestry of distant

background galaxies, an

approach that has provided

a genuinely new view on

how mass is distributed in

the universe. One of my

favorite parts is her description of gravitational

lensing by stellar black holes. Although some

pundits predicted that the required alignment

of Earth-hole-star would be too rare to be

observable, two separate teams were able to

detect such an event in the

bulge of our galaxy. That

lens remains, according to

Gates, “the only lone stellar-

mass black hole ever discov-

ered.” All in all, this is a

story of teasing out improb-

able, almost indiscernible

signals to great effect.

The author chose a con-

sidered, meticulous style for

most of the book. She digs

into the details of how

things work and doesn’t

dwell on personal anecdotes

about the various protago-

nists. This approach makes

for drier reading than many

other books in the field,

although Gates does sprin-

kle the text with “com-

pelling,” “unprecedented,”

and “beautiful,” adjectives

that are de rigeur in cosmol-

ogy. And I fully support her approach because

she makes the science (and the math that

underpins it) tell the story, and the story is

indeed compelling. In her preface, Gates sug-

gests that readers look at the set of color illus-

trations at the book’s center before they start

reading and then look at those figures again

after having finished. This is a helpful recom-

mendation because, read carefully, her expla-

nations of gravitational lensing and dark mat-

ter should really enhance the experience and

appreciation of the color images.

Unfortunately, toward its end the book

loses focus and depth. Gates’s explanations

of dark matter and dark energy echo what has

been written in countless other popular sci-

ence books and articles. She has, sadly, neg-

lected the effects that gravitational lensing

might have on the relic radiation left over

from the Big Bang, a truly new frontier in the

field. Her claim that “we live in a flat …

Universe” would have been acceptable four

or five years ago, but it isn’t in 2009, when

we know that more detailed studies of dark

energy have severely hampered our ability to

make precise quantitative statements about

the geometry of the universe. And the brief

section on modified gravity is in places

incorrect. Gates claims that, without dark

matter, the gravitational field should trace

the light, but there are a number of coun-

terexamples where this has been shown not

to be true. Her statement plays a crucial role

in her interpretation of recent results, and

this is one of the situations in which she

should have looked at the math in more detail

and not only at the pictures.

Overall, Einstein’s Telescope is worth

reading for its level of detail and the way it

brings together the disparate applications of

gravitational lensing. Gates uses one of

Einstein’s great ideas to weave together math-

ematics, astrophysics, and cosmology into a

coherent and, dare I say it, compelling narra-

tive that maps out the frontiers of contempo-

rary research.

10.1126/science.1171766
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Powerful lens. Galaxy cluster Abell 2218 images early

galaxies lying far beyond it.
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onsumers increasingly want energy

that is renewable, clean, and affordable

from solar, wind, hydroelectric, geot-

hermal, and biomass sources (1). One of the

simplest and oldest of renewables is direct

combustion of wood (2, 3). Wood supplied

more energy than fossil fuels in the United

States until the 1880s, when coal superseded

wood. This transition occurred earlier in

Europe, but today, thanks to regrowth of

forests and improved technologies, advanced

wood combustion (AWC) is being deployed

throughout Europe, supplying heat, cooling,

and power and reducing greenhouse-gas emis-

sions (4). We argue that the European experi-

ence can guide successful implementation of

community-based AWC in many regions of

the United States.

Long important in Scandinavia, over the last

two decades,  AWC has grown in its contribu-

tion to energy use of France, Germany, and cen-

tral and eastern Europe. More than 1000 AWC

facilities have been constructed in Austria (5),

nearly all local community–based; more than

100 combine heat and electric power. Most

serve towns, portions of cities, industrial com-

plexes, and public institutions, and nearly all

are 0.1 to 10 MW (thermal). The facilities emit

remarkably low quantities of air pollutants,

including greenhouse gases, and have thermal

efficiencies across the system approaching

90% (6). A high-efficiency wood-burning plant

was recently opened in Simmering-Vienna

with total thermal capacity of 65 MW, deliver-

ing electricity to the grid and heat to the city’s

district energy system (7).

Whether a plant of this size can be sustain-

ably fueled is an open question. However,

Europe’s thousands of new community-scale

AWC facilities clearly demonstrate that, with

public backing, AWC can be rapidly imple-

mented, can reduce oil imports and greenhouse

gas emissions, and can increase energy security

with wood drawn from local woodsheds. AWC

can also help communities transition to other

renewable energies. 

Rakos (8) argues that the major barriers to

AWC implementation are social, and not eco-

nomic or technical, and that communities with

successful AWC systems adopt systematic

approaches to wood-energy policy and practice

(2, 5–8). To gain public support, decision-

makers must increase community appreciation

for AWC system reliability, air pollution con-

trol, and sustainable forest management, as

well as for how wood-energy dollars add jobs

and profits to local businesses. Community

leadership and public education are critical.

Considerations in Adopting Wood Energy

American forests were recently estimated to be

able to sustainably produce 368 million dry

tons of wood for energy generation per year (9,

10). This yield is likely an underestimate, as it

does not account for wood used for pulp and

paper or low-value solid products, or wood

from fast-growing trees on nonagricultural

lands (11). Wood energy can add financial

value to the forest and can support restoration

and improvement in the form of timber-stand

thinnings. The sustainability of local wood-

sheds will need careful monitoring to assure

that forest-energy outputs enhance rather than

deplete ecosystems (12, 13). Forest bioenergy

planning can include detailed inventories and

management plans; education for foresters,

loggers, and the public; forest-management

certification; and thoughtful consideration with-

in U.S. renewable fuel and energy standards.

Carbon policies need to distinguish renew-

able sources of energy (such as wood) that

recirculate CO
2
already in the biosphere’s car-

bon cycle from fossil fuels that add more CO
2

to that in active circulation. 

European technical advances in wood-
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energy development include automated control
over combustion and air pollution. For exam-
ple, Austria’s 1000 AWC facilities emit mini-
mal amounts of sulfur oxides, mercury and
other metals, particulates, and carbon monox-
ide (5–7, 14). Minimal pollutant emissions
result from high-quality combustion control
(15, 16) and from wood’s low pollutant content
compared with that of fossil fuels. Critical
activities to facilitate adoption of reliable
wood-based technologies include training of
plumbers, steamfitters, and electricians (8) and
adaptation of international standards for equip-
ment specifications, operation, pollution-
control, and safety.

Wood-energy economics are generally
more favorable in North America than in Eur-
ope (14), and it is ironic that AWC was initiated
in Europe (17, 18). If American communities
have sustainable wood supplies and AWC
gains public support, acute financial pressure
will spur wood-energy development because
fossil fuel costs currently exceed those of
wood by four times per unit of energy pro-
duced (17, 19, 20).

Thermally efficient conversion of wood
fuel for heating and cooling of buildings or
combined heat and power is a most impor-
tant factor in sustainable siting and opera-
tion of AWC systems. Wood is too valuable
to use inefficiently.

AWC Initiatives

To rekindle wood energy in America, we pro-
pose three energy initiatives that can have
wide-ranging, positive effects in many kinds
of communities over the coming few years.
First, in localities with sustainable wood sup-
plies, make AWC an energy system of choice
for new construction and renovation. This ini-
tiative seems well targeted to the Northeast
U.S.A., given the region’s abundant forest
land and dependence on heating oil (21), but
AWC has great potential in the Southeast and
West. Relatively rapid transitions to AWC
heating and cooling are technically and eco-
nomically achievable in schools, municipal
offices, hospitals, prisons, and industrial
facilities. A number of states promote renew-
able AWC in “Fuels for Schools” programs.
In Vermont, for example, 20% of public
school students now attend wood-heated
schools (22).

Second, make better use of wood col-
lected by municipalities from diseased and
storm-damaged trees and  from construction
sites. The volume of safely combustible
urban wood in the United States is nearly 30
million tons per year (9, 10). Often, local
communities dispose of this wood at some
expense and miss energy benefits that could

come from its clean combustion. Examples
of successful operations include one in
Minnesota where a refurbished coal-plant
has been generating heat, cooling, and power
by cleanly burning about 250,000 tons per
year of urban wood waste and organic mate-
rials in downtown St. Paul (23).

Third, expand district-energy systems (in
which heat is supplied from a central source to
several sites) tied to AWC. District-energy
AWC is used throughout Europe. It can be
observed in downtown St. Paul, Minnesota; in
hospitals and public buildings in Akron, Ohio;
and on campuses such as Colgate University
and the universities of Idaho and South
Carolina. District energy is attractive for high-
density communities and eco-friendly urban
and suburban housing.

Wood Energy in Perspective

We use two wood-resource calculations to
demonstrate the potential value of commu-
nity-based AWC in America. The first con-
siders a hypothetical program in a medium-
sized U.S. state that develops community-
based AWC on a scale similar to that in
Austria (24). Consider if North Carolina were
to install one community-scale AWC project
per year (at 75 hp, 0.75 MW thermal) in each
of 100 counties over a 5-year construction
period. Although incremental investment
might be $100 million in each of the five con-
struction years, fuel savings could grow to at
least $100 to $180 million per year (24), and
emissions of fossil CO

2
could decrease by

0.75 to 1.0 million ton per year (24). The fuel
wood required by such a program would
amount to about 20% of a recent estimate of
the state’s energy-wood supply (25).

The second calculation considers wood
energy in relation to total U.S. energy con-
sumption (26), currently about 100 quads
[100 × 1015 British thermal units (BTUs) or
25.2 × 1015 kcal] per year. Today, wood sup-
plies the nation with about 2 quads per year
(26), and the national sustainable energy-
wood supply (9, 10) potentially contains
about 5 quads per year (24). Although these
rates may seem small, they are enormous
quantities of energy, comparable to power
production from hydroelectric sources (~3
quadsper year) or the content of energy in the
nation’s Strategic Petroleum Reserve (~4
quads) (27). Considering the controversial
plans to expand the nation’s nuclear capacity,
currently at 10 quads per year (26), how can
we not ask about the future potential of wood
energy, especially if the nation were to target
its development not only in forests and wood-
lands, but on low-productivity agricultural
lands and in cities?
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PERSPECTIVES

What caused atmospheric westerly winds

to shift after the last glacial period?Shifting Westerlies
J. R. Toggweiler

CLIMATE CHANGE

T
he westerlies are the prevailing

winds in the middle latitudes of

Earth’s atmosphere, blowing

from west to east between the high-

pressure areas of the subtropics and

the low-pressure areas over the poles.

They have strengthened and shifted

poleward over the past 50 years, pos-

sibly in response to warming from

rising concentrations of atmospheric

carbon dioxide (CO
2
) (1–4). Some-

thing similar appears to have happened

17,000 years ago at the end of the last ice

age: Earth warmed, atmospheric CO
2

in-

creased, and the Southern Hemisphere wester-

lies seem to have shifted toward Antarctica

(5, 6). Data reported by Anderson et al. on

page 1443 of this issue (7) suggest that the

shift 17,000 years ago occurred before the

warming and that it caused the CO
2

increase.

The CO
2

that appeared in the atmosphere

17,000 years ago came from the oceans rather

than from anthropogenic emissions. It was

vented from the deep ocean up to the atmo-

sphere in the vicinity of Antarctica. The south-

ern westerlies are important in this context

because they can alter the oceanic circulation

in a way that vents CO
2

from the ocean inte-

rior up to the atmosphere. The prevailing view

has been that the westerlies shifted 17,000

years ago as part of a feedback: A small CO
2

increase or small warming initiated a shift of

the westerlies toward Antarctica; the shifted

westerlies then caused more CO
2 
to be vented

up to the atmosphere, which led to more

warming, a greater poleward shift of the west-

erlies, more CO
2
, and still more warming (5).

But Anderson et al. show that the westerlies

did not shift in response to an initial CO
2

increase; rather, they shifted early in the cli-

mate transition and were probably the main

cause of the initial CO
2

increase.

The strongest southern westerlies are found

several hundred kilometers to the north of a

broad oceanic channel that circles the globe

around Antarctica. The stress from the wester-

lies on the ocean drives the Antarctic Circum-

polar Current (ACC) through the channel. This

stress also draws mid-depth water from north of

the ACC to the surface around Antarctica. Over

the past 50 years, the westerlies have shifted

southward so that they are better aligned with

the ACC and draw more mid-depth water to the

surface than they did before (8, 9). At the peak

of the last ice age, the opposite situation pre-

vailed: The westerlies were so far north of

today’s position that they were no longer

aligned with the ACC and could not draw much

mid-depth water to the surface.

The mid-depth water upwelled by the

westerlies is rich in CO
2

and in silica, a nutri-

ent that fuels biological production in the sur-

face waters around Antarctica. Siliceous

remains of the organisms settle to the sea floor

and accumulate in the sediments. Anderson et

al. show that the accumulation of siliceous

sediment increased dramatically during the

transition out of the last ice age. They attribute

this increase to a poleward shift of the wester-

lies that drew more CO
2
- and silica-rich water

up to the surface.

A detailed analysis of the ice-core records

from Antarctica shows that atmospheric CO
2

concentrations rose in two steps along with the

air temperatures over Antarctica (10). The silica

accumulation in Anderson et al.’s best resolved

record also shows two pulses that correspond in

time to the two steps (7). To create such a pulse

in silica accumulation, larger quantities of sil-

ica-rich deep water must be drawn to the sur-

face. As mentioned above, silica-rich deep

water tends to be high in CO
2
. It is also

warmer than the near-freezing surface

waters around Antarctica. 

A shift of the westerlies that draws

more warm, silica-rich deep water to

the surface is thus a simple way to

explain the CO
2
steps, the silica pulses,

and the fact that Antarctica warmed

along with higher CO
2

during the two

steps. Anderson et al.’s two silica pulses

occur right along with the two CO
2

steps,

which implies that the westerlies shifted

early as the level of CO
2

in the atmosphere

began to rise. Had the westerlies shifted in

response to higher CO
2
, one would expect to

see more upwelling and more silica accumula-

tion after the second CO
2
step when the level of

CO
2
is highest, but instead the silica accumula-

tion drops back down.

What made the westerlies shift when they

did? The answer seems obvious empirically

but may be difficult to understand theoreti-

cally. The Northern Hemisphere is systemati-

cally warmer than the Southern Hemisphere,

especially near the Atlantic Ocean, where the

overturning circulation transports heat across

the equator from south to north. As a result,

Earth’s thermal equator—the Intertropical

Convergence Zone (ITCZ)—is north of the

equator. The easterly trade winds that flank the

ITCZ to the north and south are also skewed

toward the Northern Hemisphere.

Anderson et al.’s two pulses of sediment

accumulation took place along with Heinrich

Event 1 and the Younger Dryas—events in

which icebergs and melting glaciers flooded

the North Atlantic with fresh water, thereby

weakening the overturning. The weakened

overturning cooled the Northern Hemisphere

and warmed the Southern Hemisphere,

thus reducing the temperature asymmetry.

Sediment records from the southern Caribbean

Sea show that the trade winds shifted to the

south during the two pulses (11, 12). Thus, the

ITCZ shifted closer to the equator and the

southern westerlies apparently shifted toward

Antarctica along with the southward move-

ment of the trade winds (see the figure).

The sediment accumulation rate during

Anderson et al.’s two pulses was five times as

high as it was at the Last Glacial Maximum

(just before the two pulses), and twice as high

Geophysical Fluid Dynamics Laboratory/National Oceanic
and Atmospheric Administration, Princeton University,
Princeton, NJ 08540, USA. E-mail: robbie.toggweiler@
noaa.gov

Southward movement. At the end of the last ice
age, the ITCZ and the Southern Hemisphere wester-
lies winds moved southward in response to a flatter
temperature contrast between the hemispheres (5,
6, 11). According to Anderson et al., the northern
westerlies may have also shifted to the south; this
shift is not depicted in the figure.
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as it is today. This points to massive changes in

the wind-driven upwelling around Antarctica

during the transition out of the last ice age and

suggests that the westerlies were closer to (or

stronger next to) Antarctica during the transi-

tion than they are now.

Climate scientists have attributed changes

in the westerlies over the past 50 years to the

warming from higher CO
2
. The changes pre-

dicted by climate models in response to

higher CO
2

are fairly small, however, and

tend to be symmetric with respect to the

equator. The observed changes have been

quite asymmetric, with much larger changes

in the Southern Hemisphere than in the

north (3). The results of Anderson et al. (7)

suggest that in the past, the westerlies

shifted asymmetrically toward the south in

response to a flatter temperature contrast

between the hemispheres. The magnitude of

the shift seems to have been very large. If

there was a response to higher CO
2

back

then, it paled in comparison. Changes in the

north-south temperature contrast today are

not going to be as large as they were at the

end of the last ice age, but even small

changes could be an additional source of

modern climate variability.
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W
e have an intuitive understanding

of how the shape and symmetry of

objects affects their use from our

hands. Each hand is chiral: Its mirror image

(the right versus the left hand) is different

from it. When we extend right hands, they can

clasp because the thumbs point in opposite

directions. A baseball bat fits equally well into

either hand and does not work better for a

right-handed hitter than a lefty. Similarly, we

do not expect to see processes in molecules to

be faster in the right-handed or left-handed

versions, but a recent study of electron trans-

fer induced by circularly polarized light rotat-

ing in a fixed direction reported unexpected

differences in yields—on the order of several

tenths of a percent—for molecules that differ

only in their handedness (1). In a recent paper,

Skourtis et al. (2) explain how these differ-

ences may arise through quantum interference

when there are inequivalent pathways for elec-

tron transfer.

Electron transfer can occur within a mole-

cule when light excites an electron at a donor

site that then tunnels through the barrier set up

by the bonds in the molecule to an acceptor

site. The yield of electron transfer will depend

on the width and height of the barrier, which is

determined by the distance between the sites

and the type of bonds in the intervening

medium, called the bridge (3). A simple

“tight-binding” model captures this distance

dependence (4), and to a first approximation,

the rate will be faster the more the donor and

acceptor states delocalize onto the bridge low-

ering the effective mass of the electron and

leading to more efficient tunneling.

This delocalization is enhanced when

bonding is strong between the donor, accep-

tor, and bridge, and the energies of the three

sets of sites are close to one another. A model

of a donor-bridge-acceptor system is shown in

the figure, panel A, in which initially there is

only a single bond between the donor and the

bridge (the solid line). In this tight-binding

model, reversing the helicity of the bridge

while preserving the bonding strength and rel-

ative energetics would yield equivalent elec-

tron transfer rates through the two possible

bridge helicities.  

How then can a preference for one bridge

configuration be induced? In the Skourtis et al.

model, circularly polarized light, which carries

angular momentum, can excite ring currents

that circulate in a particular direction in donors

possessing degenerate elec-

tronic states—states of the

same energy and similar shapes

(5). For the simple model of

atoms on a ring, excitation with

circularly polarized light yields

equal electron density at each

ring site, but the amplitudes at

the various sites differ in their

complex phase (6). 

Reversing the polarization

of the light reverses the direc-

tion of the ring current. The

electron density remains un-

changed, but the opposite

handedness of the light pro-

duces different relative phases

between sites. However, exci-

tation of either current direc-

tion would still yield no prefer-

ence for transfer through the

helical bridge because the

electron density at the site con-

necting the donor to the bridge

is unchanged.

An unexpected difference in electron transfer

rates for right- and left-handed versions of a

molecule is caused by quantum interference.

Inducing Chirality with Circularly
Polarized Light
Robert J. Cave
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A B

Bridge

Donor

e±iϕ

e±iϕ

hν

Inequivalent paths. (A) A simple model for electron transfer medi-
ated by a chiral structure, with a cyclic donor (atomic sites shown in
yellow) attached via a single bond (solid line) or two bonds (solid and
dashed lines) to a helical bridge (shown in green) terminated at its
opposite end by an electron acceptor (shown in blue). Circularly polar-
ized light (bottom, energy hv) excites a ring current in a particular
direction. (B) The circularly polarized light imparts a relative complex
phase to the delocalization originating from the two ring sites.
Different acceptor amplitudes (and thus different rates) arise from the
two relative phases.
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The key to inducing asymmetry in the trans-

fer rates for the two types of excitation is modi-

fication of the system to include two or more

points of contact (or bonds) between the donor

and bridge (see the figure, panel A, now includ-

ing both bonds between the donor and the

bridge). The yield of electron transfer between

the donor and acceptor now depends on the

interference between tunneling paths stemming

from these two points. Switching the direction

of the light polarization changes the relative

phases between these paths, leading to different

final acceptor amplitudes (see the figure, panel

B). Skourtis et al. show that the asymmetry of

transfer efficiencies for the two types of excita-

tion polarization can lead to observable changes

in yield and that an equivalent effect can be

obtained for a given light polarization if the

bridge configuration is reversed.

This model is idealized in a number of

respects, so Skourtis et al. have tested the sen-

sitivity of the predictions to several system

and environmental factors. The observation of

the asymmetry requires that the relative phase

between donor sites is preserved. Skourtis et

al. still observed asymmetry when dephasing

(the loss of phase coherence caused by inter-

actions with the environment) was introduced

and state-lifetimes were lengthened, within

reasonable limits. 

These results support recent experimental

studies of Waldeck, Naaman, and co-workers

(1, 7). When circularly polarized light was

used to excite porphyrins (7), which have a

pair of near-degenerate electronic states, elec-

tron transfer yields differed through chiral

monolayers when excited with left- and right-

hand circularly polarized light. The yield dif-

ference was reversed by changing the config-

uration of the helix through which tunneling

occurred. Similar results have been observed

in related experiments for spin-polarized elec-

tron scattering from oriented thin films of chi-

ral molecules (7) 

This differential response to excitation by

circularly polarized light could be used to

detect local chiral environments or to control

current flow in well-defined chiral systems.

Skourtis et al. suggest using circularly polar-

ized light to excite target molecules interca-

lated in DNA and then follow electron transfer

as a function of distance along the helix.

Electron transfer along DNA fragments has

been well studied (8) and would allow investi-

gation of several of the model’s features,

including its sensitivity to relative energies,

lifetime, and distance.  

Perhaps the most interesting point these

results illustrate is that chiral asymmetries can

arise through the manipulation of relative

quantum phases in molecular systems and do

not necessarily depend on inherent asymme-

tries, such as those seen in the weak force (9).

The latter may indeed manifest themselves,

but in the present case a simpler and control-

lable phenomenon is more likely at play. 
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R
ibozymes are RNA molecules that cat-

alyze reactions on themselves or other

molecules; they are enzymes that hap-

pen to be made of RNA, not amino acids (1).

They may have played a key role in the forma-

tion of life on our planet, because they do not

require the complex translation apparatus

needed to form protein enzymes. Although

the list of natural ribozymes is short, several

ribozymes perform essential reactions. For

example, the ribosome translates the genetic

code into proteins, and ribonuclease P (RNase

P) processes transfer RNA into its mature

form in all kingdoms of life. Perhaps these are

living molecular fossils from an “RNA world”

that is postulated to have existed billions of

years ago when life first began. So, just how

do ribozymes work, and do their mechanisms

provide clues to their evolutionary origins?

Ribozymes can achieve impressive rate

accelerations—for example, by a factor of

~1011 for group I self-splicing introns, which

would not disgrace a protein enzyme—even

though RNA is limited to four rather similar

nucleobases and a hydroxyl group, whereas

proteins have side chains that exhibit a wide

range of aqueous chemistry. A glimpse into

the chemistry of an RNA world has been

offered by the evolution of ribozymes in the

laboratory that carry out reactions necessary

for an RNA-based metabolism. Such ribo-

zymes are selected from a pool of random

RNA sequences. A recently generated ribo-

zyme catalyzes the replication of RNA from

an RNA template (2); this would be essential

in an RNA world.

Complete or partial crystal structures now

exist for most known ribozymes, but finding

out how catalysis occurs requires analysis

of the transition state of a reaction, which is

not accessible by purely structural methods.

Such analysis has shown that evolution has

equipped different classes of ribozyme with

different catalytic strategies, based on either

metal ions or the transfer of protons. 

The polypeptide backbone of proteins is

electrically neutral, whereas nucleic acids are

polyelectrolytes with charged phosphate

groups at physiological pH. Metal ions are

therefore required to fold RNA, and in princi-

ple, bound metal ions can be recruited to a cat-

alytic role. The observation that many protein

enzymes involved in phosphoryl transfer use

divalent metal ions for catalysis led Steitz and

Steitz to propose a two-metal ion mechanism,

in which the nucleophile is activated and the

leaving group stabilized (3). They suggested

that this mechanism might also apply to

self-splicing intron ribozymes (a group of

ribozymes, found in noncoding sequences—

or introns—within mRNA, that catalyze pre-

cise intron excision). Both this class of

ribozyme and RNase P do indeed appear to act

as metalloenzymes. Two metal ions have been

Insights into the mechanisms by which

ribonucleic acid enzymes catalyze reactions

may help us to understand how life progressed

from an early RNA world.
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found at the active site of the Azoarcus group

I intron ribozyme (4) and in the presumed

active site of a group II intron ribozyme (5). 

However, to prove that metal ions partici-

pate in the catalytic chemistry, it is necessary

to perform functional analysis. Herschlag,

Piccirilli, and their co-workers have devel-

oped atomic mutagenesis methods in which

the reduced activities of specific sulfur or

nitrogen substitutions are restored by addition

of soft metal ions that have a higher affinity

for these atoms (6). These experiments rigor-

ously define the roles of the ions and their lig-

ands (7) in the transition state of the reaction.

Detailed analysis of the first catalytic step of

a group I intron ribozyme has shown the

importance of metal ions for binding the two

reactants in an appropriate orientation for

reaction, activating the nucleophile to initiate

the reaction, and stabilizing the developing

negative charge in the transition state. A sim-

ilar mechanism may occur in the group II

intron ribozymes.

A decade ago, small nucleolytic ribo-

zymes (used to process replication inter-

mediates or to control gene expression) were

widely assumed also to act as metalloen-

zymes. Instead, they use general acid-base

catalysis carried out mostly by nucleobases.

These ribozymes perform site-specific cleav-

age of the phosphodiester backbone of RNA

by attack of the 2'-hydroxyl group, and in

some cases the reverse ligation reaction that

joins them back together (8, 9). The same

reaction is catalyzed by the protein enzyme

ribonuclease A (RNase A),

with two histidine residues

used as general acid and

base. Under physiological

conditions, RNase A is a

much better catalyst than

the ribozymes, because its

histidines are more often

in the correct protonation

state for reaction (illustrat-

ing the greater chemical

diversity of proteins), but

the intrinsic rates are simi-

lar for the RNA- and pro-

tein-catalyzed reactions. 

Does this mean that

metal ions have no direct

role in catalysis by the

nucleolytic ribozymes?

Not necessarily. The HDV

ribozyme uses a cytosine

nucleobase and a metal

ion–bound hydroxide as

acid and base, respectively

(10, 11). Moreover, in the

structure of the hammer-

head ribozyme (12), a gua-

nine nucleobase is well

placed to act as the general

base for the cleavage re-

action, but the only con-

tender for the general acid

is the 2'-hydroxyl of an-

other nucleotide, which is

generally unsuited for this role. Recent molec-

ular dynamics simulations suggest that a

metal ion might stabilize the transition state

and increase the acidity of the 2'-hydroxyl

(13). Although this is far from proven, we

should not be too ready to rule out any role for

metal ions in the catalytic mechanisms of

nucleolytic ribozymes.

The nucleolytic ribozyme GlmS provides

another exception to the exclusive use of

nucleobases in general acid-base catalysis.

Here, the general acid is a small molecule,

glucosamine-6-phosphate, that binds selec-

tively to the RNA structure (see the figure)

(14). This observation has profound impli-

cations for the origins of life: The recruitment

of amino acids or peptides by ribozymes

in an RNA world might have been the first

step toward the present protein-based life.

The spliceosome (a large ribonucleopro-

tein complex that catalyzes the removal of

introns from RNA) may have traveled farther

down this evolutionary path. It was thought

probably to be a ribozyme because the chem-

istry of the splicing is identical to that cat-

alyzed by the group II intron, and certain

domains of spliceosomal RNA have se-

quences similar to those of the catalytic

domains of the intron. However, structural

and genetic data suggest that the RNase

H–like domain that forms part of the spliceo-

somal protein Prp8 serves to position the

RNA for reaction (15, 16); in a plausible

model, the splice site is adjacent to the puta-

tive active site of the RNase H–like domain.

This site lacks two of the four cation-binding

residues observed in RNase H (17), and no

metal ion binding has been detected (15). It

thus seems unlikely that Prp8 carries out the

chemistry unaided, which raises the intrigu-

ing possibility that the spliceosome is a

hybrid in which both protein and RNA do-

mains contribute to catalysis.

A ribozyme that appears to use proton

transfer in a rather different way from the

nucleolytic ribozymes is the ribosome, which

is the cell’s protein synthesis assembly line.

The ribosome accelerates amino acid con-

densation by a factor of 107. It contrasts with

the preceding reactions in that the nucle-

ophile is an amine and the target an sp2-

hybridized carbonyl. There are no data to sup-

port metal ion or nucleobase participation in

the reaction. However, a critical role seems to

be played by the 2'-hydroxyl of the 3'-termi-

nal nucleotide of the transfer RNA that car-

ries the growing polypeptide (18). In a pro-

posed mechanism, protons flip between the

attacking nucleophile, the key 2'-hydroxyl,

and the leaving group in a concerted manner

(19). It has also been proposed that that the α-

amine remains uncharged in the ribosome’s

transition state (20). However, interpretation

of the present data is not yet fully nailed

down, and we have not read the final word on

the ribosome mechanism yet. 

Evolution has found a variety of ways to

exploit the limited chemical resources of

RNA to achieve some impressive feats

of catalysis. We are beginning to under-

stand these mechanisms, but much remains

unknown. For example, why is a particular

mechanism used by a given class of ribo-

zyme? The study of ribozyme mechanisms

elucidates the evolution of catalytic chem-

istry during the formation of life, but the

most intriguing question remains: Why are

some reactions still catalyzed by RNA

while most ribozymes have been superseded

by proteins?

1437

GlmS ribozyme

Glucosamine-6-phosphate
Scissile phosphate 
Dinucleotide flanking the          
 scissile phosphate
Guanine nucleobase 
Oxygen
Nitrogen
Hydrogen bonds

A ribozyme that has recruited a small-molecule cofactor. A pocket at
the center of the GlmS ribozyme specifically binds a molecule of glu-
cosamine-6-phosphate close to the scissile phosphate (11); the glu-
cosamine-6-phosphate plays a key role in GlmS acid-base catalysis. Similar
recruitment of amino acids as cofactors might have been the first step from
an RNA world to the present protein-based life.
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A
network consists of a collection of

nodes and a collection of connections

that join pairs of nodes. In the language

of mathematics, such an object is called a graph. 

Real-world objects such as the Internet (1),

social networks (2), disease modeling (3), and

bibliometric data harvesting are increasingly

being modeled using graphs. When these

objects do not have useful computer-based

realizations, randomly generated graphs play

a central role in their modeling (4). All of the

models that have been rigorously analyzed

thus far follow a common pattern in the emer-

gence of the connectivity structure. On page

1453 of this issue, Achlioptas et al. (5)

describe a simple, randomized network for-

mation process that does not follow this pat-

tern—it exhibits an extremely abrupt phase

transition in its connectivity structure. Termed

“explosive percolation” the transition is con-

siderably more severe than the analogous

phase transitions in related models, and may

have important implications for network evo-

lution in general. 

The study of randomly generated discrete

mathematical objects—such as graphs or

codes—is a component of probabilistic com-

binatorics. Randomly constructed discrete

objects can have characteristics that are diffi-

cult to achieve by explicit construction (a rule

that dictates the full structure), and the best

known results on many central problems in

combinatorics are achieved using random

constructions (6). Many useful algorithms

make use of random choices (7)—these are

known as randomized algorithms (8, 9). 

A common feature of randomly generated

discrete objects is the sudden emergence of

structural properties. A small change in the

number of random choices made transforms

the distribution from one in which a certain

property is very uncommon to one in which

the property is extremely likely. These sudden

changes are known as phase transitions, and

they are related to the phase transitions in

physics and materials science (6, 10).

One of the simplest, and best understood,

randomized network formation processes is the

Erdös-Rényi random graph. Starting off with a

collection of n nodes, where n is extremely

large, connections between pairs of nodes are

chosen at random one at a time and added to the

graph. This evolving graph goes through a num-

ber of structural transitions as it proceeds from

the empty graph, which has no connections

between pairs of nodes, to the complete graph in

which all pairs of nodes are connected. 

One such structural transition in the graph’s

evolution is in the size of the largest component.

A component is a collection of nodes, any two

of which are connected by some path in the net-

work (see the figure). Suppose we have

added m random connections. If m is

slightly less than n/2, then it is likely

that the network has many components

that are all very small. On the other

hand, if m is slightly larger than n/2,

then there is a unique component

that encompasses many of the nodes,

whereas all the other components are

still small. This single large compo-

nent—called the giant component—

slowly grows to cover the entire set of

nodes as more connections are added

(11–13).

The evolution of the component

structure has been studied in a wide

array of more intricate random graph

models. These include models in which the

graph is chosen as a random subgraph of some

underlying graph (14) and inhomogeneous

models in which the probabilities of connec-

tion between pairs of nodes vary (15). In any

such model, there is not only the natural ques-

tion as to if and when the giant component

appears but also the question of how the giant

component grows after it appears. The emer-

gence of the giant component in all of the mod-

els mirrors the phase transition in the Erdös-

Rényi random graph in several important

ways: For example, the number of nodes in

the giant component grows smoothly as ran-

dom connections are added. In contrast, the

model known as the product rule, studied

by Achlioptas et al., exhibits wildly different

behavior. The giant component emerges very

suddenly, covering more than half of the nodes

essentially immediately.

If randomly generated graphs serve as use-

ful  models for real-world phenomena then

this kind of percolation could have implica-

tions for those phenomena.  For example, the

Can the evolution of real-world networks be

accurately modeled?

Emergence of Connectivity
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Tom Bohman

MATHEMATICS

Department of Mathematical Sciences, Carnegie Mellon
University, Pittsburgh, PA 15213, USA. E-mail: tbohman@
math.cmu.edu

u

vy

x

Components in a network. The network depicted here has four
components. Nodes u and v are in the same component because
there is a path along connections in the network that joins these
two vertices (this path is marked in red). Nodes u and x, on the
other hand, are in different components because there is no
way to travel from u to x using the connections that are present
in the network. Single nodes such as y are themselves compo-
nents if they are not involved in any network connections.
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mathematical mechanism whereby the giant

component emerges in an evolving network is

related to the mechanism whereby a spreading

disease in such a network becomes an epi-

demic (3). Perhaps there are nonclassical, but

still natural, models for the spread of a disease

in a network for which  epidemics emerge in

unexpected ways.

It is important to note that the results pre-

sented by Achlioptas et al. are given by com-

puter simulation rather than formal mathe-

matical proof. So it may be the case (although

it seems unlikely) that for larger values of n,

some other kind of behavior becomes appar-

ent. Indeed, whether or not this happens is

a very intriguing mathematical issue. This

question will certainly draw considerable

attention in the near future, and its solution

(like the solution of any mathematical prob-

lem that appears to be beyond the reach of the

current state of the art in mathematical tech-

nique) may lead to deeper insights into the

evolution of randomized network formation

models in general.
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M
ore than 2000 years ago, Aristotle

reflected on the contributions of

mother and father to their offspring

and proposed that the mother provided “mat-

ter” while the father provided “form” (1). The

former is best illustrated by the development

of enucleated sea urchin eggs into normal plu-

teus larvae without any contribution from the

zygotic genome (2). In plants, it was long

thought that any parental effects on embryo-

genesis were nonexistent. Over the past

decade, however, several mutations that exert

maternal effects on embryogenesis have been

described in the model plant Arabidopsis

thaliana (3). On page 1485 of this issue, Bayer

et al. (4) describe the first paternal effect on

plant embryogenesis, demonstrating that a

temporal cue provided by the sperm cell trig-

gers the events leading to the first asymmetric

division of the plant embryo. 

Unlike in animals, where the products of

meiosis (cell division that forms gametes) dif-

ferentiate directly into haploid egg and sperm

(harboring one set of chromosomes), plant

spores divide to form multicellular gameto-

phytes. The male gametophyte (pollen) har-

bors two sperm cells, which are delivered to

the female gametophyte (embryo sac) that is

embedded in the ovule, the precursor of the

seed. In flowering plants (such as Arabi-

dopsis), one sperm fuses with the egg cell to

form the zygote, whereas the second fuses

with the central cell and develops into the

endosperm, a nutritive tissue supporting the

growth of the embryo. After fertilization, the

zygote elongates and divides asymmetrically

to form a small apical cell, the precursor of the

embryo proper, and a large basal cell, which

develops into a filamentous structure called

the suspensor (see the figure). Arabidopsis

zygotes that inherit a paternal mutant short

suspensor (ssp) allele fail to elongate and

show defects in suspensor development. In

extreme cases, the suspensor is completely

lacking, implicating SSP in promoting sus-

pensor fate (4). 

Bayer et al. show that in Arabidopsis,

the SSPgene encodes an interleukin-1 receptor–

associated kinase/Pelle-like kinase. This en-

zyme activates a signaling pathway in the

zygote that involves the MAP kinase kinase

kinase YODA (YDA) and the MAP kinases

MPK3 and MPK6. This cascade of activated

kinases (the YDA pathway) promotes elonga-

tion of the zygote and suspensor development

(5, 6). The SSP protein contains an amino-

terminal motif for myristoylation/palmitoyl-

ation (diacylation), a central kinase domain, and

a carboxyl-terminal tetratricopeptide repeat.

A signaling factor in sperm couples fertilization

to the first plant patterning event. Paternal Patterning Cue
Ueli Grossniklaus
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Although membrane association through the

diacyl modification and the repeats are essen-

tial for SSP function, the kinase domain is dis-

pensable. These findings strongly suggest that

SSP acts at the plasma membrane, possibly by

recruiting a YDA pathway activator.

Interestingly, the ssp mutation affects early

embryogenesis only if it is paternally inherited.

Though parent-of-origin effects were already

known to mule breeders in Asia Minor more

than 3000 years ago (7), genetic parent-of origin

effects were only recognized in the 1950s. In

plants, which can be regenerated from single

cells in culture through somatic embryogenesis,

parental effects influencing embryogenesis

were not thought to play a crucial role. In gen-

eral, parent-of-origin effects can be mediated

through nonnuclear, cytoplasmic contributions

by the gametes or through the nonequivalent

contribution of maternal and paternal alleles.

The former is well illustrated by maternal

effects in the fruit fly Drosophila melanogaster,

where body axis determination depends on

maternally stored cytoplasmic products (8). The

latter, referred to as genomic imprinting, has

only been described in mammals and seed

plants. In Arabidopsis, both types of parent-of-

origin effects likely exist. The first maternal

effect gene identified in Arabidopsis turned out

to be regulated by genomic imprinting (9).

Furthermore, about half of the female gameto-

phytic mutants isolated to date show defects in

early seed development (3), and most of the

paternally inherited genome is silent or active

only at a low level during the first few embry-

onic divisions in maize and Arabidopsis (10,

11). Both findings suggest that there may be

extensive maternal control over early embryo-

genesis that is mediated, in part, by cytoplasmi-

cally stored products (12).

The mechanism by which SSP exerts its

paternal effect may provide a means to subvert

this maternal predominance. Bayer et al. show

that mRNAs encoding SSP are only present in

mature sperm cells, where they are apparently

not translated into protein. By contrast, SSP

protein is transiently detectable in the zygote

and endosperm, suggesting that it is produced

from paternally provided transcripts upon

fusion of the egg and central cell with the

sperm cells. Given the complex complement

of transcripts present in plant sperm cells

(13, 14), more paternal effect genes may be

discovered. Whether this mechanism evolved

as a consequence of a parental conflict, as has

been proposed for the evolution of genomic

imprinting (9), remains to be determined.

The known mutations in Arabidopsis that

disrupt imprinted loci show normal early

embryonic development, but affect cell pro-

liferation of embryo and endosperm at later

stages and eventually lead to seed abortion.

By contrast, spp mutants are viable and have

no effect on endosperm development, but

affect the very first, asymmetric division of

the zygote. Thus, SSP transcripts delivered to

the zygote by the sperm provide a molecular

cue that links fertilization to the first zygotic

division, which establishes apical-basal

polarity of the embryo. This mechanism

ensures that the activation of the YDA signal-

ing pathway can only occur after fertilization

and, thus, provides a temporal cue to initiate

embryogenesis. Such a temporal cue would

be of particular importance if most factors

required for early development are already

stored in the egg (12). This leaves the ques-

tion, however, as to how embryonic activation

is (de)regulated in apomictic plants, in which

an egg develops into an embryo in the

absence of fertilization (15). Is the YDA sig-

naling pathway activated independently of

SSP, or is SSP expressed from the maternal

allele in the egg of apomictic plants? Future

investigations will reveal how prominent

paternal cues are to stimulate embryonic

development, which predominantly depends

on maternally provided factors, at least in ani-

mals and likely also in plants. In other words,

how instructive is the Aristotelean paternal

“form” to the maternal “matter”?
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T
he evolution of life on a rotating planet

has placed a premium on the temporal

coordination of biological function with

dramatic daily changes in environment. Thus,

organisms from cyanobacteria to humans have

evolved circadian clocks, endogenous oscilla-

tors with periods approximating the solar day,

which provide temporal organization of many

biological processes. The circadian clocks of

different taxonomic groups comprise unrelated

proteins, suggesting multiple evolutionary ori-

gins. Despite this phylogenetic diversity, there is

a common logic to the molecular circuitry of

these clocks—they are composed of feedback

loops with positive and negative components

(1). On page 1481 of this issue, Pruneda-Paz et

al. (2) solve a major puzzle in our understanding

of the plant clock and provide mechanistic

insight into the positive arm of a core oscillatory

loop first described nearly a decade ago (3).

Circadian clocks are composed of multiple

interlocked feedback loops (1). Such com-

plexity may increase clock stability and

enhance the flexibility of response to multiple

exogenous and endogenous time cues, thus

integrating environmental signals with meta-

bolic and physiologic information (4). The

resonance of the internal periodicity imposed

by the endogenous circadian clock with the

environmental period imposed by Earth’s

rotation is important for fitness. For example,

net photosynthesis falls dramatically when

internal and external periods diverge (5).

Recently, it was shown that altered clock fun-

ction contributes to the increased growth,

called “hybrid vigor,” observed in hybrids and

allopolyploids (6).

The clock of the plant Arabidopsis thaliana

includes at least three interlocked loops (7–9).

The initial identification of a putative core

clock feedback loop in plants came with the

establishment of reciprocal regulation between

two Myb transcription factors—CIRCADIAN

CLOCK ASSOCIATED 1 (CCA1) and LATE

ELONGATED HYPOCOTYL (LHY)—and a

pseudo-response regulator (PRR) called TIM-

ING OF CAB EXPRESSION 1 (TOC1) (3).

CCA1 and LHY also participate in a second

A new module in the plant circadian clock provides a long-missing link in the oscillator.
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loop as positive regulators of a pair of TOC1

paralogs, PRR7 and PRR9.  The latter pair feed

back as negative regulators of CCA1 and LHY

(7, 9). TOC1 participates in a third loop as a

negative regulator of component Y, which

includes GIGANTEA, itself a positive regula-

tor of TOC1 (7).

What of mechanism? In the core loop,

CCA1 and LHY bind to the promoter region

of the TOC1 gene to repress its transcription,

thus forming the negative arm of a feedback

loop (3). Loss-of-function and overexpression

experiments established TOC1 as a positive

regulator of CCA1 and LHY expression.

Absent mechanistic insight, it was unclear

whether the regulation of CCA1 and LHY by

TOC1 was direct or indirect. TOC1 lacks

known DNA binding motifs, so if this regula-

tion were direct, the underlying mechanism

likely would involve partners that recruit

TOC1 to the CCA1 and LHY promoters. For

some years, one of the major challenges of

plant clock biology has been to establish the

molecular link between TOC1 and the expres-

sion of CCA1 and LHY (10). Pruneda-Paz et

al. provide that link. 

In plants, functional redundancy among

transcription factors often limits the ability to

identify key regulators through “forward

genetics” (genetic screens for new genes).

Accordingly, Pruneda-Paz et al. screened a

library of clock-regulated Arabidopsis tran-

scription factors for the ability to bind to the

CCA1 promoter and identified a transcription

factor of the TCP class named CCA1 Hiking

Expedition (CHE). CHE binds to a canonical

TCP binding site in the CCA1 promoter in

vitro and in vivo. Curiously, CHE does not

bind to the LHY promoter, distinguishing

CCA1 and LHY expression and leaving unre-

solved the puzzle of LHY regulation. 

CHE overexpression decreases CCA1

transcription, and che loss-of-function mutants

show increased CCA1 transcription, indicat-

ing that CHE, like LHY, is a repressor of

CCA1. Circadian oscillation of CCA1 expres-

sion is required for proper clock period.

However, loss of CHE function does not alter

the period length of the clock, consistent with

redundancy of CHE with LHY and possibly

other transcription factors for the negative

regulation of CCA1. A che lhy double mutant

shows greater period shortening than does the

lhy mutant, further demonstrating the redun-

dancy of CHE and LHY in CCA1 repression. 

The negative regulation of CHE on CCA1

is reciprocated: CCA1 (and also LHY) binds

to the CHE promoter both in vitro and in vivo

to repress CHE. This identifies a new CHE-

CCA1 loop in the Arabidopsis clock in which

both components negatively regulate each

other. Direct positive regulators of CCA1 are

not yet known. Genetic data identify LUX

ARRHYTHMO (LUX) (11) and EARLY

FLOWERING 4 (ELF4) (12, 13) as positive

regulators of CCA1 expression, but this could

be via indirect means. Thus, it is certain that

our understanding of this new loop will grow

in complexity.

How does CHE close the loop between

TOC1 and CCA1? Pruneda-Paz et al. show that

CHE and TOC1 interact physically in a two-

hybrid assay. Chromatin immunoprecipitation

shows that both CHE and TOC1 are bound to

the CCA1 promoter at or near to the TCP bind-

ing site, which offers a mechanism by which

TOC1 might affect CCA1 expression. Perhaps

CHE bound to the TCP site in the CCA1 pro-

moter recruits TOC1, which antagonizes the

repressive effect of CHE on CCA1 expression.

However, things are unlikely to be this simple.

Although CHE and TOC1 are in physical con-

tact at the CCA1 promoter, it is not known

whether CHE is necessary to recruit TOC1 to

the CCA1 promoter; other transcription factors

might in fact recruit TOC1. In addition, CHE

antagonizes TOC1 function. TOC1 overexpres-

sion lengthens the circadian period (14), and

this period lengthening is blocked by CHE over-

expression. One possibility is that excess CHE

sequesters TOC1, interfering with an interaction

with other transcription factors bound to the

CCA1 promoter that is necessary for positive

regulation of CCA1 expression by TOC1. 

The identification of CHE represents an

important advance, but our understanding

of CCA1 regulation remains incomplete.

Similarly, the picture of the regulation of the

other genes constituting the clock remains

fragmentary. Full understanding of the plant

circadian clock mechanism needs more time.
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Time-Variable Deformation in the
New Madrid Seismic Zone
Eric Calais1 and Seth Stein2

Atplateboundary faults, a balance is achieved
over <1000 years between the rates at
which strain accumulates and is released

in large earthquakes. Whether this steady-state mod-
el, which forms the basis for seismic hazard estima-
tion, applies to continental plate interiors,where large
earthquakes are infrequent, is unresolved. The New
Madrid Seismic Zone (NMSZ, Fig. 1A) in North
America is a focus for this issue. Large-magnitude
(M > 7) earthquakes in 1811 and 1812 make hazard
estimation a priority. Recent geodetic results have
shown motions between 0 to 1.4 mm year−1, al-

lowing opposite interpretations (1) (Fig. 1B). The
upper bound is consistent with steady-state behavior,
inwhich strain accumulates at a rate consistentwith a
repeat time for magnitude ~ 7 earthquakes of about
600 to 1500 years, as seen in the earthquake record.
However, the lower bound cannot be reconciledwith
this record, implying that the recent cluster of large-
magnitude events does not reflect long-term fault
behavior and may be ending.

New analysis including 3 additional years of
Global Positioning System (GPS) data and three
additional sites (2) shows root mean square (RMS)

velocities relative to the rigid interior of NorthAmer-
ica of less than 0.2 mm year−1 (Fig. 1C). These
residual velocities are below their uncertainties at
95% confidence (Fig. 1A). A simulation shows that
even these residuals can be explained as nontectonic
artifacts (2), so the observations do not require mo-
tions different from zero during this time. Our re-
sults correspond to strain rates lower than 1.3 × 10−9

year−1, less than predicted by amodel inwhich large
earthquakes occur because the NMSZ continues to
be loaded as a deeper weak zone relaxes (3).

At steady state, a rate of 0.2 mm year−1 implies
aminimum repeat time of 10,000 years for lowM=
7 earthquakes with ~2 m of coseismic slip and one
longer than 100,000 years for M = 8 events (Fig.
1D). In contrast, the geologic data show a series of
large earthquakes between 300 T 200CommonEra
and present and an additional cluster between 2200
and 1600Before theCommonEra (4). This implies
an average repeat time of at most 900 years over
that interval, much shorter than the geodetic data
imply. Strain in the NMSZ over the past several
years has therefore accumulated too slowly to
account for seismicity over the past ~5000 years,
hence excluding steady-state fault behavior.

Elsewhere throughout the plate interior, GPS data
also showaveragedeformation less than0.7mmyear−1

(5), and paleoseismic records show earthquake mi-
gration and temporal earthquake clustering (6).

These data imply that fault loading, strength, or
both vary with time in the North American con-
tinental interior. Time variations in stress could be
due to local loading and unloading from ice sheets
or sediments or after earthquakes on other faults. Al-
ternatively, midcontinent faults may be loaded at a
constant rate too small to be detected geodetically yet
but sufficient to accumulate strain released in clus-
tered events. In this hypothesis, clustering andmigra-
tion could reflect time variations in fault strength (7).

Earthquake hazard estimates assuming that
recent seismicity reflects long-term steady-state
behaviormay thus be inadequate for plate interiors
and may overestimate the hazard near recent
earthquakes and underestimate it elsewhere.
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Fig. 1. (A) GPS site velocities in theNMSZ relative toNorth America and uncertainties (95%confidence). Circles
show earthquake epicenters since 1974. Red line shows the Reelfoot fault. BLMM, HCES, MAIR, MCTY, NWCC,
PIGT, PTGV, RLAP, and STLE indicate the names of the continuousGPS stations used in this work (2). (B) Maximum
permissible deformation rates in the NMSZ as a function of publication year. References are listed in (2). Circles
show continent-wide studies; squares show NMSZ studies. Red are publications claiming rates significantly
different from zero; blue are upper bounds for publications claiming rates not significantly different from zero. The
decrease in rates as a function of time reflects more-precise site velocity estimates because of both more precise
site positions and the longer time span of observations. (C) Scatter plot of residual velocities. Sites are color-coded
by the level of noise in their position time series. Bars show 95%error in velocities. Dashed circle shows 1-s RMS
of the data set. Note that sites with the largest noise have the largest residuals. (D) Earthquake recurrence interval
as a function of slip rate across the fault in a steady-statemodel, with two end-member values of coseismic slip for
magnitude 7 (red curves) andmagnitude 8 (blue curves) earthquakes. The GPS and paleoseismology domains do
not overlap. NSH indicates National Seismic Hazard maps.
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Wind-Driven Upwelling in the
Southern Ocean and the Deglacial
Rise in Atmospheric CO2
R. F. Anderson,1,2* S. Ali,1,2 L. I. Bradtmiller,1,2† S. H. H. Nielsen,3 M. Q. Fleisher,1
B. E. Anderson,1 L. H. Burckle1

Wind-driven upwelling in the ocean around Antarctica helps regulate the exchange of carbon
dioxide (CO2) between the deep sea and the atmosphere, as well as the supply of dissolved
silicon to the euphotic zone of the Southern Ocean. Diatom productivity south of the Antarctic
Polar Front and the subsequent burial of biogenic opal in underlying sediments are limited by
this silicon supply. We show that opal burial rates, and thus upwelling, were enhanced during
the termination of the last ice age in each sector of the Southern Ocean. In the record with the
greatest temporal resolution, we find evidence for two intervals of enhanced upwelling concurrent
with the two intervals of rising atmospheric CO2 during deglaciation. These results directly link
increased ventilation of deep water to the deglacial rise in atmospheric CO2.

Scientists have long sought to unravel the
combination of physical and biogeochem-
ical processes responsible for the tight cou-

pling between atmospheric CO2 concentrations
and Earth’s climate that has persisted for at least
the last 600,000 years (1), with the expectation
that knowledge of the processes linking CO2

and climate in the past will improve projections
of future climate change under rising anthropo-
genic CO2 levels. It is believed that no single
mechanism can account for the full amplitude of
past CO2 variability (2, 3). Although multiple pro-
cesses operating synergistically may be involved
(4, 5), there is general agreement that lower CO2

levels during glacial periods require increased
(relative to interglacials) isolation of deep-water
masses from the atmosphere—for example, by
increased stratification in the ocean (2, 4–8).

Previous studies [e.g., (2, 9)] have inferred a
vital role for the Southern Ocean in regulating
glacial-interglacial variability of atmospheric CO2

because deep-water masses outcrop in the South-
ern Ocean and exchange gases with the atmo-
sphere. Indirect evidence favoring Southern Ocean
control includes the tight coupling between CO2

and Antarctic temperatures (1, 10–12); the phase
relationship between CO2 and other environmental
parameters during deglaciation (5, 13, 14); the
widespread distribution of 13C-depleted carbon,
most likely of deep-sea origin, that invaded the

upper ocean and atmosphere during deglacia-
tion (4, 15, 16); and the precipitous drop during
deglaciation in 14C activity of dissolved inorganic
carbon (DIC) in North Pacific intermediate wa-
ters, requiring injection of carbon from a reser-
voir long isolated from the atmosphere, such as
the deep sea (17). However, until now there has
been no direct evidence for a change in South-
ern Ocean circulation that could have altered

substantially the partitioning of CO2 between
the atmosphere and the deep sea.

Biogenic opal as an upwelling proxy. Burial
of biogenic opal, the microscopic tests of ma-
rine diatoms, provides a link to past changes in
upwelling and ventilation of deep-water masses
in the Southern Ocean. Diatoms live in the eu-
photic zone where they use dissolved silicic acid
(H4SiO4) to form opal tests. The zone of maxi-
mum production of biogenic silica (opal) occurs
just south of the Antarctic Polar Front (APF)
(18, 19), corresponding to the region of maxi-
mum supply of dissolved nutrients (including Si)
to surface waters by upwelling of nutrient-rich
deep-water masses (Fig. 1) (20).

Within the zone of maximum opal production,
diatom growth throughout spring and summer
typically depletes surface waters of dissolved
Si supplied during the previous winter (20, 21).
Consequently, although the physiological status
and growth rate of individual diatom cells may
be limited by iron (22), the total amount of bio-
genic opal produced each year within this region
is ultimately limited by the supply of dissolved
Si (18–20). Therefore, past changes in the pro-
duction and burial of opal within this region are
tied directly, although not necessarily linearly, to
the rate of upwelling.

Deglacial changes in upwelling. Three sedi-
ment cores (TN057-13PC, NBP9802-6PC, and
E27-23PC; Fig. 2) with relatively high accumu-
lation rates [10 to 20 cm/kyr (103 years)] were
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Fig. 1. Water masses entering and leaving the Southern Ocean. Wind-driven upwelling brings
Circumpolar Deep Water (CDW) to the surface within the zone south of the Antarctic Polar Front (APF).
A portion of the upwelled water moves southward and loses buoyancy, eventually forming Antarctic
Bottom Water along the coast of Antarctica. The remainder of the upwelled water moves northward at
the surface under the forcing by the prevailing westerlies. Part of the Antarctic surface water mixes with
subtropical surface water to form Subantarctic Mode Water (SAMW), a water mass that feeds the
thermocline of the Southern Hemisphere (SH) oceans. The densest form of surface water becomes
Antarctic Intermediate Water (AAIW), which may be traced northward beyond the equator. Nutrients
carried by SAMW are mixed into the surface layer throughout the SH oceans, but especially in upwelling
regions such as the eastern equatorial Pacific Ocean (21). The Polar Front Zone (PFZ) and Subantarctic
Zone (SAZ) are the regions between the APF and Subantarctic Front (SAF), and between the SAF and
Subtropical Front (STF), respectively. Approximate location of cores used in this study from sites just
south of the APF is shown by a triangle at the bottom. This figure is modified from figure 4 in (21).
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selected to provide high-resolution records of
opal accumulation during the most recent degla-
ciation. A fourth core, TN057-14PC, was studied
to produce an opal flux record for the last glacial
period. The age model for E27-23PC was based
initially on biostratigraphy and then was refined
with 14C dates of mixed planktonic foraminifera
(tables S1 and S2 and fig. S1). We developed an
age model for TN057-14PC using biostratigra-
phy (tables S3 and S4 and fig. S3) that compares
well with a published age model (23) based on 14C
and 18O (fig. S4). We used published age mod-
els for the other cores (24, 25). Opal concentra-
tions were measured spectrophotometrically after
alkaline dissolution (26). Sediment burial rates,
corrected for sediment focusing, were evaluated
with the 230Th-normalization method (27). Ura-
nium and Th isotopes, together with 231Pa, were
measured by inductively coupled plasma mass
spectrometry (28). A summer (February) sea sur-
face temperature (SST) record for TN057-13PC,
constructed by applying the modern analog
technique (29, 30) to diatom species assem-
blages measured at ~50-year resolution, is taken
from Nielsen (31).

Each of the three deglacial records (Fig. 3)
exhibits a rapid increase in opal flux coinciding
with the onset of deglaciation at about 17,000
years ago (ka), followed by a deglacial maxi-
mum and declining fluxes into the Holocene
(after ~10 ka). Most of the opal produced by
diatoms in the Southern Ocean is regenerated,
either in the water column or during early sedi-
ment diagenesis (18, 19), complicating the inter-
pretation of opal fluxes. Therefore, an independent
proxy is required to discriminate between changes
in opal production (Si supply) versus changes in
opal preservation as the ultimate cause of the
deglacial maximum in opal burial.

To discriminate between production and pres-
ervation of opal, we measured the 231Pa/230Th ratio
of the sediments. Like 230Th, 231Pa is produced
uniformly throughout the ocean by radioactive
decay of dissolved uranium, and both isotopes are
removed from seawater by scavenging onto sink-
ing particles (32). However, 231Pa has a strong
affinity for sorption to biogenic opal, and 231Pa/
230Th ratios of particulate material throughout the
open ocean are tightly correlated with the opal
content of particles (33). Although 231Pa/230Th
ratios of sinking particles and sediments are in-
fluenced by particle flux as well as by the opal
content of particles, the strong correlation be-
tween 231Pa/230Th ratio and opal flux (25, 34, 35)
in many sediment records supports the view that
opal flux is the primary variable determining
sedimentary 231Pa/230Th ratios. Furthermore, par-
ticulate 231Pa/230Th ratios are not altered by loss
of biogenic phases during early diagenesis of sed-
iments (36), allowing the downcore record of
231Pa/230Th ratios to be interpreted in terms of
past changes in opal flux. Based on the positive
correlation between 231Pa/230Th and opal flux in
each of our records (Fig. 3), we conclude that
the deglacial maximum in opal flux reflects past

changes in opal production and Si supply rather
than variable opal preservation.

Reconstructed opal fluxes indicate maximum
rates during deglaciation in each sector of the
Southern Ocean (Fig. 3). Shifting circulation
patterns and biogeographic provinces to the north
or south will not lead to greater biogenic silica
production than that occurring today because the
core sites are all from the region of maximum
dissolved Si supply and opal production in the
modern ocean (see above). Therefore, we con-
clude that the supply of dissolved Si to surface
waters south of the APF, which is intimately
linked to upwelling of deep-water masses, was
at its maximum during deglaciation.

Impact on low-latitude surface waters. En-
hanced upwelling in the Southern Ocean during
deglaciation would have introduced a chemical
signature during the formation of Antarctic In-
termediate Water (AAIW) and Subantarctic Mode
Water (SAMW), water masses that entrain up-
welled deep water during their formation (Fig. 1).
Mode waters carry a chemical signature from up-
welled deep water (e.g., nutrient concentrations,
d13C of DIC) throughout the thermocline of the
Southern Hemisphere. This chemical signature
is transmitted to surface waters via upward mix-
ing, and it is particularly strong in upwelling
regions (21). Spero and Lea (16) invoked this
mechanism to explain the deglacial minimum in

d13C of planktonic foraminifera that is observed
at many sites throughout the Southern Hemi-
sphere, as well as in a record of the d13C of at-
mospheric CO2 derived from the Taylor Dome
ice core (15). However, others have been reluc-
tant to use the d13C of planktonic foramininfera
as a proxy for entrainment of upwelled deep wa-
ter because vital effects can overprint the d13C
signature from DIC that is incorporated into the
shells of foraminifera (4). Therefore, we sought
evidence for deep-water injection into the thermo-
cline that would be independent of these effects.

If the deglacial minimum in d13C of plank-
tonic foraminifera were truly a chemical signa-
ture of increased upwelling of deep water in the
Southern Ocean, then one would expect a con-
temporary maximum in the supply of dissolved
Si and, therefore, in the growth of diatoms in
low-latitude regions where water masses origi-
nating in the Southern Ocean are known to up-
well. This is expected because deep waters are
enriched in dissolved Si just as they are in 13C-
depleted DIC. To test this prediction, we have
determined the accumulation rate of opal at a
site in the eastern equatorial Pacific Ocean (EEP),
where SAMW upwells today (37) and near
the site studied by Spero and Lea (16). There,
we find a clear correlation between the degla-
cial minimum in d13C of Neogloboquadrina
dutertrei and a corresponding maximum in the

Fig. 2. Locations of cores used in this study. The position of the Antarctic Polar Front (66) is shown
as a solid line.
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accumulation rate of opal (Fig. 4). N. dutertrei is
the preferred species to use in such a comparison
because it inhabits the deep mixed layer and

upper thermocline, thereby providing the purest
record of changes in the chemical composition of
waters derived from the Southern Ocean (16).

Sediment records from other sites in the EEP
have also been shown recently to contain a degla-
cial maximum in opal accumulation (34, 38), in-
dicating that the feature illustrated in Fig. 4 is
widespread. Subsequent work has found the
deglacial maximum in opal flux to have oc-
curred throughout the equatorial Atlantic Ocean,
as well (35). Although other factors (e.g., changes
in local upwelling) could have influenced these
opal burial records, they are independent of the
vital effects thought to overprint the d13C of plank-
tonic foraminifera. Consequently, we interpret
the widespread deglacial minimum in d13C of
planktonic foraminifera (16), concurrent with
the deglacial maximum in opal burial in equa-
torial upwelling regions, to reflect a period of en-
hanced entrainment of nutrient-rich deep water
during the formation of SAMWs that eventually
surface in tropical upwelling regimes.

Link to atmospheric CO2. Increased upwell-
ing in the Southern Ocean, inferred from the opal
flux records, coincided with the deglacial warm-
ing in Antarctica, as well as with the rise in atmo-
spheric CO2 (Fig. 5, A, C, and D). In TN057-13,
the sediment record with the highest temporal
resolution, the opal flux declined during the Ant-
arctic Cold Reversal (ACR; ~14.5 to ~12.5 ka),
corresponding to a plateau in CO2 concentra-
tion. Although precise age control is lacking for
portions of the TN057-13 record, the timing of
the ACR is constrained reliably by a radiocarbon
date just before its onset (Fig. 5) and by the SST
record from this core. Within the resolution of
the sample intervals, the decrease in upwelling
coincided with the reduction in SST correspond-
ing to the ACR (Fig. 5, B and C). Furthermore,
the ACR is also manifest in TN057-13 sediments
as a local maximum in the d18O of planktonic
foraminifera and by a maximum in the abundance
of ice-rafted debris (24), both expected conse-
quences of cooling during the ACR. Increased
upwelling resumed following the ACR, coincid-
ing with the second phase of Antarctic warming
and rising CO2 (Fig. 5). The overall timing and
character of events recorded in the upwelling
proxy record from TN057-13, including the mid-
deglacial interruption of upwelling, lead us to
conclude that enhanced upwelling of the Southern
Ocean was a primary contributor to the deglacial
rise in atmospheric CO2.

During deglaciation, the D14C of atmo-
spheric CO2 dropped by 15 to 20% (Fig. 5E),
a much greater change than can be attributed
to a contemporary decrease in 14C production,
thereby requiring dilution of atmospheric CO2

with carbon from an older (lower D14C) reservoir
(39, 40). Ventilation of the deep ocean around
Antarctica, as proposed here, would have sup-
plied the necessary 14C-depleted carbon by ex-
posing the atmosphere to DIC that had been
isolated in the deep sea for centuries, if not mil-
lennia. Like the rise in atmospheric CO2, the
deglacial drop in D14C exhibited a pause coin-
ciding approximately with the reduced upwell-
ing in the Southern Ocean (Fig. 5). Marchitto et al.
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Fig. 3. Opal fluxes, a proxy for upwelling south of the Antarctic Polar Front, from three sites in the
Southern Ocean. Increased upwelling during the deglacial period, roughly 17,000 to 10,000 years ago
(highlighted in shaded box), is evident in opal fluxes at sites in the Pacific (A), Indian (B), and Atlantic (C)
sectors of the Southern Ocean. Initial unsupported 231Pa/230Th ratios mirror the pattern of opal flux in
each core, supporting the view that the opal flux reflects changes in upwelling and opal production rather
than changes in opal preservation (see text). Results plotted in (A) are from (25).

Fig. 4. Two proxy records exhibiting a chemical signature of Southern Ocean water reaching the surface of the
eastern equatorial Pacific Ocean. The deglacial minimum in d13C of N. dutertrei and the corresponding
maximum in opal flux (shaded interval) are both consistent with increased supply of nutrient-rich deep water
upwelled in the Southern Ocean during this period (16). Original d13C data from (67); opal data from (34).
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(17) linked the atmospheric D14C record to up-
welling in the Southern Ocean when interpreting
the 14C ages of benthic foraminifera in a core from
intermediate depth off the west coast of Mexico.
Their results show an injection of 14C-depleted DIC
into intermediate waters during deglaciation, occur-
ring in two pulses that coincided with the intervals
of rising atmospheric CO2. Marchitto et al. inferred
that the injection of 14C-depleted DIC was a con-
sequence of increased overturning in the Southern
Ocean, with the signal being transmitted via AAIW
(Fig. 1). Opal fluxes reported here support the in-
terpretation of Marchitto et al., showing periods of
increased upwelling coincident with rising atmo-
spheric CO2 and declining D14C of CO2 (Fig. 5).

The deep North Atlantic Ocean. Deglacial
changes in the ventilation of the Southern Ocean
were associated with deep-water signals at loca-
tions as distant as the high-latitude North Atlantic
Ocean. For example, coincident with the increased
upwelling in the Southern Ocean, deep waters at
~40°N in the Atlantic Ocean are inferred to have
borne an Antarctic D14C signature (41), at a time
when sedimentary 231Pa/230Th ratios are also in-
terpreted to indicate a shutdown of North Atlantic
Deep Water formation (42). Furthermore, upper
deep waters at ~60°N had a strong Antarctic d13C
signature (43) during deglaciation, with a pattern
of temporal variability resembling that of the up-
welling record from the Southern Ocean (fig. S2).

Northern Hemisphere trigger and atmo-
spheric teleconnection. Two general conditions
are believed to have contributed to increased over-
turning of the Southern Ocean during deglacia-
tion. Watson and Garabato (6) invoked increased
heat fluxes into the ocean as a consequence of
rising air temperatures. They reasoned that the
downward mixing of this surface buoyancy flux
would favor increased upwelling. Toggweiler (7)
called upon a poleward shift in the mean posi-
tion of the Southern Hemisphere (SH) Westerlies,
with a corresponding increase in northward Ekman
transport of surface waters. We propose a com-
bination of these conditions linked to initial
forcing within the North Atlantic followed by
transmission of the signal to the Southern Ocean
via a reorganization of atmospheric circulation.

The onset of rapid warming in Antarctica and
the deglacial rise in atmospheric CO2 concentration
coincided with the interval of intense cold in the
North Atlantic region surrounding Heinrich Event 1
(HE1) (8, 17, 44). A north-south linkage is further
supported by the coincident interruption of Ant-
arctic warming and CO2 rise during the Bølling-
Allerød period of warmth in the north, and the
resumption of Antarctic warming and CO2 rise
during the Younger Dryas (YD), another period of
intense cold in the Northern Hemisphere (NH).
Recent studies have presented evidence for a glob-
al reorganization of atmospheric circulation during
NH cold events such as HE1 and the YD. Paleo
proxy evidence for a southward shift in the Inter-
tropical Convergence Zone (ITCZ) during HE1
and/or the YD is found in records from Africa
(45, 46), Asia (47), and South America (48–50).

Modeling studies suggest that a southward shift
in the ITCZ is a robust feature of atmospheric re-
organization, regardless of whether cold NH con-
ditions are induced by imposing sea ice (51) or
fresh water (52, 53) on the North Atlantic Ocean.

Less attention has been paid to the westerlies,
but lake sediments in Germany record a substantial
reorganization of NHwesterlies during theYD (54),
while rising levels of paleo Lake Lahontan in the
western United States during HE1 and the YD are
consistent with a southward shift of the NH west-
erlies during those intervals (55). A rapid warming
of SSTs off the coast of Chile at the onset of HE1,
and again during the YD, has been attributed to a
southward shift of the SH westerlies (44). In sup-
port of these findings, five coupled General Circu-
lationModels exhibit a southward displacement of
the SH westerlies and an intensification of wind
stress at the latitude of the Drake Passage when
cold NH conditions are induced by imposing fresh
water on the North Atlantic Ocean (56).

An increase in wind stress at the latitude of
the Drake Passage is thought to be a key factor
regulating upwelling in the Southern Ocean (7).
However, enhanced wind stress alone may have
been insufficient to increase upwelling. A corre-
sponding increase in baroclinicity of the Antarctic
Circumpolar Current would have established a
southward eddy transport that largely offset the
increase in northward Ekman transport caused
by the winds (57). Therefore, it may be necessary
to invoke increased buoyancy forcing, possibly

caused by the southward shift of the SH wester-
lies, via a combination of increased sea-ice diver-
gence, increased precipitation, and direct warming
(6), to complement the increased wind stress (7)
and fully account for the deglacial increase in
upwelling evident in our records (Figs. 3 and 5).

Corresponding events during the last glacial
period. Atmospheric CO2 concentrations rose
by 10 to 20 parts per million (ppm) during pe-
riods of intense NH cooling throughout the last
glacial period (12). Rising CO2 coincided both
with Heinrich Events (between 30 and 60 ka)
and with cold intervals before interstadials 19,
20, and 21 (60 to 90 ka). These NH cold intervals
corresponded to the warming phase of Antarctic
warm events A1 to A7 (58).

Evidence from low latitudes for changes in
hydrological conditions at times of NH cooling—
for example, in Chinese cave deposits (47) and
in the Cariaco Basin (48)—suggests that a global
reorganization of atmospheric circulation sim-
ilar to that proposed for the last deglaciation
may have occurred at those times. If true, then
shifts in the SH wind system may have been re-
sponsible for rising atmospheric CO2, and one
would expect to find evidence for contemporary
increases of upwelling in the Southern Ocean.

To test this possible link between NH cool-
ing and upwelling in the Southern Ocean, we
measured the opal accumulation rate in core
TN057-14PC, which was recovered from a site
~1° north of the location of TN057-13PC (Fig.

Fig. 5. Deglacial records illustrat-
ing the coupling between warm-
ing in Antarctica, upwelling in the
Southern Ocean, and rising atmo-
spheric CO2. (A) Deuterium proxy
for air temperature over Antarctica
from the EPICA Dome C ice core
on the EDC1 time scale (68). (B)
February SST estimated by apply-
ing the modern analog technique
(29, 30) to diatom species assem-
blages extracted from TN057-13PC
(31). (C) Opal flux from TN057-
13PC (Fig. 3) as a proxy for upwell-
ing in the Southern Ocean. Opal
flux and February SST are plotted
on the published age model for
TN057-13PC (24), based partly on
14C ages from depths in the core
indicated by triangles at the bot-
tom of the graph. (D) Atmospheric
CO2 concentrations reconstructed
from analysis of the European
Project for Ice Coring in Antarctica
(EPICA) Dome C (EDC) ice core
samples. The black curve is on the
EDC1 age model (11, 69). The red
curve is the same data placed on the age model of the Greenland Ice Sheet Project 2 (GISP2) ice core (17).
(E) Radiocarbon content of atmospheric CO2. The black curve is the INTCAL reconstruction (70). The red
curve is the Cariaco Basin record placed on the Hulu Cave age scale (40). Periods of warming in Antarctica
are highlighted in red, while the Antarctic Cold Reversal (ACR) is highlighted in blue. The age model for
TN057-13 is not constrained well enough during the onset of deglaciation to establish a lead or lag
relationship between the onset of increased upwelling and the initial increase in atmospheric CO2.
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2). Because of changes in the dynamics of the
Antarctic Circumpolar Current, conditions that
led to the preferential deposition of sediment
(sediment focusing) at the site of TN057-13PC
during deglaciation were located farther north
during the last glacial period. Consequently, it is
necessary to combine records from multiple
sites when constructing a high-resolution record
of opal flux throughout the last glacial cycle.
During the interval between 30 and 60 ka, when
we have the best constraints on the age model of
TN057-14PC (see Supporting Online Material),
the opal flux record provides evidence for in-
creased upwelling associated with each period
of elevated CO2 (Fig. 6). Uncertainties in the age
model for TN057-14PC do not allow for mea-
ningful assessments of apparent lead-lag relation-
ships between upwelling and CO2. Rather, the
principal conclusion to be drawn from these
results is that each interval of elevated CO2 was
accompanied by a period of increased upwelling.

Before 60 ka, constraints for the age model
of TN057-14PC are less robust. Nevertheless,
the opal flux record indicates increased upwell-
ing associated with Antarctic warm events A5
and A6, and possibly with A7 (Fig. 6). We in-

terpret the general correspondence of elevated
CO2 and increased upwelling with periods of in-
tense NH cooling to indicate a common mech-
anism operating throughout the last glacial
period, as well as during deglaciation. In each
case, intense NH cooling induced a reorganiza-
tion of global atmospheric circulation, leading to
a southward shift in the SH westerlies, increased
upwelling in the Southern Ocean, and rising at-
mospheric CO2 levels. Complementary evidence
for a northward shift in the SH westerlies and re-
duced ventilation of deep water in the Southern
Ocean at the onset of glaciation supports this in-
terpretation of a governing role for SH winds (59).

Implications for the future. A southward dis-
placement and intensification of the SH wester-
lies has been observed in recent decades (60–62).
The implications for ocean-atmosphere exchange
of CO2, and for future ocean uptake of anthro-
pogenic CO2, have been the subject of discus-
sion and debate (63–65). Our evidence for the
response of the Southern Ocean to past shifts in
the winds may help guide the further develop-
ment of models used to predict future CO2 fluxes
in this critical region for the exchange of CO2

between the atmosphere and the deep sea.
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Fig. 6. Records from the last glacial period illustrate the coupling between warming in Antarctica, upwelling
in the Southern Ocean, and rising atmospheric CO2. (A) Opal flux proxy for upwelling in core TN057-14PC
(51°59.059'S, 4°30.976'E, 3648m; Fig. 2) on the GISP2 time scale (figs. S3 and S4). (B) Atmospheric CO2 from
the Byrd ice core on the GISP2 time scale (12). (C) d18O of ice in the Byrd ice core on the GISP2 time scale (58).
(D) d18O of ice in the GISP2 ice core as reproduced in (58). Selected interstadials are labeled in (D). Antarctic
warm events (58) are labeled in (C). Blue vertical bars indicate Heinrich Events (71) and cold intervals before
interstadials 19 to 21. Red vertical bars indicate periods of relative warmth in Antarctica that include increased
upwelling and elevated CO2. The gray tie-line indicates a possible correlation between upwelling and CO2 at the
bottomof the TN057-14PC record, corresponding to A7, where the agemodel has an uncertainty of ~5 ka (fig. S4).
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The Dynamic Control of Kiss-And-Run
and Vesicular Reuse Probed with
Single Nanoparticles
Qi Zhang, Yulong Li, Richard W. Tsien*

Vesicular secretion of neurotransmitter is essential for neuronal communication. Kiss-and-run is a
mode of membrane fusion and retrieval without the full collapse of the vesicle into the plasma
membrane and de novo regeneration. The importance of kiss-and-run during efficient
neurotransmission has remained in doubt. We developed an approach for loading individual
synaptic vesicles with single quantum dots. Their size and pH-dependent photoluminescence
change allowed us to distinguish kiss-and-run from full-collapse fusion and to track single vesicles
through multiple rounds of kiss-and-run and reuse, without perturbing vesicle cycling. Kiss-and-run
dominated at the beginning of stimulus trains, reflecting the preference of vesicles with high
release probability. Its incidence was increased by rapid firing, a response appropriate to shape the
kinetics of neurotransmission during a wide range of firing patterns.

Asakeystone of neuronal communication,
the exocytosis and endocytosis of syn-
aptic vesicles may take different forms

(1). In full-collapse fusion (FCF), vesicles flatten
completely into the plasma membrane, lose their
identity, andmust be replaced eventually by newly
generated vesicles (2). In contrast, transient fusion
and retrieval, often called “kiss-and-run” (K&R),
would preserve a limited supply of releasable ves-
icles for reuse (3). Although nonclassical modes
akin to K&R have been demonstrated in non-
neuronal cells (4–8) and in a specialized calyceal
synapse (9), it remains uncertain whether K&R is
appreciable in small nerve terminals typical of the
mammalian brain, which rely on only a few dozen
releasable vesicles (8, 10). Vesicle recycling in
these terminals has been studied by optical reporters

such as styryl dyes or synaptopHluorin (synapto-
physin fused with pH-sensitive green fluorescent
protein) (11–15). However, the limited signal-to-
noise (S/N) ratio of such probes has left uncertain-
ty about the functional impact of K&R.

Quantum dots have been widely used for
applications requiring high S/N ratios (16–18).
Those with peak emission at 605 nm and a diam-
eter of ~15 nm (Qdots hereafter; fig. S1A) pro-
vided suitable artificial cargo: small enough to
fit into the vesicular lumen (~24 nm), yet large
enough to be rejected by putative K&R fusion
pores (1 to 5 nm) (9, 19). Furthermore, the pH
dependence of Qdot emission (17) would allow
reporting of exocytotic events, similar to pHluorin-
based indicators (20, 21).

Imaging single Qdot-loaded vesicles. Sparse
Qdot loading was accomplished by mildly stimulat-
ing neurons. Functional synapses in the Qdot im-
ages were identified by subsequent FM4-64 staining
(Fig. 1A). At many FM4-64–positive synapses, the
Qdot signal was close to background (P > 0.10,

t test), indicating no Qdot uptake (Fig. 1A). The
remaining synapses (~42%) showed higher intensi-
ties distributed in two evenly spaced peaks (Fig. 1A).
The interpeak spacing matched the unitary Qdot
signal determined by blinking, a spontaneous inter-
mittency of photoluminescence (22) (P> 0.25, t test).
This calibration (23, 24) confirmed that peak 1 cor-
responded to uptake of a single Qdot per synapse.

Qdot photoluminescence was pH-dependent:
It increased by ~15% when pH was raised from
5.48 (intravesicular) to 7.34 (extracellular) (Fig.
1B). Indeed, photoluminescence of single Qdots
in pH 7.34 agarose gel [72.1 T 2.1 arbitrary units
(a.u.), n = 371] exceeded that in nerve terminals
by ~15% (P< 0.01, t test), a difference reversibly
nullified by perfusion with pH 5.48 solution (fig.
S2C). These data suggested that synapse-loaded
Qdots were harbored at pH ~5.5, presumably
within synaptic vesicles, as seen directly in elec-
tron microscopy images (25).

The pH dependence predicted distinct pat-
terns of Qdot photoluminescence upon K&R
and FCF (Fig. 1B): K&R would allow protons
but not the Qdot to escape, causing transient de-
acidification and Qdot brightening. FCF would
appear as similar Qdot brightening followed by
loss of signal as the Qdot departs.

Qdots unambiguously identify FCF and K&R.
Qdot-loaded boutons did exhibit different patterns
of photoluminescence upon stimulation (0.1 Hz,
2 min; Fig. 1C): (i) baseline noise, (ii) a transient
positive deflection (uptick), (iii) an uptick followed
immediately by a negative step (downstep), and
(iv) patterns ii and iii in sequence. The uptick level
showed as a distinct peak ~15% above baseline, dis-
tinct from baseline noise (Fig. 1D). Amplitudes of
the upticks with or without downstepswere the same
(~9.9 a.u., fig. S3A). Invariably, downsteps followed
an uptick, were irreversible (236/236 events, fig. S3B),
and were identical in amplitude to that of single
Qdots (P > 0.25, t test), consistent with the disappear-
ance of Qdots after FCF.With or without downsteps,
the great majority of upticks were stimulus-locked
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(Fig. 1C, Fig. 2, and Fig. 3B), with latency briefer
than the image acquisition interval (fig. S3, C and
D). Some traces (8.6%) included events that were
not clearly stimulus-locked (fig. S3C), presumably
reflecting spontaneous exocytosis.

The upticks were probed by blocking vesicular
H+ transport with bafilomycin A1 (Baf). Without
Baf, all nonblank records could be classified as
K&R alone, FCF alone, or K&R + FCF in succes-
sion (Fig. 1C and Fig. 2). With acute exposure to
Baf, which spares the pre-exocytotic pH gradient but
prevents postexocytotic reacidification (25), iso-

lated upticks were replaced by persistent increases
(upsteps) of the same amplitude (10.47 T 1.14 a.u.,
n = 49). This was expected if Qdots remained in
post-K&R vesicles that failed to reacidify. After an
upstep, subsequent uptick-downstepswere replaced
by simple downsteps, 73.6 T 3.4 a.u. (n = 157),
115% of the basal Qdot signal. After 1 hour of Baf
incubation, which abolishes both the existing pH
gradient and vesicular reacidification (26), prestimu-
lation photoluminescence rose to ~115% of control,
and no further increase was ever observed upon
stimulation; all downsteps proceeded without a

prior uptick. The amplitudes of upticks, upsteps,
and downsteps showed expected interrelationships
(fig. S4). Note that upsteps were never observed in
the absence of Baf, contrary to expectations if Qdots
externalized by FCF had clung on long enough to
be recaptured by conventional endocytosis [time con-
stant, t, estimated at 14, 17, and 48 s, respectively,
in (13, 14, 27)]. Instead, the upticks can be attri-
buted to vesicular retention of the Qdot and re-
acidification upon closure of a fusion pore.

This interpretation was tested further by in-
creasing external pH buffering with 50 mM Tris

Fig. 2. Upward transients in Qdot signal report pH changes
within the vesicle lumen. Cartoons show hypothesized ef-
fect of acute or chronic block of vesicular H+–adenosine
triphosphatase with bafilomycin A1 (Baf). Without Baf
(normal), Qdot photoluminescence is diminished (maroon)
by acidic luminal pH (gray). Deacidification upon vesicle
fusion removes this quenching and Qdot brightens (red).
Acute application of Baf (acutely blocked) prevents re-
acidification after vesicle retrieval; chronic Baf (chroni-
cally blocked) removes all pH gradients. Experimental
traces illustrate typical photoluminescence patterns under
three conditions. Patterns are classified as K&R, FCF, or
K&R + FCF (labeled rows) according to analysis of col-
lected data (fig. S4).

Fig. 1. Single Qdots loaded into synaptic boutons
exhibit distinct patterns of photoluminescence change.
(A) Neurons stimulated (10 Hz, 1 s) with 400 nM Qdots
present, then thoroughly washed. The distribution of
photoluminescent intensity was measured at FM4-64–
defined regions of interest. Best fit was obtained with
three evenly spaced Gaussians (black line and red
dashed lines labeled 0, 1, and 2; red line indicates the
summation of Gaussians 1 and 2), 63.9 a.u. apart.
Spacing agrees with amplitude of blinking events (gray
bars with the black line indicating a Gaussian fitting;
mean 61.3 T 4.5 a.u.) (P > 0.25, t test). Inset: Circles
mark functional boutons identified by FM4-64 staining,
with (red) or without (white) single Qdot loading. Scale
bar, 3 mm. (B) pH-dependent Qdot photoluminescence.
Cartoons showhypothetical Qdot signals arising frompH
dependence. (C) Photoluminescence traces recorded
during 0.1-Hz field stimulation for 2 min (dashed lines).
(D) Upon stimulation, changes in Qdot signal (DF) could
be classified as noise (gray bars, centered at 0 a.u.) or a
clear positive deflection (red bars, centered at ~9 a.u.,
>2.5 SD of noise), ~15% of size of subsequent negative
deflections (blue bars, centered at ~ –63 a.u.). Insets
indicate measurements leading to the corresponding
histograms.
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instead of 10 mMHEPES (pHo always 7.3). If Tris
entered the vesicle and remained sequestered along
with the Qdot, luminal reacidification should be
slowed (12). Indeed, the uptick decay was longer
(P<0.01, t test; fig. S5A). In contrast, the timecourse
of uptick-downsteps remained unchanged with Tris
(fig. S5B), as expected for externalized Qdots.

Tracking the motion of single Qdots during and
after fusion (movie S1) buttressed our interpretation
of the two kinds of Qdot signals (supporting online
text). Downsteps were always associated with the
Qdot moving out of synapses (fig. S6); the diffu-
sion coefficient, D = 1.7 T 0.1 mm2/s, resembled
that of Qdots tethered to membrane proteins (28).
In contrast, in instances of uptick alone, Qdots re-
mained close to their position at the moment of fu-
sion (displacement 50 T 6 nm, n = 43), consistent
with the idea of K&R as “retrieval on the spot”
(29). Was the Qdot-reported K&R inadvertently
promoted by Qdot adherence? Previous findings
with FM4-64 coloaded with Qdots argued against
this idea (25). For further verification, we monitored
vesicle cycling with the use of pHluorin-tagged ve-
sicular glutamate transporter 1 (30) but found no
difference in vesicle dynamics before, during, or
after maximal loading with Qdots (fig. S7).

Timing and prevalence of K&R and FCF.
The all-or-none nature of Qdot uptake allowed us
to track a single vesicle in the total recycling pool
(TRP) until its final FCF. Labeling of individual
vesicles in the TRP was obtained with strong
stimulation (10 Hz, 2 min) at low Qdot con-
centration (4 nM). Among 793 vesicles in single
Qdot–loaded boutons, 302 exhibited fusion and
are represented as raster lines (Fig. 3A); the
others showed no fusion with field stimulation
but only with later high K+ challenges. Of the
302 vesicles, 292 fused upon field stimulation; of
these, 13 showed oneK&R, 58 showed one K&R
followed by FCF, 1 showed twoK&R events, and
220 showed FCF only. Thus, K&R occurred in
~25% of all vesicles and accounted for 21% of all
fusion events over the field stimulation.

Intriguingly, the prevalence of K&R and FCF
was dependent on stimulus number. K&R events
were predominant initially (63.4 T 9.9% at first
stimulus) but became less prevalent as stimulation
continued (Fig. 3C), falling to <10% later in the
train (Fig. 3E). BecauseQdots can report FCF after
K&R but not vice versa, we examined first-fusion
events specifically, and found the same trend.

K&R is favored by RRP vesicles. What is the
basis of the decaying K&R ratio? One possibility
is that vesicles with higher release probability
per vesicle (Pr/v), namely readily releasable pool
(RRP) vesicles, prefer K&R (31, 32). Alterna-
tively, the shift in fusion modes might arise from
a cumulative effect of electrical activity, indepen-
dent of Pr/v. To test these ideas, we prefaced field
stimulation with a hypertonic challenge to selec-
tively mobilize RRP vesicles without electrical
activity or Ca2+ elevation (33). Rapid application
of Tyrode’s solution + 500 mM sucrose for 10 s
caused vesicular turnover, reflected by upticks and
uptick-downsteps whose peak-aligned averages

were virtually identical to the corresponding re-
sponses to electrical stimulation. The two types of
events were similarly timed [P > 0.1, Kolmogorov-
Smirnov (K-S) test] and clustered between 1 and
7 s after the hypertonic challenge started. The hyper-
tonic challenge elicited more K&R than FCF (Fig.
3E), yielding a K&R ratio (0.63 T 0.05) similar to
that found with the first field stimulus. During the
subsequent electrical stimulation, the numbers of
K&R and FCF events held steady, then fell in
parallel as Qdot-labeled vesicles were depleted
(Fig. 3E). Consequently, the K&R ratio stayed at
~15% during the whole stimulus train (Fig. 3F).
Thus, RRP-resident vesicles displayed a strong
propensity for K&R, but once-fused RRP vesi-
cles and vesicles freshly recruited from the re-
serve pool were less favorably disposed to K&R,
thus accounting for the observed drop in the
K&R ratio.

K&R increases upon rapid stimulation. Hip-
pocampal neurons often fire in bursts with intraburst
frequencies far greater than 0.1 Hz. A key ques-
tion is whether the balance between modes of
fusion tilts when neurotransmission intensifies.

Accordingly, after single Qdots had been loaded
into the TRP, we applied 10-Hz field stimulation
for 2 min. The fusion rate clearly increased (Fig.
4A). Qdot-loaded vesicles were sorted according
to their behavior during the stimulation (Fig. 4B).
Again, the prevalence of K&R started high but
fell with continual stimulation (Fig. 4C). The ini-
tial contribution of K&Rwas significantly greater
at 10 Hz (~88%) than at 0.1 Hz (~62%;P< 0.05,
t test); likewise for the later steady level of K&R
prevalence (~30% versus 10%; P < 0.05, t test).
AmongQdot-labeled vesicles responding to electrical
stimulation, 68% supported one or more K&R
events, considerably more than with 0.1-Hz stim-
ulation, and this effect likely extended beyond the
RRP (<30% of vesicles) (11, 32, 33). At 10 Hz,
individual vesicles supported as many as three
rounds of K&R before a final FCF (Fig. 4A).
Various combinations of fusion and retrieval events
were observed (Fig. 4B).

To clarify the increase in reuse, we sortedQdot-
loaded vesicles according to overall performance
and plotted the respective latencies to first fusion.
Of the vesicles undergoing FCF alone, ~84% fused

Fig. 3. Prevalence of K&R changes over the course of stimulation as RRP vesicles are depleted. (A) Raster
representation of traces (n= 302) from single Qdot-loaded vesicles that responded to 0.1-Hz field stimulation
for 2 min. For each stimulus and subsequent interval, Qdot signals registered as nonresponse (gray), K&R
(red), nonresponse after K&R (maroon), FCF (blue), or Qdot no longer present in region of interest (black).
Pooled traces fromN=8 cover slips, three separate cultures. (B) Traces corresponding to the first 12 rasters in
(A). Photoluminescence changes are color-coded for each stimulus and ensuing interval as in (A). (C) Numbers
of K&R (red squares) and FCF events (blue triangles), plotted for every stimulus. (D) K&R ratio for every
stimulus (N = 8). Vertical bars are TSEM. (E) Numbers of K&R (red squares) and FCF events (blue triangles),
plotted for prestimulation hypertonic challenge (suc) and for each field stimulus. (F) Corresponding K&R ratio
(solid red squares), compared with control [faded red squares, copied from (D)] (**P < 0.01, c2 test).

13 MARCH 2009 VOL 323 SCIENCE www.sciencemag.org1450

RESEARCH ARTICLES

  
 

http://www.sciencemag.org


with a delay of >30 s, late enough to ensure that
they originated from the reserve pool rather than
the RRP (11, 32). In contrast, all vesicles generat-
ing three K&R events first fused within <30 s.
Overall, the earlier the first fusion of a vesicle
(higher Pr/v), the more K&R it supported (Fig.
4D). This was not simply due to a longer time
span from stimulation onset to final FCF, because
this spanwas independent of the number of K&R
events (fig. S8). Instead, residence in theRRP (and
highPr/v) favors K&R, in agreement with findings
with hypertonic challenges (Fig. 3, E and F).

How soon after K&R can a vesicle be reused
under rapid stimulation?Wefocusedoncaseswhere-
in two consecutive K&R events were followed by
FCF, to obtain a balanced comparison between
K-K intervals (i.e., elapsed time between two con-
secutive K&R events) and K-F intervals (i.e.,
elapsed time between K&R and ensuing FCF).
K-K intervals (Fig. 4E) were briefer (shortest,
2.67 s; median, 5.67 s; average, 10.26 T 2.04 s)

and faster than the classic exocytosis-endocytosis
cycle in hippocampal terminals (8). In contrast,
theK-F interval (Fig. 4E)was longer than theK-K
interval by a factor of ~3 (median, 22.3 s; average,
26.8 T 3.6 s). However, the K-F interval was faster
than the latency to FCFonly by a factor of 3 (~60 s);
vesicles undergoing reuse by FCF after K&R still
enjoyed a big kinetic advantage over unused ves-
icles destined for FCF.

Rapid reacidification and activity-dependent
fusion pore open time. For functional advantage,
speedy reuse of vesicles must be complemented by
prompt fusion pore closure and fast reacidification,
so as to allowvesicular refillingwith neurotransmitter
(34) and avoid “shooting blanks.” Using 30-Hz
imaging, we found that once the Qdot signal in-
creased upon stimulation (single pulse; intertrial
interval ~20 s), it remained at the highest level for
a variable time before returning to baseline (Fig.
5A, inset). Such a plateau was expected while the
fusion pore remained open. Indeed, experimental

traces were better fitted with a plateau preceding
a single-exponential decay thanwith an exponen-
tial alone (Fig. 5A). The median plateau duration
was 0.367 s (average 0.527 T 0.085 s, n = 43) and
the median time constant of decay was 0.69 s
(average 0.95 T 0.18 s, n = 43). To verify the
separation of plateau and decay phases, we again
applied 50 mM Tris (Fig. 5, B and C). The Qdot
signal showed the same amplitude and plateau
duration as with HEPES (Fig. 5F; both P > 0.5,
K-S test) while the decay was slowed (Fig. 5F;
P<0.01,K-S test), as also seenwith low-frequency
imaging (fig. S5A). The buffer insensitivity of the
plateau amplitude and duration confirmed that the
plateau represented the period preceding vesicle
reacidification.

Because H+ transport is the likely rate-limiting
step for transmitter refilling (1, 34), full reestab-
lishment of DpH suggests that transmitter refilling
was also nearly complete. Our direct measure-
ments yield a vesicle reacidification rate faster than
most previous estimates (13, 14), with one excep-
tion (12). To probe whether the fusion pore open
time and the vesicle reacidification rate are subject
to change, we applied 10-Hz stimulation for 5 s.
The plateau duration became longer (Fig. 5, D and
E), increasing from ~0.5 s to 1.05 T 0.18 s (n =
46), but both plateau amplitude and recovery time
constant of decay, tdecay, remained unaltered (Fig.
5F). Thus, reacidification proceeded rapidly at
10 Hz (tdecay = 0.99 T 0.12 s, n = 46), just as it
did at low frequency. The frequency-dependent
lengthening of plateau duration developed gradu-
ally during the 10-s stimulation train (P < 0.01,
Pearson correlation test), indicating again that fu-
sion pore gating was under physiological control.

Discussion. Using Qdots, we developed a
method to distinguish multiple fusion modes
with sharply different optical signals and single-
event resolution, which enabled us to clarify the
uncertainty about K&R at small nerve terminals
of the central nervous system (11–14, 26, 35). As
indivisible nanoparticles, Qdots could label indi-
vidual vesicles in either the RRP or the reserve
pool, which allowed us to monitor them without
loss of signal continuity or amplitude through
multiple rounds of reuse. In future studies, Qdots
of different sizes and colors could be used to
manipulate the vesicular volume available for
neurotransmitter or to track different vesicles. Fur-
thermore, Qdots might be engineered to give a
larger pH-dependent signal and to permanently
attach to the presynapticmembrane, enabling long-
term tracking of presynaptic activity in situ.

Using Qdots, we could characterize the rapid
reuse of vesicles. K&R gradually gave way to
FCF as the dominant fusion mode during a stim-
ulus train, contrary to the simple assumption of a
fixed ratio (26). Consequently, K&R and FCF can
each be predominant under different conditions.
K&R appears most prominent under high-activity
demand. FCF outweighs K&R under steady-state
stimulation at low rates—that is, under conditions
typical of studies in whichK&R has been difficult
to detect (13, 14, 35).

Fig. 4. Up-modulation of K&R prevalence with intense stimulation. (A) Sample traces from Qdot-loaded
vesicles. (B) Categorization of vesicles with different fusion behaviors. (C) The K&R ratio during 10-Hz
stimulation for 2 min (analyzed with 5-s time bins to improve S/N) was significantly higher than that during
0.1-Hz stimulation (faded symbols, data from Fig. 3D). (D) Latency of first fusion in the different categories
[same color coding as (B)]. Each plot normalized by the number of vesicles in that category. The higher its Pr/v,
the more K&R events a vesicle could support (Pr/v = 0.051, 0.023, 0.010, and 0.001, respectively, for 3K + F,
2K + F, K + F, and FCF only). (E) The interval between two consecutive K&R events (K-K, red) was significantly
shorter than that between K&R and a subsequent FCF of the same vesicle (K-F, blue) (P < 0.01, K-S test).
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The duration of fusion pore opening (0.5 to
1 s) was in good agreement with the capacitance
measurements in the calyx of Held (9) and chro-
maffin cells (36). A subsecond opening would
easily allow complete emptying of small neuro-
transmitters. Further study is needed to determine
whether flickering or gradual widening of the
fusion pore (37, 38) allows gradual release of
neurotransmitter and postsynaptic receptor de-
sensitization at excitatory synapses.

K&R confers multiple functional advantages.
Some RRP vesicles could fuse up to four times,
allowing more efficient recycling, particularly with
the intermittent patterns of burst firing found for
hippocampal neurons in vivo. The rate of vesicle
reuse we recorded was much faster than could be
previously estimated (11)—a kinetic advantage if
reuse of the same vesicle is an alternative to
readying a fresh vesicle at the same release site.
Nonetheless, the shortest interval between succes-

sive fusion events still left enough time for nearly
complete reacidification (and, by inference, replen-
ishment with neurotransmitter), consistent with
preservation of quantal size even at high firing
rates (39). On the other hand, persistent occupancy
of release sites by a K&R vesicle awaiting reuse
might also contribute to “release site inactivation”
and falling Pr/v during sustained firing.

With regard to synaptic variability, the repeated
reuse of a small population of vesicles in successive
bursts (11) would reduce variations in neuro-
transmitter content arising from differences in
vesicle volume or in luminal transmitter concen-
tration (34). Reuse of the same release site would
also lower “release location–dependent variability”
(40). In bothways, reuse would improve the fidelity
of information transfer during neurotransmission.
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Explosive Percolation in
Random Networks
Dimitris Achlioptas,1 Raissa M. D’Souza,2,3* Joel Spencer4

Networks in which the formation of connections is governed by a random process often undergo a
percolation transition, wherein around a critical point, the addition of a small number of
connections causes a sizable fraction of the network to suddenly become linked together. Typically
such transitions are continuous, so that the percentage of the network linked together tends to zero
right above the transition point. Whether percolation transitions could be discontinuous has been
an open question. Here, we show that incorporating a limited amount of choice in the classic
Erdös-Rényi network formation model causes its percolation transition to become discontinuous.

Alarge system is said to undergo a phase
transition when one or more of its prop-
erties change abruptly after a slight change

in a controlling variable. Besides water turning into
ice or steam, other prototypical phase transitions
are the spontaneous emergence of magnetization
and superconductivity in metals, the epidemic spread
of disease, and the dramatic change in connectivity
of networks and lattices known as percolation. Per-
haps the most fundamental characteristic of a phase
transition is its order, i.e., whether the macroscopic
quantity it affects changes continuously or dis-

continuously at the transition. Continuous (smooth)
transitions are called second-order and include many
magnetization phenomena, whereas discontinuous
(abrupt) transitions are called first-order, a familiar
example being the discontinuous drop in entropy
when liquid water turns into solid ice at 0°C.

We consider percolation phase transitions in
models of random network formation. In the classic
Erdös-Rényi (ER) model (1), we start with n iso-
lated vertices (points) and add edges (connections)
one by one, each edge formed by picking two ver-
tices uniformly at random and connecting them
(Fig. 1A). At any given moment, the (connected)
component of a vertex v is the set of vertices that
can be reached from v by traversing edges. Com-
ponents merge under ER as if attracted by gravita-
tion. This is because every time an edge is added, the
probability two given components will be merged is
proportional to the number of possible edges be-
tween themwhich, in turn, is equal to the product
of their respective sizes (number of vertices).

One of the most studied phenomena in prob-
ability theory is the percolation transition of ER
random networks, also known as the emergence of
a giant component. When rn edges have been
added, if r < ½, the largest component remains
miniscule, its number of verticesC scaling as log n;
in contrast, if r > ½, there is a component of size
linear in n. Specifically, C ≈ (4r − 2)n for r slightly
greater than ½ and, thus, the fraction of vertices
in the largest component undergoes a continuous
phase transition at r = ½ (Fig. 1C). Such continuity
has been considered a basic characteristic of per-
colation transitions, occurring in models ranging
from classic percolation in the two-dimensional
grid to randomgraphmodels of social networks (2).

Here, we show that percolation transitions in
random networks can be discontinuous. We dem-
onstrate this result for models similar to ER,
thus also establishing that altering a network-
formation process slightly can affect it dra-
matically, changing the order of its percolation
transition. Concretely, we consider models that,
like ER, start with n isolated vertices and add
edges one by one. The difference, as illustrated
in Fig. 1B, is that to add a single edge we now
first pick two random edges {e1,e2}, rather than
one, each edge picked exactly as in ER and inde-
pendently of the other. Of these, with no knowl-
edge of future edge-pairs, we are to select one and
insert it in the graph and discard the other. Clearly,
if we always resort to randomness for selecting
among the two edges, we recover the ER model.
Whether nonrandom selection rules can delay (or
accelerate) percolation in such models, which have
become known as Achlioptas processes, has re-
ceived much attention in recent years (3–6).
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*To whom correspondence should be addressed. E-mail:
raissa@cse.ucdavis.edu

Fig. 1. Network evolu-
tion. (A) Under the Erdös-
Rényi (ER) model, in each
step two vertices are cho-
sen at random and con-
nected by an edge (shown
as the dashed line). In
this example, two com-
ponents of size 7 and 2
get merged. (B) In mod-
els with choice, two ran-
dom edges {e1,e2} are
picked in each step yet
only one is added to the
network based on some selection rule, whereas the other is discarded.
Under the product rule (PR), the edge selected is the one minimizing the
product of the sizes of the components it merges. In this example, e1 (with
product 2 × 7 = 14) would be chosen and e2 discarded (because 4 × 4 =

16). In contrast, the rule selecting the edge minimizing the sum of the com-
ponent sizes instead of the product would select e2 rather than e1. (C) Typical
evolution of C/n for ER, BF (a bounded size rule with K = 1), and PR, shown for
n = 512,000.
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A selection rule is classified as “bounded-size”
if its decision depends only on the sizes of the com-
ponents containing the four end points of {e1,e2}
and, moreover, it treats all sizes greater than some
(rule-specific) constantK identically. For example, a
bounded-size rule with K = 1 due to Bohman and
Frieze (BF) (3), the first selection rule to be analyzed,
proceeds as follows: If e1 connects two components
of size 1, it is selected; otherwise, e2 is selected. So, in
Fig. 1B, e2would be selected. Bounded-size rules, in
general, are amenable to rigorousmathematical anal-
ysis, and in (3, 4) it was proven that such rules are
capable both of delaying and of accelerating perco-
lation. In contrast, unbounded-size rules seembeyond
the reach of current mathematical techniques. A cru-
cial point is that the percolation transition is strongly
conjectured to be continuous for all bounded-size rules
(4). This conjecture is supported both by numerical
evidence and mathematical considerations, though
a fully rigorous argument has remained elusive.

Here, we provide conclusive numerical evidence
that, in contrast, unbounded-size rules cangive rise to
discontinuous percolation transitions. For concrete-
ness, we present evidence for the so-called product-
rule (PR): Always retain the edge that minimizes
the product of the sizes of the components it joins,
breaking ties arbitrarily (Fig. 1B). Thus, the PR se-
lection criterion attempts to reduce the aforemen-
tioned gravitational attraction between components.
We note that other unbounded-size rules also yield
first-order transitions. For example, results similar to
those for PR hold when “product” is replaced by

“sum.” It is also worth noting that the criterion em-
ployed by PR can also be used to accelerate perco-
lation by always selecting the edge that maximizes
rather than minimizes the product of the size of the
components it merges (and similarly for sum). Nev-
ertheless, in that case, the percolation transition
remains continuous, reflecting the completely dif-
ferent evolution of the component-size distribution
in the maximizing versus the minimizing case.

Let C denote the size of the largest component,
t0 denote the last step for which C < n1/2, and t1 the
first step for which C > 0.5n. In continuous tran-
sitions, the interval D = t1 − t0 is always extensive,
i.e., linear in n. For example, D > 0.193n in ER. In
contrast, as we show in Fig. 2B, D is not extensive
for the product rule; indeed,D <2n2/3 and it appears
that D/n2/3→ 1. As a result, the fraction of vertices
in the largest component jumps from being a van-
ishing fraction of all vertices to a majority of them
“instantaneously.” Although t0/n and t1/n converge
to rc = 0.888… (Fig. 2C), the variance in the value
of t0 and t1 is enough to prevent the direct obser-
vation of a first-order transition. That is, measur-
ing the size of the largest component as a function
of the number of steps and averaging it over dif-
ferent realizations smears out the transition point,
motivating our introduction of D and its measure-
ment along different realizations. Specifically, each
data point in Fig. 2, A to C, represents an average
over an ensemble of 50 independent identically dis-
tributed realizations, and the dashed lines are the sta-
tistical best fits to the data (for details, see the

supportingonlinematerial).Our computer implemen-
tationmakes use of efficient procedures (7) for track-
ing how components merge as edges are added.

Our choice of n1/2 and 0.5n above for defining
D was simply illustrative. To demonstrate the dis-
continuity of PR’s percolation transition, it suffices
to find constants A > 0 and b,g < 1 such that the
number of steps between C < ng and C > An is
smaller than nb. Indeed, we have discovered a gen-
eral scaling law associated with PR’s percolation.
For a range of values for A, we find that the same
simple linear scaling relation governs the bound-
ary of valid parameter choices, namely g + lb = m,
where to the best of our numerical estimates, l ≈
1.2 and m ≈ 1.3. Convergence to this behavior for
A= 0.5 is shown in Fig. 2D. Here, each data point
depicts an individual realization, and color is used
to show the relative error between the empirical
value and that predicted by the scaling relation
(see supporting online material for details).

We have demonstrated that small changes in
edge formation have the ability to fundamental-
ly alter the nature of percolation transitions. Our
findings call for the comprehensive study of this
phenomenon, and of its potential use in bringing
phase transitions under control.
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The Initial Stages of Template-Controlled
CaCO3 Formation Revealed by Cryo-TEM
Emilie M. Pouget,1,2 Paul H. H. Bomans,1,2 Jeroen A. C. M. Goos,1 Peter M. Frederik,2,3
Gijsbertus de With,1,2 Nico A. J. M. Sommerdijk1,2*

Biogenic calcium carbonate forms the inorganic component of seashells, otoliths, and many marine
skeletons, and its formation is directed by an ordered template of macromolecules. Classical
nucleation theory considers crystal formation to occur from a critical nucleus formed by the
assembly of ions from solution. Using cryotransmission electron microscopy, we found that
template-directed calcium carbonate formation starts with the formation of prenucleation clusters.
Their aggregation leads to the nucleation of amorphous nanoparticles in solution. These
nanoparticles assemble at the template and, after reaching a critical size, develop dynamic
crystalline domains, one of which is selectively stabilized by the template. Our findings have
implications for template-directed mineral formation in biological as well as in synthetic systems.

Innature, hybrid materials consisting of a com-
bination of soft organic and hard inorganic
components are used for a variety of purposes,

including mechanical support, navigation, and
protection against predation (1, 2). These bio-
minerals, such as bones, teeth, and shells, often
combine fascinating shapes with remarkable
mechanical (3) and optical (4) properties, which
generally are related to a high level of control
over structure, size, morphology, orientation, and
assembly of the constituents.

Calcium carbonate is the most abundant crys-
talline biomineral. In nature, its formation gener-
ally takes place in specialized, self-assembled
compartments, such as vesicles or layeredmacro-
molecular structures, where domains of acidic
proteins induce oriented nucleation (5, 6). Avoid-
ing the complexity and dynamics of the biolog-
ical mineralization systems, template-directed
CaCO3 mineralization has been studied in vitro
through the use of two-dimensional (2D) molec-
ular assemblies as model systems (7).

According to classical nucleation theory, the
crystallization of inorganic minerals starts from
their constituting ions, which, on the basis of their
ionic complementarity, form small clusters in a
stochastic process of dynamic growth and dis-
integration (8). These clusters become stable when
a critical size is reached at which the increasing sur-
face energy related to the growing surface area is
balanced by the reduction of bulk energy related to

the formation of a crystal lattice. The resulting pri-
mary nanoparticles form the critical crystal nuclei that
are the basis of further growth through the associated
reduction of the Gibbs free energy of the system.

In contrast to what is described by classical
nucleation theory, calcium carbonate crystal for-
mation has been shown to occur from a transient
amorphous precursor phase, both in biological
(9, 10) and in biomimetic systems (11, 12).
Moreover, it was recently shown that CaCO3

nucleation (13) is preceded by the formation of
nanometer-sized prenucleation clusters, which
also is not foreseen by classical nucleation theory.
Although a recent model described how a tem-
plate can direct orientated nucleation from an
amorphous calcium carbonate (ACC) precursor
phase (14), the role of prenucleation clusters in
template-directed mineralization is still unknown.

Previously, with the use of a vitrification robot
and attached glovebox, we were able to load a
self-organized monolayer with adhered mineral-
ization solution onto a holey carbon cryotransmis-
sion electron microscopy (cryo-TEM) grid with
minimal disturbance of the system while main-
taining 100% humidity and constant temperature
(fig. S1) (11, 15). Plunge-freeze vitrification of
the sample at various time points allowed trap-
ping of the different stages of the mineralization
reaction and monitoring of the development of
the mineral phase in its native hydrated state by
cryo-TEM. Using 2D imaging and diffraction,
we showed the formation of a transient ACC
phase and demonstrated its transformation into
oriented vaterite before the formation of the final
product, oriented calcite. However, this study did
not show which steps in the mineralization process
depended critically on the presence of the mono-
layer, nor did it discover the prenucleation clusters.

The present work used a stearic acid mono-
layer as a template deposited on a supersaturated

9 mM Ca(HCO3)2 solution (16). We studied the
system through a combination of cryoelectron
tomography (cryo-ET) (17) and low-dose selected-
area electron diffraction (SAED), obtaining mor-
phological and structural information with 3D
spatial resolution. This allowed us to image, locate,
and identify CaCO3 nanoparticles in solution and
to establish whether they were actually in contact
with the template. Also, by using high-resolution
cryo-TEM, we could visualize prenucleation
clusters and collect evidence for their role in the
nucleation of the amorphous nanoparticles. To-
mography revealed that these particles nucleated
in solution but later assembled at the template
surface, where crystallinity developed; low-dose
SAED showed selective stabilization of single
crystallographic orientation through the interac-
tion of the mineral with the monolayer.

High-resolution cryo-TEM studies of fresh
9 mM Ca(HCO3)2 solutions showed prenuclea-
tion clusters with dimensions of 0.6 to 1.1 nm
(Fig. 1, A and B). At the same time, a small pop-
ulation of larger clusters (<4 nm) was detected
(Fig. 1C, inset), indicating the onset of the
aggregation process leading to nucleation. After
reaction times of 2 to 6 min, small nanoparticles
with a size distribution centered around 30 nm
were observed (Fig. 2A).

Samples were taken from the crystallization
solution at different time points (figs. S2 and S3)
(15) and analyzedwith analytical ultracentrifugation,
which detects species in solution according to the
difference in their sedimentation coefficient s (18).
Large and dense particles sediment faster than
smaller or less dense particles, thereby yielding a
higher value of s. These experiments confirmed
the presence of nanoclusters (s = 1.5 × 10−13 to
3 × 10−13 s) coexistingwith ions (s≤ 0.6 × 10−13 s),
followed by the aggregation of the clusters (s ≥ 4.5 ×
10−13 s) before the nucleation event.

Gebauer et al. (13) provided convincing evi-
dence that the existence of prenucleation clusters
is due to thermodynamic equilibrium among sol-
vent, individual hydrated ions, and hydrated clus-
ters, as represented by

z{Ca2+}aq + z{CO3
2–}aq ↔ {CaCO3}z,aq (1)

in which the clusters are considered as a solute
entity and z is the number of CaCO3 units in a
cluster. In the absence of data on prenucleation
cluster concentrations, and a value for z, quanti-
tative assessment is currently not possible. They
speculated that the release of water molecules from
the hydration shell of ions provides a substantial en-
tropy gain favoring prenucleation cluster formation.

Low-dose SAED showed that the 30-nm
nanoparticles were amorphous, and cryo-ET dem-
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onstrated that they were present throughout the
whole solution (Fig. 2, A, D, and E) (15), implying
that their formation is independent of the presence
of the organic template. TheSAEDpatterns obtained
from the ACC particles and the fresh Ca(HCO3)2
solutions were indistinguishable and were clearly
different from vitrified films of pure water and aque-
ous 10 mM CaCl2 solutions (Fig. 1D). The sim-
ilarities and differences among the different samples
are not only immediately clear from the position of
the second diffraction ring [at 4.61 T 0.05 Å for
ACC and 9mMCa(HCO3)2; at 4.82 T 0.05 Å and
4.90 T 0.05 Å for water and 10 mM CaCl2, re-
spectively], but are also statistically significant in
the maximum of the first diffraction ring (tables
S1 and S2) (15). These results suggest that the
prenucleation clusters present in freshly prepared
Ca(HCO3)2 solutions consist of ACC.

In contrast to the observations ofGebauer et al.
(13), our experiments showed that the prenuclea-
tion clusters persisted after nucleation. We spec-
ulate that the formation of the ~30-nmnanoparticles
is due to aggregation of the prenucleation clusters
via Brownian motion. Considering that the pre-
nucleation clusters already have the structure of
the ACC particles found after nucleation, the ag-
gregation of clusters mainly leads to a gain in

surface enthalpy. We consider this to be the main
driving force for stabilization of the ACC nano-
particles. However, it is noteworthy that experi-
ments (19) and simulations (20) have indicated
that CaCO3 domains with sizes of ≤2 nm may
already possess short-range local order.

After longer reaction times (10 to 20 min),
larger particles with sizes ranging from70 to 250 nm
were observed (Fig. 2, B, D, and F) in coexistence
with a persistent population of the ~30-nm nano-
particles. Tomograms showed that the larger par-
ticles were found exclusively at the interface with
the monolayer and that all exhibited a smooth
face interactingwith the template. Low-dose SAED
revealed that some of these were still amorphous
(Fig. 2D, particle 2), whereas others produced
complex spot patterns (Fig. 2D, particles 3 to 5)
that could be assigned to vaterite displaying mul-
tiple crystallographic orientations (fig. S4) (15).
The template-associated amorphous particles were
larger than those found in solution and had a size
range of 70 to 120 nm, which implies that these
are temporarily stabilized by the monolayer. The
particles in which crystallinity had developed
were found in all sizes (70 to 250 nm), which
suggests that in the present system the size of
~120 nm is a critical upper limit for the stability

of the amorphous phase. Conversely, the obser-
vations that most ACC particles have a size of
<70 nm, whereas polycrystalline CaCO3 has a
minimal particle diameter of ~70 nm, imply that
this size is critical for the development of crys-
talline domains inside an amorphous matrix.

The size of the particles further increased, and an
increasing fraction of these particles showed a domi-
nating or even a single diffraction pattern (particle
diameters of >300 nm) (Fig. 2, F and G, and fig.
S4) (15). In accordance with literature (16, 21, 22),
SAED identified this plane as (00.1) vaterite (Fig. 2,
C and D); in the absence of a monolayer, a mixture
of randomly oriented calcite and vaterite was ob-
tained (fig. S6) (15). Tomograms showed that after
a reaction period of 30 to 60 min, the nanoparticles
were still present throughout the solution, and in
many cases they were found to decorate the surface
of the 300- to 500-nm vaterite crystals (Fig. 2G).

In accordancewith electronmicroscopy obser-
vations (9, 14) and simulations (23), the present
results imply a locally confined transformation of
the amorphous to the crystalline state. Also, struc-
tural and spectroscopic techniques have demon-
strated the development of short-range order in
transient ACC, indicating a gradual development
of crystallinity within the material (24, 25). None-

Fig. 1. (A) High-resolution cryo-TEM image of a fresh 9mMCa(HCO3)2 solution
after image processing (15) in which prenucleation clusters are observed. An
arbitrary number of clusters are highlighted by black circles. Scale bar, 20 nm.
(B) Nonfiltered images representing the zone delimited by the red square in (A).
In the high-magnification image, all particles present are highlighted by black
circles. Particle sizes below the detection limit of 0.45 nm (3 times the pixel size)

are considered noise. Scale bar, 5 nm. (C) Particle diameter (d) distribution of
the prenucleation clusters observed in the cryo-TEM images. (D) Radial in-
tegration of the diffraction patterns of vitrified aqueous solutions of (1) ACC
(green), (2) 9 mM Ca(HCO3)2 (red), (3) water (blue), and (4) 10 mM CaCl2
(black). Vertical (black) lines are drawn to indicate the shifts of the diffraction
rings of the different samples with respect to that of a vitrified film of pure water.
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theless, for several other calcium carbonate–based
systems, crystallization proceeds through a dissolution-
reprecipitation mechanism (12, 26).Moreover, we
cannot exclude the possibility that the presence of
watermediates this phase transformation through the
solubilization of ACC on a nanoscopic scale (19).

The narrow size distribution of the initial ACC
particles suggests an optimal stability at a diameter
of ~30 nm, similar to previous reports for mineral
nanoparticles in studies of calcium carbonate from
nacre (6) and calcium phosphate from enamel
(27). The presence of these nanoparticles in all
stages of the mineral formation process (fig. S8)
(15) supports proposals that these nanoparticles
form the feedstock on which the larger particles
and crystals grow (11, 28). Although the obser-
vation that nanoparticles adhere to the surface of
the vaterite crystals (Fig. 2G) suggests that growth
proceeds through the direct addition of such par-
ticles, no crystals with roughened surfaces have
been observed. Therefore, also considering the
high solubility of ACC in water (1.7 mM) (29),
one may expect that the nanoparticles exist in
equilibrium with the material in solution, and we
propose that the growth of the larger particles
occurs through a dissolution-reprecipitation mech-
anism at the expense of the nanoparticles (30).

We propose that the template-directed crys-
tallization of CaCO3 proceeds through several
distinct steps (Fig. 3) (15). The starting point is

Fig. 3. The different stages of template-controlled calcium carbonate formation. (A) The
distribution of particle diameters at different stages of crystal development. (B) Schematic
pathway of the mineralization of an organic matrix. Step 0: formation of prenucleation clusters.
Step 1: Aggregation of the clusters to form 30-nm ACC nanoparticles. Step 2: Clustering and
growth of the ACC particles at the surface of the organic matrix. Step 3: Start of the crystallization;
formation of poorly crystalline particles. Step 4: Formation of nanocrystalline domains inside the
amorphous particle. Step 5: Prevalent growth of the crystalline domain stabilized by the template.
Step 6: Formation and growth of oriented single crystals. Numbers in parentheses in (A) and step
numbers in (B) relate to the particle numbers in Fig. 2.

Fig. 2. (A to C) Cryo-TEM im-
ages of the early, intermediate,
and mature stages, after reac-
tion times of 6min, 11min, and
45 min, respectively. Inset in (B)
is a micrograph taken from a dif-
ferent area. Scale bars, 200 nm.
(D) Diffraction patterns of the
particles marked in (A) to (C),
showing the development of
crystallinity during the miner-
alization. Scale bar, 5 nm−1. Par-
ticles 1 and 2 are amorphous;
particles 3 to 5 are polycrystal-
line. The marked spots can be
indexed (yellow arrows) as va-
terite oriented (00.1). The d-
spacings of the other spots fit
with the vaterite distances. Par-
ticle 6 is vaterite (00.1). See
details of the diffraction pattern
indexation in (15). (E to G)
Computer-aided visualization of
the tomograms recorded from
the areas shown in (A) to (C)
(15). The red arrows in (E) show
the nanorods marking the mono-
layer (fig. S5) (15). The black
arrows in (G) show the 30-nm
ACC decorating the more ma-
ture crystals. Inset in (F) shows
the particle surfaces that inter-
act with the monolayer.
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the formation of prenucleation clusters with dimen-
sions of 0.6 to 1.1 nm (step 0). In analogy to the
chemistry of calcium phosphate (31), we consider
them to be the smallest stable agglomerates of
CaCO3 present from the beginning of the reaction.
Aggregation of these clusters in solution leads to the
nucleation of ACC nanoparticles with a size distri-
bution centered around 30 nm (step 1). Association
of these particles with the template surface initiates
the growth of ACC (step 2), using the nanoparticles
in their neighborhood as feedstock. Next, randomly
oriented nanocrystalline domains are formed inside
the otherwise amorphous particles (steps 3 and 4).
On the basis of the model of Zhang et al. (23), we
expect these domains to be unstable and in equi-
libriumwith the amorphous phase. In the last steps,
the orientation that is stabilized through the inter-
action with the monolayer becomes dominant (step
5) and develops into a single crystal (step 6). This
single crystal probably grows by the further addition
and incorporation of ions and clusters from solution.

The initial experiments ofMann and co-workers
showed that the present system could produce cal-
cite (11.0) or vaterite (00.1) depending on the pre-
cise conditions (16, 32). Later, it was demonstrated
that rapid CO2 evaporation favors the kinetic product,
vaterite (21, 22), whereas lower evaporation rates
lead to the calcitic form (21). These results are
confirmed by our finding of (00.1) oriented vaterite
in the present work (i.e., in a fast-outgassing thin
film) and the formation of (11.0) oriented calcite
in crystallization dishes (fig. S7) (15) from which
CO2 outgassing is slower. Moreover, the observation
of randomly oriented vaterite crystals also puts in
perspective the synchrotron x-ray scattering exper-
iments that showed the formation of randomly
oriented crystals from the same system (22).

The nanoscopic prenucleation clusters that we
visualized are the smallest stable form of CaCO3

and are likely the building blocks of the amorphous
precursor particles observed in biomineralization;
such particles are also observed in many synthetic
systems and are not restricted to calcium carbonate
(13,31).As a consequenceof their aggregation,ACC
nucleates in solution and subsequently assembles at
the template. There, it is present as a temporarily
stabilized but transient phase thatmediates the trans-
fer of information from the template to themineral
phase. This occurs through the selective stabiliza-
tion of only one of the orientations present, leading
to the development of a single crystal.
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Self-Repairing Oxetane-Substituted
Chitosan Polyurethane Networks
Biswajit Ghosh and Marek W. Urban*

Polyurethanes have many properties that qualify them as high-performance polymeric materials,
but they still suffer from mechanical damage. We report the development of polyurethane networks
that exhibit self-repairing characteristics upon exposure to ultraviolet light. The network consists
of an oxetane-substituted chitosan precursor incorporated into a two-component polyurethane.
Upon mechanical damage of the network, four-member oxetane rings open to create two reactive
ends. When exposed to ultraviolet light, chitosan chain scission occurs, which forms crosslinks with
the reactive oxetane ends, thus repairing the network. These materials are capable of repairing
themselves in less than an hour and can be used in many coatings applications, ranging from
transportation to packaging or fashion and biomedical industries.

When a hard or sharp object hits a ve-
hicle, it is likely that it will leave a
scratch, and for this reason the auto-

motive industry looks for coatings with high
scratch resistance. Because of their hardness and
elasticity, polyurethanes exhibit good scratch re-
sistance but can still suffer from mechanical dam-
age. An ideal automotive coating would mend
itself while a vehicle is driven. To heal mechan-

ical damage in plants, suberin, tannins, phenols,
or nitric oxide are activated to prevent further
lesions (1–3), whereas in a human skin, the outer
flow of blood cells is arrested by the crosslink
network of fibrin, giving rise to wound-healing
(4, 5). Concentration gradients or stratification in
living organisms inspired the development of spa-
tially heterogeneous remendable polymers (6, 7),
composites containing micro-encapsulated spheres

(8–11), encapsulated fibers (12–14), reversible
cross-linking (15, 16), andmicrovascular networks
(17). One example is epoxymatrices containing a
glass hollow fiber filled with a monomer and an
initiator with the “bleeding” ability to heal poly-
mer networks during crack formation (12). A sim-
ilar phenomenon was used in another approach,
in which amicro-encapsulated dicyclopentadiene
monomer was introduced in a catalyst-embedded
polymer matrix, which healed the crack near the
ring opening of the monomer (8–11). Reversibil-
ity of Diels-Alder reactions resulted in another
approach to thermally repair damaged areas, and
approach using malemide-furan adducts (15, 16).
Mimicking ofmicrovascular structures (17), water-
responsive expandable gels (7), and formation of
supramolecular assemblies (18) are other ave-
nues of remendability.

This study departs from previous approaches
and reports the development of heterogeneous
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polyurethane (PUR) networks based on oxetane-
substituted derivative of chitosan (OXE-CHI),
which upon reaction with hexamethylene diiso-
cyante (HDI) and polyethylene glycol (PEG)
(19) form heterogeneous OXE-CHI-PUR net-
works. The choice of these components was
driven by their ability to serve specific functions;
PUR networks provide desirable heterogeneity
through polyurethane and polyurea components,
and OXE-CHI provides the cleavage of a con-

strained four-membered ring (OXE) and ultra-
violet (UV) sensitivity through CHI, the latter
being a product of deacetylation of chitin, which
is the structural element of exoskeletons of crus-
taceans (e.g., crabs and shrimp) occurring in abun-
dance in nature. Figure 1 illustrates a two-step
reaction sequence leading to the OXE-CHI-PUR
formation (20). The first step in this investigation
was the synthesis of OXE-CHI, in which the pri-
mary alcohol of CHI was reacted with chloro-

methyl of OXE (21). AnOXE ringwas reacted to
the C6 position of the chitosanmolecule, which is
confirmed by infrared (IR), Raman, and 13C-NMR
(nuclear magnetic resonance) spectroscopy (20)
(figs. S1, S2, and S3, respectively). The second
step illustrates the reactions leading to the in-
corporation of OXE-CHI into trifunctional HDI in
the presence of PEG (1:1.4 and 1:1.33 molar
ratios), confirmed by IR and 13C-NMR spectros-
copy (20) (figs. S4 and S5, respectively).

Networks were allowed to crosslink under
ambient conditions to form solid films and then
were mechanically damaged by creating a scratch.
Figure 2A1 illustrates a mechanical damage of
OXE-CHI-PUR films. When the damaged area
is exposed to a 120 W fluorescent UV lamp at
302 nmwavelength of light for 15 (Fig. 2A2) and
30 (Fig. 2A3) min, the damaged area vanishes.
The upper portion of Fig. 2 illustrates IR images
of the damaged area, whereas the lower part il-
lustrates optical images. Also, IR images of the
damaged area exhibit chemical changes resulting
from the repair and are shown in figs. S8 and S9.
A series of controlled experiments were conducted
on specimens prepared by varyingmolar ratios of
OXE-CHI with respect to the PUR content (table
S1). Optical images shown in Fig. 3, A to D,
illustrate the results of the experiments conducted
under the same UV exposure conditions (0, 15,
and 30 min) conducted on the specimens listed in
table S1.

These experiments illustrate that the presence
of OXE-CHI precursor is the key factor respon-
sible for remendability of the network (Figs. 2
and 3). Neither PUR nor CHI-PUR alone (table
S1, specimens A and B) is able to repair the
mechanical damage, whereas the presence of co-
valently bonded OXE-CHI (table S1, specimens
C andD) entities facilitates the self-healing process.

Fig. 1. Synthetic steps involved in the formation of OXE-CHI. 1, Reactions of OXE with CHI, leading
to the formation of OXE-CHI precursor; 2, Reactions of OXE-CHI with HDI and PEG, leading to
formations of remendable OXE-CHI-PUR network.

Fig. 2. IR (upper) and optical (lower) images of OXE-CHI-PUR networks recorded as a UV exposure time. A1, 0 min; A2, 15 min; A3, 30 min. (SOM
provides details regarding spectroscopic changes detected by IR imaging.)
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Table S1 also shows the damage width as a
function of UV exposure evaluations conducted
on the specimens shown in Fig. 3. The rate of repair
for networks containing half the OXE-CHI pre-
cursor concentration is also reduced.

Although a cut is a local event at micrometer
or smaller scales, the actual cleavage is amolecular-
level event. To determine the mechanism of repair
and to followmolecular events in the damaged area,
we used localized micro-attenuated total reflectance
(ATR) Fourier transform IR (FTIR) spectroscopy
(22) and internal reflection IR imaging (IRIRI) (23).
As shown in figs. S6 and S7, the loss of urea and
ether linkages of CHI (circled in Fig. 1) containing
OXE rings results from the UV light exposure of
damaged surface areas responsible for repairing. In
these experiments, the repair process uses UV light

to recombine free radicals to form crosslinks. In the
280 to 400 nm range, a fluorescent UV lamp gen-
erates approximately 0.3W/m2 per nm power den-
sity, whereas the Sun gives off about 0.25 W/m2

per nm (24). Thus, the time frames for repair of
the Sun exposure are very similar, although the ener-
gy density changes as a function of the wavelength
of radiation for both sources vary somewhat. As a
result of stronger Sun radiation during the summer
months in the southern United States, the repair
process will be about 3 to 4 times as fast compared
with the equivalent exposure in the northern United
States, but for the winter months this difference will
be negligible (25).Because crosslinking reactions are
not moisture sensitive, dry or humid climate con-
ditions will not affect the repair process. The above
networks exhibit the ability to self-repair upon expo-

sure to UV light, but if exactly the same previously
repaired spot is damaged again, the ability for further
repairmay be limited by the thermosetting character-
istics of these networks.

We developed a new generation of thermoset-
ting polymers that are of considerable technical
and commercial importance. The use of the UV
portion of the electromagnetic radiation for re-
pairing mechanical damages in coatings offers an
ambient temperature approach to self-healing—
critical in a number of applications and tech-
nologies that do not require the placement of
other, often elaborate, network components—
that is controlled by the chemistries andmorphol-
ogies of polymer networks.
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Fig. 3. Optical images of mechanically damaged films: PUR (A1, A2, and A3 are images after
exposure for 0, 15, and 30 min to UV radiation; HDI/PEG/CHI = 1:1.5:0); CHI-PUR (B1, B2, and B3
are images after exposure for 0, 15, and 30 min to UV radiation; HDI/PEG/CHI = 1:1.4:0.57 × 10−4);
OXE-CHI-PUR (C1, C2, and C3 are images after exposure for 0, 15, and 30 min to UV radiation;
HDI/PEG/OXE-CHI = 1:1.4:0.57 × 10−4); OXE-CHI-PUR (D1, D2, and D3 are images after exposure
for 0, 15, and 30 min to UV radiation; HDI/PEG/OXE-CHI = 1:1.33:1.17 × 10−4).
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Nonporous Organic Solids Capable of
Dynamically Resolving Mixtures of
Diiodoperfluoroalkanes
Pierangelo Metrangolo,1* Yvan Carcenac,1 Manu Lahtinen,2 Tullio Pilati,3 Kari Rissanen,4
Ashwani Vij,5 Giuseppe Resnati1,3

Halogen bonding has increasingly facilitated the assembly of diverse host-guest solids.
Here, we show that a well-known class of organic salts, bis(trimethylammonium) alkane diiodides,
can reversibly encapsulate a,w-diiodoperfluoroalkanes (DIPFAs) through intermolecular
interactions between the host’s I– anions and the guest’s terminal iodine substituents. The process
is highly selective for the fluorocarbon that forms an I–∙∙∙I(CF2)mI∙∙∙I– superanion that is
matched in length to the chosen dication. DIPFAs that are 2 to 12 carbons in length (common
industrial intermediates) can thereby be isolated from mixtures by means of crystallization from
solution upon addition of the dissolved size-matched ionic salt. The solid-state salts can also
selectively capture the DIPFAs from the vapor phase, yielding the same product formed from
solution despite a lack of porosity of the starting lattice structure. Heating liberates the DIPFAs
and regenerates the original salt lattice, highlighting the practical potential for the system in
separation applications.

ap,w-Diiodoperfluoroalkanes (a,w-DIPFAs)
are key intermediates (1) for the synthe-
sis of various fluorochemicals and fluoro-

polymers, such as fluorinated elastomers (2–4).
However, the production of DIPFAs has been
hampered by the lack of a method to obtain the
compounds in high yield and purity. The tetra-
fluoroethylene telomerization reaction with iodine
produces a mixture of DIPFAs, usually separated
into its components by fractional distillation (5).
The heavier DIPFAs cannot easily be separated
with this method, thereby limiting the availabil-
ity of a,w-DIPFAs that are longer than eight car-
bon atoms.

Here, we report the application of supramo-
lecular and crystal-engineering principles to the
resolution of DIPFA mixtures through selective
and reversible capture by ionic organic solids.
We initially observed selective crystallization
of a given DIPFA 2 from solutions of size-
matched bis(trimethylammonium) alkane di-
iodides 1 (Scheme 1). Furthermore, we found
that even microcrystalline powders of the io-
dide salts could selectively incorporate matched
DIPFAs from the gas phase despite the absence
of porosity in the static crystal structures. Thus,
1a to 1f represent a class of dynamically porous
materials (6).

We have already demonstrated that DIPFAs
behave as robust telechelic halogen-bonding (7, 8)
donors, given that fluorine inductively boosts
the electron density acceptor ability of the terminal
iodine substituents (9). For this reason,a,w-DIPFAs
form particularly strong halogen bonds when in-
teracting with naked iodide ions (10) and result
in trimeric supramolecular anions of the type
I–∙∙∙I(CF2)mI∙∙∙I– (11). Our goal was to incorporate
this superion into a crystal framework that would
achieve peak stability for a given-sized DIPFA (12).
We reasoned that matching the size of this halogen-
bonded superanion with a terminally functionalized
dication of similar dimensions should increase the
strength of electrostatic binding in an ionic lattice,
thus driving a selectivemolecular recognition of the
target DIPFA.We therefore selected the iodide salts
of the bis(trimethylammonium) alkane derivatives
1a-f (13), which are well-known structure-directing
agents in zeolite synthesis (14) and guests in supra-
molecular chemistry (15).

Single-crystal x-ray analysis of 1b∙2H2O (Fig.
1A) (16) shows that water is hydrogen-bonded
to iodide ions (H∙∙∙I– has distances of 2.766 to
2.804 Å) and also weakly interacts with the
methyl and methylene H atoms of the cation.
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These interactions alongside the anion-cation
interactions dominate the crystal structure. The
bis(trimethylammonium) decane molecule adopts
the usual all-trans conformation, and the hydro-
carbon chains are parallel and interdigitated.

The N+–N+ intramolecular distance in crys-
talline 1b of 13.965 Å is well-matched to the
I––I– distance in the I–∙∙∙I(CF2)4I∙∙∙I– superanion,
as found in our previous study (17). For this rea-
son, we attempted to crystallize 1b together with
1,4-diiodooctafluorobutane 2b, starting from their
equimolar CH3OH and CHCl3 solutions, respec-
tively. Upon mixing of the two solutions, the 1:1
supramolecular complex 1b·2b crystallized in a
nearly quantitative yield and purity. Single-crystal
x-ray analysis of the complex 1b·2b confirmed
our initial hypothesis: The distance between the
intramolecular N atoms of 1b in the complex is
within 1 Å of the iodide ions’ spacing in the super-
anion I–∙∙∙I(CF2)4I∙∙∙I– (D =0.855Å) (Scheme1). Four
alkyl dications define a rectangular parallelepiped-
shaped cavity that encapsulates DIPFA 2b, trapped
by strong halogen bonds to the two I– ions at either
end (Fig. 1, B and C). As a probable consequence
of the optimized binding that results from the struc-
tural complementarity of the interacting charged
moieties and the matching sizes of the two starting
compounds 1b and 2b, complex 1b·2b shows a
very low solubility in organic solvents as compared
with that of pure starting materials. The I–∙∙∙I-C dis-
tance of 3.452Å,which is noticeably shorter than the
sum of the van der Waals radius of the iodine atom
and the Pauling radius for the I– ion (4.14 Å) (18),
indicates strong halogen bonding (7).

To test the generality of the size-matching
hypothesis, we challenged salt 1awith DIPFA 2a
and 1cwith 2c (Scheme 1), maintaining the scaling
relationship of 1b and 2b. Indeed, the complexes
1a·2a (fig. S1) and 1c·2c (Fig. 1D) both exhibit
crystal lattices analogous to that of the 1b·2b com-
plex. In fact, two of the unit cell dimensions in each
case are nearly the same (~6 and ~8 Å), indicating
similar packing in those two directions, and the
third dimension is related to the relative differences
in the length of the molecules.

The importance of size matching was further
confirmed by the isolation and structural charac-
terization of two mismatched complexes, 1a·2b
and 1b·2d (Scheme 1). In complex 1a·2b, the
discrete superanion I–∙∙∙I(CF2)4I∙∙∙I– still forms
(I–∙∙∙I-C has a distance of 3.351 Å and angle of
174.70°), but the crystal packing is completely
different from that in the matched structures.
There is no cavity in which to trap the DIPFA;
instead, the structure consists of cation and su-
peranion layers (fig. S3). An even greater change
occurs in the complex 1b∙2d, which crystallizes in
a 1:2 stoichiometry and distributes the DIPFAs 2d
with alternating I– ions in an infinite one-dimensional
(1D) halogen-bonded polyanionic chain geome-
try (I–∙∙∙I-C has distances of 3.357 and 3.410 Å
and angles of 173.30 and 176.10°) (fig. S4).

All matched complexes (1a·2a, 1b·2b, and
1c·2c) show melting points higher than the mis-
matched ones in their respective homolog series,

which is consistent with a higher stability of the
crystal lattices with well-organized cavities around
the DIPFAs. We therefore surmised that the en-
hanced stability should translate to a selectivemolec-
ular recognition of a given DIPFA from a solution
mixture by the size-matched salt 1 (11, 19).

With this in mind, we performed competitive
crystallization experiments by dissolving one
equivalent of all four commercially available
a,w-DIPFAs 2a-d into the same CHCl3 solution.
When this solution was added to a CH3OH so-
lution containing one equivalent of a single salt
(from among 1a-d), only the size-matched DIPFA
was crystallized from the combined solution.
Complexes at all four chain lengths (a-d) could
be isolated in quantitative yield and purity. Al-
though we were not able to obtain single-crystal
x-ray data for the complex 1d·2d, powder x-ray
diffraction (PXRD) analysis confirmed the sim-
ilarities in packing between 1d·2d and the other
matched complexes 1a-c·2a-c (figs. S7 to S10).
The above-described competitive crystallization
experiment confirms the further generality of the
size-matching rule for compounds 1m+6 and 2m.

Once the matched DIPFA had been completely
separated from the solution by filtering out the
corresponding 1m+6·2m solid adduct, the addi-
tion to the solution of another equivalent of the
same chain-length salt 1 consistently afforded a
white solid comprising a mixture of all the other
possible 1·2 mismatched complexes that were
present in varying mass fractions.

Intrigued by the isolation of the 1d·2d com-
plex, we extended the selective crystallization
method to a mixture of higher DIPFA telo-
mers that were found in a distillation residue
obtained from industry with the following mass
fraction composition: 1,8-diiodoperfluorooctane
2d (24.2%), 1,10-diiodoperfluorodecane 2e
(41.9%), 1,12-diiodoperfluorododecane 2f
(23.0%), 1,14-diiodoperfluorotetradecane
(8.3%), and 1,16-diiodoperfluorohexadecane
(2.6%). The a,w-DIPFA mixture was dissolved
in CCl4 and combined with a CH3OH solution
of bis(trimethylammonium) hexadecane diiodide
1e (one equivalent of 1e for one equivalent of
2e in the mixture). A white solid precipitated
almost immediately. Gas chromatography (GC)

Fig. 1. (A) The packing of bis(trimethylammonium) decane diiodide dihydrate 1b·2H2O viewed along the a
axis. (B) The complex bis(trimethylammonium) decane diiodide/diiodoperfluorobutane 1b·2b. Shown is a
view of the molecular cavity defined by four alkyl dications, with encapsulated guest 2b halogen-bonded to I–

ions at the top and bottom. (C) The crystal packing of the complex 1b·2b viewed along the c axis. Both of the
disordered orientations of 2b are shown in (B) and (C). (D) The crystal packing of the complex 1c·2c viewed
along the a axis. The software package Mercury 1.4.2 (available for free download from www.ccdc.cam.ac.uk)
was used to construct these images from the crystallographic information files. Gray, carbon; white, hydrogen;
green, fluorine; blue, nitrogen; red, oxygen; magenta, iodine. Halogen bonds are depicted as dotted lines.
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analysis indicated that 2e was the only a,w-DIPFA
present in this solid. Nuclear magnetic reso-
nance (NMR) experiments and melting point
analysis on the solid confirmed the 1:1 ratio of
the perfluorocarbon (PFC) and hydrocarbon
(HC) components and thus the formation of
the complex 1e·2e. The same experiment was
repeated by adding to a solution of the DIPFA
mixture one equivalent of bis(trimethylammonium)
octadecane diiodide 1f in CH3OH, which led
to the rapid precipitation of the almost pure
(>90%) 1,12-diiodoperfluorododecane complex
1f·2f [based on GC, NMR, infrared (IR), and
melting-point analysis] despite the low relative
amount of 2f in the starting mixture (23%).

Scattered examples in the open literature re-
port the isolation of analytical samples of 2e and
2f by GC (20). Even in the vast patent litera-
ture on the preparation of a,w-DIPFAs, we found
no evidence of preparative and quantitative sep-
aration methods other than time- and energy-
consuming fractional distillation, for which there
was scarce indication of effectiveness in the pu-
rification of the higher telomers (21). Having

thus characterized a selective crystallization tech-
nique with potentially great utility, we explored
the reversibility of the binding of the DIPFAs
in our matching complexes by means of various
techniques. Our expectations were bolstered by
the reversibility of halogen bonding and high
DIPFA vapor pressure relative to salts 1. Gas-
phase IR spectra at ambient pressure in a sealed
heated cell showed that the complex 1a·2a starts
to release 2a at 433 K (the boiling point of pure 2a
is 385 K) with the maximum release occurring at
463 K, well before the melting temperature of the
complex (474 K). Similar behavior was observed
by use of thermogravimetric analysis (TGA) for
the other 1b-d·2b-d matched complexes (Table 1,
figs. S19 to S30, and tables S8 to S10). In addi-
tion, PXRD, IR, melting-point, and NMR analy-
ses confirmed that complete removal of 2a-d yields
the pure salts 1a-d in the same crystal phases as
the starting materials (figs. S15 to S18).

This robust liberation of the guest prompted us
to study the reverse process, namely, the uptake of
DIPFAvapors by the solid bis(trimethylammonium)
alkane derivatives 1a-f. Practical application of the

selective molecular recognition would benefit from
a nonsolvent environment.We placed finely ground
ionic solids 1a, 1b, or 1c in sealed nested jars so that
they were isolated from surrounding liquid samples
of the matched DIPFAs 2a, 2b, or 2c but accessible
to the corresponding vapor. The 1:1 matching com-
plexes 1a·2a and 1b·2bwere obtained after 6 hours
and 7 days, respectively, at ambient pressure and
temperature, and both complexes exhibited the
same lattice structure observed from the solution
crystallization (figs. S7 and S8). Because of the
lower vapor pressure of 1c, the 1:1 matching com-
plex 1c·2c required 3 days at 313 K to form fully;
once again, the same crystal phase as from the
solution was observed (Fig. 2, left). These gas-
solid reactions thus transform a nonporous ionic
solid into a well-ordered encapsulation complex.

The selectivity of these gas-solid reactions was
further probed by the following guest-exchange
reaction. The finely ground mismatched com-
plex 1a·2b was exposed to vapor of the matched
DIPFA 2a in a sealed vessel at ambient pressure
and temperature for 7 days. PXRD data indicated
that the mismatched DIPFA 2b was completely
replaced in this gas-solid reaction by the matched
2a, yielding exclusively the 1:1 matching com-
plex 1a·2a in the same crystal form as had been
obtained by means of solution crystallization (Fig.
2, D and E). The same experiment carried out on
the matching complex 1a∙2a by means of expo-
sure to vapor of themismatchedDIPFA 2b did not
result in any reaction (Fig. 2, F and G).

Nanoporous solids that are able to absorb and
release small molecules in a controllable and selec-
tive fashion are rare but known in the literature
(22–26). An alternative to nanoporosity is the con-
trolled uptake and release of small molecules by
means of reversible heterogeneous gas-solid reac-
tions (27–29). In the present case of nonporous
solid compounds, bis(trimethylammonium) alkane
diiodides1a-f showa size-matching–baseddynamic
response upon exposure to gaseous a,w-DIPFAs

Table 1. Observed and calculated weight losses for DIPFA removal from matching complexes
1a-d·2a-d. Dwtobs, observed weight loss for leaving compound; Dwtcalc, theoretical weight loss for
leaving DIPFA; Tend, observed end temperature of DIPFA removal; Tm, melting point of the starting
complex; b, heating rate.

Complex Formula weight
(g/mol) Dwtobs (%) Dwtcalc (%) Tend (K) Tm (K) b (K/min)

1a·2a 838.05 37.7 42.22 (2a) 464 474 10
1a·2a* 41.7 42.22 (2a) 463 474 10/isotherm
1b·2b 966.12 47.0 46.97 (2b) 493 503 10
1b·2b* 44.6 46.97 (2b) 463 503 10/isotherm
1c·2c 1094.20 50.5 50.62 (2c) 468 500 2
1c·2c* 49.8 50.62 (2c) 463 500 10/isotherm
1d·2d 1222.28 53.1 53.47 (2d) 486 504 2
1d·2d† 52.4 53.47 (2d) 486 504 10/isotherm
*Thermogravimetric run included an isothermal step at 463 K for 60 min. †Thermogravimetric run included an isothermal
step at 448 K for 60 min.

Fig. 2. (Left) PXRD patterns of the complex 1c∙2c (A) simulated from
single-crystal x-ray data, (B) acquired after solution crystallization, and
(C) acquired after gas-solid reaction. (Right) PXRD patterns of the mis-
matched complex 1a∙2b obtained from solution crystallization (D) before

and (E) after exposure to vapor of 1,2-diiodoperfluoroethane 2a. Below
these are PXRD patterns of the matched complex 1a∙2a obtained from
solution crystallization (F) before and (G) after exposure to vapor of 1,4-
diiodoperfluorobutane 2b.
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2a-f, yielding the homologous series of supra-
molecular complexes 1m+6·2m. In such complexes,
the complementarity of size leads to a structure
type that overrides the strong driving force of PFC-
HC segregation. This process is expected to require
surmounting a considerable energy barrier, espe-
cially in the case of the very long DIPFA 2c. Al-
though the size-matching leads to one product, the
PFC-HC segregation does not distinguish be-
tween various sizes of PFC and HC segments, as
was proven by the observation of a variety of com-
plexes produced from a size-mismatched PFC-HC
mixture. Despite a lack of porosity of the starting
materials 1a-f, the DIPFAs 2a-f are readily trans-
ported through the solid until a thermodynamically
stable porous structure is achieved. A comparison
with the x-ray structure of the pure salt 1b (Fig. 1A)
suggests that once the size-matching DIPFA forms
halogen bonds with the I– ions, the I–∙∙∙I(CF2)mI∙∙∙I–

superanion acts as a template of the porous struc-
ture observed by promoting the positional and/or
orientational rearrangement of the hydrocarbon di-
cations (analogously to the sliding filament model,
such as what occurs between thick and thin fila-
ments in myofibrils). Our results show the rele-
vance of a supramolecular-templated assembly of
dynamically porous materials.

Gas-solid reactions often entail profound trans-
formations of the chemical and physical nature of
the solid materials and rarely are of practical use.
In the present case, the full reversibility of the pro-
cess, whereby DIPFAs can first be selectively com-
plexed and then quantitatively evacuated, yields
purified fluorinated telomers and a reusable ionic
scaffold. Beyond the practical potential for separat-
ing mixtures of a,w-DIPFAs, we envision the appli-

cation of this purification method to another vast
class of compounds of industrial interest, the a,w-
diiodoperfluoropolyethers (DIPFPEs), which are
useful intermediates for the synthesis of fluoro-
containing resins, elastomers, and surfactants.
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Time-Resolved Molecular Frame
Dynamics of Fixed-in-Space
CS2 Molecules
Christer Z. Bisgaard,1 Owen J. Clarkin,1,2 Guorong Wu,1 Anthony M. D. Lee,1,2* Oliver Geßner,3
Carl C. Hayden,4 Albert Stolow1,2†

Random orientation of molecules within a sample leads to blurred observations of chemical
reactions studied from the laboratory perspective. Methods developed for the dynamic imaging of
molecular structures and processes struggle with this, as measurements are optimally made in the
molecular frame. We used laser alignment to transiently fix carbon disulfide molecules in space
long enough to elucidate, in the molecular reference frame, details of ultrafast electronic-
vibrational dynamics during a photochemical reaction. These three-dimensional photoelectron
imaging results, combined with ongoing efforts in molecular alignment and orientation, presage a
wide range of insights obtainable from time-resolved studies in the molecular frame.

Mostmolecules are non-spherical and so
exhibit a dependence on their relative
orientation in interactions with other

molecules or with light. Measurements, there-
fore, should ideally be made in the molecular
reference frame (MF). Unfortunately, in the gas
and liquid phases, molecules are generally ran-

domly oriented in the laboratory frame (LF) to
which most standard techniques are referenced,
leading to blurred observations of molecular
properties and processes. An analogy is the dif-
ference between single-crystal versus powder
x-ray diffraction, the former revealing the greatest
details of molecular structure. Other examples

include the determination of vector correlations
in photodissociation dynamics (1) and measure-
ments of (time-independent) photoelectron an-
gular distributions (PADs) of fixed-in-space
molecules, which has been a goal of researchers
since the 1970s (2) and was achieved for selected
cases (3, 4). Promising ultrafast techniques for
imaging structural and electronic changes during
molecular processes, such as time-resolved x-ray
(5) and electron (6, 7) diffraction, tomographic
orbital imaging (8), time-resolved photoelectron
spectroscopy (TRPES) (9, 10), laser-induced elec-
tron diffraction (11), and high harmonic generation
(12), would all benefit from avoidance of this
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orientational averaging of MF observables. Here
we present ultrafast time-resolved imaging mea-
surements of a complex molecular process (a non-
adiabatic photochemical reaction) from the MF,
employing a laser technique that transiently fixes
the molecules’ alignment in space for sufficiently
long to permit field-free dynamic measurements.

Strong nonresonant laser fields can induce
molecular axes alignment within the LF (13) but
may themselves modify excited-state dynamics
(14). The goal of probing molecules that are
aligned but field-free can be accomplished by
applying a short laser pulse (15) that leaves the
molecules transiently aligned (fixed-in-space)
for, typically, a few picoseconds. This very brief
molecular alignment can only be fully exploited
by ultrafast measurement techniques—in our
case, by TRPES, a method sensitive to both elec-
tronic and vibrational rearrangements (16–19).We
chose to investigate the nonadiabatic photodisso-
ciation reaction CS2 þ hu → CS∗2 → CSðXÞþ
Sð1DÞ=Sð3PÞ. CS2 is notable as a triatomic system
because it exhibits three general features of photo-
dissociation dynamics: (i) vibrational mode cou-
pling, (ii) internal conversion, and (iii) intersystem
crossing. Consequently, CS2 has complex photo-
dissociation dynamics and, despite numerous
studies, many details remain unresolved (20).
Our study of coupled electronic and vibrational
rearrangements occurring during this reaction
combined impulsive alignment (15) with time-
resolved photoelectron three-dimensional (3D)
imaging (10) and quantum beat spectroscopy
(21) to reveal details of the scattering resonances
discernable only within the MF.

The ultraviolet (UV, 200 nm) photodynamics
of the initially linear CS2 molecule involves com-
plex nonadiabatic and spin-orbit mixing, leading
to multiple product states. The excitation from a
nonbonding S atom orbital to an antibonding p*
molecular orbital lengthens the C–S bonds and
leads to a bent equilibrium geometry. Thus, the
absorption spectrum contains progressions as-
signed to combined excitations of the symmetric
stretch and bend vibrations. In addition, non-
adiabatic interactions with a nearby excited state
lead to the mixing of electronic character at bent
geometries. The excited-state bending frequency
is nearly degenerate with that of the considerably
weakened symmetric stretch, leading to combi-
nation bands of symmetric stretch and bend with
peaks spaced by ~400 cm−1, each further split
(~30 cm−1) because of this near degeneracy (22).
The barrier to linearity in this electronically ex-
cited state is at ~49600 cm−1 (201.6 nm), the exci-
tation energy used in our experiments. Therefore,
Franck-Condon (FC) factors favor excitation into
a quasi-linear geometry. Because photoabsorp-
tion leads to dissociation, these spectral peaks
may be understood as photodissociation scatter-
ing resonances having lifetimes exceeding several
vibrational periods. The two open product channels,
CS + S(3PJ) and CS + S(1D2), have a wavelength-
dependent branching ratio (23) and broad trans-
lational energy distributions (24). From the peak

widths in the absorption and S atom action spec-
tra, with estimated resonance lifetimes of <1 ps
(23). Femtosecond time-resolved ion yield (25, 26)
and photoelectron (20) measurements confirmed
this subpicosecond behavior. Coexisting with the
sharp resonances in the 6-eV region is a broad un-
derlying continuum (23) attributable to very short-
lived scattering resonances (direct dissociation)
involving the antisymmetric stretch vibration (27).

A depiction of our time-resolved photoelec-
tron probing of CS2 photodissociation dynamics
is presented in Fig. 1. After transient alignment of
the CS2, a femtosecond UV pump pulse prepared
a coherent superposition of scattering resonances
in a linear geometry, leading to quasi-bound
vibrational motions followed by dissociation to
both singlet and triplet products (Fig. 1). This
superpositionwas probed as a function of time by
a delayed probe pulse (125-fs pump-probe cross-
correlation) that ionized the molecule. The emitted
photoelectron was analyzed as a function of en-
ergy, 3D recoil angle, and pump-probe delay. The
duration of the alignment (~4 ps full width at half
maximum) was longer than the time scale of the
photoreaction (< 1 ps), rendering the molecules
effectively fixed in space during the measurement.

The resolved series of resonances allowed us
to combine our time-resolved photoelectron 3D
imagingmethod (28) with another powerful tech-
nique for probing excited-state dynamics: quan-
tum beat spectroscopy (21). By tuning the central
wavelength (bandwidth ~ 250 cm−1) of our femto-
second pump laser to 201.2 nm, we coherently
prepared a superposition of two scattering reso-
nances, differing only in the degree of symmetric
stretch versus bending excitation. Quantum inter-
ference in photoionization of coherently prepared
scattering resonances was previously reported in
ion yield measurements for IBr (29) and CS2 (26)

photodissociation. In the present case, the quan-
tum beat interference between two long-lived scat-
tering resonances in our MF photoelectron data
permits access to intimate details of the electronic-
vibrational couplings associated with the decay of
these resonances.

A time-resolved photoelectron spectrum ac-
quired for unaligned CS2 is given in Fig. 2A,
showing photoelectron kinetic energies as a func-
tion of delay. At short delays, the 0.7-eV peak,
broadened because of an unresolved 55-meV
spin-orbit splitting, arises from ionization into the
vibrationless (0,0,0) cation ground state. The
low-energy features correspond to ionization into
highly excited vibrational states. The time-resolved
spectrum is composed of a fast initial decay, as
well as a slow decay across the whole spectrum,
and a slow, periodic modulation of the high-
energy electrons.We employed 2Dglobalmethods
to simultaneously fit all photoelectron energies at
all time delays to within experimental errors. Our
kinetic model involved two independent expo-
nential decays, with the longer one modulated by
a harmonic oscillation (28). The global fit yielded
time constants of t1 = 70 T 20 fs and t2 = 830 T
40 fs, with a modulation period of T = 1010 T 20
fs. The decay-associated photoelectron spectra of
these three kinetic components are presented in
Fig. 2B.As expected, the long-lived t2 component
samples highly distorted geometries that ionize to
vibrationally excited ions (low photoelectron
energies). In Fig. 2C, we show the time evolution
of the LF photoelectron signal at 0.7 eV and the
global fit (red line), corresponding to ionization
into the cation (0,0,0) ground state. The quantum
beat signal can be clearly seen. The extracted
time constant t2 is in very good agreement with
the lifetime estimated from analysis of rotational
band contours in the action spectrum (23). The

Fig. 1. Schematic representation of our femto-
second time-resolved photoelectron 3D imaging
measurements of the predissociation dynamics of
CS2. Dissociation proceeds via asymmetric
stretching to singlet and triplet products. Because
of the geometry change in the excited state, the
initial nuclear motion proceeds along the bending
and symmetric stretch coordinates (blue trajecto-
ry). Upon bending and stretching, the excited ∑þ

u

state adiabatically develops Pg electronic char-
acter (inset). The quasi-bound dynamics are probed
by measuring the energy and 3D emission direction
of the photoelectrons emitted upon ionization into
the bound ground state of the cation. q, a gen-
eralized vibrational coordinate; Dt, the pump-probe
time delay; e, kinetic energy; q, the polar angle; f,
the azimuthal angle of the emitted electron.
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1010-fs period matches the 34-cm−1 splitting ob-
served at 201 nm in the absorption spectrum. We
can, therefore, assign the periodic modulation to
the quantum beat interference between the two
quasi-bound scattering resonances. Our measure-
ments confirm both the previously reported
quantum beat (26) and the bi-exponential decay
(20) measurements. The time constant t1 confirms
the presence of broad, short-lived resonances (23).
The laser alignment of CS2 leaves these global
time constants unchanged (i.e., the fitted MF and
LF time constants are the same), suggesting that
ground-state vibrations are not excited by the
alignment laser.

This kinetic model of CS2 excited-state
decay reveals insuffcient details of the underlying
electronic-vibrational dynamics of the resonance
decay. To advance, we applied the transient
alignment method to make MF measurements.
In Fig. 3, we show the two-photon ion yield as a
function of the delay between the alignment pulse
and the 201-nm pump pulse, in the vicinity of
the rotational half-revival (greatest alignment).
To quantify the alignment, we carried out sim-
ulations taking into account thermal averaging,
spatial focal volume averaging over laser inten-
sities, and the relative magnitudes of the parallel
versus perpendicular ionization transition dipoles
(28). The red curve in Fig. 3 shows the best fit
to a degree of alignment of 〈cos2q〉 = 0.55 T
0.07. Within the pump-probe window (<1.5 ps)
across which MF time-resolved measurements
were carried out, the molecules were effectively
fixed-in-space.

To acquire time-resolved MF PADs of CS2
photodissociation, we set the delay between the
alignment and pump pulses to 73.5 ps, slightly
before the maximal alignment. The 201-nm fs
pump pulse, polarized parallel to the alignment
axis, interacted with this aligned sample. Because
of the parallel transition dipole, excitation further
sharpened the excited-state alignment to an esti-
mated value of 〈cos2q〉 = 0.74. Energy-resolved
PADs resulting from photoionization due to the

268-nm fs probe laser, also polarized parallel to
the alignment axis, were recorded as a function of
pump-probe delay within the time window shown
in Fig. 3. The MF PADs for ionization into the
(0,0,0) state of the cation (Fig. 2C) are shown at
five time delays on the right side of Fig. 4. The
analogous PADs for the unaligned sample are
given on the left. A dramatic change in the MF
PADs is observed in the photoelectron intensity
parallel to the MF axis. At early times there is a
local minimum along theMF direction, whereas at
t = 500 fs there is a maximum in this direction. At
t = 900 fs, the MF PAD has mostly reverted back
to its form at t = 100 fs. As confirmed by the time
scale, this occurs because of the quantum beat
interference in the MF PAD between the two
scattering resonances.

The selection of the MF PADs in Fig. 4 from
the (0,0,0) cation ground state has important im-
plications for the analysis of their structure and
time evolution. First, FC factors restrict photo-
ionization to quasi-linear geometries, simplifying
a symmetry analysis. Second, photoionization of
either scattering resonance produced the same ca-
tion vibrational state.Within theBorn-Oppenheimer
and FC approximations, electronic and nuclear
dynamics are fully separated, and both resonances
should produce the same PADs (i.e., the free elec-
tron departs from the same ion core), differing
only in amplitude because of their distinct FC
factors. If the PAD shape also varies during the
quantum beat, as in Fig. 4, then the PADs from
the two scattering resonances must differ in form.
This means that there must be a vibrational co-
ordinate dependence to the ionization transition
dipole, a failure of the FC approximation.

This coordinate dependence can originate from
the variation of electronic structure with vibra-
tional coordinates in the final continuum state,
the neutral excited state, or both. Our final state is
the (0,0,0) state of the strongly bound cation: The
vibrational wave function is restricted to a small
range of internuclear distances where we do not
expect mixing with other cation electronic states.

We also argue that there are no resonances in the
ionization continuum within our range of ener-
gies [see the supporting online material (SOM)
text]. Therefore, neither the cation nor the free-
electron wave function probably has strong vibra-
tional coordinate dependence. It is rather the
nuclear coordinate dependence of the electronic
character of the excited neutral state that causes
the PADs to evolve during the quantum beat and
signifies the differential electronic character sam-
pled by the different vibrational excursions of the
two scattering resonances.

The above explanation is strongly supported
by theory. In our case, one scattering resonance
has more symmetric stretch character and less
bend amplitude, whereas the other has the op-
posite. Energetically located just above the linear
initial state ð1∑þ

u Þ is an optically dark state (1Pg).
In linear geometries, these two states do not
interact. Upon bending, however, the degenerate
upper state splits into two components, one of
which interacts strongly with the initial state when
bending and stretching. Therefore, as shown in the
inset of Fig. 1, we expect mixing of Pg character
into the wave function as the molecule bends and
stretches (q in Fig. 1). We thus attribute the time
evolution of the MF PADs in Fig. 4 to the dif-
ference in bending and stretching amplitude be-
tween the two scattering resonances, sampling
different degrees of Pg character upon vibration.
Our calculations reveal a strong mixing between
these states at very small bending angles (fig. S2
and SOM text).

A complete determination of the photo-
ionization dynamics requires knowledge of the
amplitudes and phases for all partial waves.
Although approximate methods for determining
photoionization amplitudes exist, calculating the
phase shifts of all partial waves for excited states
of a polyatomicmolecule undergoing nonadiabatic
dynamics is currently computationally intractable.
Furthermore, attempts to extract amplitudes and
phases directly from the data will not yield a
unique fit to the PADs. Therefore, precluding a

Fig. 2. (A) Time-resolved photoelectron
spectrum of CS2 after excitation to the

1
∑

þ
u

state pumped at 201.2 nm. The decay-
associated spectra resulting from a 2D
global analysis of the data are shown in
(B), with the photoelectron signal fit at all
energies and all delays simultaneously. In
(C), we show the evolution of the photo-
electron band corresponding to ionization
into the vibrational ground state of the
cation, along with the result of the global
fit. The quantum beat can be clearly seen.
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detailed analysis of the photoionization dynamics,
we consider a symmetry analysis based on the
quasi-linear behavior sampled by our (0,0,0) final
state (28). The quantum beat phenomenon leads to
signals that oscillate between the sum and the
difference of the two ionization transitions. There-

fore, the PADs at t = 100 fs and 900 fs reflect the
average electronic character of the two scattering
resonances, whereas the PAD at t = 500 fs reflects
the difference in electronic characters between the
two. The symmetry-expected MF PAD from the
initial state (t = 100 fs) has minima in directions

both parallel and perpendicular to the molecular
axis. As seen from Fig. 4, this expectation is in
good qualitative agreement (consistent with im-
perfect axis alignment) with theMFPADobserved
at t = 100 fs. By t = 500 fs (corresponding to the
minimum of the quantum beat in Fig. 2C), the
angular distribution appears qualitatively differ-
ent, nowpeaking parallel to theMF axis. The PAD
observed at t = 500 fs is consistent with ionization
from a state of Pg symmetry, the expected differ-
ence between the two resonance wave functions.
By t = 900 fs, approaching the first maximum
of the quantum beat, the MF PADs again ap-
pears very similar to that at t = 100 fs.

Simplifying still further, if we employ single-
active electron pictures, the MF PADs are di-
rectly determined by the initial orbital and the
MF direction of the ionization transition dipole
(19, 28). The changes in the PADs then directly
reflect changes in orbital character. In the FC
region, the initial state is predominantly of n →
p* character (the corresponding orbital is plotted
at the top right of Fig. 4). As the molecule bends
and stretches, state mixing introduces some n→
s* character (middle right of Fig. 4). The qual-
itative changes in the MF PADs agree well with
the changes in orbital character of the excited state,
as the quantum beat phenomenon amplifies the
differences between the two resonances. The MF
PADs do show an energy dependence (fig. S1):
Different ion vibrational states exhibit different
PADs. However, their temporal evolution is very
similar to that of the (0,0,0) state, with compara-
ble changes at all energies. That the PADs are
final state–dependent is consistent with the dif-
ferent ion states having different Condon points
and, therefore, reflecting different aspects of the
excited-state evolution.

The fact that the MF PADs exhibit an os-
cillatory behavior that is in phase at all en-
ergies highlights an important aspect of this
observable (16): The time evolution of the PADs
(Fig. 4) for fixed-in-space molecules is predo-
minantly determined by changes in the elec-
tronic symmetry of the excited state. In contrast,
the time evolution of the photoelectron spec-
trum (Fig. 2) is primarily sensitive to the vi-
brational dynamics and population decay: When
several vibrational states of the cation are ac-
cessible, details of the dynamics may become
obscured by averaging over these states. This
is why the quantum beat is not observed in the
photoelectron yield at low electron energies
but stands out clearly in the MF PADs. In a
simple model, the PADs are determined by the
shape of the orbital being ionized and the ionic
potential from which the electron is ejected. For
small amplitude vibrational motion, which is
ensured by our choice of final state, the changes
in the PADs are then mostly determined by
the re-organization of the electrons due to the
coupling between electronic states. The time-
evolution of the photoelectron spectrum and
the MF PADs, therefore, add complementary
information about the dynamics, highlighting

Fig. 3. Jet-cooled CS2 mol-
ecules are transiently aligned
by a short (100-fs), non-
resonant (805-nm) laser
pulse, creating a rotation-
al wave packet. The align-
ment dynamics around the
half-revival are monitored
via the two-photon ioniza-
tion yield (blue dots). To
estimate the degree of align-
ment, we simulated the ion
yield as a function of delay
using direct integration of the
time-dependent Schrödinger
equation to propagate the
rotational wave packet. The
calculated axis angular dis-
tribution is shown in the inset for the ground-state (blue) and excited-state (red) molecules. Within the
window used for the pump-probe experiment (red band), the molecules are fixed in space.
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Fig. 4. Time-resolved PADs
for unaligned (left) and aligned
(right) CS2 molecules. The LF
laser polarization vectors are
shown at top right. Also shown
are the orbitals with the high-
est contribution to the state
evolving adiabatically from
the B
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region. Top and bottom right
panels show thep* orbital that
dominates in the FC region,
whereas the middle right pan-
el shows the s* orbital that
contributes at geometries that
are both stretched and bent.
The MF PADs (aligned) reveal
details of the dynamics not
seen in the randomly aligned
sample.
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the power of combining field-free alignment tech-
niques with ultrafast spectroscopy.
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Clear Sky Visibility Has Decreased
over Land Globally from 1973 to 2007
Kaicun Wang,1* Robert E. Dickinson,2 Shunlin Liang1

Visibility in the clear sky is reduced by the presence of aerosols, whose types and concentrations
have a large impact on the amount of solar radiation that reaches Earth’s surface. Here we
establish a global climatology of inverse visibilities over land from 1973 to 2007 and interpret it in
terms of changes in aerosol optical depth and the consequent impacts on incident solar radiation.
The aerosol contribution to “global dimming,” first reported in terms of strong decreases in
measured incident solar radiation up to the mid-1980s, has monotonically increased over the
period analyzed. Since that time, visibility has increased over Europe, consistent with reported
European “brightening,” but has decreased substantially over south and east Asia, South America,
Australia, and Africa, resulting in net global dimming over land.

Uncertainty about how much the concen-
tration of atmospheric aerosols has in-
creased over the past century and its

impact on the global radiation balance have
been major obstacles to establishing how ob-
served changes of climate are related to changes
in greenhouse gas concentrations. Some long-
period observational constraints on aerosols are
provided by measurement of solar radiation in-
cident at the surface (1) and by estimation of
emissions by fossil fuel combustion (2). The
former can be equally or more greatly affected
by changes of cloudiness (3), and the latter can
be used to estimate changes of limited aerosol
types (2). Much better estimates of global aero-
sol impacts can be made over the past decade
from both surface and satellite measurements of
aerosol optical depth (AOD) (4, 5). For a given
vertical profile of aerosols, the meteorological
visibility inverse (ViI) is directly proportional to
AOD. Thus, we can use these recent measure-

ments of AOD to evaluate the accuracy of ViI
in terms of its mean and spatial variability. This
evaluation establishes the ViI climatology as a
data set that characterizes the spatial and temporal
variability of over-land aerosols for the past sev-
eral decades.

We calculated ViI in km−1 from the National
Climatic Data Center (NCDC) Global Summary
of Day (GSOD) database collected from about
3250 meteorological stations from 1973 to 2007.
It is multiplied by a scaling factor of 1.0 km, as
inferred from rules described in (6). This index is
used as an estimate of AOD for a particular aero-
sol profile, and has other uncertainties described
in (6). However, its evaluation against other more
recent and more direct data sets shows that it
estimates AOD with an accuracy comparable to
that of the other measures (6) and thus can be
used to discuss the effects of aerosols on the inci-
dence of solar radiation.

The geographic long-term variation of this
AOD measure is determined by aggregating the
meteorological station data into continental regions
where such data are available, removing time
means, and calculating the area-weighted month-
ly anomaly values for regions where data are
available for more than 80% of the stations [see

(6) for explanation of the gap; see fig. S7 for
domains). Aerosols increased on average over all
continental regions between 1979 and 2006, with
the exception of Europe (Fig. 1). In particular,
they increased from 1979 over Australia and south
Asia (including India and China), decreased over
South America and Africa from 1979 to about
1985, and then increased and were relatively un-
changed over north Asia (Siberia).

The large increases of Asian AODs likely
were consequences of large increases in industrial
activities and are consistent with long-term obser-
vations of incident solar radiation and cloud cover
in India (7) and China (8). The European decreases
are consistent with numerous past studies based
on long-termmeasurements of aerosols, solar radi-
ation, and clouds (9–11), which are consistent with
changes in emissions of aerosol precursors, SO2

(12, 13), black carbon (14), and organic carbon
(14, 15).

The variability of measured changes between
stations from 1973 to 2007 is summarized in
terms of linear trends for the period 1973 to 2007.
Figure 2 shows the spatial distribution of the 58%
of the stations that have magnitudes of their
trends greater than 0.0015 year−1—that is, 50%
larger than the global area-weight average linear
trend of 0.001 year−1. This change in AOD is not
the same everywhere; AODs substantially de-
clined in Europe after peaking in the 1980s.
These changes vary widely from location to loca-
tion (Fig. 2). Overall, the largest increases of
AODhave been in Asia, and these increases have
accelerated over the past decade, producing the
rapid global increase over this period.

Aerosols reduce solar radiation at Earth’s
surface by upward reflection and absorption. The
energy lost in this manner either escapes to space
or heats the air. Aerosols can further affect sur-
face radiation by modifying cloud cover and
other cloud properties. The long-term trend in
over-land ViI AOD that we report is consistent
with the long-term variation in incident solar
radiation in China, India, and Europe (7–11).
Wild et al. (1) documented that solar radiation

1Department of Geography, University of Maryland, College
Park, MD 20742, USA. 2Department of Geological Sciences,
University of Texas, Austin, TX 78712, USA.

*To whom correspondence should be addressed. E-mail:
kcwang@umd.edu

13 MARCH 2009 VOL 323 SCIENCE www.sciencemag.org1468

REPORTS

  
 

http://www.sciencemag.org


Fig. 1. Regional and global
averaged monthly AOD anom-
aly (red dots) over land and
their smoothed 5-year aver-
ages (blue dots).
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Fig. 2. Locations of the ~58% of the 3250 stations where the magnitude of ViI AOD changed (linear trend, T) by more than 0.0015 year−1 from 1973
to 2007.
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increased in Europe after 1990, in agreement with
the AOD changes seen in Figs. 1 and 2. However,
many more stations have measured visibility and
many have longer histories. The use of emis-
sions to infer aerosols introduces considerable
uncertainty in the estimation of aerosol impacts
on radiation (16).

The ViI AOD over land is a complementary
constraint to satellite-derived AOD (4, 5) that is
most readily obtained over oceans. The latter in-
cludes volcanic and high-level dust contributions
that are necessarily excluded by theViI approach.
The AOD estimated from the Advanced Very
High Resolution Radiometer (AVHRR) instru-
ment (17–19) for the period 1991 to 2005, averaged
globally over the oceans, indicates a change com-
parable in magnitude but opposite in sign to that
indicated by Fig. 1. Changes seen in regional analy-
ses of these data (18, 19), however, appear to be
entirely consistent with those found here, showing
decreases in Europe and increases in industrializing
Asia. In particular, the strongest decreases (greater
than 0.003 year−1) indicated in Fig. 2 are over a belt
north of the Mediterranean extending into Asia,
matching the analyses over the Mediterranean,
Black, and Caspian seas (19), and the strongest
increases (greater than 0.003 year−1) are in near-
coast industrializing Asia, thereby matching these
analyses (19). Thus, it would appear that estimates
of change over these regions for the period since
1991might be improved by combining the ViI and
AVHRR estimates.

Although increases in the concentrations of
many types of aerosols may have contributed to
the AOD increase, by far the largest documented

changes in aerosols and their precursors are those
from the increased use of fossil fuels, in particular
SO2. If so, the changes reported here appear to be
inconsistent with the conclusions of the Inter-
governmental Panel on Climate Change (IPCC)
[(20), chapter 2, p. 160], which cited studies con-
cluding that global emissions of sulfate aerosol
decreased by 10 to 20 Tg year−1 from 1980 to
2000. Those estimates may not have adequately
accounted for the 20 Tg year−1 increase of sulfate
emissionoverAsia during that period (21). Increases
in biomass burning of tropical forest and agri-
culture (22, 23) may also have contributed to in-
creases in AOD. The decrease of AOD in Europe
is a consequence of near-constant fossil fuel use
coupled with a large decrease in sulfur content as
required by air quality regulations.

Current descriptions of AOD as provided by
satellite data (6) have been used as a major con-
straint on the aerosol radiative forcing used as part
of the IPCC modeling of climate change (4, 5).
However, the objective of simulating the 20th-
century climate as ameans of validating themodels
has been limited by an absence of observational
information on the time history of AOD, a short-
coming that is remedied by the data set de-
scribed here.
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Recent Changes in Phytoplankton
Communities Associated with Rapid
Regional Climate Change Along the
Western Antarctic Peninsula
Martin Montes-Hugo,1 Scott C. Doney,2 Hugh W. Ducklow,3 William Fraser,4
Douglas Martinson,5 Sharon E. Stammerjohn,6 Oscar Schofield1

The climate of the western shelf of the Antarctic Peninsula (WAP) is undergoing a transition from a
cold-dry polar-type climate to a warm-humid sub-Antarctic–type climate. Using three decades of
satellite and field data, we document that ocean biological productivity, inferred from chlorophyll a
concentration (Chl a), has significantly changed along the WAP shelf. Summertime surface Chl a
(summer integrated Chl a ~63% of annually integrated Chl a) declined by 12% along the WAP over
the past 30 years, with the largest decreases equatorward of 63°S and with substantial increases in Chl
a occurring farther south. The latitudinal variation in Chl a trends reflects shifting patterns of ice cover,
cloud formation, and windiness affecting water-column mixing. Regional changes in phytoplankton
coincide with observed changes in krill (Euphausia superba) and penguin populations.

Over the past several decades, the marine
ecosystem along the western continental
shelf of the Antarctic Peninsula (WAP)

(62° to 69°S, 59° to 78°W, ~1000 by 200 km) has

undergone rapid physical climate change (1).
Compared with conditions in 1979 at the be-
ginning of satellite data coverage, seasonal sea
ice during 2004 arrived 54 T 9 (1 SE) days later in

autumn and departed 31 T 10 days earlier in
spring (2). Winter air temperatures, measured
between 62.2°S, 57.0°W and 65.3°S, 64.3°W,
warmed at up to 4.8 times the global average rate
during the past half-century (3–5). This warming
is the most rapid of the past 500 years and stands
in contrast to a marked cooling between 2700
and 100 years before the present (5–7). As the
once-perennial sea ice and glaciers retreat (6, 8),
maritime conditions are expanding southward to
displace the continental, polar system of the
southern WAP (9).

As a result, populations of sea ice–dependent
species of lower and higher trophic levels are
being demographically displaced poleward and
are being replaced by ice-avoiding species (e.g.,
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krill are being replaced by salps, and Adélie
penguins by Chinstrap penguins) (1, 10, 11). Do
these biogeographic modifications originate
from changes at the base of the food web?

In the short term (monthly-interannual scale)
and during spring and summer, variations in
latitudinal gradients in phytoplankton biomass
as a function of time have been associated with
sea ice timing and extent (12, 13). However, this
mechanism has not been investigated over a
longer time scale of decades. Further, the rela-
tive importance of subregional differences in cli-
mate variables other than sea ice (e.g., cloudiness
and currents) in determining WAP alongshore
phytoplankton dynamics is not known. In con-
trast to previous work, we suggest that along-
shore phytoplankton distribution in this region
has been adjusting to the ongoing, long-term sea
ice decline and spatial modifications of other
physical climate factors. Short-term evidence
from seasonal cruises (13–15) suggests an inverse
relationship between phytoplankton biomass in
surface waters (0- to 50-m depth) and the depth
of the upper mixed layer (UML). As the UML
becomes less stratified, mean light levels for phyto-
plankton photosynthesis decrease, and phyto-
plankton growth is not large enough compared
with Chl a loss (e.g., grazing and sinking) to
support Chl a accumulation in surface waters
(14). Because deepening of UML is mainly de-
termined by greater surface wind stress (14),
particularly during ice-free conditions, the expec-
tation is for a general decrease (increase) of phyto-
plankton biomass at <64°S (>64°S) due to deeper
(shallower) UML given a shorter (longer) sea ice

season and greater (smaller) influence of wind in
determining UML depth and, therefore, mean
light levels.

Based on Chl a concentration derived from
satellites [Coastal Zone Color Scanner (CZCS)
and Sea-Viewing Wide Field-of-View Sensor
(SeaWiFS)] (ChlS) and in situ shipboard mea-
surements (Chlin situ) (16), we report a two-decadal
(1978–1986 to 1998–2006) increase (decrease) of
biomass in summer (December to February) phyto-
plankton populations in the continental shelf
waters situated south (north) with respect to the
central part of theWAP region (Palmer Archipel-
ago, 64.6°S, 63.6°W). These spatial trends were
mainly associated with geographic differences in
receding sea ice cover and solar illumination of
the sea surface.

Since the 1970s, there has been a 7.5% areal
decline in summer sea ice throughout the WAP,
with the declines varying regionally (Fig. 1, blue
bars, and fig. S5, A and E). Cloudiness (Fig. 1,
pink bars, and fig. S5, B and F) and wind patterns
(Fig. 1, black bars, and fig. S5, C and G) have
also changed during the past decade. In the
1970s, overcast skies tended to be positively
associated with windy conditions, but in the past
10 years this covariation has weakened consid-
erably (fig. S5, B, C, F, and G). Surface winds
have become more intense (up to 60% increase)
duringmid to late summer (January and February)
(Fig. 1 and fig. S5, C to G). Overall, these climate
variations were associated with a 12% decline in
ChlS over the entire study region (Table 1) that
resembles ChlS declines reported in northern
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Fig. 1. Decadal variation of phytoplankton biomass and environmental factors along the
WAP in (A) the northern WAP subregion and (B) the southern WAP subregion. ChlS is
chlorophyll a concentration data derived from satellites (1978 to 1986 and 1998 to 2006).
Decadal variations (present – past) of mean ChlS during December (solid bar), January
(horizontal stripes), and February (oblique stripes) were evaluated for 1998 to 2006 with
respect to the 1978 to 1986 baseline using a Student t test. For each variable (x axis), the
absolute value of the t test statistic was multiplied by the sign of the trend (–1, decrease; +1,
increase) of the present monthly mean with respect to the mean of the historical period (y axis). For January and February, Student t of ChlS was divided by 5.
Significant differences between the periods at 95% (*) and 99% (**) confidence levels are indicated. (C) Spatial domains A (northern subregion) and B (southern
subregion) overlap the original transects of the Palmer-LTER regional grid, where ship-based stations are denoted by blue crosses and red circles, respectively. 1,
Bransfield Strait; 2, Gerlache Strait; 3, Anvers Island; 4, Adelaide Island; 5, Marguerite Bay. Average January sea ice extent during 1978 to 1986 (solid green line)
and 1998 to 2006 (broken dotted green line) is indicated.

Table 1. Field validation satellite-based chlorophyll a concentration changes between the summers of
1978 to 1986 (past period) and 1998 to 2006 (present period), calculated for the northern and southern
WAP subregions. Chls

past is the monthly average of satellite-derived Chl a (mg m−3) from 1978 to 1986;
dChls

(present–past) is the arithmetic average of pixel-by-pixel differences in satellite-derived Chl a between
the 1978 to 1986 period and the 1998 to 2006 period; dChls% and dChlin situ% are relative changes in
monthly averaged Chl a [100 (Chl a1998-2006 – Chl a1978-1986)/Chl a1978-1986] based on satellite-derived
and shipboard Chl ameasurements, respectively. Significant increase (+) or decrease (–) of Chl a indicated
with a confidence limit of 95% (*) and 99% (**); two SE shown in parentheses.

Subregion Chlspast dChls(present–past) dChls% dChlin situ%
Northern December 1.39 (0.11) –1.36 (0.26)** –97.8**

January 5.59 (0.20) –5.43 (0.26)** –97.1** –25.2*
February 2.96 (0.18) –2.12 (0.49)** –71.6** –74.0**

Southern December 0.89 (0.03) +1.25 (0.08)** +140.4**
January 0.89 (0.02) +0.49 (0.03)** +55.1** +228.6**
February 0.94 (0.03) +0.02 (0.14) +2.1 –13.6
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high latitudes (>40°N) between 1979–1986 and
1997–2000 (17).

In the northern subregion of the WAP (61.8°
to 64.5°S, 59.0° to 65.8°W), the skies have
become cloudier, winds persistently stronger
(monthly mean up to 8 m s−1), and summer
sea ice extent less, conditions favoring deeper
wind-mixing during the months most critical for
phytoplankton growth (December and January)
(Fig. 1 and fig. S5, A to D). Hence, phyto-
plankton cells inhabiting these waters have been
exposed to a deeper mixed layer and overall less
light for photosynthesis (14) that may explain
the dramatic ChlS decrease (seasonal average,
89%) detected in recent years (Fig. 1, Fig. 2A,
and fig. S5D). Additionally, recent declines of
Chl a over the northern WAP subregion might
also be partially related to a greater advection of
relatively poor–Chl a waters coming from the
Weddell Sea into the Bellingshausen Sea through
the Bransfield and Gerlache Straits (18). A Chl
a decrease was less evident during February
(Table 1), which suggests that increased mixing
early in the growth season caused a lag in phyto-
plankton bloom initiation but did not influence
Chl a levels as strongly later in the growth sea-
son. Two possible trigger mechanisms for such a
delay are stronger winds [up to 5.4% increase,
January (table S5)] and an insufficient volume of
fresh water from melting sea ice [up to 79% less
sea ice, December (table S5)] that otherwise
would create a favorable, strongly stratified, shal-
low UML (13–15).

In the southern subregion of the WAP (63.8°
to 67.8°S, 64.4° to 73.0°W), remotely sensed Chl
a has undergone a remarkable increase (66% on
average) from 1978–1986 to 1998–2006 (Fig. 1,
fig. S5H, Fig. 2A, and Table 1) that can be
attributed mainly to high ChlS values (monthly
mean up to 6.58 mg m−3) during 2005 and 2006.
These years were characterized by a substantial
decrease in sea ice extent (~17.4 × 103 km2,
~80% with respect to the 1978 to 1986 average,
December), cloud cover (~11.1%, January), and
wind intensity (up to 19%, December and
January) (Fig. 1, fig. S5, E to G, and table S5).
Unlike the northern WAP, the decrease in sum-
mer sea ice extent in the southern WAP has
occurred in areas that were previously sea ice
covered most of the year. Therefore, the increase
in ice-free summer days translates into more fa-
vorable conditions in the UML (e.g., increased
light) for phytoplankton growth. Together these
environmental changes are expected to enhance
photosynthesis and favor Chl a accumulation due
to lower light limitation.

Regions with high Chl a levels in the WAP
are characterized by a larger fraction of phyto-
plankton with fucoxanthin, a pigment marker for
diatoms, and a larger fraction of relatively large
cells (>20 mm) (contribution of cells >20 mm to
total Chl a ≥ 0.5) (Fig. 2B). Therefore, the
observed trends of decreasing Chl a in the north-
ern subregion and increasing Chl a in the south-
ern subregion are likely accompanied by shifts in
community composition with a greater (lesser)

fraction of diatoms and large cells in the southern
(northern) region. This restructuring of the phyto-
plankton community has major implications for
biogeochemical cycles of the WAP region. Large
(>5 mm) phytoplankton contribute 80% of the
particulate organic carbon export at high lat-
itudes, with diatoms making up the majority of
large phytoplankton export in the Southern
Ocean (19).

Historical shipboard measurements of Chl a
within the study area confirmed the general
north-south transitions seen in the satellite data
with higher (lower) phytoplankton biomass in the
southern (northern) WAP subregion in the past
decade compared with 1978 to 1986 (Table 1 and
tables S3 and S4). In fact, available field mea-
surements during January and February evidenced
a greater occurrence of phytoplankton blooms
(Chl a > 5 mg m−3) in the northern (southern)
WAP subregion from 1978 to 1986 (1987 to
2006) (SOM Text, S6D) (16).

In the northern WAP, the maximum chloro-
phyll valuesmeasured by satellite (up to 40mgm−3,
January) or in situ (up to 38 mg m−3, February)
were larger in the past (1978 to 1986) compared
with the present (1997 to 2006). Conversely, in
the southern WAP this pattern was reversed, and
spaceborne and shipborne observations consist-
ently showed higher pigment values in the last
decade (satellite, up to 33 mg m−3; ship, up to
25mgm−3, January) (tables S4 and S5). Monthly
Chl a differences between northern and southern
WAP locations were also statistically coherent
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with satellite-derived and field Chl a trends,
and in both cases latitudinal phytoplankton bio-
mass gradients were greater during January
compared with February (Fig. 1 and tables S4
and S5).

Our study provides evidence for the occur-
rence of substantial and statistically significant
latitudinal shifts at the base of the Antarctic
Peninsula marine food web that may be con-
tributing to observations of an apparent reorga-
nization of northern WAP biota during the past
decade [e.g.,Euphausia superba (Antarctic krill),
Pleuragramma antarcticum (Antarctic silver-
fish), and Pygoscelis Adeliae (Adélie penguin)]
that rely on ice-edge diatom blooms (20, 21). The
southward relocation of phytoplankton patches
with abundant and large cells (>20 mm) due to
local alterations in environmental variables is ex-
pected to exacerbate the reduction of krill abun-
dance in the northern WAP. This represents a
setback for the survival of fish (silverfish) and
birds (Adélie penguins) that depend on krill but
favors other species, including Electrona antarc-
tica (Lanternfish), Pygoscelis papua (Gentoo
penguin), and Pygoscelis antarcticus (Chinstrap
penguin) (21, 22).

The observed latitudinal response of phy-
toplankton communities along the WAP with
respect to historical sea ice variability can be
compared with that estimated from geological
proxies for similar paleo-oscillations in sea ice
extent and rate of change identified during the
Holocene (5, 23, 24). Paleo-records show that
analogous climate variations have occurred in the
past 200 to 300 years, and over longer 2500-year
cycles, with rapid (decadal) transitions between
warm and cool phases in the WAP (5, 25, 26).
In this study (~30 years), the Chl a trend evi-
denced in the southern subregion of the WAP
presented similar characteristics to those trends
detected during typical interneoglacial periods
(~200 to 300 years) (i.e., high phytoplankton
biomass, and presumably productivity, due to
less area covered by permanent sea ice) (26).
Since the 1970s, Chl a trends over the whole
WAP were also attributed to other factors not
necessarily ice-related (e.g., spatial differences
in cloud cover) (27) or coupled with the length
of the ice-free season (e.g., wind-driven changes
in mixed layer depth) (14, 15, 28) that were
equally important in determining phytoplankton
blooms.

This work suggests that a combination of
atmosphere-, ice-, and ocean-mediated processes
have been shaping the along-shelf distribution of
phytoplankton biomass over the WAP region
since the 1970s. The shift toward higher Chl a to
the south was first detected using ocean color
imagery and subsequently confirmed with in situ
historical measurements. The spatial asymmetry
of decadal changes in Chl a reported here may
explain the ongoing latitudinal compositional
changes in fish, zooplankton, and marine bird
species over the WAP, a testimonial to which
may be the recent success of krill recruitment and

the bonanza of krill feeders in nearby Marguerite
Bay (68.3°S, 68.3°W) (29).
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A Recessive Mutation in the APP
Gene with Dominant-Negative Effect
on Amyloidogenesis
Giuseppe Di Fede,1 Marcella Catania,1 Michela Morbin,1 Giacomina Rossi,1 Silvia Suardi,1
Giulia Mazzoleni,1 Marco Merlin,1 Anna Rita Giovagnoli,1 Sara Prioni,1 Alessandra Erbetta,2
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Claudia Manzoni,4 Bruna Francescucci,5 Alberto Spagnoli,5 Laura Cantù,6 Elena Del Favero,6
Efrat Levy,7 Mario Salmona,4 Fabrizio Tagliavini1*

b-Amyloid precursor protein (APP) mutations cause familial Alzheimer’s disease with nearly
complete penetrance. We found an APP mutation [alanine-673→valine-673 (A673V)] that causes
disease only in the homozygous state, whereas heterozygous carriers were unaffected, consistent
with a recessive Mendelian trait of inheritance. The A673V mutation affected APP processing,
resulting in enhanced b-amyloid (Ab) production and formation of amyloid fibrils in vitro. Co-
incubation of mutated and wild-type peptides conferred instability on Ab aggregates and inhibited
amyloidogenesis and neurotoxicity. The highly amyloidogenic effect of the A673V mutation in the
homozygous state and its anti-amyloidogenic effect in the heterozygous state account for the
autosomal recessive pattern of inheritance and have implications for genetic screening and the
potential treatment of Alzheimer’s disease.

Acentral pathological feature ofAlzheimer’s
disease (AD) is the accumulation of b-Ab
in the form of oligomers and amyloid

fibrils in the brain (1). Ab is generated by sequen-
tial cleavage of the APP by b- and g-secretases
and exists as short and long isoforms,Ab1-40 and
Ab1-42 (2). Ab1-42 is especially prone to mis-
folding and builds up aggregates that are thought

to be the primary neurotoxic species involved in
AD pathogenesis (2, 3). AD is usually sporadic,
but a small fraction of cases is familial (4). The
familial forms show an autosomal dominant pat-
tern of inheritance with virtually complete pene-
trance and are linked to mutations in the APP,
presenilin 1, and presenilin 2 genes (5). The APP
mutations close to the sites of b- or g-secretase
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cleavage flanking the Ab sequence overproduce
total Ab or only Ab1-42, respectively, whereas
those that alter amino acids within Ab result in
greater propensity to aggregation in vitro (6, 7).

We have identified an APP mutation
[Ala673→Val673 (A673V)] that causes disease
only in the homozygous state. The mutation con-
sists of a C-to-T transition that results in an
alanine-to-valine substitution at position 673
(APP770 numbering) corresponding to posi-
tion 2 of Ab (Fig. 1A and fig. S1) (8). The
genetic defect was found in a patient with
early-onset dementia and in his younger sister,
who now shows multiple-domain mild cogni-
tive impairment (MCI) (9). Six relatives aged
between 21 and 88 years, from both parental
lineages, who carry the A673V mutation in the
heterozygous state were not affected, as de-
duced by formal neuropsychological assess-
ment [supporting online material (SOM) text,
fig. S2, and table S1], consistent with a recessive
Mendelian trait of inheritance. The A673V mu-
tation was not found in 200 healthy individuals
and 100 sporadic AD patients. Both mutated and
wild-type APP mRNA were expressed in heter-
ozygous carriers (8).

In the patient, the disease presented with
behavioral changes and cognitive deficits at
the age of 36 years and evolved toward severe
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tional Neurological Institute, 20133 Milan, Italy. 2Division of Neu-
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Psychiatry, New York University School of Medicine, and Nathan S.
Kline Institute, Orangeburg, NY 10962, USA.

*To whom correspondence should be addressed. E-mail:
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Fig. 1. Analysis of APP gene and APP processing. (A)
APP gene analysis by restriction fragment length
polymorphism of 169–base pair (bp) polymerase chain
reaction (PCR) products amplified fromhomozygous (III-
16), heterozygous (II-11), and control subjects. In the
absence of the A673V mutation, the enzyme HpyCH4V
generates two fragments of 91 and78bp. Themutation
abolishes the restriction site, and the PCR product
remains uncut. (B) sAPPb:sAPPa ratio in conditioned
media from CHO cells transfected with wild-type or
A673V-mutated APP and fibroblasts of the proband and
four controls. Error bars represent means T SD. (C) APP
carboxy-terminal fragments C99 and C83 (arrowheads)
in CHO cells transfected with wild-type (lane 2) or
A673V-mutated (lane 3) APP and fibroblasts from a
control (lane 4) and the proband (lane 5), as shown by
immunoblot analysis. Lane 1 corresponds to from
nontransfected CHO cells. (D) Densitometric analysis
of immunoblots, showing a significant increase in the
C99:C83 ratio (P = 0.0001) in cells carrying the A673V
mutation. Error bars represent means T SD.

Fig. 2. Short-time kinetics of Ab assembly anddisassembly, determinedby laser light scattering. (A) Course of the
light intensity scattered by solutions of Ab1-40wt (blue), Ab1-40mut (red), and their equimolar mixture (green). The
corresponding exponential fits are indicated by full lines. (B) Particle size distribution of Ab1-40wt (blue), Ab1-40mut
(red), and the peptidemixture (green) immediately after sample preparation (time 0) and after 24 hours. (C) Short-
time dissolution kinetics of 48-hour-aged peptide aggregates after fivefold dilution with buffer. a.u., arbitrary units.
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dementia with spastic tetraparesis, leading to
complete loss of autonomy in about 8 years
(SOM text). Serial magnetic resonance imaging
showed progressive cortico-subcortical atrophy
(fig. S3). Cerebrospinal fluid analysis evidenced
decreased Ab1-42 and increased total and 181T-
phosphorylated tau compared with that of non-
demented controls and similarly to AD subjects
(table S2 and fig. S4) (8). In the plasma of the
patient and his A673V homozygous sister,
Ab1-40 and Ab1-42 were higher than those in
nondemented controls, whereas the six A673V
heterozygous carriers had intermediate amounts
(table S2 and fig. S4).

In conditioned media of fibroblasts prepared
from skin biopsies (8), Ab1-40 and Ab1-42 were
2.1- and 1.7-fold higher in the patient than in
four age-matched controls with no change in
Ab1-42:Ab1-40 ratio (table S2 and fig. S4),
suggesting that the A673V variant alters APP

processing, which promotes an increase in Ab
formation. To confirm this, we transiently trans-
fected Chinese hamster ovary (CHO) and COS-7
cells with either mutant or wild-type APP cDNA
andmeasuredAb in conditionedmedia by enzyme-
linked immunosorbent assay (ELISA) (8). Cells
expressing A673V ΑPP had significantly higher
amounts of both Ab1-40 and Ab1-42 than did
cells transfected with wild-type ΑPP, with no
change in Ab1-42:Ab1-40 ratio (table S2). CHO
and COS-7 cells with the A673V mutation also
had increased secretion of amino-terminally trun-
cated Ab species, including Ab11-40, Ab11-42,
and AbN3pE-42 (table S2). These differences
were paralleled by differences in the production
of soluble forms of APP (sAPPb and sAPPa) and
of APP carboxy-terminal fragments (C99 and C83)
that derived from the amyloidogenic b-secretase
or nonamyloidogenic a-secretase processing (8).
Fibroblasts of the patient showed increased

secretion of sAPPb and 2.5-fold increase in
sAPPb:sAPPa ratio (mean of three determina-
tions: 0.5) compared with those of four age-
matched controls [0.2 T 0.01 (SD)] as deduced by
ELISA. Similarly, the sAPPb:sAPPa ratio was
significantly higher in media from CHO cells
expressing the A673V mutation (0.4 T 0.1) than
in media from control cells (0.1 T 0.03, P = 0.03)
(Fig. 1B). Immunoblot analysis of cell lysates
with an antibody to the carboxy-terminal region
of APP (8) showed a 1.9 T 0.2 increase in C99:
C83 ratio in patient’s fibroblasts (mean of three
determinations: 0.67) compared with that in con-
trol fibroblasts (0.35 T 0.02) and 2.5 T 0.2 increase
in mutated CHO cells (0.52 T 0.10) compared
with that of control cells (0.21 T 0.05, P= 0.0001)
(Fig. 1, C and D).

We then investigated the effects of the A673V
mutation on the aggregation and amyloidogenic
properties of Ab by using synthetic peptides
homologous to residues 1 to 40 with and without
the A-to-V substitution at position 2 (Ab1-40mut
and Ab1-40wt) (8). Laser light scattering mea-
surements over short periods (first 24 hours after
sample preparation) showed that the aggrega-
tion kinetics was faster for Ab1-40mut than for
Ab1-40wt and that the time constants of the
exponential increasewere 1.3 hours and 5.8 hours,
respectively (Fig. 2A). Furthermore, although
the initial size distribution of particles generated
by the two peptides was similar, after 24 hours
Ab1-40mut assemblies were much larger than
Ab1-40wt aggregates (Fig. 2B). Polarized-light
and electron microscopy (EM) showed that
Ab1-40mut aggregates with the tinctorial proper-
ties of amyloid (i.e., birefringence after Congo
red staining) ultrastructurally formed by straight,
unbranched, 8-nm-diameter fibrils were already
apparent after 4 hours. Amyloid progressively
increased up to 5 days, when the samples con-
tained only fibrils organized in dense meshwork
(Fig. 3, B, E, H, and K). Ab1-40wt followed a
qualitatively similar assembly path but with
much slower kinetics. The 8-nm-diameter amyloid
fibrils were first observed after 72 hours, mingled
with oligomers and protofibrils (Fig. 3, A and G),
and the size and density of congophilic aggre-
gates reached a plateau only after 20 days (Fig. 3,
D and J). Similar differences were observed be-
tween wild-type and mutated peptides homolo-
gous to residues 1 to 42 of Ab (Fig. 3, M and N),
although the aggregation kinetics was faster
compared with that of Ab1-40.

The finding that theA673Vmutation strongly
boosts Ab production and fibrillogenesis raises
the question of why heterozygous carriers do not
develop disease, so we analyzed the effects of the
interaction between Ab1-40mut and Ab1-40wt.
Laser light scattering showed that the time con-
stant of aggregate formation of equimolar mix-
tures of wild-type and mutated peptides was
higher (8.3 hours) than the time to aggregate for
either Ab1-40mut (1.3 hours) or Ab1-40wt alone
(5.8 hours) (Fig. 2A) and that the size distribution
of particles was lowest both at time 0 and after

Fig. 3. Aggregation
properties of mutated
and wild-type Ab pep-
tides. (A to F) Electron
micrographs of aggre-
gates generated by Ab1-
40wt, Ab1-40mut, and
equimolar mixtures after
72 hours [(A) to (C), nega-
tive staining] and 20 days
incubation [(D) to (F),
positive staining]. (G to
L) Polarized light micros-
copy of Ab aggregates
stained with Congo red
after 72 hours [(G) to (I)]
and 20 days [(J) to (L)]. (M
toO) Electronmicrographs
of negatively stained ag-
gregates generated by
Ab1-42wt (M), Ab1-42mut
(N), and equimolar mix-
tures (O) after 5 days incu-
bation. The peptidemixture
containsmainlyamorphous
material (O), whereas wild-
type and mutated Ab1-42
are assembled in fibrillary
structures. Scale bars in-
dicate 250 nm [(A) to (F)],
50 mm [(G) to (L)], and
125 nm [(M) to (O)].
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24 hours (Fig. 2B). Furthermore, the aggregates
formed by peptide mixtures were far more un-
stable than those generated by either Ab1-40wt or
Ab1-40mut after dilution with buffer, with a
characteristic dissolution time of 8 min. At the
same time, no dissolution kinetics was observed
for samples of Ab1-40wt and Ab1-40mut alone
(Fig. 2C). This was confirmed by urea denatur-
ation studies of peptide aggregates (8). Size ex-
clusion chromatography showed that the elution
profiles of Ab1-40wt andAb1-40mut weremarked
by a single peak corresponding to the dimer,
whereas the mixture gave a smaller peak area
corresponding to the dimer and a second small
peak corresponding to the monomer (Fig. 4A).
Polarized light and EM showed that the peptide
mixture built up much fewer congophilic aggre-
gates than not only Ab1-40mut but also Ab1-40wt
(Fig. 3, C, F, I, and L). Similar results were ob-
served with Ab1-42 peptides (Fig. 3, M to O).
Amyloid formation was also inhibited when
Ab1-40wt was incubated with a hexapeptide
homologous to residues 1 to 6 containing the
A-to-V substitution in position 2 (Ab1-6mut) at
1:4 molar ratio (fig. S5).

We analyzed the binding of Ab peptides with
and without the A673Vmutation to Ab1-40wt by
using surface plasmon resonance (8). In addition
to Ab1-40wt and Ab1-40mut, we used the hexa-
peptides Ab1-6wt and Ab1-6mut to evaluate the
independent contribution of the amino-terminal

sequence containing the mutation. No difference
in binding to immobilized Ab1-40wt fibrils was
observed between Ab1-40wt and Ab1-40mut,
consistent with the finding that Ab aggregation
is primarily driven by hydrophobic stretches in
the central and carboxy-terminal parts of the pep-
tide (Fig. 4B) (10). However, the amino-terminal
fragment Ab1-6mut showed greater ability to bind
to wild-type Ab1-40 than did Ab1-6wt (Fig. 4C),
indicating that the A-to-V substitution at position
2 favors the interaction betweenmutant andwild-
type Ab.

Lastly, we treated human neuroblastoma SH-
SY5Y cells with Ab1-42wt, Ab1-42mut, or mix-
tures thereof at 5 mM for 24 hours and assessed
cell viability by 3-(4,5-dimethylthiazol-2-yl)-2,5-
diphenyl tetrasodium bromide (8): Ab1-42mut was
more toxic than Ab1-42wt, and the mixture was
significantly less toxic than either peptide alone
(Fig. 4D).

We have identified a mutation in the APP
gene showing a recessive Mendelian trait of in-
heritance. Recently, a homozygous APP muta-
tion (A693D) was detected in three AD patients
from two Japanese pedigrees (11). Because one
out of four heterozygous individuals had MCI,
in the absence of experimental studies mimick-
ing the situation in heterozygotes, it is hard to
establish whether A693D is a recessive mutation
or a dominant APP variant with incomplete
penetrance.

The A673V APP mutation has two patho-
genic effects: it (i) shifts APP processing toward
the amyloidogenic pathway and (ii) enhances
the aggregation and fibrillogenic properties of
Ab. However, the interaction between mutant
and wild-type Ab, favored by the A-to-V sub-
stitution at position 2, interferes with nuclea-
tion or nucleation-dependent polymerization,
or both, hindering amyloidogenesis and neu-
rotoxicity and thus protecting the heterozy-
gous carriers.

Until recently, the importance of the amino-
terminal sequence of Ab in misfolding and dis-
ease was underestimated because this region is
highly disordered in the fibrillar form of the
peptide (12). However, the amino-terminal do-
main of Ab is selectively perturbed in amyloido-
genesis, and, most importantly, changes in its
primary sequence trigger peptide assembly and
fibril formation (13, 14). The importance of this
domain is further supported by the finding that
antibodies against it are optimal for plaque clear-
ance in animal models (15). A previous study
reported a distinct heterozygous APP mutation at
codon 673 [Ala673→Tyr673 (A673T)] in a par-
ticipant without clinical signs of dementia (16).
Histological analysis did not detect amyloid de-
posits in the brain. However, when the A673T
mutation was introduced in a synthetic Ab1-40
peptide, it increased the propensity to aggre-
gate, with a much shorter lag phase than that
of the wild-type peptide (17). These observa-
tions, together with our results, suggest that
mutations at position 2 of Ab confer amyloido-
genic properties that lead to AD only in the
homozygous state. The finding that the inter-
action between A673V-mutated and wild-type
Ab hinders amyloidogenesis, and especially
the anti-amyloidogenic properties of the mu-
tated six-residue peptide, may offer grounds for
the development of therapeutic strategies based
on modified Ab peptides or peptido-mimetic
compounds (18, 19) for both sporadic and fa-
milial AD.

The present data highlight the importance of
screening demented and nondemented human
populations for mutations of the Ab encoding
region of APP. Genetic variants that could be
regarded as normal polymorphisms may turn
out to be pathogenic in homozygous individu-
als. The identification of such mutations would
help to prevent the occurrence of the disease in
their carriers.
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Structure of the Anaphase-Promoting
Complex/Cyclosome Interacting with a
Mitotic Checkpoint Complex
Franz Herzog,1* Ivana Primorac,1 Prakash Dube,2 Peter Lenart,3 Björn Sander,2
Karl Mechtler,1 Holger Stark,2† Jan-Michael Peters1†

Once all chromosomes are connected to the mitotic spindle (bioriented), anaphase is initiated
by the protein ubiquitylation activity of the anaphase-promoting complex/cyclosome (APC/C)
and its coactivator Cdc20 (APC/CCdc20). Before chromosome biorientation, anaphase is delayed
by a mitotic checkpoint complex (MCC) that inhibits APC/CCdc20. We used single-particle electron
microscopy to obtain three-dimensional models of human APC/C in various functional states: bound
to MCC, to Cdc20, or to neither (apo-APC/C). These experiments revealed that MCC associates
with the Cdc20 binding site on APC/C, locks the otherwise flexible APC/C in a “closed” state,
and prevents binding and ubiquitylation of a wide range of different APC/C substrates. These
observations clarify the structural basis for the inhibition of APC/C by spindle checkpoint proteins.

Chromosome segregation is delayed by the
spindle checkpoint until all chromosomes
are connected to both poles (bioriented)

of the mitotic or meiotic spindle. Defects in this
checkpoint can lead to aneuploidy, which is asso-
ciated with tumorigenesis, congenital trisomies,
and aging (1). The spindle checkpoint is activated
in prometaphase by the presence of kinetochores
that are not properly attached to microtubules or
not under tension by spindle-pulling forces (2, 3).
The checkpoint inhibits Cdc20, which activates
the ubiquitin-protein ligase APC/C inmitosis and
helps to recruit substrates to APC/C. APC/C ini-
tiates chromosome segregation by ubiquitylating
cyclin B, an activating subunit of cyclin-dependent
kinase 1 (Cdk1), and securin, an inhibitor of the
protease separase. After ubiquitin-mediated deg-
radation of these proteins, separase becomes ac-
tive and dissolves the cohesion between sister
chromatids (4).

Inhibition of Cdc20 by the spindle checkpoint
depends on mitotic arrest–deficient 2 (Mad2) (5).
This protein associates with Cdc20 at unattached

kinetochores (6–9). In animal cells, Cdc20 is also
inhibited by association with budding uninhibited
by benzimidazoles–related 1 (BubR1) and its bind-
ing partner budding uninhibited by benzimidazoles
3 (Bub3). Mad2 and BubR1-Bub3 can bind to
Cdc20 either separately (10, 11) or simultaneously,
forming a MCC (12), and these proteins can as-
sociate with APC/C (13–16). Similar complexes
exist in yeast, in which a BubR1-related Mad3
protein might inhibit Cdc20 as a pseudosubstrate
(17, 18).

Structural information will be essential to
understand how checkpoint proteins inhibit
APC/CCdc20, but it is known only how Mad2
interacts with a short Cdc20 peptide (19, 20).
We therefore analyzed with single-particle elec-
tron microscopy (EM) the structure of APC/C
that is bound to checkpoint proteins. We first
established conditions under which checkpoint-
inhibited APC/C could be purified and char-
acterized these complexes biochemically. We
isolated APC/C from human HeLa cells that had
been arrested in prometaphase by the microtubule-
stabilizing agent Taxol, which keeps the check-
point active. For comparison, we purified APC/C
fromTaxol-arrested cells in which the checkpoint
had been inactivated by hesperadin, an inhibitor
of Aurora B kinase (15, 21). Quantitative fluo-
rescence microscopy of chromosome morphology,
cyclin B levels, and kinetochore association of
Mad2, BubR1, and Bub1 confirmed that cells
had been arrested in prometaphase with either
an active or inhibited spindle checkpoint (fig.

S1). Mass spectrometry (table S1) and SDS–
polyacrylamide gel electrophoresis (SDS-PAGE)
followed by silver staining (Fig. 1A) or semi-
quantitative immunoblotting (Fig. 1B) revealed
that four times more BubR1, Bub3, and Mad2
were associated with APC/C in cells in which the
checkpoint was active than in hesperadin-treated
cells. The amount of Cdc20 bound to APC/Cwas
twofold greater when the checkpoint was active,
perhaps because checkpoint proteins stabilize
APC/C–Cdc20 interactions. Immunoprecipitation
of BubR1 confirmed that more BubR1, Bub3,
Mad2, and Cdc20 were bound to APC/C when
the checkpoint was active (Fig. 1A and table S1).
In a reconstituted system, ubiquitylation of cyclin
B and securin was reduced to 17% when APC/C
was isolated from cells with an active checkpoint
as compared with reactions mediated by APC/C
from cells with an inactive checkpoint. This dif-
ference was even greater when samples were nor-
malized to the amounts of APC/C–associated
Cdc20, which is rate-limiting for APC/C activity
(Fig. 1, C and D). Surprisingly, APC/C from cells
with an active checkpoint was similarly less
active toward cyclin A and never-in-mitosis A
(NIMA)–related kinase 2A (Nek2A), which are
normally degraded in prometaphase when the
checkpoint is active (Fig. 1E and fig. S2). The
checkpoint appears not to inhibit APC/CCdc20 in
a substrate-specific manner, as was proposed to
explain Nek2A degradation in prometaphase (22),
but by recruiting substrates before checkpoint ac-
tivation, as shown for cyclin A (23).

Similar results were obtained when APC/C
was isolated from cells with active or inactive
checkpoints that were obtained with a different
protocol in which cells had not been treated with
hesperadin (fig. S3), indicating that hesperadin
caused changes in APC/C’s subunit composition
and activity by checkpoint inhibition and not by
an unrelated mechanism. Our results therefore
indicated that checkpoint activation leads to asso-
ciation of BubR1, Bub3, and Mad2 with APC/C
and to the general inhibition of APC/C’s ubiqui-
tylation activity. However, our SDS-PAGE–silver
staining analysis of APC/C from cells in which
the checkpoint is active suggested that BubR1,
Bub3, and Mad2 were present in substoichio-
metric amounts relative to APC/C (Fig. 1A). We
therefore separated APC/C purified from cells
with an active checkpoint into different sub-
populations (Fig. 1F). We first captured a sub-
population of APC/C with BubR1, Cdc20, or
Mad2 antibodies and then isolated the remaining
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particles with antibodies to the APC/C subunit
Apc4 (Fig. 1, G and H, and fig. S4). These ex-
periments revealed that cells with an active
checkpoint contained two forms of APC/C.
One contained BubR1, Bub3, Cdc20, and Mad2,
whereas the other one lacked all of these pro-
teins. We refer to these forms as APC/CMCC and
apo-APC/C, respectively. In cyclinB–ubiquitylation
assays, the specific activities of APC/CMCC and
apo-APC/C were similarly low (Fig. 1I). Puri-
fied Cdc20 and the related coactivator Cdc20
homolog 1 (Cdh1) activated apo-APC/C in a dose-
dependent manner, suggesting that this form of

APC/C is inactive because it is lacking a co-
activator. In contrast, APC/CMCC could be stim-
ulated by coactivators only to a small degree,
indicating that this form of APC/C represents a
truly inhibited state (Fig. 1I).

To understand how checkpoint proteins inhibit
APC/C, we determined the structures of APC/CMCC,
apo-APC/C, and APC/CCdc20. We isolated APC/
CMCC by means of sequential immunoprecipitation
with antibodies to Cdc27 and BubR1. We iso-
lated apo-APC/C with antibodies to Apc4 from
the supernatant of the BubR1 immunoprecipita-
tion. After a peptide elution, both samples were

further purified by use of glycerol density-gradient
centrifugation (24) and analyzed by use of both
negative staining at low temperatures and un-
stained cryo-EM in a vitrified buffer (Fig. 2, figs.
S5 and S6, and table S2). We used a technique
based on three-dimensional (3D) alignment of
random conical tilt (RCT) reconstructions and
subsequent 3Dmultivariate statistical analysis for
initial structure determination and simultaneous
unsupervised analysis of the heterogeneity in the
data set. For apo-APC/C, we identified three con-
formers that differ mainly in the relative orienta-
tion of their twomajor domains: the platform and

Fig. 1. Biochemical characterization of APC/CMCC and
apo-APC/C. (A) SDS-PAGE–silver-staining analysis of APC/C
and MCC from cells in which the checkpoint was active
(SC on) or inhibited (SC off). (B) Semiquantitative immu-
noblot analysis of APC/C from cells in which the checkpoint
was on or off. (C andD) Cyclin B ubiquitylation activity of
APC/C isolated from cells in which the checkpoint was on
or off, analyzed with SDS-PAGE and autoradiography (C)
and quantified (D). (E) Checkpoint activation reduces
APC/C activity similarly toward prometaphase (cyclin A
and Nek2A) and metaphase substrates (cyclin B and
securin). Ratios of ubiquitiylation by the two APC/C sam-
ples were calculated for each substrate in three inde-
pendent experiments. Error bars indicate SD of themean.
(F) Schematic representation of APC/CMCC and apo-APC/C
isolation from cells with an active checkpoint (reIP, reim-
munoprecipitation). (G and H) Immunoblot analyses of
complexes obtained in (F). (I) Cyclin B ubiquitylation ac-
tivities of APC/CCdc20 from cells with an inactive checkpoint
and of APC/CMCC and apo-APC/C from cells with an ac-
tive checkpoint. APC/C levels were normalized to Apc2.
APC/CMCC and apo-APC/C were preincubated with various
concentrations of recombinant Cdc20 or Cdh1. Cyclin B
ubiquitylation was quantified after 4- and 8-min reaction
times. Data represent three independent experiments
and error bars indicate SD of the mean.
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the arc lamp domains (Fig. 2A and 3D-PDF
S1) (25). The initial RCT 3D structures were
used to determine the handedness (fig. S7) and
as templates for further refinement of the existing
subpopulations of apo-APC/C (Fig. 2A). We
suspect that these conformers represent the struc-
tural variability of apo-APC/C in solution and
represent a continuum of flexible states (for an
animation of the corresponding movements, see
movie S1).

In the APC/CMCC sample, a large additional
density was found inserted into the “front” side of
the platform domain (Fig. 2C, red, and 3D-PDF
S2). The 3D volume of this density element cor-
responds to a mass of 180 to 200 kD, slightly less
than MCC’s theoretical mass of 236 kD (if every
subunit is present once). We confirmed that this
mass represents MCC by identifying the location
of BubR1 by means of antibody labeling (fig.
S8). To obtain a 3D model of APC/CCdc20, we
bound recombinant Cdc20 to purified apo-APC/C
and determined the structures as above. In 30%
of APC/C molecules, we found an additional
globular 50-kD mass on the front side of APC/C
in a location that overlaps with the site to which

MCC is bound in APC/CMCC (Fig. 2B and fig.
S9). The Cdc20 density does not fully overlap
with the MCC density and is ~20 Å away from
a perfect fit. The precise position of Cdc20 may
thus change upon MCC binding to APC/C (Fig.
2D). APC/CCdc20 showed similar conformational
flexibility as apo-APC/C.

Comparison of the apo-APC/C and APC/CMCC

structures revealed a number of differences in addi-
tion to the presence of an extramass inAPC/CMCC.
To interpret these changes, we mapped the 3D
location of APC/C core subunits with antibody
labeling (fig. S8). Antibodies to Apc1, Apc4, and
Apc5 bound to distinct sites in the platform do-
main with Apc5 at the bottom, Apc4 at the front,
and Apc1 at the right-hand side (Fig. 3, A and B).
The volumes of the labeled domains are con-
sistent with the predicted masses of Apc1, Apc4,
and Apc5 (Fig. 3B). The modeling of these sub-
units into the APC/C 3D structure suggests that
Apc5 is close to the interface of the platform
and arc lamp domains, and the mass accommo-
dated by Apc1 spans from the front to the inner
mass (Fig. 3B). Part of the subunit that we iden-
tified asApc4 has a ring-shaped structure (Fig. 3B,

right), which is consistent with bioinformatic analy-
ses that Apc4 contains an N-terminal propeller-
shapedWD40domain (4). Cdc27 antibodies bound
to the headlike protrusion that is located at the
top end of the arc lamp domain (Fig. 3A). We
confirmed that Apc2 is located at the inner
mass on the front side of APC/C (25), residing
in close vicinity to Apc1 and Cdc27 (Fig. 3, A
and B). Antibodies to Cdc16 and Apc7 were
bound at multiple locations on the arc lamp do-
main (fig. S8), presumably because these sub-
units are present in more than one copy per
APC/C molecule (25). The arc lamp domain
is bent and has an unusual repetitive regularity
(Fig. 3B), features that are characteristic of tetra-
tricopeptide repeat (TPR) domains present in
Cdc16 and Apc7 and also in Cdc27 and Cdc23.
These observations indicate that a major part
of the arc lamp domain consists of TPR subunits.
With the exception of Apc2 and Apc4 topology,
our 3D model of subunit topology is consistent
with the 2D positions of subunits determined in
fission yeast APC/C (26).

This subunit map indicates that MCC binds
in the vicinity of Apc2, Apc4, and Apc5, which
are located toward the right-hand side of MCC
(Fig. 3, B, D, and E, and 3D-PDFs S1 and S2).
On the left-hand side, MCC contacts the arc lamp
domain, which suggests that MCC also interacts
with TPR subunits. Little if any conformational
flexibility was observed among populations of
APC/CMCC. Instead, APC/CMCC adopts a closed
conformation (Fig. 3D). In addition, Apc4 is bent
upward by 35° in APC/CMCC as compared with
its position in apo-APC/C, and the position of a
more centrally located subunit, possibly Apc2,
is also changed (Fig. 3E). This rearrangement
might be required forMCC binding and, together
with a higher curvature of the arc lamp, results
in a more compact appearance of APC/CMCC as
compared with that of apo-APC/C.

To understand the functional consequences of
these structural changes, we compared the inter-
actions of different forms of APC/C with the
ubiquitin-conjugating enzyme UbcH10 and sub-
strate proteins. Binding of UbcH10 to APC/C
was reduced to 50% when the checkpoint was
active (fig. S10). It is unlikely that this small
change can explain the almost complete inhibi-
tion of APC/C by checkpoint proteins. In con-
trast, we saw a substantial reduction in substrate
binding to checkpoint-inhibited APC/C. When
APC/C was isolated from cells with an active
checkpoint, much less binding of an N-terminal
fragment of fission yeast cyclin B or of full-length
human securin was detected as compared with
the binding that was observed with APC/C
from cells in which the checkpoint was inhib-
ited (Fig. 4, A to C). As reported (27), binding
of cyclin B to APC/C required the presence of a
destruction box (D box) in the substrate (Fig. 4,
A and B). Similar results were obtained when a
D box–containing fragment of budding yeast
Hsl1 was used as a substrate (fig. S11). Even a 35-
fold increase in substrate concentration resulted

Fig. 2. Localization of Cdc20 and MCC bound to APC/C, analyzed by negative-staining EM. (A)
Distinct conformers of apo-APC/C isolated from cells with an active checkpoint. (B) Localization of
recombinant Cdc20 (purple) bound to apo-APC/C. A model of Cdc20’s WD40 propeller is projected
onto APC/C. (C) 3D structure of APC/CMCC. MCC is labeled in red. (D) Superposition of the MCC (red)
and Cdc20 (purple) densities shown from orthogonal directions.
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in less Hsl1 binding to APC/C from cells with an
active checkpoint, as compared with Hsl1 bind-
ing to APC/C from cells in which the checkpoint
was inactive.

Our data indicate that activation of the spin-
dle checkpoint leads to association of BubR1,
Bub3, and Mad2 with APC/CCdc20, in which
the checkpoint proteins occupy a site that par-
tially overlaps with the Cdc20 binding site. The
association of checkpoint proteins with APC/C
coincides with inhibition of APC/C toward a
broad range of prometaphase and metaphase
substrates, indicating that checkpoint activation
inhibits APC/C generally and not in a substrate-
specific manner. This inhibition is at least in part
caused by the prevention of substrate binding,
which agrees well with the proposed role of Cdc20
as a substrate adaptor (28, 29) and of yeast Mad3
as a pseudosubstrate inhibitor (17). Partial over-
lap of positions of Cdc20 binding to APC/CCdc20

and APC/CMCC raises the possibility that APC/C
inhibition may be mediated by MCC-induced
repositioning of Cdc20. MCC binding also in-
duces conformational changes in APC/C itself
and appears to lock it in a closed conformational
state.

Fig. 4. MCC inhibits the binding of substrates to APC/C.
(A) A tandem fragment of wild-type (wt) or D-box mu-
tant (dm) fission yeast cyclin B was immobilized on glu-
tathione beads at the indicated concentrations, and
binding of APC/C from cells with checkpoints on or off
was analyzed with SDS-PAGE immunoblotting. (B) APC/C
from cells with checkpoints on or off was bound to beads
coupled with antibody to Cdc27, and binding of solu-
ble wild-type or D-box mutant cyclin B was analyzed in
the same manner as in (A). (C) The binding of full-
length human securin to APC/C was analyzed in the
same manner as in (B).

Fig. 3. APC/C subunit topology and structural changes
upon MCC binding. (A) APC/C subunits were localized
with antibody labeling. Antibody epitopes are marked
on the surface of the APC/C 3D model, and the label-
ing accuracy is indicated by the size of the differently
colored areas. (B) Models of Apc1, Apc2, Apc4, Apc5,
and Cdc27 were docked into the 3D density of the
APC/C reconstruction. (C) The apo-APC/C structure in
its most open conformation. (D) The APC/CMCC structure
with a closed conformation. (E) Conformational changes
induced by MCC binding to APC/C.
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A Functional Genomics Approach
Reveals CHE as a Component
of the Arabidopsis Circadian Clock
Jose L. Pruneda-Paz, Ghislain Breton, Alessia Para, Steve A. Kay*

Transcriptional feedback loops constitute the molecular circuitry of the plant circadian clock. In
Arabidopsis, a core loop is established between CCA1 and TOC1. Although CCA1 directly represses
TOC1, the TOC1 protein has no DNA binding domains, which suggests that it cannot directly
regulate CCA1. We established a functional genomic strategy that led to the identification of CHE, a
TCP transcription factor that binds specifically to the CCA1 promoter. CHE is a clock component
partially redundant with LHY in the repression of CCA1. The expression of CHE is regulated by
CCA1, thus adding a CCA1/CHE feedback loop to the Arabidopsis circadian network. Because
CHE and TOC1 interact, and CHE binds to the CCA1 promoter, a molecular linkage between
TOC1 and CCA1 gene regulation is established.

The circadian system provides an adaptive
advantage by allowing the anticipation
of daily changes in the environment (1, 2).

For example, in plants, the resonance between
the internal timekeeper and environmental cues
enhances their fitness and survival (3, 4).

Circadian networks are composed of multiple
positive and negative factors organized in in-
terlocked autoregulatory loops (1, 2). In Arabi-
dopsis thaliana, the molecular wiring of these
regulatory circuits is mainly based on transcrip-
tional feedback loops (5, 6). The core clock
stems from the reciprocal regulation between the
evening-phased pseudoresponse regulator TIMING
OF CAB EXPRESSION 1 (TOC1) and the two
morning-expressed MYB transcription factors
CIRCADIAN CLOCK ASSOCIATED 1 (CCA1)

and LATE ELONGATED HYPOCOTYL (LHY)
(7). CCA1 and LHY are DNA binding proteins
that repress TOC1 expression through direct
binding to its promoter region (7, 8). In con-
trast, no functional domains have been recognized
in the TOC1 protein (9), and direct regulators of
CCA1 or LHY expression have never been iden-
tified (5, 6, 10).

Functional redundancies among gene families
provide barriers to identifying clock-related tran-
scription factors by classic forward genetic screens.
Thus, to uncover direct regulators of CCA1/LHY,
we implemented an alternative genomics approach
in which the yeast one-hybrid system was used
to screen a collection of transcription factors for
their binding to the CCA1/LHY regulatory re-
gions (fig. S1). The high-throughput design of
this strategy allowed us to test several tiled frag-
ments for each promoter, thus minimizing the
negative effect that the distance from the cis ele-
ments to the TATA box has over transcriptional
activation in yeast (11). We termed this approach
“promoter hiking.” Because most clock compo-

nents identified to date exhibit a circadian pattern
of mRNA expression, we created a comprehen-
sive library of circadian-regulated transcription
factors (table S1) (12). We identified a transcrip-
tion factor that belongs to the class I TCP (TB1,
CYC, PCFs) family (13) (Arabidopsis Genome
Initiative locus identifier At5g08330), hereafter
referred to as CCA1 HIKING EXPEDITION
(CHE). CHE specifically binds to the CCA1 pro-
moter fragment encompassing nucleotides (nt)
–363 to –192 (Fig. 1A) but not to any of the
LHY promoter fragments tested (Fig. 1B and fig.
S2). Consistent with this result, a motif present in
the promoter fragment bound matches the consen-
sus class I TCP-binding site (TBS) (GGNCCCAC)
(14). The binding of CHE to the TBS in the CCA1
promoter (GGTCCCAC) was confirmed by elec-
trophoretic mobility shift assays (EMSAs) (Fig.
1C) and was further corroborated by the yeast
one-hybrid system with a synthetic TBS trimer
(fig. S2).

To address whether CHE regulates CCA1 in
vivo, we performed assays in Arabidopsis proto-
plasts in which the CCA1 promoter activity was
monitored with a CCA1::LUC+ reporter construct.
The overexpression of CHE when a 35S::CHE ef-
fector construct was used caused a reduction of the
luciferase activity, suggesting that CHE functions
as a repressor of CCA1 (fig. S3). This possibility is
consistent with the observation that CHE mRNA
levels oscillate 9 hours out of phase with the CCA1
transcript (Fig. 1D). Moreover, we demonstrated
that CHE protein accumulates in the nuclei (Fig. 1,
E and F) and that both CHE and CCA1 exhibit a
similarly broad tissue expression pattern (Fig. 1, G
and H). If CHE act as a repressor through binding
to the TBS, mutations in this motif should result
in increased CCA1 promoter activity. This hy-
pothesis was confirmed by using promoter::LUC+
fusions (Fig. 1I and fig. S4), indicating that the
TBS mediates a repressor function. Altogether,
these results support the notion that CHE direct-
ly represses CCA1 promoter activity in a TBS-
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specific manner. To investigate this interaction in
vivo, transgenic seedlings overexpressing green
fluorescent protein (GFP)–tagged CHE (fig. S5, A
and B) were used to perform chromatin immuno-
precipitations (ChIPs). This assay revealed a CHE-
specific enrichment of CCA1 promoter fragments
containing the TBS (Fig. 1J and fig. S5C), in-
dicating that CHE binds to the CCA1 promoter
in vivo.

The proper regulation of CCA1 is required to
maintain normal clock function (15, 16), thus
we hypothesized that any factor modulating CCA1
expression may be part of the Arabidopsis cir-
cadian network. To analyze whether CHE has a
role in the Arabidopsis oscillator, we overexpressed
CHE in transgenic plants carrying a CCA1::LUC+
reporter construct (fig. S6A). Consistent with its
role as a repressor, elevated levels of CHE result
in an overall reduction of the CCA1 promoter
activity (Fig. 2A). The luciferase levels oscil-
late with a period close to 24 hours (fig. S6B),
but the peak of expression exhibits a phase ad-
vance (Fig. 2, A and B), suggesting that the
constitutive expression of CHE leads to an earlier
repression of CCA1 at the beginning of the sub-
jective day.

To further characterize the role of CHE in
the Arabidopsis clock, we isolated two indepen-
dent transferred DNA (T-DNA) insertion lines
with reduced CHE expression levels, named
che-1 and che-2 (fig. S7, A and B). These mu-
tant seedlings were crossed to the CCA1::LUC+
reporter background, and the resulting lines were
used to evaluate the clock function under con-
stant light conditions. Consistent with the func-
tion of CHE as a transcriptional repressor, both
T-DNA insertion lines displayed an overall in-
crease in CCA1 promoter activity (Fig. 2C).
However, no significant change in the period
length or phase of the luciferase expression was
observed (Fig. 2C and fig. S7C), suggesting the
presence of redundant repressor activities that
may counteract the effect of reduced CHE expres-
sion on the clock function. The Arabidopsis ge-
nome encodes 12 other TCP transcription factor
genes that contain a DNA binding domain sim-
ilar to CHE (fig. S8, A and B), suggesting that
they could also bind to the TBS. To test whether
this motif is targeted by repressor activities other
than the one caused by CHE (potentially another
TCP), we transformed che mutant seedlings with
CCA1::LUC+ constructs and compared the pro-
moter activities in the presence or absence of a
functional TBS. In this condition, similar luciferase
levels were obtained with the native or mutant
promoter constructs (Fig. 2D and fig. S9, A to
C), indicating that CCA1 promoter activity is af-
fected in a similar fashion by mutations in the
TBS or by the reduction of CHE expression
levels. This result suggests that CHE is the main
repressor acting through the TBS. Therefore, the
repressor activity redundant with CHE, if any,
should occur through binding to other CCA1
promoter motifs. LHY inhibits CCA1 expression
(17), probably through direct binding to a CCA1-

binding site (18) (AGATTTTT) located 479 nt
upstream of the TBS. Hence, we reasoned that
the repressor effects of LHY and CHE could be
redundant. Consistent with this hypothesis, the
pace of the clock in che/lhy double mutant lines
exhibited a significantly shorter period length as
compared to that in the lhy single mutant (Fig. 2E),
suggesting that LHY is at least partially redundant
with CHE or that it regulates the expression of a
CHE redundant factor. We conclude that CHE

functions within the Arabidopsis circadian system
as a repressor of CCA1.

Reciprocal feedback loops are a common
feature in clock regulatory networks (2). Anal-
ysis of the CHE promoter sequence revealed a
CCA1-binding site located between nt –956 and
–949 (AAAAATCT), suggesting that CCA1
and LHY could reciprocally modulate CHE ex-
pression. In fact, although the expression of CHE
oscillated in wild-type seedlings, it was constant-
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Fig. 1. CHE is a CCA1 promoter–binding protein. (A and B) Interaction of CHE with different regions of CCA1
(A) and LHY (B) promoters in yeast. Bars represent the fold of induction in b-galactosidase activity for each of
the DNA fragments indicated (n = 6). (C) Binding of CHE to the TBS in the CCA1 promoter determined by
EMSA. The DNA/CHE complex (indicated by the arrowhead) was competed with unlabeled wild-type (TBS) or
mutant (TBSm) probes. (D) CHE and CCA1 expression in Col-0 wild-type seedlings growing under constant
light (LL; h, hours). mRNA levels were normalized to IPP2 expression (n = 3 independent experiments). (E and
F) Subcellular localization of CHE in Arabidopsis protoplasts [(E), visible light; (F), GFP channel]. (G and H).
CHE and CCA1 expression patterns determined by histochemical staining for GUS activity in CHE::GUS (G) and
CCA1::GUS (H) transgenic seedlings. Scale bars, 0.5 mm. (I) Effect of mutations within the TBS on CCA1
promoter activity. Promoter::luciferase constructs [CCA1::LUC+ and CCA1(TBSm)::LUC+] were transformed into
Col-0 seedlings. Luciferase activity was determined in first-generation transgenic seedlings (T1) (n = 27). (J)
Binding of CHE to the CCA1 promoter in vivo. ChIP assays (IP) were performed with 35S::CHE-GFP or wild-
type CCA1::LUC+ (wt) seedlings. Immunoprecipitated DNA was quantified by real-time polymerase chain
reaction (PCR) with primers specific for the TBS in the CCA1 promoter (TBS), and for control regions (5′U, 3′D,
ACT, and UBQ) (12). Results were normalized to the input DNA (n = 4 independent experiments). Values
represent means T SEM in (A), (B), (D), (I), and (J).

13 MARCH 2009 VOL 323 SCIENCE www.sciencemag.org1482

REPORTS

  
 

http://www.sciencemag.org


ly elevated at peak levels in a cca1/lhy double
mutant background (Fig. 3A). Moreover, EMSAs
indicate that CCA1 and LHY specifically bind
to the CCA1-binding site in the CHE promoter
(Fig. 3B and fig. S10). These results support the
notion that CCA1 and LHY repress CHE expres-
sion through direct binding to the CCA1-binding
site of the CHE promoter. The binding of CCA1
to the CHE promoter was further confirmed in
vivo by ChIP assays with transgenic seedlings
expressing GFP-tagged CCA1 (Fig. 3C and fig.
S11). The mutual regulation observed between
CCA1 and CHE establishes a transcriptional feed-
back module within the Arabidopsis core clock
network.

The molecular basis of the regulation of
CCA1/LHY expression by TOC1 remains un-
clear. The mechanism appears to be more com-
plex than originally thought, due to the facts that
there is a lack of DNA binding domains in TOC1

protein (9) and that either reduced or elevated
TOC1 levels lead to low CCA1/LHY mRNA ex-
pression (7, 19). It has been proposed that TOC1
could regulate the expression or protein turn-
over of a direct regulator of CCA1/LHY, or that
TOC1 could regulate transcription by inter-
acting with a transcription factor specific for
CCA1/LHY promoters. Therefore, the discovery
of CHE as a direct regulator of CCA1 provides
the opportunity to investigate whether CHE is
part of the mechanism by which TOC1 regu-
lates the expression of CCA1. There is a spatio-
temporal coincidence in the expression of CHE
and TOC1. Both proteins are nuclear-localized
[Fig. 1F and (9)], and their expression is broadly
distributed in Arabidopsis seedlings [Fig. 1G
and (20)], reaching maximum levels at similar
times of the day [zeitgeber time (ZT) 9 and
ZT13, respectively] [Fig. 1D and (9)]. Consist-
ently, when using the yeast two-hybrid system,

we observed a direct protein-protein interaction
between TOC1 and the N-terminal domain of
CHE (Fig. 4A). To confirm this interaction in
vivo, we performed coimmunoprecipitations
using CHE- and TOC1-tagged proteins transiently
coexpressed in Nicotiana benthamiana leaves.
In these experiments, TOC1 was detected only
in the samples where CHE had been immu-
noprecipitated (Fig. 4B), indicating that CHE
and TOC1 directly interact in planta and there-
fore that CHE may recruit TOC1 to the CCA1
promoter.

To test whether TOC1 binds in vivo to the
CCA1 promoter region encompassing the TBS,
seedlings expressing a yellow fluorescent pro-
tein (YFP)–tagged TOC1 under the regulation
of its endogenous promoter were used to perform
ChIP experiments. Analysis of the DNA recovered
after immunoprecipitation revealed a specific en-
richment in CCA1 promoter fragments contain-
ing the TBS (Fig. 4C and fig. S12), indicating
that TOC1 is linked to the CCA1 promoter in
vivo. A direct interaction of TOC1 with the CCA1
promoter was investigated by EMSAs and the
yeast one-hybrid system, but no binding was de-
tected with these approaches, suggesting that TOC1
is unable to bind directly to the CCA1 promoter.
Thus, TOC1 could be recruited to the CCA1 pro-
moter through the interaction with CHE or with
other CCA1 promoter–binding proteins bound
to cis elements close to the TBS. Alternatively, a
specific posttranslational modification or cofactor
could be required for TOC1 to bind directly to
the DNA.

The pace of the clock is particularly sensitive
to changes in TOC1 activity or concentration, but
the period varies only in correlation with TOC1
dosage when TOC1 expression is above endog-
enous levels (21). Therefore, we reasoned that a
sensitized background where TOC1 levels are
moderately elevated would be the best scenario
in which to explore whether there is a functional
interaction between TOC1 and CHE. The over-
expression of CHE in this context resulted in a
significant shortening of the period as compared to
that in the parental line (Fig. 4D and fig. S13).
These results indicate that the interaction between
CHE and TOC1 exerts a biologically meaningful
and opposite effect over the control of the period
length in vivo. Thus, CHE may not merely recruit
TOC1 to the CCA1 promoter but seems antago-
nistic to TOC1 function as well. For example, high
levels of CHE could sequester TOC1 and interfere
with its interaction with other transcription factors
bound to the CCA1 promoter.

We have applied a yeast one-hybrid genomic
strategy toward the discovery and molecular
characterization of CHE, which is a component
of the Arabidopsis clock that negatively regu-
lates CCA1 expression. CHE and CCA1 exhibit
a reciprocal regulation, which uncovers a feed-
back loop at the core of the Arabidopsis cir-
cadian network. Our data indicate that CHE
directly interacts with TOC1 and that both pro-
teins are associated with the same region of

24 48 72 96
0.0

0.5

1.0

1.5

2.0
wt
che-1
che-2

Time in LL (h)

B
io

lu
m

in
es

ce
nc

e
 (

co
un

ts
/s

ee
dl

in
g/

25
m

in
 x

 1
05 )

BA

C

wt

ch
e-

1
ch

e-
2

lhy
-2

0

ch
e-

1/
lhy

-2
0

ch
e-

2/
lhy

-2
0

20

21

22

23

24

25

26

P
er

io
d 

(h
) * **

D
22 24 26

-3

-1

1

3

5

35S::CHE-17
35S::CHE-6
wt

Period (h)

P
ha

se
 c

ha
ng

e 
(h

)

24 48 72 96

0.0

0.5

1.0

1.5 wt
35S::CHE-6
35S::CHE-17

Time in LL (h)

B
io

lu
m

in
es

ce
nc

e
 (

co
un

ts
/s

ee
dl

in
g/

25
m

in
 x

 1
05 )

24 48 72 96

0.5

1.0

1.5

2.0

Time in LL (h)

B
io

lu
m

in
es

ce
nc

e
(c

ou
nt

s/
se

ed
lin

g/
25

m
in

 x
 1

05 )

CCA1(TBSm)::LUC+
CCA1::LUC+ che-2

E Fig. 2. CHE is a clock component directly repressing
CCA1 promoter activity. (A and C) Bioluminescence
analysis of CCA1::LUC+ expression in CHE overexpres-
sion lines (35S::CHE) (A) and che T-DNA insertion lines
(che-1 and che-2) (C) (n = 20 and 45 seedlings per
genotype, respectively). Wild-type (wt) traces corre-
spond to CCA1::LUC+ seedlings. (B) Phase change of
luciferase expression in wild-type CCA1::LUC+ (wt) and
the 35S::CHE lines shown in (A). Each symbol represents
one seedling. (D) Effect of mutations within the TBS
on CCA1 promoter activity in a che mutant back-
ground. Promoter::luciferase constructs [CCA1::LUC+
and CCA1(TBSm)::LUC+] were transformed into che-2
seedlings. Luciferase activity was determined in T1
seedlings (n = 37) (E) Period estimates of luciferase
expression in wild-type CCA1::LUC+ (wt), che, and lhy

T-DNA insertion lines (che-1, che-2, and lhy-20), and che/lhy double mutants (che-1/lhy-20 and
che-2/lhy-20). Each symbol represents one seedling, and the line is the average period value (*P <
0.0005, **P < 0.0001). Values represent means T SEM in (A), (C), and (D).

www.sciencemag.org SCIENCE VOL 323 13 MARCH 2009 1483

REPORTS

  
 

http://www.sciencemag.org


the CCA1 promoter, establishing a molecular
link between TOC1 protein levels and CCA1
expression (Fig. 4E). The promoter hiking strat-
egy, as presented here, is limited by the use of
a circadian-regulated transcription factor library.
Although for our purposes this was an effective
enrichment, the collection screened represents
only about 10% of all the transcription factors
encountered in Arabidopsis, suggesting that

additional regulators of CCA1 are yet to be
discovered.
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Paternal Control of Embryonic
Patterning in Arabidopsis thaliana
Martin Bayer,1* Tal Nawy,1† Carmela Giglione,2 Mary Galli,1‡
Thierry Meinnel,2 Wolfgang Lukowitz1,3§

The YODA (YDA) mitogen-activated protein kinase pathway promotes elongation of the Arabidopsis
zygote and development of its basal daughter cell into the extra-embryonic suspensor. Here, we
show that the interleukin-1 receptor–associated kinase (IRAK)/Pelle-like kinase gene SHORT
SUSPENSOR (SSP) regulates this pathway through a previously unknown parent-of-origin effect.
SSP transcripts are produced in mature pollen but do not appear to be translated. Instead, they are
delivered via the sperm cells to the zygote and the endosperm, where SSP protein transiently
accumulates. Ectopic expression of SSP protein in the leaf epidermis is sufficient to activate
YDA-dependent signaling. We propose that SSP protein produced from paternal transcripts
upon fertilization triggers zygotic YDA activity, providing an essential temporal cue for the
regulation of the asymmetric first division.

Multicellular organisms rely on robust
spatial and temporal coordinates to
guide embryonic development. Little

is known about the cues used by plants to derive
such a framework. Growth of plant zygotes is
typically polar, and their division asymmetric (1).
In Arabidopsis, the zygote elongates about three-
fold (Fig. 1A) before dividing into a small apical
cell, the founder of the spherical proembryo, and
a large basal cell, the founder of a filamentous,
largely extra-embryonic support structure called the
suspensor (Fig. 1E). This fundamental fate deci-
sion is regulated by YODA (YDA)-dependent signal-
ing. Loss of the mitogen-activated protein kinase
kinase (MAPKK) kinase YDA (2) or the MAP
kinases MPK3 and MPK6 (3) suppress elongation
of the zygote (Fig. 1B) and suspensor formation.
Hyperactive variants of YDA promote extensive
elongation of the zygote and exaggerated suspensor
growth (2). Here, we report that the interleukin-1
receptor–associated kinase (IRAK)/Pelle-like
kinase gene SHORT SUSPENSOR (SSP) links

activation of the YDA MAP kinase cascade to fer-
tilization through a unique parent-of-origin effect
and propose a mechanistic basis for our finding.

Mutations in the SSP gene have no discern-
ible impact on adults but closely mimic the effect
of yda mutations on embryogenesis (2). Mutant
zygotes fail to elongate and generate basal cells
of diminished size (Fig. 1C) (23 T 5 mm, com-
pared with 61 T 7 mm for wild type). Reduced
growth and aberrant divisions in the basal cell
lineage subsequently result in a spectrum of de-
fects, ranging from the absence of a recognizable
suspensor (Fig. 1F) to cone-shaped suspensors
with multiple cell layers (Fig. 1G) and rudimen-
tary or short suspensors (Fig. 1, H and I). These
phenotypes imply that SSP promotes extra-
embryonic or suspensor fates. In support of this
view, expression of a molecular marker for the
suspensor (4) is not detected in ssp mutants
(Fig. 1K).

Genetic analysis suggests that SSP acts up-
stream of the YDAMAP kinase cascade in a com-
mon pathway. Double mutant ssp-1 yda-1 embryos
are anatomically indistinguishable from yda-1
single mutants (table S1), arguing against an inde-
pendent function of the two genes. Hyperactive
variants of the YDA MAPKK kinase reverse the
suspensor phenotype caused by ssp mutations
(table S1), suggesting that SSP participates in ac-
tivating the YDA MAP kinase cascade.

Map-based cloning (5) revealed that SSP cor-
responds to At2g17090, a member of the RLCK
II family of IRAK/Pelle-like kinases [also known
as receptor-like kinases (6)]. Four mutations, in-

cluding a premature stop (ssp-1) and an RNA
null (ssp-2), generate essentially indistinguishable
mutant phenotypes, which are complemented by
the introduction of a 9.8–kilobase pair genomic
DNA fragment spanning the locus (316 normal
embryos in 580 total) (7). Three motifs can be
identified in the predicted SSP protein (Fig. 2A):
an N-terminal consensus for myristoylation and
palmitoylation, a central protein kinase domain of
the Pelle/IRAK superfamily, and a C-terminal tetra-
tricopeptide repeat (TPR). Insertion of a yellow
fluorescent protein (YFP) moiety on either side
of the kinase domain does not impair SSP func-
tion (Fig. 2A).

N-myristoylation at Gly2 and subsequent S-
palmitoylation at neighboring cysteines are predicted
to mediate stable plasma membrane association
(8). Consistent with this prediction, cells over-
expressing YFP-tagged SSP variants show robust
fluorescence at their surface (Fig. 2B). A point
mutation abolishing both N-myristoylation and
S-palmitoylation [G2→A2 (G2A) (9)] renders
the mutant protein cytoplasmic (Fig. 2C) and
unable to complement ssp mutants (n = 479 em-
bryos). Eliminating only palmitoylation [C3→S3
and C4→S4 (C3,4S) (9)] has a similar effect (n =
450 embryos). Peptides representing the N ter-
minus of wild-type SSP or the C3,4S mutant are
efficiently modified by Arabidopsis N-myristoyl
transferase NMT1 in vitro (10), whereas a peptide
representing the G2A mutant is not (Fig. 2D). We
conclude that diacylation-mediated membrane
association is essential for SSP function.

In contrast, protein kinase catalytic activity
may be dispensable. Alternative splicing of in-
tron 2 generates a short SSP transcript harboring
an 18–amino acid in-frame deletion in the kinase
domain (Fig. 2A). This cDNA does not comple-
ment the phenotype of ssp mutants when ex-
pressed from the endogenous promoter (n = 311
embryos), whereas the long cDNA species does
(218 normal embryos in 449 total), suggesting
that gross structural changes in the kinase do-
main are not tolerated. However, key residues of
the active site, most conspicuously the aspartate
of the canonical DFG (9) motif involved in Mg++

binding and phospho-transfer, are not found in
SSP. Moreover, a transition-state mutant pre-
dicted to reduce catalytic activity to negligible
rates while leaving substrate binding unaffected
(11) fully complements the phenotype of ssp mu-
tants (Fig. 2A) [K78R (9); 211 normal embryos
in 442 total]. Although we cannot rule out that
SSP uses a noncanonical reaction mechanism
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(12), the primary role of the kinase domain may
lie in protein binding. Mammalian IRAK proteins
often lack kinase activity but rather contribute to
the assembly of receptor complexes (13). Similar-
ly, a number of plant IRAK/Pelle kinases does not
require catalytic activity for function (14).

The importance of protein-protein interac-
tions is further implied by similarity of the SSP
C terminus to TPR domains (Fig. 2A) (cluster
KOG0548) mediating the association of heat shock
protein 70 (HSP70) co-chaperone complexes
(15). Deletion of the entire TPR motif or only
the third, cryptic repeat unit completely inacti-
vates the protein (Fig. 2A) [for mutant Y300Z,
n = 408 embryos; for W431Z, n = 433 embryos
(9)]. These results argue that SSP acts as an
adaptor at the plasma membrane, possibly re-
cruiting a pathway activator.

In the course of our analysis, it became clear
that ssp mutations result in atypical segregation
of normal and mutant phenotypes. Self-fertilized
ssp plants hemizygous for a functional transgene
generate normal and mutant embryos in a ratio
of 1:1. The same 1:1 distribution is also seen in
the progeny of self-fertilized ssp-1/+ or ssp-2/+
plants (94 normal embryos in 194 total and 204
in 394, respectively). Our mapping data indicate
that transmission of the ssp-1 allele through the
haploid generation is not substantially distorted
(5), pointing to a parent-of-origin effect as a likely
cause for this phenomenon. Reciprocal crosses
indeed demonstrate that the phenotype of the
embryo is strictly dependent on the genotype of
the pollen. When homozygous ssp plants were
crossed with wild-type pollen, all embryos de-
veloped normally (ssp-1 n = 104 and ssp-2 n =
185). Conversely, all embryos resulting from a
cross of wild-type plants with pollen from homo-
zygous ssp plants developed abnormally (ssp-1
n = 121 and ssp-2 n = 185). We conclude that
SSP exerts a male gametophytic, or paternal, ef-
fect on embryonic patterning (16).

Parent-of-origin effects in plants and mam-
mals often arise from imprinting (17), in large
part mediated by differential DNA methylation
(18). However, SSP function is not sensitive to
global changes in DNA methylation (5), arguing
against epigenetic control. Alternatively, a pa-
ternal effect may arise from pollen-specific ex-
pression. A reverse transcription polymerase chain
reaction (RT-PCR) indicates that SSP mRNA
accumulates to readily detectable amounts only
in mature pollen (fig. S1A). Arabidopsis pollen
consists of a large vegetative cell that completely
encloses two small sperm cells. In situ hybrid-
ization of germinated pollen reveals robust signals
associated with the sperm (Fig. 3A). In support of
this result, microarray profiling of isolated sperm
identified SSP as 1 of 74 genes preferentially
expressed in this cell type (19).

Surprisingly, the accumulation of SSP pro-
tein, determined by using functional YFP-tagged
variants, does not coincide with RNA production.
No YFP fluorescence is apparent in germinated
pollen (fig. S1, C and D). SSP protein became

detectable only upon fertilization, when weak
fluorescence of the zygote was observed (Fig.
3D). This signal was transient and no longer
seen by the time of the first division. Reciprocal
crosses confirmed the absence of a specific signal
in zygotes produced by nontransgenic pollen. A
fluorescent reporter, consisting of the SSP up-
stream region fused at the translational start site
to a nuclear-localized triple YFP, corroborates
these results. Again, no YFP fluorescence is ap-
parent in pollen, although YFP transcripts are
present (fig. S1B). When this construct was crossed
via the pollen, a transient fluorescent signal ap-
peared in the nuclei of the zygote and the micro-
pylar endosperm (Fig. 3E).

Our findings suggest a simple mechanistic
basis for the paternal effect: SSP transcripts are
produced but not translated in the sperm cells;

rather, they are delivered to the seed, where they
become translated and cause transient accumu-
lation of SSP protein in both products of double
fertilization, the zygote and central cell. In support
of this view, in situ hybridization reveals weak
signals in the zygote and the micropylar endosperm
(fig. S2). The presence and origin of SSP tran-
scripts after fertilization was independently con-
firmed in RNA samples prepared from about
2000 immature seed dissected 24 hours after pol-
lination ofWs plants with Col pollen (5). RT-PCR
from this material detected only RNA transcribed
from the paternal Col allele (Fig. 3C).

We next sought to clarify whether SSP has a
role in the endosperm by examining fie seed
generated by fie; cdc2a pollen (5). In this ge-
netic combination, a relatively normal seed is
formed even though a single sperm fertilizes only

Fig. 1. Phenotype of ssp embryos. (A to D) Size of the apical (a) and basal (b) cell in wild-type (A),
yda (B), ssp (C), and fie cdc2a background (5) (D); average length and standard deviation (n > 20)
noted below. (E to I) Wild-type (E) and ssp-1 (F to I) globular embryos; frequency of phenotypic
classes listed below (n > 400); p indicates proembryo; s, suspensor. (J and K) Confocal microscopy
of suspensor-specific marker SUC3 in wild type (J) and ssp (K); green indicates reporter fluores-
cence; red, propidium iodide counterstain; scale bars, 20 mm.
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the egg, leaving the endosperm without paternal
contribution (20). Despite this, zygote elongation
and suspensor development are similar to those
in wild type (Fig. 1D), suggesting that SSPmRNA
is not required in the endosperm.

The tight control of SSP expression implies
that YDA-dependent signaling may be sensitive
to the presence of SSP protein. Indeed, seedlings
expressing SSP from a strong, broadly active pro-
moter (5) exhibit a variety of dominant defects that
eventually become lethal. Perhaps most striking-

ly, almost all primary transgenics completely lack
stomata on their embryonic leaves (Fig. 4A),
faithfully mimicking the phenotype caused by
hyperactive YDA variants (21). This effect is de-
pendent on the presence of a functional SSP var-
iant in the construct as well as an intact endogenous
YDA MAP kinase cascade (Fig. 4, B and C),
revealing that SSP protein is sufficient to activate
YDA-dependent signaling in the leaf epidermis.
We propose that, by analogy, SSP protein trans-
lated from paternal mRNA triggers activation of

the YDA MAP kinase cascade in the zygote.
According to this model, SSP generates a temporal
cue linking the onset of YDA-dependent signaling
to fertilization. Turnover of the sperm-provided
mRNA may also limit the duration of this signal-
ing event. It remains to be determined through
which mechanism such a temporal signature con-
tributes to regulating the asymmetric first divi-
sion and thus embryo polarity.

Maternally provided factors are of key im-
portance for animal development because the

Fig. 2. Functional domains of SSP. (A) Gene model showing N-myristoylation
motif (orange), kinase domain (red), and two complete (blue) and cryptic (light
blue) TRP units; point mutations and insertion of mutant alleles are noted
above; alternative splice form and introduced mutations are noted below. (B and
C) Confocal images of root cells overexpressing YFP-tagged functional SSP (B)
and a variant with mutated myristoyl-acceptor (C); green, YFP fluorescence; red,
propidium iodide counterstain; arrow, cytoplasmic pocket containing nucleus;
scale bar, 40 mm. (D) In vitro myristoylation of peptides (9) representing the
N-termini of wild-type and mutant SSP variants by Arabidopsis NMT1; SOS3
peptides shown as control (5).

Fig. 3. Expression pattern of SSP transcripts and protein. (A and B) In situ
hybridization of germinated wild-type (A) and ssp-2 (B) pollen. (Inset) 4´,6´-
Diamidino-2-phenylindole (DAPI) staining identifying sperm nuclei (arrows)
and the vegetative nucleus (asterisk). (C) Detection of paternal SSP mRNA in
developing seed 24 hours after pollination (5); samples of seed from Ws pistils
crossed with Col pollen (lane 1), Ws pollen (2), Col pollen (3), and unfertilized
Ws pistils (4). (Top) RT-PCR products restricted with BclI, cleaving the Ws (red
arrowhead) but not the Col (black arrowheads) allele; (middle) unrestricted
products; (bottom) control without reverse transcriptase. (D and E) Confocal
images of zygote-stage seed expressing a YFP-tagged functional SSP variant
(D) or no transgene (E); arrow, weak YFP fluorescence of the zygote. (F and G)
Confocal images of seed expressing a nuclear SSP reporter crossed via the pollen (F) or no transgene (G), about 24 hours after pollination; asterisks,
endosperm nuclei; arrow, nucleus of zygote; green, YFP fluorescence, red, propidium iodide counterstain; scale bars, 20 mm.
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zygotic genome typically does not become active
until some time after fertilization [maternal-zygotic
transition (22)]. Plant embryos apparently develop
with more autonomy (23), and it is open whether
an equivalent to the maternal-zygotic transition
of animals exists (24). The most prominent parent-
of-origin effect in plants targets gene expression
in the endosperm and is thought to arise from a
parental conflict: Imprinting presumably enforces
maternal control over nutrient allocation to the
embryo (25, 26). Direct delivery of transcripts to
the seed would provide a general mechanism for
subverting such epigenetic regulation. Thus, pa-
ternal control over growth of the suspensor, the
other organ mediating nutrient flux to the embryo,
perhaps evolved to antagonize maternal influences
in this conflict.
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Preferential Generation of Follicular
B Helper T Cells from Foxp3+

T Cells in Gut Peyer’s Patches
Masayuki Tsuji,1* Noriko Komatsu,2* Shimpei Kawamoto,1,4* Keiichiro Suzuki,1
Osami Kanagawa,3 Tasuku Honjo,4 Shohei Hori,2† Sidonia Fagarasan1†

Most of the immunoglobulin A (IgA) in the gut is generated by B cells in the germinal centers
of Peyer’s patches through a process that requires the presence of CD4+ follicular B helper
T (TFH) cells. The nature of these TFH cells in Peyer’s patches has been elusive. Here, we demonstrate
that suppressive Foxp3+CD4+ T cells can differentiate into TFH cells in mouse Peyer’s patches. The
conversion of Foxp3+ T cells into TFH cells requires the loss of Foxp3 expression and subsequent
interaction with B cells. Thus, environmental cues present in gut Peyer’s patches promote the
selective differentiation of distinct helper T cell subsets, such as TFH cells.

The production and secretion of immuno-
globulin A (IgA) by the host is critical for
the maintenance of a vast community of

commensal bacteria in the intestinal lumen with
minimal penetration of the gut epithelium (1, 2).
Most of this IgA synthesis requires germinal
center (GC) formation in Peyer’s patches (PPs),

aggregations of lymphoid follicles in the gut. In
GCs, activated B cells express activation-induced
cytidine deaminase (AID) and switch from
making IgM to IgA (3–5). GC development in
PPs requires bacteria in the gut; germ-free mice
have small GCs, probably induced by bacterial
components in food (1). T cells, by providing

cytokines and costimulatorymolecules to B cells,
are also required for GC induction.Mice that lack
T cells are devoid of GCs, and GC formation can
be rescued by the adoptive transfer of CD4+ T
cells (1, 6, 7).

We investigated the origin of TFH in PPs by
examining the contribution of Foxp3+CD4+ T
cells (8–10) obtained from Foxp3EGFP reporter
mice (11), which express green fluorescent protein
(GFP) under the control of the Foxp3 promoter.
Total CD4+ T cells, Foxp3/GFP+ CD4+ T cells
(hereafter called Foxp3+ T cells) or Foxp3/GFP–

CD4+ (hereafter called Foxp3– T cells) that were
isolated from the spleen and lymph nodes (LNs)
of Foxp3EGFP reporter mice were adoptively

Fig. 4. Ectopic expression of SSP. (A to C) Confocal images of leaves producing a YFP-tagged
functional SSP variant (A), a myristoylation-deficient variant (B), and a functional variant in a yda
background (C); arrows, stomata; green, YFP fluorescence; red, chlorophyll fluorescence; scale bar,
20 mm. (Inset) Cluster of stomata progenitor cells, as typical for yda.
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transferred into Tcell–deficient, CD3e–/–mice (12).
These spleen- and LN-derived Foxp3+ T cells
were phenotypically heterogeneous and expressed
variable levels of the a chains of interleukin-2
(IL-2) receptor and IL-6 receptor on their surfaces
(fig. S1). Transfer of total CD4+ T cells or Foxp3+

or Foxp3– T cells into CD3e–/– mice reconstituted
the percentage and number of B220– IgA+ plas-
ma cells in the lamina propria (LP) of the small
intestine and of peanut agglutinin–positive (PNA+)
Fas+ GC-phenotype B cells in PPs after 4 weeks
(Fig. 1, A and B). To our surprise, however, acti-
vated B cells formed typical GC clusters (large
groups of AID-expressing cells) only when Foxp3+

T cells were transferred, whereas, in mice in-
jected with Foxp3– Tcells, the AID-expressing B
cells were scattered throughout the PPs (Fig. 1C).
Furthermore, formation of GCs was induced by
Foxp3+ T cells in PPs more effectively than by
unfractionated CD4+ T cells or by a 1:1 mixture
of Foxp3+ and Foxp3– T cells (Fig. 1C). Thus,
Foxp3+ T cells preferentially induced GC forma-
tion in PPs and IgA-producing cells in the gut.

How do the Foxp3+ Tcells, which are known
to suppress T cells, act as B helper T cells? There
were many more CD3+ T cells than GFP+ T cells
in the PPs of CD3e–/– mice that received Foxp3+

Tcells (Figs. 1C and 2A). Indeed, 80% of Foxp3+

Tcells lost GFP expression in PPs, whereas ~50%
of CD3+ T cells remained GFP+ in the LP of the
small intestine, the large intestine, LNs, and spleen
(Fig. 2B). The majority of GFP+ cells transferred
to CD3e–/– host mice, as in nonmanipulated
Foxp3EGFP mice, were located in the T cell zone,
close to the dendritic cells (DCs), which were
stained with CD11c (Fig. 2A). In contrast, most
GFP– CD3+ Tcells were located within the B cell
follicles, among the AID-expressing cells. Thus, a
large fraction of the transferred Foxp3+ T cells
lost Foxp3 expression and preferentially localized
to B cell follicles in the PPs. These results suggest
that the environment of the PPs down-regulates
Foxp3 expression or fosters the accumulation
of T cells that have lost Foxp3 expression else-
where, or both.

To assess whether T cells that had down-
regulated expression of Foxp3 were among the
helper cells able to induce GC formation, we
performed serial transfer experiments. Foxp3+ T
cells that had down-regulated Foxp3 (designated
Foxp3+ → –) were sorted from the spleen and
LNs of recipient mice and then transferred into
CD3e–/– recipients. Subsequent GC formation, as
indicated by AID-expressing clusters, was com-
parable to that observed after the initial transfer of
Foxp3+ T cells (Fig. 2C, compare with Fig. 1C).
Furthermore, the induction of GCs in PPs and the
generation of IgA-producing cells in the gut by
Foxp3+→ –Tcells weremore efficient than either
of these resulting from the transfer of unfractionated
CD4+ T cells (Fig. 2D and fig. S2). These results
indicate that Foxp3 expression is plastic and that
cells that have previously expressed Foxp3 are
effective precursors for TFH cells that are capable
of inducing GC formation in PPs.

TFH cells express surface markers, such as the
chemokine receptor CXCR5 and the costimulatory
molecules CD40 ligand (CD40L) and inducible
T cell costimulator (ICOS) (13–17). We examined
these markers on CD4+ T cells that either main-
tained Foxp3 expression or down-regulated Foxp3
expression after transfer of Foxp3+ T cells into
CD3e–/–mice. Over half of the Tcells with down-
regulated Foxp3 in PPs expressed CXCR5, and
these cells were located in the light zone of GCs
where the CXCR5 ligand, CXCL13, is abundantly
expressed (16) (Fig. 3, A andB). In addition,many
CXCR5+ Foxp3–Tcells expressed CD40L, ICOS,
programmed death-1 (PD-1), and CD28 (Fig. 3A
and fig. S3A), all of which are costimulatory
molecules necessary for TFH cell generation and
function (17).

We determined the gene expression profile of
TFH cell–like T cells that had down-regulated
Foxp3 by dividing the Foxp3– Tcells isolated from
PPs of CD3e–/– mice transferred with Foxp3+ T
cells into CXCR5+ and CXCR5– subsets. We then
compared the gene expression profiles in these
subsets with those in control Foxp3+ and CXCR5+

TFH cells in PPs, as well as with those in Foxp3+

and Foxp3–Tcells from spleen and LNs of CD3e–/–

mice into which Foxp3+ T cells were transferred.
The Foxp3+ Tcells, especially those isolated from
PPs, expressed abundant transcripts for IL-10, a
major anti-inflammatory cytokine in the gut (18)
(Fig. 3C). In contrast, cyclic nucleotide phosphodi-
esterase 3B (Pde3b), which is repressed by Foxp3
(19), was highly expressed in Foxp3–CXCR5+ T
cells derived fromFoxp3+ Tcells and in control TFH
cells (fig. S3B). In addition, the Foxp3– CXCR5+

cells in the PPs expressed transcripts of two signa-
ture genes of TFH cells: the transcription factor Bcl-6
and IL-21 (Fig. 3C), a critical cytokine for both
generation of TFH cells and T cell–dependent anti-
body responses (17, 20, 21). The transcripts for IL-4,
which also contributes to GC formation (16), were
also highly expressed by Foxp3– CXCR5+ T cells
derived from theFoxp3+Tcells, aswell as by control
TFH cells (fig. S3B).AlthoughTH17CD4

+Thelper
cells (which produce IL-17) have been reported to
share attributes of TFH cells (21), we detected
lowmRNAexpression for TH17-specificmolecules
RORgt and IL-17A in Foxp3–CXCR5+ Tcells, as

Fig. 1. Induction of GCs in PPs by Foxp3+ T cells. (A) Representative flow cytometric profiles of cells stained
for the indicated markers. B220 is used as a marker for B cells. Numbers on plots indicate the frequency of
cells in the gate. (B) Total numbers of GC B cells isolated from the PPs and IgA plasma cells from the LP of
the small intestine of CD3e–/–mice 4 weeks after reconstitution with the indicated T cells. Means T SEM for
three to five mice per group. (C) Immunofluorescent microscopy analysis of AID, DAPI (4′,6′-diamidino-2-
phenylindole) staining for DNA, and CD3 (upper row) or GFP (lower row) expression in horizontal sections of
the PPs from CD3e–/– mice 4 weeks after reconstitution with the indicated T cell populations.
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well as in TFH cells in PPs (22, 23) (fig. S3B).
Thus, a fraction of Foxp3+ T cells became TFH-
like cells in the PPs after down-regulating Foxp3
expression.

Unexpectedly, Foxp3+ T cells preferentially
acquired a TFH cell phenotype evenwhenwe trans-
ferred a 1:1 mixture of Foxp3+ and Foxp3– T cells
(Fig. 3, D and E, and fig. S3C). Furthermore, in

secondary 1:1 transfers of Foxp3+→ –Tcellsmixed
with control Foxp3– → – T cells, CXCR5 was
expressed predominantly in T cells derived from
Foxp3+ → – T cells (fig. S4A).

Fig. 3. Differentiation
of Foxp3– T cells derived
from Foxp3+ T cells into
TFH cells in PPs. (A) Flow
cytometric analysis of
CD4+ T cells from PPs of
CD3e–/–mice 4 weeks af-
ter reconstitution with
Foxp3+ T cells. Num-
bers of graphs indicate
the frequency of cells in
the gate. (B) Immuno-
fluorescent microscopy
analysis of consecutive
vertical sections from
PPs of CD3e–/– mice 4
weeks after reconstitu-
tion with Foxp3+ T cells
and of 2-month-old
Foxp3EGFP mice, stained
as indicated to reveal
the localization of T
cells in the CXCL13-rich
zone (dashed lines) of
the GCs. (C) Expression
of indicated molecules
in sorted T cell popula-
tions assessed by real-
time reverse transcription
polymerase chain reaction. Relative amounts of mRNA normalized to
glyceraldehyde-3-phosphate dehydrogenase (GAPDH) are shown. Means T SEM
of three independent experiments. SPL, spleen. (D) Flow cytometric analysis of
Foxp3 expression (asmeasured by GFP) on CD4+ T cells from PPs of CD3e–/–mice

4 weeks after the reconstitution with a 1:1 mixture of Foxp3+ and Foxp3– T cells.
(E) The percentage of Foxp3+- or Foxp3–-derived T cells expressing the indicated
surface molecules as determined by flow cytometry. Cells were pooled from three
mice. Data represent one of the two experiments with consistent results.

Fig. 2. Foxp3+ T cells down-regulate Foxp3 expression and migrate into B cell
follicles of PPs. (A) Immunofluorescent microscopy analysis of PPs horizontal
sections, stained as indicated, from the CD3e–/–mice 4 weeks after reconstitution
with Foxp3+ T cells and from 2-month-old Foxp3EGFP mice. (B) Representative
flow cytometric profiles of GFP (Foxp3) expression on CD3+ CD4+ T cells from the
indicated tissues. Numbers indicate the percentage of cells in the gate. (C)
Immunofluorescent microscopy analysis of horizontal serial PPs sections stained
as indicated from the secondary CD3e–/– recipient mice, 4 weeks after
reconstitution with the indicated T cells. (D) Total CD4+ T cells and the ratio of

GC B cells to CD4+ T cells in the PPs of CD3e–/– mice 4 weeks after reconstitution with the indicated T cells. Means T SEM for three to five mice per group.
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In vitro activation of Foxp3+ Tcells but not of
Foxp3– Tcells induced CXCR5 expression, espe-
cially on Foxp3+ → – T cells (fig. S4B). Together,
these results suggest that Foxp3+ T cells induce
enhanced GC formation in PPs because of their
ability to differentiate into TFH cells.

To determine whether B cells are required for
the down-regulation of Foxp3 that preceded
Foxp3+ T cell differentiation into TFH cells, we
injected Foxp3+ T cells into recombination-
activating gene–2–/– (RAG-2–/–) recipient mice,
which lack both T and B cells. Four weeks after

the transfer, 90%of the Tcells in PPswere Foxp3–

(Fig. 4A). In the absence of B cells, however,
Foxp3–Tcells failed to generate CXCR5+ PD-1high

[elevated programmed death–1 (PD-1) expression]
TFH cells, which suggested that, although Foxp3
down-regulation does not require B cells, B cells
are required for acquisition of the TFH cell phe-
notype. The cytokines IL-6 and IL-21, abundantly
produced by gut DCs and T cells, respectively
(fig. S4C), down-regulate Foxp3 expression (24).
Activation of Foxp3+ T cells in vitro, particularly
in the presence of IL-6, decreased Foxp3 expres-

sion (Fig. 4B). Addition of IL-6 also enhanced
expression of IL-21, a cytokine that induces TFH
cell differentiation, an effect that was partially
dependent on autocrine production of IL-21 and
transforming growth factor–b (TGFb) (Fig. 4B
and fig. S4D).

The interaction of CD40 on B cells or DCs
with CD40L on T cells is critical for the forma-
tion of GCs (25, 26). To test whether this inter-
action is required for the generation of TFH cells
from Foxp3+ T cells in PPs, we injected mice
with a CD40L-specific antibody. In antibody-

Fig. 4. Differentiation of TFH cells, but not Foxp3 down-regulation, requires B
cells and depends on CD40-CD40L interaction. (A) Flow cytometric analysis of the
expression of GFP (Foxp3) on CD4+ T cells fromPPs of RAG-2–/–mice 4weeks after
reconstitution with Foxp3+ T cells. (B) Flow cytometric analysis of the indicated
molecules in GFP+ or GFP– T cells cultured for 5 days with beads coated with
antibodies against CD3 and CD28 in the presence of IL-2 and with the indicated
cytokines or monoclonal antibodies. Data represent one of the three experiments
with consistent results. (C) Representative flow cytometric profiles of CD4+ T cells

isolated from the indicated tissues of CD3e–/– mice that received Foxp3+ T cells
and CD40L-blocking antibodies (Abs). (D) Immunofluorescent microscopy analysis
of representative spleen sections from CD3e–/– mice 4 weeks after reconstitution
with the T cell populations indicated. Mice were immunized with SRBCs and
Pam2CSK4 (a synthetic lipoprotein) on day 14 and 21 and analyzed 1 week later.
Sections from the spleen of wild-type (WT) mice without [phosphate-buffered
saline (PBS) only] or with immunization are shown as controls. (E) Flow cytometric
analysis of CD4+ T cells from spleens of mice analyzed in (D).
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treated mice, Foxp3+ T cells still lost Foxp3 ex-
pression but did not gain expression of CXCR5,
CD40L, and PD-1 (Fig. 4C). Consistent with
these observations, blocking CD40-CD40L inter-
actions resulted in a reduction of GC formation in
PPs and of B220– IgA+ plasma cells in the LP
(fig. S5, A and B). Thus, the differentiation of
Foxp3+ Tcells into TFH cells requires B cells and
CD40 expression, presumably by either B cells
or DCs or both.

Foxp3+ T cells were converted into TFH cells
only in PPs; neither TFH cells nor GCs could be
detected in spleen or LNs of CD3e–/–mice adop-
tively transferred with Foxp3+ T cells (Fig. 4, D
and E, and fig. S6). Furthermore, immunization
with sheep red blood cells (SRBCs) in the presence
of bacterial components failed to induce GCs in
spleen of CD3e–/– mice that received Foxp3+ T
cells. In contrast, control mice and CD3e–/–mice
that had received Foxp3– T cells generated GCs
in the spleen after SRBC immunization (Fig. 4, D
and E). Thus, the precursors of PP TFH cells are
enriched in the Foxp3+ T cell population, where-
as other T cells, like Foxp3– T cells, can differ-
entiate into TFH cells in the spleen on experimental
systemic immunization.

Our studies demonstrate that Foxp3+ T cells
in PPs can differentiate efficiently into cells with
characteristics of TFH cells, which then partici-
pate in the induction of GCs and IgA synthesis in
the gut. How can we then explain the preferential
generation of PP TFH cells from the peripheral
Foxp3+ Tcell population? Two possible scenarios
can be conceived. First, TFH cell differentiation
per se may require a Foxp3-dependent molecular
program. This is unlikely, however, because adop-
tively transferred Foxp3–Tcells efficiently generated

TFH cells in the spleen on immunizationwith SRBCs
and because scurfy T cells, which contain a
mutated Foxp3gene, could generate TFH-phenotype
cells in PPs, albeit less efficiently than control T
cells (fig. S7). A more likely scenario is that PP
TFH cell differentiation may be controlled by the
same signals that promote Foxp3 expression in
gut T cells (27–30), such as antigen recognition
through the T cell receptor (TCR). Consistent
with this idea, adoptive transfer of ovalbumin-
specific OT-II TCR transgenic RAG-2–/–CD4+ T
cells into CD3e–/– hosts led to generation of
Foxp3+ T cells in the gut LP and TFH cells in the
PPs if mice were fed ovalbumin (fig. S8). These
data suggest that, depending on the environment,
TCR stimulation induces either IL-10–producing
“suppressor” or IL-21–producing “helper”Tcells
(fig. S9). Despite the presence of the same
antigens that previously induced Foxp3 expres-
sion, the IL-6–, IL-21–, and activated B cell–rich
environment of PPs results in many Foxp3+ T
cells differentiating into TFH cells. These studies
have implications for how the suppression of in-
flammatory reactions and induction of IgA syn-
thesis occur in the gut.
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Selective Erasure of a Fear Memory
Jin-Hee Han,1,2,3 Steven A. Kushner,1,4 Adelaide P. Yiu,1,2 Hwa-Lin (Liz) Hsiang,1,2
Thorsten Buch,5 Ari Waisman,6 Bruno Bontempi,7 Rachael L. Neve,8
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Memories are thought to be encoded by sparsely distributed groups of neurons. However,
identifying the precise neurons supporting a given memory (the memory trace) has been a
long-standing challenge. We have shown previously that lateral amygdala (LA) neurons with
increased cyclic adenosine monophosphate response element–binding protein (CREB) are
preferentially activated by fear memory expression, which suggests that they are selectively
recruited into the memory trace. We used an inducible diphtheria-toxin strategy to specifically
ablate these neurons. Selectively deleting neurons overexpressing CREB (but not
a similar portion of random LA neurons) after learning blocked expression of that fear
memory. The resulting memory loss was robust and persistent, which suggests that the memory
was permanently erased. These results establish a causal link between a specific neuronal
subpopulation and memory expression, thereby identifying critical neurons within
the memory trace.

Ensembles of neurons are thought to serve
as the physical representation of memory
(the memory trace) (1). However, identi-

fying the precise neurons that constitute a mem-
ory trace is challenging because these neuronal
ensembles are likely sparsely distributed (2).

Previous studies detected neurons whose activ-
ity is correlated with memory encoding, expres-
sion, or both (3–7). However, correlative studies
do not address whether these neurons are essen-
tial components of the memory trace. A direct
test of this requires specifically disrupting only

those activated neurons and determining whether
subsequent memory expression is blocked. Es-
tablishing this causal role has been difficult, be-
cause of the limited ability of current techniques
to target a specific subset of neurons within a
brain region.

To target neurons whose activity is correlated
with memory, we took advantage of our recent
findings that LA neurons with relatively increased
levels of the transcription factor CREB were
preferentially activated by auditory fear memory
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training or testing (8). To manipulate CREB levels
in a subpopulation (roughly 15%) of LA neurons,
a region critical for auditory fear memory (9–12),
we used replication-defective herpes simplex
viral (HSV) vectors (13). Neurons overexpress-
ing CREB (with CREB vector) were three times
as likely to be activated as their noninfected
neighbors after fear memory training or testing

in wild-type (WT) mice and 10 times as likely
to be activated in CREB-deficient mice. Con-
versely, WT neurons with a dominant-negative
CREB vector were 1/12 as likely as their neigh-
bors to be activated by fear training or testing.
These findings suggest that neurons with rela-
tively higher CREB function are preferentially
recruited into the fear memory trace and that

posttraining ablation of just these neurons
should disrupt expression of the established
fear memory.

To ablate neurons overexpressing CREB in the
present study, we used transgenic mice in which
cell death may be induced in a temporally and
spatially restricted manner. Apoptosis is induced
after diphtheria toxin (DT) binds to the DT re-
ceptor (DTR) (14). Because mice do not express
functional DTRs (15, 16), we used transgenic mice
that express simian DTR in a Cre-recombinase
(cre)–inducible manner (iDTR mice) (15). A loxP-
flanked STOP cassette that normally silences
DTR expression is excised by cre, which allows
constitutive expression of DTR. Injection of DT
any time thereafter induces apoptosis only in
cells expressing DTR.

We restricted DT-induced ablation to neu-
rons overexpressing CREB by inserting cDNA
encoding cre recombinase into our CREB vector
(CREB-cre). DTR expression only occurs in neu-
rons expressing cre, which allowed us to persist-
ently tag infected neurons for subsequent ablation
(Fig. 1A and fig. S1). As a control, we used Cntrl-
cre vector to induce apoptosis in a similar portion
of LA neurons that are not preferentially acti-
vated by fear testing. To examine cell death, we
used two markers of apoptosis, caspase-3 activa-
tion and terminal deoxynucleotidyl transferase–
mediated deoxyuridine triphosphate nick end
labeling (TUNEL) (17). We microinjected CREB-
cre, Cntrl-cre, and CREB alone (without cre)
vectors into the LA of iDTR transgenic and WT
littermate mice, then administered DT or vehi-
cle. We observed substantial cell death only in
LA neurons of iDTR mice microinjected with
CREB-cre or Cntrl-cre vectors and adminis-
tered DT (experimental groups, Fig. 1, B and
C, and fig. S2) (15). Negligible apoptosis was
observed in regions outside the LA (figs. S3
and S4) or in control groups that lacked a key
component (iDTR, cre or DT) (Fig. 1, B and
C). Note that Cntrl-cre and CREB-cre vectors
produced equal levels of cell death (Fig. 1, B
and C); however, the efficiency of cell death
was not complete (see SOM text). Therefore,
this system allows temporally specific ablation
of tagged neurons.

To verify that LA neurons overexpressing
CREB are selectivity activated by fear memory
testing with our modified vector, we microin-
jected WT mice with CREB-cre or Cntrl-cre
vector before auditory fear training. To visualize
neurons specifically activated by memory ex-
pression, we examined Arc (activity-regulated
cytoskeleton-associated protein; Arg3.1) RNA
(18). Neuronal activity induces a rapid, but tran-
sient, burst of Arc RNA that is quickly transported
to the cytoplasm, which allows nuclear-localized
Arc RNA to serve as a molecular signature of a
recently (5 to 15 min previously) active neuron
(18). Five minutes after testing, we removed brains
and examined Arc (activated by fear testing) and
green fluorescent protein (GFP) (with vector)
RNA. Neurons with CREB-cre vector preferentially

Fig. 1. Selective ablation of LA neurons. (A) iDTR mice express DTR under control of a floxed STOP
cassette (no DTR expression, indicated by white). CREB-cre or Cntrl-cre microinjected into LA
(green). Cre removes STOP cassette, which allows DTR expression (pink). DT (blue triangles) induces
apoptosis (red) only in cells that have undergone recombination. (B) (Left) Low GFP (with cre
vector, green) and high activated caspase-3 (aCas3, red) levels in experimental (iDTR/CREB-cre/DT,
iDTR/Cntrl-cre/DT), but not control (WT/CREB-cre/DT), mice. DAPI (4′,6′-diamidino-2-phenylindole)–
stained nuclei (blue). Scale bar, 100 mm. (Right) High activated caspase-3 levels in experimental
[iDTR/CREB-cre/DT (n = 24), iDTR/Cntrl-cre/DT (n = 17)], but not control [WT/CREB-cre/DT (n = 4)],
mice (F2,42 = 6.44, P < 0.001). (C) (Left) High TUNEL (red) levels in experimental (iDTR/CREB-cre/
DT, iDTR/Cntrl-cre/DT), but not control (iDTR/CREB-cre/PBS), mice. Scale bar, 100 mm. (Right, top)
Morphological indicators of apoptosis in experimental mice. Scale bar, 50 mm. (Right, bottom) High
TUNEL levels in LA of experimental mice [iDTR/CREB-cre/DT (n = 5), iDTR/Cntrl-cre/DT (n = 6)
versus control (n = 5); F2,13 = 22.31, P < 0.001].
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expressed Arc after memory testing; neurons with
CREB-cre were three times as likely to be acti-
vated by fear memory testing as their noninfected
neighbors. In contrast, neurons with Cntrl-cre
vector and their noninfected neighbors were
equally likely to be activated by memory testing
(Fig. 2).

We microinjected CREB-cre vector into the
LA of iDTR mice before weak auditory fear
training. Cntrl-cre vector was used to ablate a
similar portion of random LA neurons (i.e., not
preferentially activated by fear memory testing).
We assessed memory before (test 1) and after
(test 2) inducing cell death in tagged neurons
by administering DT. The CREB-cre vector
enhanced fear memory following weak train-
ing (Fig. 3, test 1), consistent with previous
results (8, 19–22). Selectively deleting neu-
rons with CREB-cre vector completely reversed
this enhancement (test 2). Note that CREB-
enhanced memory was not blocked if either
cre or DT was omitted, consistent with the ab-
sence of apoptosis in these control groups. The
reversal of CREB-enhanced memory was not
due to memory extinction with repeated testing
because the control groups froze robustly on test
2. Therefore, increasing CREB in a subpopu-
lation of LA neurons enhances a weak memory
and specifically ablating just these neurons re-
verses this enhancement.

Although increasing CREB in a subpop-
ulation of LA neurons does not further enhance
a strong memory, neurons overexpressing CREB
are, nevertheless, preferentially activated by fear
memory expression (8). This suggests that CREB
levels dictate which neurons are recruited into
a memory trace, even in the absence of behav-
ioral change. To examine the effects of ablating
neurons overexpressing CREB on a strong
memory, we trained mice that received CREB-
cre or Cntrl-cre microinjections using an intense
protocol. Strong training produced robust audi-
tory fear memory in both groups before DT
administration (Fig. 4A). After DT, only CREB-
cre mice showed a loss of auditory fear memory.
To investigate whether memory in mice micro-
injected with CREB-cre is particularly suscepti-
ble to the ablation of a small number of neurons,
we microinjected both Cntrl-cre and CREB (no
cre) vectors, which allowed us to delete only
Cntrl-cre neurons after training. Deleting this
small portion of neurons (that were not overex-
pressing CREB) had no effect on memory (fig.
S5). Therefore, memory loss was specific; it was
not determined by the absolute number of de-
leted LA neurons but by whether these deleted
neurons overexpressed CREB at the time of
training.

Administering DT after a fear memory test
blocked expression of both CREB-enhanced
memory produced by weak training and robust
memory produced by strong training in iDTR
mice microinjected with CREB-cre (but not
Cntrl-cre) vector. Fear memory testing reacti-
vates memory and may trigger a second wave of

consolidation (reconsolidation) that, similar to
initial consolidation, requires protein synthesis
(23, 24). Because DT induces cell death by in-
hibiting protein synthesis, it is possible that im-
paired reconsolidation contributes to the memory
loss. To assess this, we trained mice but omitted
the memory reactivation induced by test 1. Con-
sistent with our previous results, fear memory
was blocked in CREB-cre, but not Cntrl-cre,
mice (Fig. 4B). Therefore, memory loss was in-
dependent of memory reactivation, which ruled
out the possibility that blocking reconsolidation
accounts for the memory disruption.

If neurons overexpressing CREB during train-
ing are critically involved in the subsequent mem-
ory trace, then deleting them should permanently
block memory expression. To examine the per-
sistence of memory loss, we trained mice, admin-
istered DT, and assessed memory 2, 5, and 12
days later. Memory loss in CREB-cre mice was
long-lasting, whereas memory remained robust
in Cntrl-cre mice (Fig. 4C). Therefore, we found

no evidence of memory recovery in mice in
which neurons overexpressing CREB were de-
leted, which suggested that memory was not
transiently suppressed. To rule out the possibil-
ity that the memory loss was due to a nonspe-
cific impairment in LA function, we showed that
CREB-cre mice could relearn (Fig. 4C). Sim-
ilarly, pretraining deletion of neurons overexpress-
ing CREB did not impair the acquisition, or
stability, of a conditioned fear memory (fig. S6).
Deleting neurons overexpressing CREB does not
affect subsequent learning, presumably because
the high portion of remaining (noninfected) neu-
rons are sufficient to encode a new memory.
Finally, ablating CREB-overexpressing neu-
rons did not block expression of a memory ac-
quired before surgery (fig. S8). Together, these
findings indicate that ablating neurons that
were overexpressing CREB at the time of mem-
ory encoding blocks memory for that particular
learning event, highlighting the specificity of
memory loss.

Fig. 2. Neurons overexpress-
ing CREB preferentially acti-
vated by fear memory testing.
(A) Double-labeled nuclei in
LA of CREB-cre, but not Cntrl-
cre, mice. Nuclei (blue), GFP+

(with CREB-cre or Cntrl-cre
vector, green), Arc+ (pink), or
double-labeled nuclei (GFP+

and Arc+; arrows). Scale bar,
20 mm. (B) In CREB-cre mice, Arc was preferentially localized in infected (GFP+), rather than nonin-
fected (GFP–), neurons. In Cntrl-cre mice, Arc was equally distributed in infected and noninfected neurons
(Vector × GFP/Arc colocalization interaction, F1,5 = 18.74, P < 0.05).

Fig. 3. Overexpressing CREB in LA neurons enhances memory induced by weak training; subsequent
ablation of these neurons reverses this enhancement. (Top) CREB-cre microinjection enhanced memory
after weak training [test 1, CREB-cre/DT (n = 8), Cntrl-cre/DT (n = 9), P < 0.001]. DT administration
reversed this memory enhancement (test 2, P < 0.001). CREB-enhanced memory was not blocked on
test 2 if either cre [CREB/DT (n = 7), P > 0.05] or DT [CREB-cre/PBS (n = 6), P > 0.05] was omitted.
Group × Test interaction F3,26 = 13.90, P < 0.001. (Bottom) Schematic of LA neurons after DT or PBS.
Blue, DAPI-labeled neuronal nuclei; pink, neurons activated by memory; and white, ablated neurons.
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Our results show that neurons with increased
CREB levels at the time of fear learning are crit-
ical to the stability of that memory, because se-
lectively ablating these neurons after training

blocks expression of this fear memory. This in-
dicates that these neurons themselves are essen-
tial for memory expression in the days after fear
conditioning; they are not simply creating a local

environment that promotes memory formation
(such as releasing trophic factors) (25). Deleting
neurons whose activity is related to memory ex-
pression (overexpressing CREB at the time of
training) produced memory loss, whereas ablat-
ing a similar number of random neurons (ex-
pressing Cntrl vector or overexpressing CREB
well before or after training) did not. The ob-
served amnesia was specific, robust, persistent
and not due to a disruption in either reconsolida-
tion or overall LA function. Together, these re-
sults suggest that ablating neurons overexpressing
CREB permanently erases the fear memory (see
supporting online material text). Fear learning
may generate a broad memory trace that encom-
passes more LA neurons than affected by our
treatment or multiple memory traces throughout
the brain (26, 27). However, deleting just neu-
rons overexpressing CREB at the time of train-
ing produces amnesia, which suggests that these
neurons play an essential role within what is
likely a broader fear neuronal network. These
results establish a causal link between a defined
subpopulation of neurons and expression of a
fear memory and, thereby, identify a key com-
ponent of the memory trace.
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Human Substantia Nigra
Neurons Encode Unexpected
Financial Rewards
Kareem A. Zaghloul,1* Justin A. Blanco,2 Christoph T. Weidemann,3 Kathryn McGill,1
Jurg L. Jaggi,1 Gordon H. Baltuch,1 Michael J. Kahana3*

The brain’s sensitivity to unexpected outcomes plays a fundamental role in an organism’s ability
to adapt and learn new behaviors. Emerging research suggests that midbrain dopaminergic
neurons encode these unexpected outcomes. We used microelectrode recordings during deep brain
stimulation surgery to study neuronal activity in the human substantia nigra (SN) while patients
with Parkinson’s disease engaged in a probabilistic learning task motivated by virtual financial
rewards. Based on a model of the participants’ expected reward, we divided trial outcomes into
expected and unexpected gains and losses. SN neurons exhibited significantly higher firing rates
after unexpected gains than unexpected losses. No such differences were observed after
expected gains and losses. This result provides critical support for the hypothesized role of the
SN in human reinforcement learning.

Theories of conditioning and reinforce-
ment learning postulate that unexpected
rewards play an important role in allow-

ing an organism to adapt and learn new behav-
iors (1, 2). Research on nonhuman primates
suggests that midbrain dopaminergic neurons
projecting from the ventral tegmental area and
the pars compacta region of the SN encode
unexpected reward signals that drive learning
(3–6). These dopaminergic neurons are phasi-

cally activated in response to unexpected rewards
and depressed after the unexpected omission of
reward (7–9), and they are major inputs to a
larger basal ganglia circuit that has been im-
plicated in reinforcement learning across species
(10–15).

The response of these neurons to rewards
has not been directly measured in humans. We
recorded neuronal activity in human SN while
patients undergoing deep brain stimulation (DBS)

surgery for Parkinson’s disease performed a prob-
ability learning task. Patients with Parkinson’s
disease show impaired learning from positive and
negative feedback in cognitive tasks (16–18),
probably because of the degenerative nature of
their disease and the decreased number of dopa-
minergic neurons capable of mounting phasic
changes in activity in response to reward signals
(17–19). We sought to capture remaining viable
dopaminergic SN cells in our patients and de-
termine whether they exhibit responses modu-
lated by reward expectation.

We used microelectrode recordings to measure
intraoperative activity of SN in 10 Parkinson’s
patients (6 men, 4 women, mean age of 61 years)
undergoing DBS surgery of the subthalamic nu-
cleus (STN) while they engaged in a probabil-
ity learning task. We rewarded participants in
the task with virtual financial gains to motivate
learning. We identified SN by anatomic loca-
tion and its unique firing pattern (Fig. 1A) (20).
The learning task involved choosing between a
red and a blue deck of cards presented on a com-
puter screen (Fig. 1B). We informed partici-
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Fig. 1. (A) Intraoperative plan for DBS
surgery with targeting of the STN. Mi-
croelectrodes are advanced along a
tract through the anterior thalamic
nuclei (Th), zona incerta (ZI), STN, and
into the SN to record neural activity.
Each anatomical region is identified
by surgical navigation maps overlayed
with a standard brain atlas (top) and
by its unique firing pattern and micro-
electrode position (bottom). Depth mea-
surements on the right of the screen
begin 15 mm above the pre-operatively
identified target, the inferior border of
STN. In this example, the microelectrode
tip lays 0.19 mm below the target. A,
anterior; P, posterior. (B) Probability
learning task. Participants are presented
with two decks of cards on a computer
screen. They are instructed to repeatedly
draw cards from either deck to deter-
mine which deck yields the higher
reward probability. Participants are given up to four seconds for each draw. After each draw, positive or negative feedback is presented for two seconds. Decks
are then immediately presented on the screen for the next choice.
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pants that one of the two decks carried a higher
probability of yielding a financial reward than
the other. Participants were instructed to repeat-
edly draw cards from either deck to determine
which yields a higher return (high reward rate
65%, low reward rate 35%) (20). If the draw of
a card yielded a reward, a stack of gold coins
was displayed along with an audible ring of a
cash register and a counter showing accumu-
lated virtual earnings. If the draw did not yield
a reward or if no choice was made, the screen
turned blank and participants heard a buzz.
Participants completed 91.5 T 13.3 (mean T
SD) trials during the 5-min experiment.

We examined learning rates for the experi-
ment (Fig. 2A) (20). Once a participant learns
which deck has the higher payoff probability, he
or she should preferentially choose that deck.
On average, the rate with which participants chose
the higher-probability deck improved from 52.5 T

4.9% (mean T SEM) to 70.0 T 4.4% over the
course of the experiment.

We sought to determine when observed feed-
back differed from expected feedback. In pre-
vious quantitative models of retention, memory
performance falls off approximately as a power
function of the retention interval, decaying rap-
idly in the short term and slowly in the long
term (21, 22). Such a functional relation weighs
recent experiences more heavily in determining
the expected probability of a reward. Here, we
use a power function to define the expected re-
ward from a given deck as a function of reward
history. Choosing a particular deck, d, on the nth
trial will yield an expected reward, Ed[n], de-
fined as

Ed ½n� ¼ 0:5þ 0:5∑
n−1

i¼1
Rd ½n − 1�ait n ¼ 2, … N

for that deck. Rd[n] is defined as the feedback of
the nth trial (total number of trials = N) for deck
d and has a value of 1 for positive feedback, –1
for negative feedback, and 0 for trials when deck
d was not selected. Expectation is thus computed
as a weighted sum of previous outcomes, where
the weights fall off with the power function de-
termined by t. We set a such that the weights of
the power function approximate one over infinite
trials for a given t. This ensures an unbiased es-
timate of the effect of prior outcomes on expecta-
tion and limits expectation to the range between
zero and one. We fit Eq. 1 to the sequence of
choices and rewards observed in each experimen-
tal session to determine the best-fitting t for
every participant [t = 1.68 T 0.32 (mean T
SEM)] (20). Based on the best fitting t values
in this model, participants selected the deck
with the higher expected reward on 74.9 T 3.1%
of the trials. We used this model of expected
reward to classify the feedback associated with
each trial into one of four categories: (i) unex-
pected gains, (ii) unexpected losses, (iii) ex-
pected gains, and (iv) expected losses (23). The
expected reward associated with one deck for
a single experiment from a single participant is
shown in Fig. 2B as a function of trial number n.

We extracted and sorted single-unit activity
captured from SN microelectrode recordings to
find 67 uniquely identified spike clusters (3.94 T
0.6 clusters per recording) (Fig. 2C). To restrict
our analysis to dopaminergic cells, we applied
to each cluster stringent criteria pertaining to
firing rate, spike morphology, and response to
feedback, derived from previous studies (Fig.
2D) (20, 24, 25). Ultimately, we retained 15 pu-
tatively dopaminergic spike clusters, hereafter re-
ferred to as cells, for analysis [0.88 T 0.21 (mean T
SEM) cells and 21.4 T 6.5% of total spikes per
recording; 10 microelectrode recordings contrib-
uted to this subset]. Average recorded waveforms
from one cell and an example of an individual
waveform are shown in Fig. 2E.

Representative spike activity recorded from
a single SN cell in a single participant is shown
in Fig. 3. We quantified the differences in spike
activity during 225-msec non-overlapping inter-
vals (20), focusing our analyses on the interval
between 150 and 375 msec after the onset of feed-
back. Preliminary analyses demonstrated that
this interval was particularly responsive (20), and
this interval is consistent with response latencies
shown in animal studies (6, 7). Raw spike count
increased in response to positive feedback and
decreased in response to negative feedback dur-
ing this interval [F1,110 = 4.6, mean squared error
(MSE) = 1.1, P = 0.04] (Fig. 3A). Fig. 3B shows
spike activity during trials associated with unex-
pected gains and losses, recorded from the same
SN cell. The difference in activity between re-
sponses to unexpected gains and losses during
this interval was statistically significant [F1,57 =
6.9, MSE = 1.8, P = 0.01] and notably clearer
than the difference between positive and negative
feedback.

Fig. 2. (A) Learning rates are quantified by dividing the total number of trials (draws from the decks) into
10 equally sized blocks and determining how often participants correctly chose the (objectively) better
deck during that block. Trace represents mean learning rate across all participants. Error bars represent
SEM. (B) Expected reward associated with one deck in a single experiment. For each trial, we show the
expected reward computed for the left deck, El[n] (blue line) (Eq. 1). The outcome of each trial when this
deck was selected is shown as a circle. Circles having value 1 represent positive outcomes, whereas circles
having value 0 represent negative outcomes. Black circles denote expected outcomes, and red circles
denote unexpected outcomes. We base our analysis on unexpected outcomes. (C) Mean waveforms of
three unique spike clusters from one participant are shown in black, with SD colored for each cluster.
Scale bar, 10 mV and 0.5 msec. (D) For each identified cluster, we calculated the average time from the
beginning of the spike waveform to its return to baseline (a) and the average time between the two
positive peaks of the waveform (b). We restricted our analysis to those clusters that had average baseline
widths greater than 2 msec and peak-to-peak widths greater than 0.8 msec. (E) Mean (n = 4703) waveform
of spikes from a single cell from one participant is shown in black with SD in gray. (Inset) Example waveform.
Inset scale bar, 1 mV and 1 msec.

(1)
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To determine how SN neurons encode be-
havioral feedback across participants, we pooled
results for all cells meeting our inclusion crite-
ria. We compared continuous-time firing rates
and spike histograms for each SN cell to its base-
line spiking activity to generate average z-scored
continuous-time firing rates and histograms for
each cell (Fig. 3) (20). We compared neural re-
sponses to unexpected and expected positive
and negative feedback using a three-way anal-
ysis of variance for the interval between 150 and
375 msec after feedback onset (20). We found a
significant difference between responses to posi-
tive and negative feedback in z-scored firing rate
[F1,14 = 9.3, MSE = 29, P = 0.0082] and spike
counts [F1,14 = 16, MSE = 16, P < 0.005]. In
addition, we found that this main effect of feed-
back was modulated by a significant interaction
with expectation [F1,14 = 11.3, MSE = 26, P <
0.005] for continuous-time firing rate and [F1,14 =
15.0, MSE = 17, P < 0.005] for spike count. The
other post-feedback intervals (20) exhibited no
significant differences between responses to posi-
tive and negative feedback. In addition, we found
no significant change in activity in response to
deck presentation itself [supporting online ma-
terial (SOM) text].

To further investigate the strong modulatory
effect of expectation, we examined the pooled

activity across participants in response to unex-
pected gains and losses only. During the same
post-feedback interval (gray shaded region, Fig.
4A) (20), spike rates in response to unexpected
gains were significantly greater than spike rates
in response to unexpected losses [F1,14 = 16.5,
MSE = 49, P < 0.001] (Fig. 4A). Similarly,
z-scored spike counts were also significantly
greater in response to unexpected gains than to
unexpected losses [F1,14 = 18.2, MSE = 24, P <
0.001] (Fig. 4B). This difference in spike activ-
ity was driven by a statistically significant re-
sponse to unexpected gains greater than baseline
activity (SOM text).

We confirmed that this difference in aggre-
gated spike activity was consistently observed in
individual cells by examining the relative differ-
ences in spike activity in response to unexpected
gains and losses for each cell. During this inter-
val, significantly more cells [14 out of 15 cells;
c2(1) = 11.27, P < 0.001] exhibited higher nor-
malized spike rates in response to unexpected
gains than to unexpected losses [mean difference
of 0.67 T 0.14 (mean T SEM) z-scored spikes per
second].

To confirm that human SN activity is pri-
marily responsible for differentiating only be-
tween unexpected gains and losses, we examined
differences in spiking activity between expected

gains and losses. In the same 225-msec post-
feedback interval, the difference in spike rates
and normalized spike counts between expected
gains and losses did not approach signif-
icance [F1,14 < 1, n.s.] (Fig. 4C). Similarly,
the remaining intervals exhibited no signifi-
cant differences in spike rate or normalized
spike count in response to expected gains and
losses.

The computation of how outcomes differ
from expectation, often referred to as prediction
error (2), is a central component of models of
reinforcement learning and thought to be en-
coded by the activity of dopaminergic neurons
(5–7, 15, 26). We examined the correlation be-
tween spike activity and changes in expected re-
ward as determined by Eq. 1 under the assumption
that this change can be used as a surrogate for
prediction error. We defined prediction error
here as the trial-to-trial adjustment each partici-
pant makes to the expected reward for each
deck as determined by our model of expecta-
tion. Mean spike rates in the same post-feedback
interval during trials associated with large posi-
tive prediction errors were larger than spike rates
associated with small positive prediction errors,
but this difference was only marginally signifi-
cant [F1,14 = 3.2, MSE = 8, P = 0.09] (20). As
trial-to-trial differences in expected reward in-

Fig. 3. (A) Spike raster for a single ex-
periment from one participant. Indi-
vidual spike activity recorded from SN
for trials during positive (blue) and
negative (black) feedback is shown for
each trial as a function of time. Below
each spike raster is the average z-scored
continuous-time firing rate (continuous
trace) and histogram (bars, 75-msec in-
tervals). The red vertical line indicates
feedback onset. (B) Individual spike ac-
tivity, recorded from the same cell as
shown in Fig. 3A, for trials in response
to unexpected gains (blue) and losses
(black) is shown for each trial as a func-
tion of time.
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creased, there was a general increase in spike ac-
tivity, but this trend was also only marginally
significant (Fig. 4D) (20).

Our results show that differences in human
SN responses to positive and negative feed-
back are mainly driven by unexpected outcomes,
with no significant differences in neural activity
for outcomes that are anticipated according to
our model. By responding to unexpected fi-
nancial rewards, these putatively dopaminergic
cells encode information that probably helps par-
ticipants maximize reward in the probabilistic
learning task.

Our results address the important question
of whether extrapolating findings about the re-
ward properties of dopaminergic SN neurons from
nonhuman primates to humans is reasonable
(27). Whereas the role of midbrain dopaminer-
gic neurons in reward learning has been studied
extensively in animals (4–8, 15, 26), the evidence
presented here represents direct measurement of
SN neurons in humans who were engaged in a
probabilistic learning task. Our findings should
serve as a point of validation for animal models
of reward learning.

The reward for choosing the correct deck
in our study was a perceptual stimulus designed
to evoke a cognitive representation of finan-
cial reward. Primate studies, which often rely
on highly salient first-order reward stimuli

such as food and water, have demonstrated
that dopaminergic neurons are also capable
of responding to second-order associations (28),
which are items that can be used to directly
satisfy first-order needs. Because no monetary
compensation was directly provided, our ab-
stract rewards (i.e., images of second-order re-
wards) may be considered third-order. That the
modest third-order rewards used here elicited a
significant dopaminergic response, when they
were unexpected, suggests that SN activity may
play a more widespread role in reinforcement
learning than was previously thought.

Our findings suggest that neurons in the
human SN play a central role in reward-based
learning, modulating learning based on the dis-
crepancy between the expected and the realized
outcome (1, 2). These findings are consistent
with the hypothesized role of the basal ganglia,
including the SN, in addiction and other dis-
orders involving reward-seeking behavior (29).
More importantly, these findings are con-
sistent with models of reinforcement learning
involving the basal ganglia, and they suggest
a neural mechanism underlying reward learn-
ing in humans.
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Fig. 4. (A) Average z-scored spike rate for unexpected gains (blue trace) compared with unexpected
losses (black trace). The red line indicates feedback onset. The gray shaded region indicates the 225-msec
interval between 150 and 375 msec after feedback onset. Traces represent average activity from 15
SN cells recorded from 10 participants. (B) Average z-scored spike histograms for unexpected gains
(blue bars) compared to unexpected losses (black bars). The red vertical line indicates feedback
onset. Histograms represent average z-scored spike counts from the same 15 SN cells. (C) Average
z-scored spike rate for expected gains (blue trace) did not differ significantly from expected losses
(black trace) for any interval. The red line indicates feedback onset. (D) For every participant, the
median positive and negative trial-to-trial change in expected reward, as determined by Eq. 1, is
used to classify prediction error into large and small positive and negative differences. Mean z-scored
spike rate, captured between 150 and 375 msec after feedback onset for all cells, is shown for each
level of prediction error. Error bars represent SEM.
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RSY-1 Is a Local Inhibitor of
Presynaptic Assembly in C. elegans
Maulik R. Patel1 and Kang Shen1,2,3*

As fundamental units of neuronal communication, chemical synapses are composed of presynaptic
and postsynaptic specializations that form at specific locations with defined shape and size.
Synaptic assembly must be tightly regulated to prevent overgrowth of the synapse size and number,
but the molecular mechanisms that inhibit synapse assembly are poorly understood. We identified
regulator of synaptogenesis–1 (RSY-1) as an evolutionarily conserved molecule that locally
antagonized presynaptic assembly. The loss of RSY-1 in Caenorhabditis elegans led to formation
of extra synapses and recruitment of excessive synaptic material to presynaptic sites. RSY-1
directly interacted with and negatively regulated SYD-2/liprin-alpha, a master assembly molecule
that recruits numerous synaptic components to presynaptic sites. RSY-1 also bound and regulated
SYD-1, a synaptic protein required for proper functioning of SYD-2. Thus, local inhibitory
mechanisms govern synapse formation.

Synapse formation is a highly dynamic and
regulated process. Althoughmany positive
factors that promote synaptogenesis have

been identified (1–3), less is known about
negative regulators of synapse formation and
their mode of action (4–10). We investigated
synapse development and its regulation in the
hermaphrodite-specific neuron HSNL, one of a
pair of motor neurons that controls egg-laying
behavior inCaenorhabditis elegans (11). Presyn-
aptic specializations in the HSNL neuron assem-
ble within a spatially discrete location along the
axon that is stereotyped between animals (Fig. 1,
A andB) (12). These presynaptic sites were visual-
ized by transgenically expressing fluorophore-
tagged synaptic proteins such as synaptic vesicle
component synaptobrevin (SNB-1) or active-zone
components ERC/CAST/Bruchpilot (ELKS-1) and
GIT-1 (Fig. 1B and fig. S1) (12, 13). SYD-1 and
SYD-2 are essential for synapse development in
theHSNLneuron; numerous synaptic components
failed to localize to presynaptic sites in syd-1 and
syd-2mutants (Fig. 1, C and E, and fig. S1) (13, 14).
However, increasing SYD-2 function in syd-1
null mutants, either by overexpressing SYD-2 or
by introducing a gain-of-function (gf) mutation
in syd-2, rescues the synaptic defects observed in
syd-1 mutants (13, 14). Thus, under normal cir-
cumstances, SYD-1 is required for SYD-2 func-
tion. The existence of such positive regulators
suggests that negative regulators of SYD-2might
counteract and balance the pro-synaptic function
of SYD-1.

To isolate putative negative regulators of
synaptogenesis, we performed a visual genetic
screen formutants that suppress the synaptic defects
in the HSNL of syd-1 mutants (15). We recovered

two alleles of regulator of synaptogenesis–1 (rsy-1).
In syd-1;rsy-1 double mutants, the accumulation
of SNB-1::yellow fluorescent protein (YFP) in
the synaptic region of the HSNL was significant-
ly higher than in syd-1 single mutants (Fig. 1, C
to E). The accumulation of SNB-1::YFP in these
double mutants probably represents a restoration
of functional synapses. First, active-zone compo-
nents ELKS-1 and GIT-1 also localized at higher
levels to presynaptic sites in rsy-1;syd-1 double
mutants than in syd-1 single mutants (fig. S1). Sec-
ond, defects in the egg-laying behavior in syd-1
mutants, which are a cell-autonomous consequence
of the presynaptic assembly defects in the HSNL
neuron, were rescued in rsy-1;syd-1 double mu-
tants (Fig. 1F). Thus RSY-1 appears to counteract
and balance the pro-synaptic function of SYD-1.

We mapped rsy-1 to the genetic locus
Y53H1A.1, which encodes two isoforms. Iso-

form A encodes a 589–amino acid protein with a
proline-rich region, a coiled-coil domain, and a
serine/arginine–rich (SR) domain (fig. S2). The
SR domain of RSY-1 contains multiple putative
nuclear localization sequences (NLSs). Isoform
B encodes a smaller 517–amino acid protein that
lacks the SR domain, which is replaced by 22
amino acids with a single putative NLS that is
unique to the B isoform (fig. S2). RSY-1 is well
conserved in vertebrates with both a long and a
short isoform in Mus musculus (fig. S2). The
vertebrate homolog of RSY-1 interacts with pinin
(16), a dual resident of the nucleus and the
desmosome junction with proposed functions in-
cluding cell adhesion, transcription, and splicing
(17–20). Beyond its interaction with pinin, no
function has yet been assigned to RSY-1.

Both alleles of rsy-1 that we isolated con-
tained mutations that generate early stop codons,
suggesting that they are likely to be null alleles
(fig. S2). To determine where rsy-1 is expressed,
we made transgenic animals with a synthetic
operon in which expression of both RSY-1 and
cytoplasmic green fluorescent protein (GFP) is
under control of the rsy-1 promoter (fig. S3).
RSY-1 was reproducibly expressed in the HSNL
(Fig. 2A), as well as in other neurons and tissues
(fig. S4). To determine whether RSY-1 functions
cell-autonomously in the HSNL, we transgenically
expressed isoform A of RSY-1 under the control
of the unc-86 promoter, which only expresses in
the HSNs in the vulva region (21). Expression of
the Punc-86::rsy-1 transgene in rsy-1;syd-1
double mutants restored synaptic defects in the
HSNL of syd-1 single mutants (Fig. 2B and fig.
S5), consistent with a cell-autonomous role for
RSY-1 in inhibiting presynaptic assembly.

Next, we sought to determine the subcellular
localization of RSY-1. GFP-tagged RSY-1 (iso-
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Herrin Labs, Room 144, Stanford University, Stanford, CA
94305, USA. 2Howard Hughes Medical Institute, Stanford
University, Stanford, CA 94305, USA. 3Departments of
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Fig. 1. RSY-1 antagonizes the
pro-synaptic function of SYD-1.
(A) Schematic of the HSNL
neuron. Synapses are shown
in the dotted rectangle. An-
terior, A; posterior, P; dorsal,
D; ventral, V. (B) SNB-1::YFP
is expressed in the HSNL in
wildtype(N2), (C) syd-1(ju82),
and (D) rsy-1(wy94);syd-1(ju82)
mutants. All images are of
adults. The dotted rectangle in-
dicates the synaptic region, and
the asterisk marks the HSNL
cell body. Scale bar, 5 mm. (E)
Total SNB-1::YFP intensity at
the synaptic region normalized
to wild type. **P < 0.01;
Student’s t test; n > 20 per
group. Error bars indicate SEM.
(F) Proportion of eggs at a
particular stage when laid.
Scored double blind. **P <
0.01; Fisher’s exact test; n >
20 per group.
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form A) expressed in the HSNL localized to pre-
synaptic sites as well as to the nucleus (Fig. 2C
and fig. S6). Because both isoforms of RSY-1
contain putative NLSs at the C terminus, we used
a truncated version of RSY-1 (RSY-1DSR) that

lacks all putative NLSs to determine whether the
synaptic function of RSY-1 requires its localiza-
tion to the nucleus.When expressed in the HSNL
of rsy-1;syd-1 double mutants, RSY-1DSR com-
pletely restored the reduction of SNB-1::YFP

accumulation at presynaptic sites to levels ob-
served in syd-1 mutants (Fig. 2B). Furthermore,
GFP-tagged RSY-1DSR was mostly excluded
from the HSNL nucleus but robustly localized
to the presynaptic sites, where it colocalized with
RAB-3, a synaptic vesicle marker (Fig. 2D and
fig. S6). Thus, localization of RSY-1 at the pre-
synaptic sites (but not in the nucleus) is prob-
ably important for its function in inhibiting
synaptogenesis.

To further characterize presynaptic localiza-
tion of RSY-1, we examined RSY-1DSR local-
ization in unc-104 mutants. UNC-104 is an
ortholog of the vertebrate Kif1A, a kinesin motor
essential for trafficking of synaptic vesicles (22).
RSY-1DSR localization to presynaptic sites was
not affected in unc-104 mutants (Fig. 2E), sug-
gesting that RSY-1 is not associated with synap-
tic vesicles. Furthermore, RSY-1DSR tightly
colocalized with active-zone component SYD-2
(fig. S7). RSY-1DSR also colocalized with syn-
aptic protein GIT-1 and was juxtaposed to
another active-zone protein, ELKS-1 (fig. S8).
Thus, RSY-1 occupies a particular subdomain of
the active zone and locally regulates synapse
assembly.

To determine when RSY-1 acts during the
synaptic maturation process, we examined the
localization of RSY-1DSR at nascent synapses of
HNSL in the early and mid-L4 stages of devel-
opment (12). RSY-1 accumulated at the devel-
oping presynaptic sites in early and mid-L4
stages concomitantly with RAB-3 (fig. S9), sug-
gesting that RSY-1 could regulate synaptogenesis
from the very early stages of synapse develop-
ment. Future localization study of endogenous
RSY-1 protein will probably provide additional
information.

If RSY-1 is a negative regulator of synapse
formation, then rsy-1 single mutants should have
elevated synaptogenic activity. SNB-1::YFP
levels at presynaptic sites in the HSNL were
increased in rsy-1 mutants (Fig. 3, A, B, and I),
suggesting that excessive synaptic material is
recruited to the presynaptic sites. During devel-
opment, synapses form at secondary sites outside
of the normal synaptic region of the HSNL,
which are then gradually eliminated as animals
reach adulthood (8). Elimination of these syn-
apses is partially dependent on proteasomal degra-
dation (8). We observed a partial failure in the
elimination of SNB-1::YFP localized to these
secondary sites in rsy-1mutants (Fig. 3, A to D).
These SNB-1::YFP accumulations probably
represent presynaptic specializations because
RAB-3 colocalized with the active-zone compo-
nents ELKS-1 and GIT-1 at these sites (fig. S10).
The persistence of synapses at secondary sites in
rsy-1 mutants suggests that local inhibition of
presynaptic assembly by RSY-1 also contributes
to the elimination of synapses. Thus, RSY-1 plays
a role in controlling the size and number of pre-
synaptic sites.

RSY-1 can inhibit synaptogenesis by either
negatively regulating SYD-2 function or antag-

Fig. 2. Molecular char-
acterization of rsy-1. (A)
rsy-1::sl2::gfp expressed
under the rsy-1 promot-
er, which consists of 580
base pairs upstream of
the rsy-1 start site. (B)
Total SNB-1::YFP intensi-
ty at the synaptic region
normalized to wild type.
Punc-86::rsy-1 and Punc-
86::rsy-1DSRdenote trans-
genic expression of rsy-1
or rsy-1DSR cDNA (isoform
A), respectively. **P<0.01;
Student’s t test; n > 20.
Error bars indicate SEM.
(C) GFP::RSY-1 (isoformA)
expressed in the HSNL un-
der the unc-86 promoter.
(D) GFP::RSY-1DSR (RSY-1 without amino acids 503 to 589 of isoform A) (in green) and mCherry::RAB-3 (in
magenta) coexpressed in the HSNL in wild-type (N2) and (E) in unc-104(e1265)mutants. Insets in the lower
left-hand corner in (D) and (E) show GFP::RSY-1DSR (green) alone, and insets in the lower right-hand corner
show mcherry::RAB-3 (magenta) alone. All images are of adults. The dotted rectangle indicates the synaptic
region, and the asterisk marks the HSNL cell body. Scale bar, 5 mm.

Fig. 3. RSY-1 is a negative regu-
lator of SYD-2–dependent synapse
assembly. (A) SNB-1::YFP ex-
pressed in the HSNL wildtype(N2)
and (B) rsy-1(wy94) mutants. Ar-
rows denote ectopic SNB-1::YFP
puncta. (C) Percentage of ani-
mals with ectopic SNB-1::YFP
puncta in wildtype(N2) and rsy-
1(wy94) mutants at mid-L4 and
young adult stages. **P < 0.01;
Fisher’s exact test; n = 100 per
group. (D) Average number of
ectopic SNB-1::YFP puncta in
wildtype(N2) and rsy-1(wy94)
mutants at mid-L4 and young
adult stages. **P < 0.01; Stu-
dent’s t test; n = 100 per group.
Error bars indicate SEM. (E)
SNB-1::YFP accumulation at
synapses in syd-2(ju37), (F)
syd-2(ju37);rsy-1(wy94), (G)
rsy-1(wy94);syd-1(ju82), and (H)
rsy-1(wy94);syd-1(ju82);elks-
1(tm1233) mutants. All images
are of adults. The dotted rectan-
gle indicates the synaptic region,
and the asterisk marks the HSNL
cell body. Scale bar, 5 mm. (I)
Total SNB-1::YFP intensity at the
primary synaptic region in the
HSNL relative to wild type. *P <
0.05; **P < 0.01; Student’s t
test; n > 20 per group. Error bars indicate SEM.
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onizing an unknown SYD-2–independent
parallel assembly pathway. Similar to syd-1 sup-
pression, if rsy-1 mutation is able to suppress
synaptic defects in syd-2 mutants, then the data
would be indicative of a model in which RSY-1
functions in parallel with SYD-2. However, we
found that syd-2 is epistatic to rsy-1; synaptic
defects in syd-2 mutants, as assayed by localiza-
tion of synaptic proteins and the egg-laying
behavior, were not rescued in syd-2;rsy-1 double
mutants (Fig. 3, E, F, and I, and fig. S5). Thus,

RSY-1 probably acts upstream of or in parallel
with SYD-2. Both models suggest that RSY-1 is
a negative regulator of SYD-2–dependent syn-
apse assembly.

According to the linear model in which syd-2
acts downstream of rsy-1, the function of SYD-2
should increase in rsy-1 mutants. If this is the
case, then the phenotype in rsy-1 mutants and
syd-2(gf ) animals should be similar. Indeed, more
synaptic material was recruited to presynaptic
sites in the HSNL in syd-2(gf ) animals (14), sim-

ilar to our observation in rsy-1 loss-of-function
mutants (Fig. 3I). The linear model also predicts
that the rescued synapse assembly in rsy-1;syd-1
mutants, like in syd-2(gf );syd-1mutants, is due to
an increase in SYD-2 function. If this is the case,
then synapses in both double mutants should be
similarly susceptible to various genetic manipu-
lations. ELKS-1 is a presynaptic active-zone
component shown to be important for the de-
velopment of presynaptic terminals at the neuro-
muscular junction in Drosophila (23, 24). In
C. elegans, although the loss of ELKS-1 function
by itself does not result in any detectable defects
in synapse assembly (13, 14, 25), synapse forma-
tion in the HSNL of syd-2(gf );syd-1 mutants is
crucially dependent on ELKS-1 (14). Thus,
ELKS-1 functions redundantly with SYD-1 to
promote synapse assembly. Synapse formation in
rsy-1;syd-1 double mutants was also dependent
on elks-1 (Fig. 3, G to I, and fig. S5). Thus, the syn-
apse assembly program deployed in rsy-1;syd-1
mutants is similar to the one in syd-2(gf );syd-1
mutants. In summary, the loss of RSY-1 function
has similar consequences as the gain of SYD-2
function. Although these results do not rule out the
possibility that RSY-1 functions in parallel with
SYD-2, given that RSY-1 interacts with SYD-2 as
described below, they are consistentwith a genetic
model in which RSY-1 is a negative regulator of
SYD-2.

RSY-1 could interfere with the pro-synaptic
function of SYD-2 directly or inhibit the function
of SYD-2 indirectly by blocking SYD-1. To test
these possibilities, we used a single-cell in situ
protein-protein interaction assay (26, 27), in which
translocation of the prey to the plasmamembrane
is tested in the presence of a membrane-tethered
bait, to determine whether RSY-1 physically in-
teractswith SYD-2 and SYD-1. RSY-1DSRbound
to both SYD-2 [via the first two SAM domains]
andSYD-1 (note the enrichment of SYD-2SAM1-2
and SYD-1 on the plasma membrane in the pres-
ence of membrane-targeted RSY-1DSR) (Fig. 4,
A,B, andG). Furthermore, coimmunoprecipitation
from worm lysates confirmed that RSY-1DSR
interacted with both SYD-2 and SYD-1 in vivo
(fig. S11).

To study the molecular consequence of inter-
action of RSY-1with SYD-2 and SYD-1, we first
established a readout of SYD-2 function. Verte-
brate homologs of ELKS-1 and SYD-2 directly
bind in vitro (28), whereas in C. elegans, SYD-2
and ELKS-1 coimmunoprecipitate from worm
lysate (14). Furthermore, syd-2 loss-of-function
analysis suggests that SYD-2 is necessary for
localizing ELKS-1 to presynaptic sites, whereas
experiments with the syd-2(gf ) allele suggest that
SYD-2 is sufficient for recruiting ELKS-1 (13, 14).
Given these data and the genetic evidence that
ELKS-1 is an important component of the
presynaptic assembly program, we used the
ELKS-1/SYD-2 interaction as one of the read-
outs of SYD-2 function.

Although there was little detectible interac-
tion between ELKS-1 and SYD-2 in our assay,

Fig. 4. Molecular mechanisms of RSY-1 function. (A) mCherry::SYD-2SAM1-2 (amino acids 853 to 1085
of SYD-2) (magenta, main panel) coexpressed in Hek293T cells with membrane-targeted GFP::RSY-1DSR
(green, lower left panel; lower right panel shows a merged image). (B) mCherry::SYD-1 coexpressed
with membrane-targeted GFP::RSY-1DSR. (C) mCherry::SYD-2 coexpressed with membrane-targeted
GFP::ELKS-1 in the absence of and (D) in the presence of cytoplasmic GFP::SYD-1. (E) mCherry::SYD-1
coexpressed with membrane-targeted GFP::ELKS-1 in the absence of and (F) in the presence of cytoplasmic
GFP::RSY-1DSR. (G) Quantification of prey translocation to the plasma membrane. (H) eYFP::SYD-2R184C
(arginine amino acid at position 184 switched to cysteine) (green, main panel) coexpressed with membrane-
targeted mCerulean::ELKS-1 (magenta, lower left panel; lower right panel shows a merged image) in the
absence of and (I) in the presence of cytoplasmic mCherry::RSY-1DSR. (J) Quantification of prey
translocation to the plasma membrane. In (G) and (J), the index of prey enrichment at the membrane was
calculated by the following expression: (prey fluorescence intensity at the cell membrane/cytoplasm)– 1. An
index of 0 indicates equal fluorescence intensity at themembrane and in the cytoplasm. **P< 0.01; Student’s
t test; n = 15 per group. Error bars indicate SEM. Letters corresponding to figure panels are shown below the
appropriate bar. The prey, membrane-targeted bait, and third cytoplasmic protein present are indicated below
each bar. (K) Summary of biochemical interactions and their consequences. Promotion of SYD-2/ELKS-1
interaction by SYD-1 supports the genetic data that syd-1 is normally required for syd-2 function. Inhibition of
SYD-2/ELKS-1 and SYD-1/ELKS-1 interaction by RSY-1 supports the genetic role of rsy-1 in antagonizing syd-2
directly and indirectly via syd-1.
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the interaction was greatly enhanced in the pres-
ence of SYD-1 (Fig. 4, C, D, and G), suggesting
that SYD-1 facilitates binding between ELKS-1
and SYD-2. Consistent with this result, SYD-1
directly interacted with ELKS-1 (Fig. 4, E and
G), and this interaction was weakened in the
presence of RSY-1DSR (Fig. 4, F and G). Thus,
one way in which RSY-1 regulates SYD-2
function is indirectly by weakening the interac-
tion of SYD-1 with ELKS-1 and thus potentially
blocking the ability of SYD-1 to facilitate SYD-2
function (Fig. 4K).

Given that the ELKS-1/SYD-2 binding is
very weak in the absence of SYD-1 in our assay,
we could not test whether interaction of RSY-1
with SYD-2 inhibited ELKS-1/SYD-2 binding.
However, the ELKS-1/SYD-2 interaction does in-
crease when SYD-2 contains a gain-of-function
mutation, Arg184 → Cys184 (R184C) (14), which
was verified in our cell-based assay (Fig. 4, H
and J). We then tested the effect of RSY-1 on this
interaction and found that the interaction between
ELKS-1 and SYD-2R184C was weakened in the
presence of RSY-1DSR (Fig. 4, I and J), sug-
gesting that, besides acting via SYD-1, RSY-1
can also directly antagonize the ability of SYD-2
to recruit ELKS-1 (Fig. 4K).

It is increasingly clear that positive and nega-
tive regulators control synapse development at
multiple levels. For example, the transcription
factor MEF2 globally regulates the number of
excitatory synapses (7). Three ubiquitin ligase
complexes also regulate presynaptic develop-
ment (5, 8, 29). Here, RSY-1 was shown to act as
a negative regulator of synaptogenesis by coun-

teracting SYD-1 function to inhibit SYD-2–
dependent presynaptic assembly in the HSNL
neuron. RSY-1 controls the amount of synaptic
material recruited to presynaptic sites. RSY-1 also
plays a role in establishing a balance between
synapse formation and synapse elimination.
RSY-1 achieves these functions by interacting
with integral components of the synapse assem-
bly machinery and by regulating a dense network
of protein-protein interactions between various
active-zone molecules (Fig. 4K).
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The Role of Fingerprints in the
Coding of Tactile Information
Probed with a Biomimetic Sensor
J. Scheibert,* S. Leurent, A. Prevost,† G. Debrégeas‡

In humans, the tactile perception of fine textures (spatial scale <200 micrometers) is mediated
by skin vibrations generated as the finger scans the surface. To establish the relationship
between texture characteristics and subcutaneous vibrations, a biomimetic tactile sensor has
been designed whose dimensions match those of the fingertip. When the sensor surface is
patterned with parallel ridges mimicking the fingerprints, the spectrum of vibrations elicited by
randomly textured substrates is dominated by one frequency set by the ratio of the scanning speed
to the interridge distance. For human touch, this frequency falls within the optimal range of
sensitivity of Pacinian afferents, which mediate the coding of fine textures. Thus, fingerprints
may perform spectral selection and amplification of tactile information that facilitate its processing
by specific mechanoreceptors.

The hand is an important means for human
interaction with the physical environment
(1). Many of the tasks that the hand can

undertake—such as precision grasping and ma-
nipulation of objects, detection of individual de-
fects on smooth surfaces, and discrimination of
textures—depend on the exquisite tactile sensi-

tivity of the fingertips. Tactile information is
conveyed by populations of mechanosensitive
afferent fibers innervating the distal fingerpads
(2, 3). In recent years, a breakthrough in our un-
derstanding of the coding of roughness perception
has been made with the experimental confirma-
tion of Katz’s historical proposition of the ex-

istence of two independent coding channels that
are specific for the perception of coarse and fine
textures (4–6). The perception of coarse textures
(with features of lateral dimensions larger than
about 200 mm) relies on spatial variations of the
finger/substrate contact stress field and is me-
diated by the slowly adapting mechanoreceptors
(7). The perception of finer textures (<200 mm)
requires the finger to be scanned across the
surface because it is based on the cutaneous
vibrations thus elicited. These vibrations are in-
tensively encoded, principally by Pacinian fibers
(8), which are characterized by a band-pass be-
havior with a best frequency (i.e., the stimulus
frequency where maximum sensitivity occurs)
on the order of 250 Hz (9). The most elaborated
description of the latter coding scheme was given
by Bensmaïa and Hollins, who directly measured
the skin vibrations of fingers scanning finely tex-
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tured substrates. They were able to correlate the
perceived roughness of the surface with the power
of the texture-induced vibrations weighted by
the Pacinian spectral sensitivity (10, 11).

Among the four types of mechanoreceptors
that convey tactile information, Pacinian cor-
puscles (PCs) have the most extended receptive
field and therefore the lowest spatial resolution.
This may seem paradoxical given their involve-
ment in the tactile perception of fine features
(12, 13). In standard psychophysical tests, the
substrates used as stimuli are made of regularly
spaced dots or bars (1). The resulting skin vibra-
tions are confined to a single frequency whose
value can be actively tuned by the subject through
the scanning velocity so that it falls within the
PC optimal range of sensitivity. Such regular
stimuli substrates thus favor tactile identification
or classification tasks. In contrast, for natural
surfaces where features are randomly distributed
and exhibit a wide spectrum of size, the elicited
skin vibrations are expected to be spread over a
large range of frequencies, among which only a
limited fraction contributes to the PC activity.

To address this question on how low-resolution
receptors encode fine textural information, the
present study investigates the mechanical filter-
ing properties of the skin. It aims at characteriz-
ing how textural information at any spatial scale
(less than the finger/substrate contact diameter)
is converted into subcutaneous vibrations in the
vicinity of the mechanoreceptors during a dy-
namic tactile exploration. Because there is cur-
rently no way to measure experimentally the
subcutaneous stress using a human subject, our
approach is based on the use of a biomimetic
tactile sensor whose functioning principle and
main geometrical characteristics are matched to
those of the human fingertip. This allows us to
test, in particular, the role of epidermal ridges
(fingerprints) in this transduction process. Two
distinct functional roles have been so far attri-
buted to these characteristic structures of the
digital skin. Fingerprints are believed to reinforce
friction and adhesion of the fingerpads, thus im-
proving the ability to securely grasp objects or
supports (1, 14). They may also be implicated in
tactile perception, each of them acting as a mag-
nifying lever, thus increasing the subsurface strain
with respect to the surface deformation (15, 16).
Here, we show that fingerprints may have a
strong impact on the spectral filtering proper-
ties of the skin in dynamic tactile exploration.

The tactile sensor aims at mimicking the
operation of the PC in dynamic tactile explora-
tion (17, 18). As far as possible, the various
geometrical and mechanical characteristics of
the sensor are scaled to its biological counterpart
(see fig. S1 for a comparison of key parameters).
The sensing element consists of a microelectro
mechanical system (MEMS) device that provides
force measurements in a region of millimeter ex-
tension. This microforce sensor is attached to a
rigid base and covered with an elastic spherical
cap mimicking the fingertip skin (Fig. 1A). This

cap, made of cross-linked poly(dimethylsiloxane)
(PDMS), has a maximum thickness h = 2 mm.
Its surface is either “smooth” or “fingerprinted,”
that is, patterned with a regular square wave
grating of period l = 220 mm and depth 28 mm.
The tactile sensor is mounted on a double canti-
lever system, allowing one to record the normal
and tangential loads using capacitive position
sensors. In a typical experiment, the sensor is
scanned at constant velocity across a rigid, nom-

inally flat substrate under a constant normal load
P = 1.71 N, yielding a contact zone of centimeter
extension. This value for the load, together with
the periodicity of the fingerprint-like structure,
is chosen so that the number of ridges within
the contact in the artificial system is close to that
observed with an actual fingerpad under standard
exploratory load (as illustrated in Fig. 1, B and C).

The stimuli consist of white-noise one-
dimensional (1D) textured substrates (Fig. 1A,

Fig. 1. (A) Sketch of the experimental setup. A MEMS microforce sensor (1) is mounted on a rigid
base (2). It is covered with a spherical elastomer cap (3) of maximum thickness h = 2 mm and
whose surface is smooth or patterned with parallel ridges. The resulting tactile sensor is mounted
on a double-cantilever system (4, 5) allowing one to measure the total normal and tangential loads
exerted on the sensor using capacitive position sensors (6, 7). In a typical experiment, the tactile
sensor is scanned at constant speed v (using a linear motor) and under constant normal load P,
across glass slides (8) whose surface is patterned with a 1D random square-wave grating (9). (B)
Snapshot of the contact between the fingerprinted cap and a smooth glass slide in steady sliding.
Wells between the elastomer’s ridges appear bright, and the red circle, also shown on (A), defines
the border of the contact. Actual contact only occurs on the ridges’ summits. Ridges are slightly
deformed at the periphery of the contact zone because of interfacial friction. (C) For comparison, this
snapshot displays the contact between a human fingertip and a smooth glass surface with P ≈ 0.5 N
(a typical value in tactile exploration). Scale bars, 2 mm.

Fig. 2. (A) Typical pressure varia-
tion p – 〈p〉 measured with the
smooth (blue) and fingerprinted
(red) biomimetic fingers as a func-
tion of the substrate displacement
u. The stimulus substrate used to
produce these signals is a patterned
glass slide exhibiting 1D random
roughness. (B) Normalized power
spectra of both signals obtained by
Fourier transform averaged over four
data sets, equivalent to a substrate
of total length 180 mm. Shown in
dashed lines is the theoretical power
spectrum of the random pattern used
as stimuli.
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upper inset). They are obtained by patterning
glass slides with a 28-mm-deep square wave
grating whose edges are positioned at random
positions with a mean grating width of 75 mm
(17). The fingerprint-like ridges (when present)
and substrate gratings are parallel to each other
and oriented perpendicularly to the sliding di-
rection. For moderate scanning velocities (v <
0.4 mm/s) and a given normal load, the pressure
signal p(t) is found to be a sole function of the
substrate position at time t, regardless of the
scanning velocity v (figs. S2 and S3). All experi-
ments are performed at constant v = 0.2 mm/s,
well within this velocity-independent regime of
friction. To facilitate the analysis, data are sys-
tematically plotted as a function of the sensor/
substrate relative displacement u = vt, as a strict
equivalence exists between time and substrate
displacement in steady sliding.

Figure 2A shows the typical pressure varia-
tions p(u) – 〈p〉 (where 〈p〉 is the average pres-
sure) measured with the microforce device as the
sensor is scanned across a textured surface.
The smooth sensor exhibits pressure modula-
tions with a characteristic wavelength in the mil-
limeter range. The fingerprinted system reveals
similar long-wavelength modulations to which
are superimposed rapid oscillations whose period

corresponds to a displacement of the substrate
over the interridge distance l = 220 mm. A char-
acterization of both sensors’ filtering properties
is given in Fig. 2B, which displays the power
spectra of both signals together with that of the
input stimulus, that is, the substrate topography
(dashed line). The smooth sensor acts as a low-
pass filter as it rapidly attenuates all pressure
modulations induced by texture components of
wavelength smaller than ≈1 mm. In contrast, the
fingerprinted sensor exhibits band-pass filtering
characteristics around the spatial frequency 1/l
(with further harmonics at integer multiples of
1/l). The presence of fingerprint-like ridges re-
sults in an amplification by a factor of 100 of
the pressure modulations induced by a texture of
wavelength l (19).

These filtering characteristics can be inter-
preted to first order using a linear mechanical
description of tactile sensing (20). Consider a
small linear force sensor embedded at depth h
in an elastic skin and located at (x = 0, y = 0).
Its response to localized unit forces applied at
various positions (x,y) on the skin surface de-
fines its receptive field F(x,y). The sensor signal
p induced by any stress field ss(x,y) applied at
the skin surface then reads p = ∫∫ F (x, y)ss (x, y)
dx dy. We denote s(x, y) the (time invariant)

contact stress field resulting from the continuous
rubbing of a smooth substrate under a given
load. If the substrate exhibits a fine texture, the
stress field ss becomes dependent on the substrate
position u. As u varies, ss is modulated around the
reference field s(x, y). The use of substrates
exhibiting a two-level topography and a large
enough contrast prevents any contact above the
wells (as optically evidenced in fig. S4). The
contact pressure is thus zero over half of the ap-
parent contact region, whereas it is expected to be
about twice the time-averaged stress field s(x, y) at
the location of the substrate summits. As a first
approximation, onemay thuswrite the superficial
stress field as a function of u in the form

ss( x, y) ¼ s( x, y):(1 þ T(u – x))

where T(x) is the normalized two-level function
(T = T1), representing the topography of the
surface. An exact calculation of the contact stress
at a given location should take into account the
local topography of the substrate and not just the
average fraction of summits. The induced correc-
tions should be important at short length-scales
but become small when considering stress modu-
lations over distances larger than the mean grat-
ing period.

With this expression, the pressure signal is
then given by

p(u) ¼ 〈p〉 þ ∫∫(F:s)( x, y):T(u – x)dxdy

The transduction of tactile information is con-
trolled by the product of the receptive field F
and the reference stress field s. The function F
characterizes the intrinsic properties of the re-
ceptor. It is expected to have a typical lateral
extension of order h and to be fairly independent
of the skin topography (such as fingerprints),
provided that the height of the surface features is
less than h (21). The reference field s depends
on the exploratory conditions such as the nor-
mal load P, the friction coefficient, or the po-
sition of the contact zone with respect to the
sensor location. Unlike F, the stress field s is
highly sensitive to the skin surface topogra-
phy. In particular, the presence of fingerprints
a few tens of micrometers deep leads to a com-
plete extinction of s along regularly spaced lines
(as illustrated in fig. S6), resulting in the ob-
served spectral amplification of the signal at the
frequency 1/l.

Equation 2 can be rewritten as p(u) = 〈p〉 +
∫g1(x)T(u – x)dx where g1( x) ¼ ∫ (F:s)( x, y)dy
now defines the linear response function of the
sensor with respect to 1D two-level stimuli
substrates. The use of white-noise stimuli en-
ables us to implement a Wiener-Volterra reverse-
correlation method and extract g1(x)directly
from the measurements, g1(x) = 〈p(u)T(u – x)〉
(22, 23). The result of this computation for both
smooth and fingerprinted sensors is plotted
on Fig. 3. In qualitative agreement with the lin-
ear model, both response functions exhibit an

Fig. 3. Linearized stimulus-signal
response functions g1(x) computed
by cross-correlating the pressure
signals and the stimulus topography
T(x), for both smooth (blue) and
fingerprinted (red) systems. These
data were obtained by averaging
over three data sets, each one cor-
responding to a substrate length of
45 mm. The expected statistical de-
viation due to the finite length of
the substrates was estimated nu-
merically to be T0.75 kPa/mm. This
value is shown with the error bars
and the shaded rectangle.

Fig. 4. (A) In red, pressure signal p – 〈p〉
measured with the fingerprinted sensor on
a rough substrate. In blue, predicted signal
obtained by convoluting the substrate to-
pography function T(x) with the linear
response function g1(x). The latter was ob-
tained independently by reverse correlation
using two distinct 45-mm-long substrates.
The dotted line indicates the y = 0 axis, and
each interval along the y axis corresponds
to a pressure variation of 1 kPa. For easier
comparison, the same signals are plotted
after applying (B) a low-pass filter with a
cutoff frequency of 1/(2l) and (C) a band-
pass filter centered around the peak fre-
quency 1/l.

(1)

(2)
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envelope of lateral extension of order h, and the
response function of the fingerprinted sensor is
further modulated with a spatial period l. These
functions can be tested by confronting actual
measurements of p(u) – 〈p〉 with the predicted
signal ∫g1(x)T(u – x)dx as shown in Fig. 4A for
the fingerprinted system. To facilitate the com-
parison, Fig. 4, B and C, displays the low- and
high-frequency components, respectively. The
linear response function allows one to reproduce
the low-frequency signal. Although it correctly
predicts the maxima and minima of the high-
frequency component, it fails to capture its am-
plitude, which indicates that nonlinear effects
might not be negligible for small length-scales.
These effects could be taken into account by
correlating p with the successive powers of T in
order to include additional terms of the Wiener-
Volterra series to describe the response function.
However, this computation would require using
a much larger set of stimuli to provide sufficient
statistics.

Although the biomimetic tactile sensor used
in this study offers a crude version of the finger
physiology (24, 25), the mechanism of spectral
selection it helped unravel depends on a very
limited set of ingredients and should therefore
be relevant to human digital touch. Namely, it re-
quires that the surface of the tactile sensor
displays a regularly ridged topography whose spa-
tial period and amplitude are much smaller than
the receptive field diameter and the mechano-
receptor’s depth. In these conditions, such ridges
have little influence on the skin deformations
induced by a coarse texture (of spatial scale larger
than the interridge distance l). However, by
shaping the interfacial contact stress field, such
epidermal ridges give rise to an amplification of
the subsurface stress modulations induced by a
texture of characteristic wavelength equal to l.
In the time domain, this spatial period corre-
sponds to a frequency f0 = v/l where v is the
finger/substrate relative velocity. In natural
exploratory conditions, v is observed to be on
the order of 10 to 15 cm/s (1). With a typical

interridge distance l ≈ 500 mm, this yields a
frequency f0 ≈ 200 to 300 Hz on the order of the
best frequency of the Pacinian fibers that mediate
the coding of fine textures. Fingerprints thus
allow for a conditioning of the texture-induced
mechanical signal that facilitates its processing
by specific mechanoreceptors. It should be noted
that this process is strongly dependent on the
orientation of the ridges with respect to the scan-
ning direction (fig. S7). In humans, fingerprints
are organized in elliptical twirls so that each re-
gion of the fingertip (and thus each PC) can
be ascribed with an optimal scanning orienta-
tion. Further studies are needed to elucidate
how this may reflect on the exploratory proce-
dures (such as fingertip trajectory and contacting
zone) used by humans during texture evaluation
tasks.

Remarkably, the response function of the
fingerprinted system displayed in Fig. 3 is
analogous to a Gabor filter because it provides
both spatial and spectral resolution. Such filters
are classically used in image analysis and have
been identified in visual systems at the neural
level (26). They are known to provide orientation
discrimination, contrast enhancement, and motion
detection. One may therefore expect, beyond the
spectral filtering process discussed here, other
interesting functional consequences of finger-
prints, presumably relevant to the design of
realistic haptic interfaces for humanoid robots
(27, 28).
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Refrigerating/Heating Circulator
The Model 9712 Refrigerating/Heating Circulator features a -40˚C to 
200˚C temperature range, ± 0.01˚C temperature stability, and a 13-
liter reservoir. Typical applications include the control of jacketed 
reactor vessels and reaction blocks as well as polymerization, poly-
condensation, and distillation. The variable-speed pressure/suc-
tion cup is capable of delivering pressure flow rates as high as 30 li-
ters per minute. A sophisticated programmable controller is capable 
of storing up to 10 different 50-step time/temperature programs. It 
also allows the operator to control the temperature at the point of 
application, eliminating temperature shifts due to heat loss along 
tubing lines. Other controller features include data logging capa-
bility, multilanguage help menus, and a built-in RS-232 interface.  
PolyScience 
For information 800-229-7569
www.polyscience.com

Bone Density Software
A new software module enables users to perform bone mineral density 
analysis of small animals and in vitro specimens using multienergy digital 
X-ray imaging when using the  Kodak In-Vivo Multispectral FX, Kodak  
In-Vivo FX Pro, and Kodak DXS 4000 Pro systems. The software is designed 
for applications ranging from the study of diseases of the bone, such as 
arthritis and osteoporosis, to the efficacy of drugs and other treatment 
options that may affect bone mineral and other densities. An optional 
component of Kodak Molecular Imaging Software, the module makes 
use of a cylindrical modeling method to calculate the bone column 
density of selected long bones such as the tibia, fibula, metatarsals, and 
phalanges in small animals. 
Carestream Molecular Imaging 
For information 877-747-4357
www.carestreamhealth.com

Genotyping Tools
The new polymerase chain reaction (PCR)–based product line Type-it  
is designed to make genotyping accurate and reliable, with three kits 
now available. The Type-it Microsatellite PCR Kit is a multiplex PCR-
based kit for detection of microsatellite loci in humans, animals, 
plants, and bacteria using any detection platform. It allows high-yield 
coamplification of all fragments without the need for time-consuming 
optimization of PCR parameters. The Type-it Mutation Detect PCR Kit 

is for detection of mutations such as deletions and translocations or 
for preamplification of single nucleotide polymorphisms (SNPs) using 
multiplex PCR technology. Multiple mutation targets are amplified in 
parallel using one protocol. The Type-it Fast SNP Probe PCR Kit enables 
accurate SNP genotyping using 5'-nuclease assays. It ensures high call 
rates, even when targeting difficult SNP loci or when using low template 
amounts. Time savings of up to 40 percent are possible compared with 
conventional methods due to the significantly reduced PCR run times. 
Qiagen 
For information 240-686-7686
www.qiagen.com

Cardiac Myocyte Growth Media
Clonetics Rat Cardiac Myocyte Growth Media is available for cultur-
ing rat cardiac myocytes for diverse research applications includ-
ing hypertension, inflammation, ion channel flux studies, tissue 
engineering, and toxicology and cytotoxicology in drug develop-
ment. The Myocyte Growth Media was developed and optimized for 
use with Clonetics Neonatal Rat Cardiac Myocytes to deliver excep-
tional survival and synchronized beating of these cells in culture.  
Lonza Group 
For information 301-898-7025
www.lonza.com

Fermentation Systems
Two types of programmable fermentation systems offer a high level of 
performance and reproducibility. They are suitable for a wide variety 
of cell types, including microbes, yeast, and fungi, as well as mamma-
lian, insect, and plant cell lines. Both models are designed for benchtop 
use. The CSL-FS-S modular is a small-scale fermentation system for one 
vessel of up to 1.5 liters. The CSL-F1 is available in four different sizes, 
covering capacities of 3 liters, 5 liters, 7 liters, or 10 liters, or for dual 
vessels. Double-jacket vessels are available for mammalian cell culture. 
Each system includes a built-in 15-step programmable software package 
and integrated control panel that enables real-time recording and com-
munication with a personal computer. The controller can be set to keep 
the microbes in various growth phases for maximum yield; a pH probe 
enables automatic control of acid or base input via peristaltic pumps. 
Cleaver Scientific  
For information +44-(0)-1788-565-300
www.cleaverscienfic.com

Inverted Microscope with LED Light
The Leica DM IL LED is the first inverted, routine microscope to combine superior optics with 
state-of-the-art LED illumination. The system’s low-maintenance light source with no heat 
build-up, long free working distance, and high stability create suitable conditions for imaging 
live samples. The microscope’s applications include a wide variety of cell and tissue culture 
examinations in biology and medicine, studies in developmental biology, micromanipulation, and 
live-cell experiments in transgenics and electrophysiology, but the instrument’s transmitted light 
illumination, condensers, and contrast techniques are designed for cytobiological applications. A 
fluorescence version is also available for applications such as green fluorescent protein labeling. 
Both versions can be configured with a wide range of optics and accessories

Leica Microsystems 
For information 847-405-7026
www.leica-microsystems.com
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