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see the Perspective by Tigaret and Choquet)
found that two members of the cornichon family,

CNIH-2 and CNIH-3, tightly coassembled with

the pore-forming subunits of the AMPA recep-

tors. Indeed, about 70% of the AMPA receptor

complexes in the mammalian brain assemble

with the cornichon proteins, which promote sur-

face expression of the AMPA receptor complexes

and modulate their gating kinetics.

Testing Times
The double-pulsar system J0737-3039A/B has

been shown to provide the most precise tests of

general relativity. Deller et al. (p. 1327, pub-

lished online 5 February; see the Perspective by

D’Amico) determined the distance to this system

by measuring its annual geometric parallax with

the Australian Long Baseline Array of radio tele-

scopes. Using this distance, the authors deter-

mined that with another 10 years of pulsar-timing

observations, PSR J0737-3039A/B will be able to

test the validity of general relativity and other

theories of gravitation with an accuracy of 0.01%. 

Brighter Emission 
sans Oxygen
Although single-walled carbon nanotubes (SWNTs)

emit characteristic emissions based, for example,

Approaches to 
HIV Eradication
The disappointing outcomes of recent HIV vac-

cine trials have led to a call for new approaches

to treat and cure HIV. Richman et al. (p. 1304)

review one such option: eradication of HIV infec-

tion by antilatency therapies. Antiretroviral ther-

apies are very effective at suppressing viral repli-

cation and lowering viral loads; however, a latent

reservoir of virus still persists. Therapies target-

ing latently infected cells aim to eliminate viral

infection. The authors describe potential thera-

peutic targets; discuss the best experimental sys-

tems to test antilatency therapies; and suggest

strategies to help researchers, clinicians, funding

sources, government agencies, and industry to

accomplish these goals. 

AMPA Receptor Modulator
AMPA receptors are the most commonly found

neurotransmitter receptors in the nervous sys-

tem. They mediate fast glutamatergic signaling

in many parts of the brain, and are thought to

coassemble with regulatory proteins, of which

the TARP (transmembrane AMPA receptor regula-

tory protein) family is perhaps best known. Using

proteomic analysis, immunohistochemistry, and

electrophysiology of native AMPA receptors from

rat and mouse brain, Schwenk et al. (p. 1313;

on their diameters and chirality, the emission for

dispersed SWNTs in organic solvents is often

quite weak, which is a drawback for many appli-

cations, such as sensing. Two potential causes of

weak emission can both be caused by poor sur-

face packing of surfactants: The exposure of the

SWNT surface can cause reaggregation, facilitat-

ing excitation energy transfer between SWNTs, or

oxygen doping, which can open up nonradiative

decay pathways. Ju et al. (p. 1319) show that a

flavin mononucleotide, modified with a long

alkyl chain, packs tightly around SWNTs and, for

dispersion in toluene, leads to quantum yields

from SWNTs approaching 20%. 

Connecting Glass Transitions
and Phase Transitions
The glass transition, in which a liquid converts to

an amorphous solid, differs from thermodynamic

phase transitions in many ways; for example, the

temperature at which the transition occurs

depends on the rate of heating or cooling.

Hedges et al. (p. 1309, published online 5 Feb-

ruary) have performed numerical simulations of a

two-component system

that interact through a

Lennard-Jones potential.

They show that unlike

an equilibrium phase

transition, a first-order

transition occurs that is

controlled in trajectory

space by variables that

drive the system out of

equilibrium. Two phases

coexist heterogeneously: a mobile phase that is

relaxed in finite time and an immobile phase.

X-ray Probing 
of Magnetism
Correlated electron systems can give rise to a

number of exotic electronic and magnetic phases.

While probing of the magnetic structure has usu-

ally been done with neutron scattering, recent

work has shown that x-rays can also be used to

probe the magnetism. Kim et al. (p. 1329) use

resonant x-ray scattering to determine fully the

magnetic structure of the transition metal oxide,

Sr
2
IrO

4
, and unravel the quantum phase of the

material. The technique should be applicable to

probe the ground states of many other complex

electronic systems.

EDITED BY STELLA HURTLEY
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The responses of species to environmental change are both ecological and evolutionary.
Harmon et al. (p. 1347; see the Perspective by Tylianakis) investigated how species inter-
actions change in an invertebrate predator-prey system and how resistance to heat shock
evolves in the prey. During heat-shock disturbance, which reduces aphid abundance, one
ladybeetle predator of pea aphids maintained constant predation pressure, while a second
ladybeetle species decreased predation pressure. Decreased predation pressure from the
second ladybeetle ameliorated the impact of heat shock on aphid abundance. Tolerance to
increasing frequency of heat shock evolved rapidly in aphid strains, which was mediated by
Buchnera endosymbiotic bacteria. Thus, changes in population abundance depend on dis-
turbance-induced changes in the strength of interactions with other species in a food web. 

Continued on page 1263
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This Week in Science 

Ancient Domestication of Horses
The domestication of horses changed the course of human history. The Botai Culture, present on the

Eurasian Steppe from 5700 to 5100 years ago, may have been a location of at least one domestication

event. The Botai Culture is known to have interacted with local horses in Northern Kazakhstan but whether

the animals were husbanded or hunted has been unclear. Outram et al. (p. 1332) provide three lines of

evidence suggesting that the horses were indeed domesticated: First, isotope data from fragments of pot-

tery indicates that the horses were milked during the summer months; second, identification of bit and

bridle wear suggests that horses at Botai were harnessed and ridden; and third, the Botai horses resemble

later, more slender domestic Bronze Age horses, and not the sturdier wild horses in the region.

Black Wolf of the Family
Black coat color is fairly common in domestic dogs but relatively rare in their close relatives, wolves and

coyotes. Anderson et al. (p. 1339, published online 5 February; see the cover) analyzed the K locus

associated with black coat color in dogs, wolves, and coyotes and document the introgression of a

domesticated allele into a wild species. The KB allele leads to a dominant black coat in dogs, wolves, and

coyotes. Against the common flow of genes from wild to domesticated animals, the KB mutation origi-

nally occurred in dogs and later introgressed into wolves and coyotes by hybridization. Furthermore, the

relatively high frequency of black wolves in Yellowstone probably reflects positive selection for the KB

allele in the wild.

Rot-Eat-Wheat World
Fungal diseases have a large impact on the yield of wheat crops.

Some strains of wheat carry genes that make them naturally

resistant. Breeders have introduced these genes into other

wheat strains to share the valuable disease-resistance traits. Two

papers now identify the molecular basis of some of these traits

(see the Perspective by Kliebenstein and Rowe). Krattinger

et al. (p. 1360, published online 19 February) used compar-

isons with other grass genomes to clone the gene Lr34, which

resembles adenosine triphosphate–binding cassette trans-

porters. Fu et al. (p. 1357, published online 19 February) simi-

larly cloned the gene Yr36, which resembles a kinase. Each gene

provides, to a greater or lesser extent, resistance to certain fun-

gal pathogens that the fungi cannot overcome by genetic varia-

tion. Such durable resistance has tremendous agricultural value.

Divisive Tension
Chromosome attachments to the mitotic spindle are regulated by tension across the centromere,

which ensures accurate chromosome segregation. Spindle microtubules can bind chromosomes at the

kinetochore in different configurations, but only bi-oriented attachments can support accurate chro-

mosome segregation. Tension across the centromere distinguishes correct and incorrect attachments,

but how tension is sensed to regulate attachments is unclear. The mitotic kinase Aurora B is a key reg-

ulator of kinetochore-microtubule attachments, and phosphorylation of Aurora B substrates at kineto-

chores reduces microtubule affinity. Liu et al. (p. 1350, published online 15 January) tested to see if

a tension-sensitive mechanism regulates Aurora B activity. Instead their results suggest that Aurora B

kinase activity is not directly regulated by tension, but that phosphorylation of an Aurora B substrate

at the kinetochore depends on its distance from the kinase at the inner centromere, and that it is this

distance that is affected by tension.  

Form → Function
How do proteins localize to particular sites within the bacterial cell?  In many systems, biochemical

features of the proteins and their target membranes specify particular localization signals. Now

Ramamurthi et al. (p. 1354) report that a geometric cue—positive (convex) membrane curvature—

dictates the localization of a small peripheral membrane protein during spore formation in Bacillus

subtilis. Membrane curvature may represent a general cue for protein localization in bacteria in the

absence of biochemically identifiable signals.

Continued from page 1261
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EDITORIAL

The Next Campaign
THE U.S. PRESIDENTIAL ELECTION IS OVER; THE INAUGURATION HAS COME AND GONE.

Now come the challenges of governing. President Obama, his leadership team, and the 111th

Congress face daunting problems. Among the most stubborn in the United States are those

related to providing a world-class education to all children, updating the knowledge and skills of

their parents, and preparing all to face the threats and opportunities of the 21st century. The sci-

ence community must take advantage of growing public dissatisfaction with the current educa-

tion system and ask how science teaching and learning can be transformed. In short, scientists

must mount the next campaign. 

First, scientists must help the adult public develop a clear understanding of what science is

and what science education should be: a way of knowing about the world based on evidence and

logical analysis. A consensus is emerging across science, philanthropic, and political communi-

ties about what our goals must be. Surveys from the nonprofit organization Public

Agenda indicate that adults realize something is amiss in science instruction,

though not necessarily for their children. That unease can provide license to

introduce a common core of science education standards across the United

States; to invest as a nation in assessments that measure the science under-

standings and abilities that every child needs for success in today’s global

economy; and to mount vigorous efforts to recruit, train, and retain highly

effective science teachers. 

If the United States is to address its many challenges—including devel-

oping a “green economy” and alternative sources of energy that lessen cli-

mate impacts and address global climate change as perhaps the greatest threat

we face as a planet—science education must move to center stage. President

Obama has recognized the challenges of recruiting and compensating science and

mathematics teachers and of making science, as in post-Sputnik years, a more inte-

gral, inspirational part of national culture. Now we must turn such far-reaching national vision

into grassroots reality. 

Although the need for creating a talent base for careers and science-savvy citizenry for the

21st century is national (indeed, global), most of the action to accomplish it is local. Messaging

is needed to explain past scientific contributions to economic growth and science’s traditional

role as an engine of change. Campaign workers must be recruited, trained, and deployed from

the ranks of academic scientists, business and industry, patient advocacy groups, and unions.

Resources must be marshaled from local philanthropy, understanding the need to build public

awareness and support for an agenda for change. Endorsements must be enlisted from the

media, but also from community groups, parent-teacher associations, and senior citizens of all

political persuasions. The science community itself has much to offer here. Think of expanding

by orders of magnitude the numbers of retired scientists and engineers currently working with

teachers and students in schools or in museums and science centers as docents; scientists serv-

ing on statewide education commissions and councils being convened by many governors; and

in local communities, scientists advocating for science education to mayors, school boards, and

superintendents and supporting implementation with principals, teachers, and students. 

In this campaign, scientists will need to assess assets nationally and locally, noting what has

worked elsewhere, such as in Nordic countries where science literacy is high. Unlike some coun-

tries, the United States has no overarching education ministry. Instead, a strategy for transforming

science education must unite the interests and actions of 50 states, 15,000 local districts, 3500 col-

leges and universities, and countless informal science organizations that constitute the U.S. educa-

tional system. Federal incentives must foster collaboration in gathering and sharing evidence from

experimentation informed by research, guided by core national science education standards. States

could begin with decades-old lessons learned by the American Association for the Advancement

of Science (AAAS) and the National Academies, and by states such as Massachusetts or countries

such as Singapore, both of which have performed well on international assessments. 

Although scientists are generally more comfortable presenting facts than going on the stump,

the next campaign demands that they do both. – Leon M. Lederman and Shirley M. Malcom

10.1126/science.1169820

Leon M. Lederman is a

resident scholar at the 

Illinois Mathematics 

and Science Academy,

Aurora, IL.

Shirley M. Malcom is

director of Education and

Human Resources, AAAS,

Washington DC.
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small fossils are indeed lost (perhaps by disso-
lution) from the fossil record as sediments
are compacted and form rocks—by a
factor of up to 2.4. This process, how-
ever is not systematic in time, and
lithified sediments tend to predomi-
nate in the Paleocene after the
mass extinction. Thus, the pattern
of a delayed recovery may be partly
exaggerated by the sediment record,
as might enhanced diversity before
the extinction. This bias decreases fur-
ther back in time, as unlithified sediments
become scarce, but illustrates the inherent selec-
tion of the fossil record. — BH

Geology 37, 115 (2009).
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EDITORS’CHOICE

PA L E O N T O L O G Y

Slipping Through the Cracks

The fossil record shows that, at least in the
marine realm, unusually small taxa predominate
in the aftermath of mass extinctions. In extreme
cases such as after the end-Cretaceous extinc-
tion, 65 million years ago, it took several mil-
lions of years for diversity to recover. This pattern
poses a potential bias in assessing the impact of
the extinction, as small species tend to be more
difficult to preserve in the fossil record. Sessa et

al. evaluate this bias by comparing fossils in
lithified and unlithified sediments across the
Cretaceous-Paleocene boundary from thick sec-
tions in the Gulf of Mexico. Their data show that

P H Y S I O L O G Y

Mad Dogs and Englishmen

It is well established that organisms respond to climate change by adapting, by shifting their
geographic distribution, or—in the unluckier cases—by becoming extinct. Most models of
responses to climate change focus on changes in distribution, usually based on “climatic enve-
lope” concepts: that is, the range of climatic conditions that a species can endure. For cold-
blooded animals such as reptiles and insects, a missing element from such models has been
the ability of these organisms to regulate their body temperature by behavioral means, such
as not going out in the midday sun, which has the potential to buffer their geographic
response to changing climate. By including such thermoregulatory behavior in biophysical
models of temperature responses of Australian ectotherms, Kearney et al. show that the chal-
lenge for many such species in a warming world will be to stay cool. If moving with the climate
is not an option, which it will not be for many tropical organisms, survival will depend on fac-
tors such as the availability of shade and the ability of ectotherm species to alter their sea-
sonal or daily patterns of activity. — AMS

Proc. Natl. Acad. Sci. U.S.A. 106, 10.1073/pnas.0808913106 (2009).

C H E M I S T R Y

Zeolites Left and Right

Formally, a chiral substance is one that changes
its appearance upon rotation about any axis, fol-
lowed by reflection in a perpendicular plane.
This property can arise from arrangements as
simple as four elementally distinct atoms bond-
ing to a central carbon, or as complex as hun-
dreds of atoms mutually adopting slight posi-
tional shifts in an extended crystal lattice. From
a practical standpoint, however, most chirally
selective processes in chemical syntheses and
separations rely on the influence of purified
small molecules, whether free in solution or
tethered to an achiral solid support. Dryzun et

al. have now analyzed the parameters of previ-
ously characterized solid zeolite structures and
uncovered 20 bulk crystal lattices that manifest
extended chirality. Moreover, calorimetry
revealed that several such zeolites distinguish
between the enantiomers (mirror-image iso-
mers) of the amino acid histidine. Given the
widespread role of zeolites in catalysis, the
authors envision potential for enantioselective
extensions of their current applications. — JSY

J. Mater. Chem. 19, 10.1039/b817497k (2009).

N E U R O S C I E N C E

Putting mRNA in Its Place

Many cell types, including epithelial cells and
neurons, have structurally and functionally sep-
arate cytoplasmic compartments, which enable
them to perform distinct functions. This cellular
polarization can be established by blocking the
immediate translation of some mRNAs, allocat-
ing them instead to specific locations in the
cell. Translation can then be initiated as
needed, thus ensuring that the proteins are
synthesized only in the selected location at the
required time. In neurons, mRNAs coding for

synaptic proteins are trans-
ported to dendrites, where

they are translated into
proteins upon synaptic
stimulation. Di Penta
et al. have found that
the factor LSm1,
which has previously
been shown to partic-

ipate in the degrada-
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tion of mRNAs, is involved. They identified a
protein-mRNA complex containing LSm1 and
the nuclear cap-binding protein CBP80, which
recognizes the modified nucleotide that caps
the 5’ end of the mRNA. The authors propose
that this complex assembles in the nucleus,
which would indicate that the mechanisms that
regulate localized protein synthesis come into
play soon after transcription, and in neurons
this protein-mRNA complex was targeted to
dendritic spines. These alternative functions for
an mRNA degradation factor and a nuclear cap-
binding protein in mRNA transport reveal
molecular links between apparently diverse cel-
lular processes. — HP*

J. Cell Biol. 184, 423 (2009).

AT M O S P H E R I C  S C I E N C E

Ozone in the Gulf

Ozone is a secondary pollutant formed in the inter-
actions of reactive carbon compounds, nitrogen
oxides, and ultraviolet sunlight, with large poten-
tial impacts on the health of both animals and
plants. Tropospheric ozone is a naturally occurring

atmospheric species, but the highest concentra-
tions are found in sunny areas with abundant air
pollution, such as the Los Angeles basin in Califor-
nia. Lelieveld et al. analyze another area in which
ozone pollution is severe—the Persian Gulf region.
The locale possesses all of the ingredients for
ozone production in abundance: intense air pollu-
tion (arriving from long distances as well as origi-
nating from strong local anthropogenic emissions),
unusually vigorous stratospheric-tropospheric
exchange, sparse deep convective mixing and pre-
cipitation, and copious sunlight. Using an atmos-
pheric chemistry model, air-quality measurements,
and support from satellite data, the authors predict
and observe intense ozone pollution during the
period from 1996 to 2006. Reducing the levels of
ozone pollution in this region will depend largely
on both decreasing the amounts of long-range
pollution advected to the region and reducing
local sources of nitrogen oxides. — HJS

Atmos. Chem. Phys. 9, 1393 (2009).

EDITORS’CHOICE

P S Y C H O L O G Y

Seeking a Second Opinion

A marketplace—whether for ideas or goods
and services—provides a remarkably efficient
means of information exchange, and predic-
tion markets yield astonishingly accurate fore-
casts of election outcomes, Oscar winners, and
so forth. But how might a single individual,
lacking access to the wisdom of the crowds,
attempt to improve his or her best guess? Her-
zog and Hertwig offer one prescription based
on the Hegelian dialectic: After making the
first estimate, consider the reasons and
assumptions underpinning that estimate 
(and how they might be off target), and then
formulate a new, second estimate. They tested
the efficacy of this method by asking univer-
sity students to date a collection of 40 histori-
cal events covering the past four centuries 
and tabulating the average of repeated
guesses from the same individual, which is
analogous to standard reliability sampling, to
the average (synthesis) of the dialectical
guesses (thesis and antithesis). They found
that the improvement in accuracy (in years)
over the first estimate was twice as large for
the dialectical average than for the repeat
average, although averaging the first esti-
mates from two random individuals worked
better still. — GJC

Psychol. Sci. 20, 231 (2009).

N E U R O S C I E N C E

Getting to the Right Place

The six-subunit protein complex known as Elon-
gator is known for its role in the acetylation of
histone H3 and its association with actively
transcribed regions of the genome. However,
how this function fits with observations linking
genetic disruption of the scaffold subunit Elp1
in humans to a defective development of auto-
nomic and sensory neurons has been puzzling.
Creppe et al. show that Elongator—particularly
the acetyltransferase subunit Elp3—partici-
pates in the development of neuronal cells. In
the brain, the proliferation of precursor cells
generates neuronal cells, but these neurons
find their place and adopt their shape only
after they have finished their last cell division.
For the accurate development and integration
of cortical projection neurons, the newly born
cells must migrate to the cortex and then form
extensive networks of connections with other
neurons. The authors suggest that the Elonga-
tor complex supports neuronal migration and
branching by acetylating tubulin, a component
of the cytoskeletal network. — PJH

Cell 136, 551 (2009).
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RANDOMSAMPLES
E D I T E D  B Y C O N S TA N C E  H O L D E N

Back to the Tap
Bottled water can use up to 2000 times as
much energy as tap water, according to a
study in Environmental Research Letters. 

Despite rising concerns
about “green” consump-
tion, Americans are drink-
ing 70% more bottled
water than they did in
2001, according to Peter
Gleick and Heather Cooley
of the Pacific Institute in
Oakland, California. The
pair have added up the
energy use in every step of
the process. Bottle manufacture alone uses 
50 million barrels of oil a year globally, they
estimate. Transport is the other big cost.
Depending on the distance traveled, U.S. bot-
tled water consumption in 2007 required the
equivalent of 32 million to 54 million barrels
of oil. In effect, says Gleick, each bottle is
15% to 25% oil. 

Hyung-Chul Kim, an industrial ecologist at
Columbia University, says the analysis didn’t
include savings from recycling bottles. Gleick
counters that most bottles end up not in new bot-
tles but in carpet, clothing, or toys from China.

Swept Away
Geologist William Dickinson thinks he’s
worked out when and how coral atolls became
habitable abodes for Pacific Islanders. Based
on that understanding, he says most may go
under during this century.

In the March issue of GSA Today, Dickinson,
of the University of Arizona, Tucson, explains
how swings of sea level formed more than 175
atolls strewn across 9000 kilometers of the
tropical Pacific. About 2000 years ago, he

says, falling seas allowed waves to
build stable islets of sediment on old
reefs where 180,000 people now live. 

But as global warming drives sea
level back up, the process will reverse,
notes Dickinson. Once the sea rises
higher than the solid atoll foundation,
the water “starts to chew into the
flanks long before the islets are over-
topped,” he says. So well before liv-
able areas are flooded, he predicts

they’ll be washed away “some time between a
few decades from now and a century from
now.” Geologically, “it’s a nice story,” says
geologist Robert Ginsburg of the University of
Miami in Florida. Culturally, not so good.

Saliva’s Secrets
There’s a world in your mouth, and it
bears little relation to the world
about you.

Mark Stoneking, a molecular
anthropologist at the Max Planck
Institute for Evolutionary Anthro-
pology in Leipzig, Germany, won-
dered whether mouth bacteria could
tell a tale of evolution and human
migration analogous to what has

Black Death Diagnosis 
Bubonic plague, which first broke out in Europe in 1347, killed some 75 million
Europeans before it was brought under control in the early 19th century.

Archaeologists continue to unearth mass graves. Up till now, scientists have looked for
the DNA of the plague organism, Yersinia pestis, to determine if people died of the
plague. But the method is unreliable and in medical testing, it’s recently been replaced
by a cheaper, faster, and more accurate rapid diagnostic test (RDT) that reveals the pres-
ence of a protein specific to Y. pestis.

Anthropologist Raffaella Bianucci, working at Turin University in Italy, decided to apply
the RDT to the remains of four 17th century nuns and two priests from different parts of
France who, records show, took care of the poor and sick. Bianucci confirms in the March
issue of the Journal of Archaeological Science that all were victims of the Black Death. 

“This is very important research,” says mummy expert Bob Brier of Long Island
University in Brookville, New York. There are conflicting views of how widespread the
plague was in Europe. “Now we don’t have to rely just on historical sources” to trace its
pathways, he says. Bianucci plans to use the test at more sites. Next up will be Lazzaretto
Vecchio, the plague infirmary founded on an island in Venice, Italy, in 1403, where 1500
skeletons await their checkup. 
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been revealed by different strains of the stomach
bug Helicobacter pylori.

Stoneking and colleagues collected saliva
from 10 volunteers at each of a dozen locations
around the world and sequenced parts of a key
bacterial gene in each sample. They found 101
known bacterial genera, 39 of them newly seen in
the mouth, and about 64 novel types. Individuals
had between six and 30 kinds of mouth bacteria.
The big surprise was that there were no geograph-
ical patterns in species’ presence, despite pre-
sumed regional commonalities in diet and envi-
ronment, the team reported 26 February in
Genome Research. People in each location shared
about 60% of the genera; individuals from differ-
ent places had about 50% in common.

The study adds to the growing awareness of
the personalized world of human-associated
microbes, an underappreciated aspect of
human health and disease until recently, says
Ruth Ley, a microbial ecologist at Cornell
University: “These communities are very com-
plex, and the degree to which they vary
between people continues to surprise [us].” 

57,169
Carbonated
soft drinks

U.S. SALES, 2006
(millions of liters)

31,238
Bottled
Water

24,489Beer

21,476Milk

Donating saliva samples in the
Philippines.
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NEWSMAKERS
EDITED BY YUDHIJIT BHATTACHARJEE

D ATA P O I N T
MISSION ACCOMPLISHED? In his speech to
Congress last week, President Barack Obama
asked the country to help him improve U.S.
education. The goal, he said, should be that “by
2020, America will once again have the highest
proportion of college graduates in the world.” 

A stretch? Hardly. Turns out the United
States is already there. A recent report by the
U.S. National Science Foundation
(www.nsf.gov/statistics/seind08/) shows the
United States leading the world, with roughly
30% of its adult population holding 4-year 
college degrees. 

But Obama is right to be worried, accord-
ing to Thomas Snyder of the U.S. National
Center for Education Statistics. Over the past 
2 decades, countries across Europe and Asia
have poured money into their universities on
the assumption that a well-educated popula-
tion is essential for long-term economic and
national security. As a result, several indus-
trialized nations now top the United States
in the percentage of younger adults ages 
25 to 34 with college degrees. “The concern
is with younger people,” says Snyder.

A W A R D S
CLIMATE BIGWIGS. Atmospheric scientist 
V. Ramanathan and glaciologist Richard
Alley share this year’s $200,000 Tyler Prize
for Environmental Achievement for their work
on climate change.

Got a tip for this page? E-mail people@aaas.org

Ramanathan, of the Scripps
Institution of Oceanography at
the University of California, San
Diego, says the prize will help
him get “back to my roots.” As a
child in India, he watched his
grandmother cook over a smoky
fire of dung and wood. As a cli-
mate researcher, he documented
the “brown cloud” blowing off India from such
fires and burning fossil fuels. He then showed
how the cloud warmed the upper atmosphere,
reduced monsoon rainfall and rice harvests, and
led to the retreat of Himalayan glaciers supply-
ing drinking water to billions of people. Now he
is organizing a project in north India to show
how much using more efficient stoves and
cleaner fuels could thin the brown cloud.

Alley, of Pennsylvania State University,
University Park, has retrieved records of cli-

mate’s wild gyrations
from ice cores and inves-
tigated how glaciers
might rush to the sea
under global warming.
His communication style
has been described as
combining Woody Allen
and Carl Sagan, with a bit
of “Weird Al” Yankovic
thrown in. In one YouTube

video, a guitar-strumming Alley warns of global
warming in a folksy parody of “Proud Mary.”

Cancer biologist Frank Torti, 61, took a

leave of absence from his post at Wake

Forest University School of Medicine last

May to join the U.S. Food and Drug

Administration (FDA) in the newly cre-

ated role of chief scientist. On 20 January,

he was appointed acting director of the

agency. While the Obama Administration

hunts for a permanent head, Torti has been

busy elevating the role of science at an

agency criticized for not taking it seri-

ously enough. 

Q: How are things these days at the

agency?

The FDA has faced some real challenges,

and it hasn’t solved all of those chal-

lenges yet—I think it’s poised to do so.

There are so many crosscutting issues in

science that need to be anticipated,

understood … [to regulate] these prod-

ucts, which are very different than tradi-

tional small molecules.

Q: What have you been doing to bolster

science at FDA?

Just tons of stuff. But we’re not done. …

At the FDA until recently, science has

been largely invisible. … I asked each

center [at FDA] what their overarching

[scientific] priorities for the center are. …

They [include] rapid detection, sensitive

high-throughput methodologies, adverse-

event analysis, biomarkers of both toxic-

ity and efficacy, personalized medicine,

and nutrition. … For each, we have proj-

ects that the centers can tackle.

Q: And do you have the budget to do

this?

Right now, we don’t have the budget to do

it all. We’ll show [Congress] what the

projects are and what they cost, and what

we can do now and what we [can’t afford].

It won’t be that we’ll have our hands out

for funding; [we will talk about] priorities

that everyone can endorse.

STELLAR ROLE. What do a Nobel Prize and a television sitcom have in common? George Smoot.
Next week, the astrophysicist at the University of California, Berkeley, who was honored in 2006

for confirming the big bang theory, appears as himself on the show of the same name. The cast was
starstruck by Smoot’s presence. Jim Parsons, who plays the arrogant genius Sheldon, said,
“You[‘ve] actually got a scientist to talk to on this set!” Producers Chuck Lorre and Bill Prady glowed
as Smoot autographed gift copies of his book Wrinkles in Time. “We’ve peaked with Dr. Smoot,”
said Lorre.

“On the show, I was a little bit harsh,” Smoot says about his reaction to meeting an over-
confident Sheldon. In reality, says Smoot, “I try very hard to be encouraging to young scientists,
even the ones that are way off base.” He even ad-libbed a few positive comments during rehearsal.
After the filming, he received a memento: a director’s chair with his name on it. 

Two Cultures

Three Q’s >>
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Your retirement account may be taking a beat-
ing, but if you have a grant application pending
at a U.S. science agency, there’s an upside to
the global financial meltdown: Your chances of
being funded have never been better. And if
your application isn’t already in the pipeline,
don’t despair. The competition for funds
should be eased significantly next year. 

This improved research outlook
comes partly from the $787 billion
stimulus package signed by Presi-
dent Barack Obama last month. It
provides an additional $22.5 billion
across several research agencies,
including $10.4 billion for the
National Institutes of Health (NIH), $3 billion
for the National Science Foundation (NSF),
and $1.6 billion for the Department of Energy’s
(DOE’s) Office of Science. Agency officials
are under orders from White House budget czar
Peter Orszag to spend the money “quickly and
wisely,” and they are now working out proce-
dures for getting it spent.

The stimulus money is in addition to agen-
cies’ regular budgets, which were expected to
be finalized this week as part of a $410 billion
spending bill covering the rest of the 2009 fis-
cal year. The version passed 25 February by the
House of Representatives contains a 20%
boost for DOE’s Office of Science, a major
supporter of basic research across the physical

sciences, and a 6.5% increase for NSF. NIH
would receive a $937 million bump. (The Sen-
ate was due to act after Science went to press.)

And that’s not all. On 26 February, Obama
delivered a 2010 budget request to Congress
that would start to make good on his campaign
promise to double the federal investment in
basic research over the next 10 years. If Con-

gress goes along, the $3.6 trillion
proposal would boost NIH spend-
ing on cancer research by 21%
during the fiscal year that begins
on 1 October, raise NSF’s budget
by another 8.5%, to $7.04 billion,
and give “similarly large increases”

for DOE science and for research at the
National Institute of Standards and Technol-
ogy (NIST). A detailed breakdown for each
agency won’t be available until April.

That trifecta of spending will mean
tremendous opportunities for the U.S.
research community. It puts NSF, DOE sci-
ence, and NIST back on the doubling track
that President George W. Bush proposed in
2006 and that is enshrined in a 2007 law filled
with good intentions but no cash. “I’m very
pleased that Congress and the White House
have provided us with an unprecedented level
of resources for this year,” gushed NSF
Director Arden Bement at a brief ing last
week for the National Science Board, NSF’s

oversight body. Adding the stimulus package
to NSF’s regular appropriation, Bement
explained, gives NSF a total budget of
$9.5 billion in FY 2009. That’s nearly 60%
more than it received in 2008. And Obama’s
first budget request, Bement adds, “contains
a very good number for NSF.”

It’s also welcome news for biomedical
researchers, who have felt the squeeze from an
NIH budget that has remained essentially flat
since 2004 after a 5-year doubling. “We are
very happy that we are getting out of the dol-
drums,” says cell biologist Richard Marchase,
president of the Federation of American Soci-
eties for Experimental Biology. Marchase
expects that many high-scoring grant propos-
als sidelined in 2008 will now get approved,
adding that the 2010 budget framework holds
out hope for steady and sustained annual
growth of roughly 7%.

Shovel-ready science

For research agencies, the immediate chal-
lenge is how to spend their unexpected wealth
from the stimulus package. The Obama
Administration has assured Congress and the
public that these funds will go out the door as
quickly as possible without lowering stan-
dards, and that their impact on the economy—
in particular, on the number of jobs created—
will be monitored closely. Although each
agency is setting out its own guidelines for how
to spend the money and what information
grantees will need to provide, the rules drawn
up by NSF and NIH appear typical.

Both agencies plan to dip into the existing
pool of applicants for the bulk of the new

Amid the Gloom, Researchers 
Prepare for a Boom in Funding

U.S. BUDGET
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Podcast interview

with author 

Jeffrey Mervis.
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Opening words.

Peter Orszag 
presents the 
president’s 2010
budget framework.
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Research Infrastructure Other

The Stimulus Package by Category and Agency

NIH        $10.4 B

HHS other $0.7 B

DOE $5.5 B

NSF $3.0 B

NASA $1.0 B

NOAA $0.8 B

NIST $0.6 B

DOD $0.2 B

USDA $0.2 B

USGS $0.1 B

$3.5 B

$18 B

$1.0 B

Sharing the wealth. Ten agencies receive research and construction funds from the massive recovery plan.
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awards. For NIH, that includes
proposals that didn’t make
the merit review cutoff in
2008; for NSF, it means pro-
posals submitted since last fall
that seek funding in the cur-
rent f iscal year. These peer-
reviewed projects could be
called shovel-ready science. To
avoid commitments beyond
2010, most NSF awards will be
in the form of standard grants,
in which the full 3-year total is
funded up front. 

NIH will give top priority
to its bread-and-butter R01
grants, but most other cate-
gories are also eligible for stim-
ulus money. Unlike at NSF,
NIH is also preparing a solici-
tation for 2-year challenge
grants, using up to $200 mil-
lion from an $800 million pot
given to the NIH director. The
agency hopes to fund challenge
grants in 14 areas, with an appli-
cation deadline of 27 April.

Agency officials promise
that speed won’t compromise
the quality of the reviews.
NSF’s Division of Mathemati-
cal Sciences, for example, is
in the midst of running some
50 panels that are sifting
through roughly 2500 propos-
als submitted last fall. “Our
instructions to the panels
haven’t changed,” says division director Peter
Marsh. “We’re still looking for the best sci-
ence.” But Marsh, whose 2008 budget was
$212 million, expects that the additional funds
(which haven’t yet been allocated among
NSF’s six research directorates) will result in a
healthy rise over last year’s 31% success rate.

That could be good news for mathemati-
cian Andrew Belmonte of Pennsylvania State
University, University Park. Belmonte is
awaiting word on a grant proposal he submit-
ted in November to NSF’s applied math pro-
gram after taking an unsuccessful shot the pre-
vious year. His work on the transformation of
materials during fluid flows is expensive—
costing 10 times the normal math project, he
estimates—because it requires a well-
equipped wet lab. And if funded, he’ll need to

hire a postdoc and several undergraduates, a
priority for the stimulus package. Belmonte
says he’s ready for any additional paperwork:
“It’s the government’s money, and if they want
more reporting, I’m happy to do it.”

The emphasis on funding what’s already in
the pipeline obviously favors those lucky
enough to have applied in the current funding
cycle. But Marsh says that because NSF will
be funding so many more grants this year,
there should be fewer applications competing
for funds next year. At the same time, the recip-
ients of this year’s spending spree are likely to
show up 3 years hence in the competition for
renewals. “So the stimulus will have both a rip-
ple and an echo effect,” he says.

–JEFFREY MERVIS

With reporting by Eliot Marshall.

Budgets in Brief
Some highlights from the stimulus package,
the 2009 budget before Congress, and Presi-
dent Barack Obama’s 2010 request:

■ ENERGY: DOE’s Office of Science gets
$4.77 billion in 2009, up 19%. The ITER proj-
ect in France gets $124 million, $90 million
less than requested. DOE’s national labs and
other facilities divide the $1.6 billion stimulus
money, and the department gets $400 million
to create the Advanced Research Projects
Agency–Energy. No 2010 research numbers
are available.
■ NSF: The $394 million boost for 2009, to
$6.49 billion, is on top of $3 billion in stimu-
lus money for research, infrastructure, and
education. The agency’s six research direc-
torates would grow to $5.18 billion, and edu-
cation to $845 million. The $11 million Robert
Noyce Scholarship program for prospective
teachers gets its second straight $40 million
bump, and a program to help researchers in
states that struggle to win NSF grants would
grow by $20 million, to $133 million. 
■ NIH: The agency’s 3.2% increase this year,
to $30.3 billion, is supplemented by $10.4
billion from the stimulus package. The 2010
budget mentions only “over $6 billion within
the National Institutes of Health to support
cancer research.” The National Cancer Insti-
tute’s budget this year is $5 billion.
■ NASA: The space agency will receive
$17.8 billion in 2009, $380 million more
than in 2008. A $200 million drop in the
agency’s science programs, to $4.5 billion, is
remedied in its $1 billion stimulus package.
The $18.7 billion request for 2010 bolsters
earth sciences and robotic probes to visit
other planets. The new launcher to send
humans to the moon wins funding, but the
White House may review the target of a 2020
lunar landing.
■ NIST: A $63 million jump in 2009, to
$819 million, maintains the $65 million
Technology Innovation Program. Obama
would raise that to $70 million in 2010. The
stimulus funds add $220 million to a $470
million research budget, $180 million to a
$172 million lab-construction program, and
provide $180 million for a facilities grants
competition.

–NEWS STAFF
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Research, $8.2 B

Extramural facilities, $1.3 B

Intramural facilities, $0.5 B

Effectiveness, $0.4 B

STIMULUS PACKAGE
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A Peak for Basic Research

Research, $2.0 B

Infrastructure $0.9 B
(Including big projects $0.4 B, 
instrumentation $0.3 B, facilities $0.2 B)

Education $0.1 B

STIMULUS PACKAGE

NIH

NSF

A big payday. The stimulus money provides a major boost to recent
sluggish budgets at NIH (top) and NSF (above).
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With rising temperatures altering
a variety of ecological and
weather systems on Earth, the
current patchwork of sensors
can’t answer all the questions that
scientists are asking. Land-based
sensors have provided a conclu-
sive picture of rising CO

2
levels

worldwide, for example, but
researchers don’t fully under-
stand where all the carbon that
humans and natural sources are
pouring into the atmosphere ends
up. How much is being absorbed
and where?

NASA’s Orbiting Carbon
Observatory (OCO) was sup-
posed to provide some answers
about the nature of carbon sinks
on land and in the oceans. But on
24 February, the rocket carrying
the $278 million satellite crashed
shortly after takeoff, the victim
of a failure related to the nose
cone. “Bang—it’s gone. It was
absolutely terrible,” says Pieter
Tans, an atmospheric scientist at
the National Oceanic and Atmos-
pheric Administration’s labora-
tory in Boulder, Colorado. Tans was hoping
to improve his four-dimensional maps of
CO

2
flows—useful to close the global carbon

budget—by using OCO’s unique ability to
detect tiny carbon fluxes.

The loss of OCO is part of a bigger prob-
lem of data gaps related to climate. Some
gaps, like OCO, rest upon relatively new
measurements. In other cases, climate scien-
tists worry that satellites well beyond their
operational lifetimes will fail before their
replacements are in orbit. Sometimes, as with
the monitoring of forest biomass, polar ice,
and sea levels, the records go back for
decades. “The need for a systematic and com-
prehensive approach to collecting climate
observations has taken on new urgency,” con-
cluded a panel from the National Academies
in a report issued last week. No single agency
or person has the overall authority for the
multibillion-dollar challenge of observing
Earth’s climate, it noted. Researchers are
hopeful that a $400 million boost for space-
based Earth sensors included in the stimulus
package (see p. 1274) will make a difference.

But a 2007 academy panel estimated it would
cost $6 billion through 2020 to fix a system it
said was “at risk of collapse” in 2005.

This backlog exists at a time when better
observations are urgently needed, especially
at Earth’s poles, say researchers. The 2007
report from the Intergovernmental Panel on
Climate Change identified basic observa-
tions to better understand ice sheet physics as
a key requirement for more reliable predic-
tions of sea-level rise. POLENET, an effort
to install seismic monitors all over the
Antarctic continent, will provide measure-
ments of the temperature of the bedrock on
which ice sheets sit, a major factor that
affects the speed at which ice slides toward
the coast. But bad weather, compounded by
rising fuel costs that forced the National Sci-
ence Foundation to trim spending on polar
research, allowed scientists to place only one
new station in the field out of 16 originally
planned; most operational stations are clus-
tered near McMurdo Station, the main U.S.
base on the continent.

The speed at which ice sheets are declin-

ing is also governed by the interaction of
glaciers with water at the ocean shore. A
robotic submarine has recently collected
data on the Pine Island Glacier, the fastest
moving glacier in Antarctica. Scientists
would like a long-term picture of shifting
dynamics at the edge of the ice sheet as well
as this snapshot. But a project to set up sta-
tions on the glacier’s edge to monitor the
region below the ice was delayed by logisti-
cal hurdles: The ice was too rough to allow
planes to land on skis, and arranging heli-
copter facilities wouldn’t be possible until
the 2011–12 season. “Logistics in Antarc-
tica proceed slowly, [and] we only get to
make progress for about 3 months in any
year,” says NASA’s Robert Bindschadler.

Modelers say more data could also clarify
the role of atmospheric aerosols in global
warming. Aerosols help form clouds, which
can both warm and cool the atmosphere. The
main sensor on the $14 billion National Polar-
orbiting Operational Environmental Satellite
System (NPOESS), scheduled for a 2010
launch, will provide aerosol data that will be
inferior to data gathered by a sensor on an
existing NASA craft called Terra, already 2 years
beyond its operational life. In 2007, the
National Research Council’s (NRC’s) decadal
study for the f ield suggested that NASA
launch a replacement between 2013 and 2016,
and Michael Freilich, NASA’s earth sciences
chief, says his staff has begun to scope out the
mission’s requirements. “We’re committed to
the decadal,” he says.

Even Earth-observing mainstays like
Landsat are at risk. Landsat 5 and Landsat 7
are both well beyond their nominal design
life, regularly missing swaths of images dur-
ing malfunctions. Scientists who rely on the
crafts to study forests’ contributions to the
carbon cycle say a gap in land imagery is vir-
tually assured because the next satellite in the
series, the Landsat Data Continuity Mission,
won’t be launched before 2012. “We may lose
one or both of these satellites before then,”
says Compton Tucker of the White House
Climate Change Science Program (CCSP).

Another problem area is ocean color, a vari-
able that scientists use to measure photo-
synthesis in the ocean—a giant and poorly
understood contributor to the global carbon
cycle. NASA’s orbiting SeaWiFS sensor has
been steadily recording data since 1997. But
the instrument is 7 years beyond its design life,
and the sensor meant to measure ocean color
on the first NPOESS mission will likely be
unable to provide sufficient data because of
technical problems (Science, 15 February
2008, p. 886). That has spurred some managers
to push for a “gap filler” mission sooner,

Loss of Carbon Observatory 
Highlights Gaps in Data

EARTH MONITORING

A sea of data. Scientists

monitor the flow of the

West Antarctic Ice Sheet

to the ocean by 

instrumenting the 

Pine Island Glacier.
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U.S. students using educational software do
no better learning primary school math and
first-year algebra than their counterparts
who follow a traditional curriculum. That’s
the conclusion of a new federally funded
study that is loaded with caveats about what
it means for students, educators, and the
companies that make the software.

The $14.5 million study, funded by the
U.S. Department of Education and conducted
by Mathematica Policy Research Inc. in
Princeton, New Jersey, was designed to find
out whether students are benefiting from the
growing use of educational software. Pre-
liminary results released in April 2007
(ies.ed.gov/ncee/pubs/20074005/index.asp)
suggested that the answer, for f irst- and
fourth-grade students in reading and for sixth-
and ninth-grade students in math, was no. But
those results were widely criticized by educa-
tors and software makers for lumping together
the outcomes from many different products
and for testing their impact on student
achievement too early, in the first year the
teacher had used the material.
The second-year results, posted
17 February (ies.ed.gov/ncee/
pubs/20094041/index.asp),
address those concerns by report-
ing results for individual software
packages and by testing a new
cohort of students whose teachers
already had a year of using the
software under their belts.

What it found is that none of
the four math products tested pro-
duced a statistically significant
difference in achievement between
control and treatment groups over
the 2-year study, which began in

the fall of 2004. (One of the six reading pack-
ages registered a meaningful jump in test
scores by fourth graders.) Students of teachers
using Cognitive Tutor, a computer-based cur-
riculum for algebra I students developed by
Carnegie Mellon University researchers
(Science, 2 January, p. 64), for a second year
showed a meaningful improvement in test
scores. But the software had no overall impact
on student achievement when data from both
student cohorts were combined. 

Education research is rarely definitive,
however, and this study is no exception. For
one thing, the students and teachers were not
randomly assigned to the products, explains
Mathematica’s Mark Dynarski. That rules
out comparing one software package with
another. It also means that the results shouldn’t
be generalized to different student popula-
tions. “Everyone began at different starting
points. So we can only say how this product
works at a particular school,” he says.

Another confounding factor is that
researchers didn’t have enough money to

continue observing teachers in their class-
rooms or surveying them about how they
used the product, something that was done
in the first cohort. That makes it difficult, for
example, to interpret large fluctuations from
one year to the next in the amount of time
spent using particular software. 

Does an increase for algebra I students,
for example, mean that teachers found the
product more helpful once they became
comfortable with it? That seems a logical
explanation to Cognitive Tutor’s Steve Ritter,
who points to his company’s emphasis on
supporting teachers. “For us, usage went up,
and second-year teachers achieved statisti-
cally significant improvements,” Ritter says.
“That’s worth talking about.”

In contrast, does a decline in usage mean
that teachers found that it wasn’t right for
their students, who are disproportionately
from large, poor, and urban schools? Or was
it simply due to a dearth of computer facili-
ties, inadequate tech support, or scheduling
problems? And what effect does an extremely

mobile teacher corps—only one
in four taught the same grade at
the same school for both years—
have on student outcomes?

Dynarski cautions against
overinterpretation of the data.
He notes that Congress wanted
to know whether education soft-
ware improves student learning,
not whether individual products
can help certain populations
taking certain subjects. “There
might be a lot of positive things
going on in the classroom, such
as greater fluency with comput-
ers,” he says. “But it’s not lead-
ing to the kind of results that
people want, which are better
test scores.”

–JEFFREY MERVIS

Study Questions Value of School Software for Students
EDUCATION
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Subpar scores. Software didn’t help
sixth-grade math or first-year algebra
students do better.

says Tucker. But Freilich is hesitant to commit.
CCSP is leading an interagency effort to

finalize a plan that would for the first time
provide a set of government priorities for
Earth observations, says Tucker. Scientists
say that’s the first step needed to fill the gaps.

In some cases, international partners
might help, he says. Japan’s recently
launched Greenhouse Gases Observing
Satellite, for example, detects CO

2
starting

at the ground level, like OCO. Although its

resolution is lower, it well complements an
existing NASA satellite that only picks up
CO

2
readings at an altitude of 5 km. “We’re

going to see what we can continue to do with
our Japanese partners to fill the gap,” says
NASA’s Stacey Boland.

The effort to better coordinate climate-
related monitoring will no doubt be
strengthened by the NRC report released
last week and presented on 26 February to
presidential science adviser John Holdren.

Holdren has extolled the virtues of “obser-
vation and scientific study of the condition
of our home planet’s land, vegetation,
oceans, and atmosphere.” Climate re-
searchers are hoping those words, delivered
at his confirmation hearing to be director of
the White House Off ice of Science and
Technology Policy, will soon translate into
support for filling the holes in the nation’s
current Earth-monitoring system.

–ELI KINTISCH
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India Allows Government Scientists to Own Companies 
NEW DELHI—In 2001, Swami Manohar and

three colleagues at the Indian Institute of

Science (IISc) in Bangalore invented the

Simputer, a simple and cheap hand-held

computer. But as civil servants, the com-

puter scientists by law

could not commercialize

their invention. “I had no

choice but to resign,”

says Manohar, who is

now chief of intellectual

property and strategy at

Geodesic Limited, a tele-

com firm that bought the

company Manohar and

his colleagues founded

after leaving IISc in 2001.

Indian scientists will

no longer be forced to

make such a stark choice.

On 24 February, the

Department of Scientific

and Industrial Research

issued regulations that

permit researchers at gov-

ernment-funded institu-

tions to hold equity stakes

in scientific enterprises and spinoff compa-

nies. The “historic decision,” says Science

Minister Kapil Sibal, will “unleash the latent

entrepreneurial potential of Indian scientists.”

The policy shift is expected to have a

profound impact in India: Some 400,000

scientists, about three-quarters of the sci-

entific work force, are employed at public

institutions. By bringing India in line with

the United States and other Western

nations, the new rules should create an

attractive environment for talented ex-

patriate scholars to return to India, says

Samir Brahmachari, director general of the

Council  of Scientif ic and Industrial

Research in New Delhi who helped shep-

herd the regulation through 18 ministries

over 18 months.

The new rules also permit research

institutes to hold equity stakes in commer-

cial enterprises. To facilitate this process,

the government will encourage the lateral

mobility of researchers between institutes

and industry. “Cross-fertilization between

the academics and industry is very much

necessary,” says Sibal. Although the regu-

lations came too late for Manohar to keep

his post at IISc, he applauds what he sees as

a long-overdue change. “Scientists need

the freedom to flourish, and now they have

gotten it,” he says.

–PALLAVA BAGLA

SCIENCE AND BUSINESS

More freedom. Inventors like Swami Manohar, co-inventor of the Simputer,

will gain from a regulatory change.

The lead author of a controversial study

that concluded that the U.S.–led invasion

of Iraq in 2003 caused a high number of

violent deaths—more than 600,000

Iraqis—has been sanctioned for a lapse in

ethics. The Bloomberg School of Public

Health at Johns Hopkins University in Bal-

timore, Maryland, found last week that

epidemiologist Gilbert Burnham had com-

mitted “violations of the Bloomberg

School’s policies regarding human sub-

jects research” by failing to fully protect

the conf identiality of interviewees. It

ordered a 5-year suspension of “Burnham’s

privileges to serve as a principal investigator

on projects involving human subjects

research,” the school announced in a

press release.

“The [Bloomberg] School has asked me

to make no comments at the present,”

Burnham said to Science.

A university investigation discovered

that the full names of Iraqi people inter-

viewed appeared on some of the 1800 data-

collection forms filled out during the house-

to-house survey designed by Burnham. The

university gave Burnham approval for the

study with the understanding that no unique

identifiers would be recorded. The survey

was carried out by a team of Iraqi

researchers who met with Burnham in Jor-

dan to receive instructions and hand over

data (Science, 20 October 2006, p. 396).

According to a Hopkins press release, the

investigation found “no evidence that the

violations caused harm to any individuals

involved in the study” because the data

sheets were “never out of the possession of

the research team.” As principal investiga-

tor, Burnham was held responsible. 

“The punishment is very severe, and

making it public is unusual,” says Gary

King, a statistician at Harvard University. 

Les Roberts, a co-author of the 2006

Lancet study who is now at Columbia Uni-

versity,  acknowledged in an e-mail

exchange with Science that a “serious”

breach of confidentiality occurred in the

survey forms but said that Burnham was

not initially aware of it. “When the forms

arrived in Jordan all filled out, [Burnham]

asked and was assured that these words at

the top of the forms were not complete

names or unique identif iers,” Roberts

wrote, and “most are written in Arabic,

which [Burnham] does not read.”

The debate is likely to continue. The

sanction “has nothing to do with the scien-

tif ic merits or defects of the study or its

results,” notes Debarati Guha-Sapir, an epi-

demiologist at the World Health Organiza-

tion’s Collaborating Centre for Research on

the Epidemiology of Disasters in Brussels.

Statistician Seppo Laaksonen of the Uni-

versity of Helsinki notes that Hopkins didn’t

evaluate the study’s sampling methodology

or statistical approach, which he cares

about more than the punishment. But

Roberts dismissed  criticism of the study. In

an e-mail, he wrote: “There is a way to ver-

ify [our] findings: replicate. The posh aca-

demics who spend their lives in offices are

offended by that, but in this arena, rigor

is more about ground activities than soft-

ware manipulations.”

According to the Hopkins press release,

“an er ratum will  be submitted to The

Lancet” concerning the unauthorized

recording of names. –JOHN BOHANNON

Author of Iraqi Deaths Study Sanctioned

EPIDEMIOLOGY
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On 4 March 1969, some of the most promi-
nent scientists at the Massachusetts Insti-
tute of Technology (MIT) issued a declara-
tion of political dissent and scientific self-
criticism. Stirred into action by student
protests against the war in Vietnam, the pro-
fessors convened a campuswide meeting
and declared that the “misuse of scientific
and technical knowledge presents a major
threat to the existence of mankind.” The
statement bore the name of a previously
unknown organization: the Union of Con-
cerned Scientists (UCS).

Forty years later, UCS has 80,000 mem-
bers and a staff of 130 working in four
cities. The organization campaigns to
shrink nuclear arsenals, fight global warm-
ing, and reduce agriculture’s harm to the
environment. For 8 years, it was a thorn in
the side of the Bush Administration, criti-
cizing White House policies and zinging its
appointees for “politicizing science.” That
aggressive approach raised its visibility and
helped triple its budget this decade, to
almost $20 million.

But just as some MIT faculty members of
yesteryear ignored the teach-ins and went
ahead with their normal duties, some scien-
tists believe that UCS cannot claim to be the
conscience of the scientif ic community.
“Many of its statements and conclusions …
were perverse oversimplifications of com-
plex issues,” says John Marburger III, sci-
ence adviser to President George W. Bush
and a frequent target of UCS attacks. “I think
it’s hard, maybe impossible, for an advocacy
organization to be entirely science-based.”

Although its launch attracted wide
attention, UCS almost succumbed to the
status quo soon afterward. “Many of us
were quite disturbed that we’d spent several
months playing hooky,” recalls physicist
Kurt Gottfried, one of the primary organiz-
ers of the MIT event. As students and fac-
ulty members returned to their normal rou-
tines, Gottfried says, “this hotbed of activ-
ity sort of faded away.”

That it did not is due largely to MIT
physicist Henry Kendall, a respected scien-
tist—he won the Nobel Prize in physics in
1990—and heir to an industrial fortune.
Kendall, who died in 1999, once said he
learned a valuable lesson about advocacy
during the 1960s as a member of the JASON
group that provided confidential technical
advice to the Department of Defense.
“Being inside [the government] was not an

effective way to change national policy,” he
told the American Institute of Physics in
1986, because the government “would not
take advice it didn’t like.”

“For the f irst couple of years, Henry
Kendall pulled some money out of his own

pocket” to cover expenses, recalls Daniel
Ford, a young economist who became
UCS’s first executive director. Kendall and
Ford teamed up on studies that were critical
of reactor safety, bringing UCS to national
prominence. Perhaps their biggest media
coup took place in 1976, when Ford
arranged for Robert Pollard, a safety offi-
cial at the U.S. Nuclear Regulatory Com-
mission (NRC), to announce on 60 Minutes

that he was resigning in protest and going

to work for UCS. “In the 1970s, the organi-
zation was 90% focused on nuclear
energy,” says Ford.

Yet nuclear power was not a simple issue
for the organization. “A lot of physicists
were strong supporters of nuclear power;
they’d been involved in its invention,” says
Gottfried, who is stepping down this year as
chair of UCS. He will be replaced by James
McCarthy, past president of AAAS (which
publishes Science). By calling for tighter
safety regulations while insisting that it was
not “antinuclear,” UCS walked a fine line. It
tried to strike a similar balance when criti-
cizing other technologies, such as missile
defense or genetically engineered crops, that
some scientists strongly support.

Its opponents accuse it of giving mere lip
service to scientif ic objectivity. George
Keyworth, science adviser to President
Ronald Reagan, says that “their political
agenda has been manifest for their entire
career. … I just never take them very seri-
ously.” But John Ahearne, a former NRC
chair who now directs Sigma Xi’s ethics pro-
grams, says UCS has been “a good counter-
weight to industry.”

Along with successfully pushing for
tighter regulation of nuclear power in the
1970s and 1980s, UCS played a prominent
role in opposing deployment of antisatellite
weapons and missile defenses during the
1980s. In recent years, its attention has
shifted toward finding ways to reduce green-
house gas emissions.

As it marks its 40th bir thday, UCS
has never been closer to the center of politi-
ca l  power.  Issues on which UCS has
campaigned—energy efficiency, clean cars,
and big cuts in greenhouse gas emissions—
have been embraced by the Obama Adminis-
tration. Yet political prosperity may also
leave it weakened. UCS was a child of the
1960s antiwar movement, and the organiza-
tion has prospered during periods when it
strongly opposed government policies. In
contrast, membership and donations fell
during the 1990s when President Bill Clinton
was in office.

Kevin Knobloch, a former journalist and
congressional aide who has been president
of UCS since 2003, sees no signs of waning
support now that another Democrat occu-
pies the White House. “We have this
tremendous window of opportunity to win
adoption of farsighted policies,” he says.
“This is our moment.” –DAN CHARLES

From Protest to Power: An Advocacy Group Turns 40
UNION OF CONCERNED SCIENTISTS

An abiding concern. UCS arose in the antiwar

movement, was kept afloat by Henry Kendall and

doubts about the safety of nuclear reactors, and now

helps governors promote cars using alternative fuels.
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BEIJING—Traditional Chinese medicine
(TCM) is a slippery subject: In herbal con-
coctions, it’s often difficult to discern active
compounds from fillers and contaminants.
Sorting wheat from chaff is all the harder
when data themselves are concocted. In the
latest scandal to grip Chinese academia, Zhe-
jiang University (Zheda) in Hangzhou last
November fired an associate professor in a
recently established TCM research lab after
finding him guilty of scientific misconduct,
the university said in a statement. Three jour-
nal articles have been retracted so far out of
eight that the university has charged contain
plagiarized or fabricated data. Since then,
more questionable papers have come to light.

The case, which came to national attention
in February, could have widespread fallout.
Some observers criticize Zheda for firing the
junior researcher, He Haibo, before the inves-
tigation is complete. “I don’t think Zhejiang
University handled the case prop-
erly,” says Zhang Haixia, a pro-
fessor at Peking (Beijing) Univer-
sity who led a misconduct inquiry
a few years back. “What about
the responsibility of the corre-
sponding author?” asks Zhang.
The handling of the case has
sparked an outcry in Chinese
media and on the Internet focused
on the senior scientist who estab-
lished the TCM lab and, more
broadly, on a system that critics
say gives power but little account-
ability to academicians.

In 2004, Zheda recruited Li
Lianda, who was elected the pre-
vious year as an academician of
the Chinese Academy of Engi-
neering, to be part-time dean of
its College of Pharmaceutical
Sciences. Li, an expert on TCM
modernization, also set up a lab
at Zheda and has supported it
with a 5-year, $430,000 grant
from the Ministry of Science
and Technology to study TCM
drugs for cardiovascular disease.
But Li spends most of his time in
his main lab in Beijing, where
off icial meetings require his
presence, as he has explained to
Chinese media.

He Haibo joined the Hangzhou lab as its
first postdoc in July 2006 after receiving a
Ph.D. from China Pharmaceutical University
in Nanjing 1 month earlier. Judging from his
publication record, He was a dynamo.
Between April and November 2007, he sub-
mitted eight manuscripts on which he was
f irst author to international journals; all
appeared in print in 2007 or 2008. According
to a Chinese reporter who tracked down a for-
mer grad student in the lab, He was well-liked
because he helped students fulfill the col-
lege’s requirement that Ph.D. candidates pub-
lish one first-authored and at least a second
paper in a journal in the Science Citation
Index database. (Since 2006, Zheda has pub-
lished more indexed papers than has any
other Chinese university.) As a reward for
He’s remarkable productivity, Zheda hired
him as an associate professor last July.

Things quickly unraveled for He. In

October, an editor at the International Jour-

nal of Cardiology came across a paper in
Phytotherapy Research with f igures and
tables similar to those in a manuscript IJC

was about to publish. The manuscript
reported a study on two molecules in a sig-
naling pathway involved in irregular heart
palpitations caused by inflamed cardio mus-
cles in rats, whereas the published paper is
about the same pathway during a heart
attack. On 11 October, the editor contacted
the manuscript’s senior author, pharmacolo-
gist Dai De-Zai of China Pharmaceutical
University, for an explanation, according
to Dai’s blog. Dai—who was He’s Ph.D.
adviser—wrote in his blog that he was sur-
prised to see that his former student had, as
Dai alleged, plagiarized graphs, tables, and
texts from his lab. In his blog, Dai says he
got in touch with the executive vice dean of
Zheda’s pharmacology school and contacted
the journal that published He’s paper. Con-
tacted by e-mail, Dai declined to provide
further comment. 

According to a Zheda statement received
by Science on 13 February, the college con-
fronted He on 16 October; administrators
asked him to retract the fraudulent paper,
reflect on his mistakes, and apologize to his
former adviser. Ten days later, according to
the statement, He submitted a self-criticism
essay in which he cleared Li of any knowl-
edge of his wrongdoing and then left the col-
lege. To protect privacy, the university says, it
is not making He’s essay public. Zheda Presi-
dent Yang Wei told Chinese media that He, in
his self-criticism, said he committed mis-
conduct because he was desperate for a faculty
position, which would enable him to remain
at Zheda and earn a living. After ascertaining
that He had e-mailed the requisite retraction
to Phytotherapy Research, Zheda says, the
university fired him on 13 November. He
Haibo could not be reached by telephone and
did not respond to e-mail messages.

The story did not end there. Li and his lab
came under fire on the Internet. On 23 Octo-
ber, an anonymous posting on New Threads
(www.xysforum.org) alleged that Li’s Zheda
lab published duplicate articles in Pharmaco-

logical Research and Naunyn-Schmiedeberg’s

Archives of Pharmacology. Apparently,
before he disappeared, He e-mailed both jour-
nals to retract the papers, giving “duplicate
publication” as the reason, according to e-
mails provided to Science. The journal editors
alerted Zheda to the retractions. Three days
later, another anonymous posting on New
Threads alleged that the duplicate papers,
along with a third in the Journal of

Ethnopharmacology, contain fabricated data.

SCIENTIFIC MISCONDUCT

In the crossfire. Academician Li Lianda remotely oversees a lab

that has been shaken by allegations of plagiarism. C
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Retractions Put Spotlight on China’s
Part-Time Professor System

Published by AAAS

  
 

http://www.sciencemag.org


www.sciencemag.org SCIENCE VOL 323 6 MARCH 2009 1281

NEWS OF THE WEEK

The postings caught the eye of Zhu Guo-

Guang, a TCM practitioner in Oulu, Fin-

land. Zhu downloaded the three papers for a

closer look and says he found fabricated

data “written in black and white.” To Zhu,

the alleged misconduct is a big blow to TCM

research. “Fake research worsens the reputa-

tion of traditional Chinese medicine,” he

says. As a vice chair of the Pan European

Federation of TCM Societies, Zhu says he

felt a responsibility to report his findings to

the three journals and to Zheda. Zhu assem-

bled the evidence and mailed hard copies to

the journal editors and to Yang Wei in mid-

November. As Chinese netizens turned up

more questionable journal articles from Li’s

Hangzhou lab, Zhu set up a blog to post his

analysis and provide updates.

Zhu’s allegations grabbed national atten-

tion after they were reported in a 3 February

article in the Chinese newspaper 21st Cen-

tury Business Herald. Zheda issued a state-

ment the next day, laying the blame on He and

stating that Li’s name had been given as a co-

author of the fraudulent papers without Li’s

authorization. Yang Wei says he is now per-

sonally sending out retraction requests.

Meanwhile, more anonymous postings

appeared on New Threads; Zheda now says

that 19 publications allegedly have prob-

lems, including papers from Li’s lab at the

China Academy of Traditional Chinese

Medicine in Beijing and by other members

of the Hangzhou lab that did not include He

as an author. 

A team led by Harold Garner of Univer-

sity of Texas Southwestern Medical Center in

Dallas has analyzed several papers and added

them to the Déjà vu database of extremely

similar publications (spore.swmed.edu/

dejavu/duplicate/74404/); also see entries

75181 through 75184. “We try to provide the

most unbiased data possible which an appro-

priate body, such as an editorial board or a

university ethics board, can use to make their

own evaluations,” says Garner.

The scandal has prompted fresh debate

about moonlighting by academicians. Many,

like Li, hold two or more positions in addi-

tion to their main job, often in different

cities as part-time deans or lab chiefs. Uni-

versities eagerly recruit academicians

because these elite scientists advise various

levels of government on research and

funding priorities, review grants, and

evaluate achievements. At least two-

thirds of Zheda’s 15 science and engi-

neering deans are such part-timers.

Li acknowledges that he visits

Hangzhou only a half-dozen times a

year, spends 3 to 5 days in the college,

and has only 1 day for his

five or six grad students in

the TCM lab. Wu Limao,

who received his Ph.D.

from Li’s Beijing lab in

2004, ran the lab’s day-to-

day operations until August

2008 when Wu left to spend

2 years as a visiting re-

searcher at Yale University.

Li says that, as a victim of

He’s fraud, he has become a

subject of investigation.

In the meantime, Zheda has expanded its

probe and has asked Wu to return to

Hangzhou to answer some questions. Wu is

corresponding author on eight papers that

Zheda has found to be fraudulent and first

or corresponding author of other papers

called into question. According to a pre-

liminary investigation report received by

Science on 25 February, the university

faults Wu for not reviewing the papers

before publication. Wu declined to com-

ment for this article.

The saga is inflicting collateral damage

on researchers who have collaborated with

Li’s labs. Phytotherapy Research Editor-in-

Chief Elizabeth Williamson says the journal

is preparing to retract more articles from Li’s

labs and has held up all manuscripts with

authors whose names appear on suspicious

papers, pending Zheda’s further investiga-

tion. “I don’t want to penalize honest people,

but it’s getting difficult to know who to trust

these days,” she says. 

–HAO XIN

From the Science

Policy Blog

For the full postings and more, go to
blogs.sciencemag.org/scienceinsider.

Vanishing data. Three
of at least eight chal-
lenged papers have been
withdrawn or corrected.

From his “State of the
Union”–like speech to Congress last week, to
his new budget, to his seemingly never-end-
ing selection of advisers and Cabinet mem-
bers, the U.S. president commanded the sci-
ence policy spotlight over the past week. Here
are some highlights from ScienceInsider:

The big news has been Obama’s 2010
budget. Mirroring the enthusiasm Congress
has shown for science, the president asked for
big boosts for the National Science Founda-
tion, NASA, and the Environmental Protec-
tion Agency. The EPA budget includes a
$19 million increase for the agency to create
a greenhouse gas emission inventory—an
important step in preparing the United States
for a cap-and-trade system. Also seeing green
is autism research. Obama requested $211
million as part of the Department of Health
and Human Services budget for research into
causes and new treatments. But the president
isn’t showing everyone the money. Fulfilling
a campaign promise to oppose plans to build
a storage vault for nuclear waste at Yucca
Mountain in Nevada, Obama’s budget scales
back funding for the project.

To many scientists, the president’s budget
gets a lot right. But in Obama’s speech to
Congress a couple of days earlier, he got at
least one thing wrong. The president prom-
ised to ensure that “by 2020, America will
once again have the highest proportion of
college graduates in the world.” The United
States is already there, however. The country
leads the world, with roughly 30% of its adult
population holding 4-year college degrees.

In non-U.S. news, U.K. Prime Minister Gordon
Brown assured scientists that U.K. research
will not be “a victim of the recession.”
Brown’s address highlighted his vision for
science as a driver of the United Kingdom’s
economic future, a desire that has triggered
much debate within the scientific commu-
nity. Meanwhile in Japan, the incoming pres-
ident of the University of Tokyo dismissed the
importance of school rankings. “University
research should be not to satisfy individual
egos but to enrich the entire society and
humanity,” he said. 
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On the morning of 2 August 2008, 3 days

after Army researcher Bruce Ivins commit-

ted suicide, the Biodefense Policy Coordina-

tion Committee assembled in a conference

room of the Eisenhower Executive Office

Building, a stone’s throw from the White

House. The mood around the table was

somber when Robert Kadlec, committee

chair and member of the Homeland Security

Council, spelled out the meeting’s agenda,

according to one of the participants. If Ivins

had indeed carried out the 2001 anthrax letter

attacks, as the Federal Bureau of Investiga-

tion (FBI) claimed, what could be done to

prevent another bioterrorist act by an insider

at a government or academic lab?

The insider threat has never loomed so

large in policy discussions on bioterrorism.

The massive expansion of biodefense

research after the anthrax mailings in 2001,

which killed five people and sickened 17, was

largely predicated on the concern that a ter-

rorist group could launch an attack using bio-

logical weapons it had developed or stolen

from a military facility. The FBI’s implication

of Ivins in the mailings—although still ques-

tioned and untested in a court of law—

sparked the unsettling realization among

researchers and biosecurity experts that “the

insider threat is a lot bigger problem than we

ever thought,” says a former scientist at the

U.S. Army Medical Research Institute of

Infectious Diseases in Frederick, Maryland,

where Ivins worked.

In recent months, that concern has echoed

through the halls of the U.S. government.

Soon after the 2 August meeting, the White

House asked the National Science Advisory

Board for Biosecurity (NSABB)—a panel set

up in 2005 to address the potential security

risks from life sciences research—to con-

sider how best to ensure that academic and

industry researchers working with select

agents are trustworthy. It is expected to

come up with recommendations next month.

Independently, an interagency working

group, co-chaired by the secretaries of

Defense and Health and Human

Services, is looking at ways to

strengthen lab biosecurity.

Some change in biosecurity

procedures is inevitable post-

Ivins, experts agree. But how

stringent any new steps should be

is being hotly debated. Since

NSABB got its charge from the

White House, board members

have been nervously discussing

the costs and benefits of measures

such as tougher background

investigations, psychological screenings, drug

tests, and credit checks. Other possibilities

include video surveillance of labs and a two-

person rule prohibiting researchers from

working alone.

Some of those measures are standard prac-

tice at the Department of Defense (DOD), the

Department of Energy (DOE), and other

agencies where scientists work with nuclear,

chemical, or biological agents. But some aca-

demics worry that extending such measures

to academia would undermine the open cul-

ture of life sciences research and impede

biodefense research. A better approach, some

say, would be to trust lab managers to keep a

watchful eye on employees for signs of trou-

bling behavior. But even advocates of self-

policing concede that that approach may not

allay fears of the insider threat.

Trying to foil an insider attack
The U.S. government already vets researchers

working with select agents through rules that

were put in place a year after the anthrax

attacks. Under those rules, institutions and

individuals who wish to work with any of 80

biological entities, including the

Ebola virus and botulinum toxin,

must go through a Security Risk

Assessment (SRA).

The SRA process involves a

basic FBI background check.

Disqualifying factors include a

criminal history, a substance-

abuse or mental health problem, a

dishonorable discharge from the

military, or being a citizen of a

country that the United States

deems a sponsor of terrorism. The
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The suicide of Army researcher Bruce Ivins will inevitably mean

changes in biosecurity policy, but government and academic scientists

are divided on how stringent the new procedures should be 

Insider. Bruce Ivins

worked at USAMRIID.
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FBI runs an applicant’s fingerprints through

criminal and terrorist databases but generally

doesn’t investigate whether an applicant has

honestly answered questions about substance

abuse and mental illness. An SRA can take up

to 45 days and is valid for 5 years.

Although many scientists complain that

the SRA is onerous and impedes research,

experts point out it is a fairly limited form of

vetting. “The SRA catches the people who

are dirty already,” FBI’s Kristine Beardsley

said at a 12 December 2008 NSABB meeting

during which the board discussed personnel

reliability. By contrast, a clearance looks at an

individual’s entire background—not just law

enforcement records.

Personnel reliability procedures at fed-

eral agencies are already much stricter than

those prescribed by the select agent rules. At

DOD, employees whose work involves

access to select agents and toxins have to

undergo a secret-level Personnel Security

Investigation that involves, among other

things, credit checks and interviews with

friends and acquaintances. (Like other

defense researchers, Ivins had this clear-

ance.) Once admitted into the lab, employees

are monitored through drug tests and peri-

odic medical evaluations. Although there is

no formal psychological testing, those who

display mentally unstable behavior—such as

threatening colleagues—can be removed

from the lab. The monitoring measures have

been formally in place since 2004.

Since Ivins was implicated, DOD has con-

sidered making the system even more strin-

gent. An agency task force has recommended

background checks equivalent to those

required for a “top secret” clearance. The

prospect worries even those used to DOD’s

security-conscious culture. “They’ll hunt down

your ex-wife, your landlord, anybody who

knows you,” Kenneth Cole, a senior Pentagon

official, said at the 12 December meeting. 

DOE’s safeguards could also be a model

for NSABB. At DOE’s Lawrence Livermore

National Laboratory (LLNL), where a secu-

rity clearance is mandatory for most employ-

ees, the dozen or so researchers who work

with select agents are further vetted through

extensive conversations with past managers.

Eric Gard, select agent manager at LLNL,

says he has turned down individuals “who

have trouble managing their temper, for

instance,” assigning them instead to work with

less hazardous pathogens in a biosafety level 1

lab. Once they are cleared to work with select

agents, employees are given a psychological

evaluation at least once a year. Occasional

credit checks are done “to determine whether

somebody might be tempted by their poor

financial circumstances to do something des-

perate,” Gard explains.

These measures come at a cost: Academic

researchers often suffer a rude shock when

they come to work at Livermore, and the

intense scrutiny there makes it difficult to

attract and retain talent, Gard says. 

Peering into the mind
At the 12 December meeting, some NSABB

members urged caution before embracing

measures such as psychological screenings,

which they worry would drive academic

scientists away from biodefense projects,

slowing vaccine development and other bio-

medical advances.

Richard Ebright, a chemist at Rutgers

University, New Brunswick, doesn’t buy the

argument. A proponent of stronger regula-

tions, Ebright points out that for all the grum-

bling, researchers entered the biodefense

field in droves after the select-agent rules

came into effect.

At the meeting, some board members won-

dered aloud whether psychological monitor-

ing would yield too many false alarms without

adding much security. Many scientists take

“pride in their eccentricity,” said Stanley

Lemon, a microbiologist at the University of

Texas Medical Branch at Galveston.

Gerald Epstein, a biosecurity expert at the

Center for Strategic and International Studies

in Washington, D.C., agrees. He also questions

whether the art of “peering inside people’s

psyches” to predict their future actions has

been perfected yet. “If Ivins was the anthrax

mailer, what could we have seen ahead of time

in his behavior to stop him?” he asks.

In the summer of 2007, the Office of the

Director of National Intelligence (ODNI) com-

missioned an exercise by scientists and security

experts to answer a question along those lines.

Group members were divided into red teams

and blue teams, says ODNI’s Lawrence Kerr,

who coordinated the study. The red teams

came up with three scenarios of bioterrorist

attacks, while the blue teams identified points

in the scenarios at which the offender could be

captured and the attack foiled. “It was like

reading a Michael Crichton book, except that

the scenarios contained actual recipes for

attacks,” says Kerr, a former academic micro-

biologist. (The study is classified.)

In one of the scenarios, a trained biologist

plotted an attack from within a sophisticated

lab. “The key judgment we arrived at was that

if such an individual was truly intent on carry-

ing out an attack, they would succeed,” Kerr

says. “It scared the crap out of us.”

The exercise led Kerr and his colleagues

to devise three categories of indicators that

could help detect an insider threat: human,

technological, and material. In all three, the

study found, the lab’s principal investigator,

other researchers, and administrators were

in the best position to spot red flags such as

odd behavior or anomalous purchases of

equipment and materials. The

take-home message was that

researchers need to be sensitized

to security concerns. At the same

time, institutions need to develop

procedures for reporting poten-

tially suspicious activities to

higher-ups without fear of embar-

rassment or recrimination. Kerr

is working with scientific soci-

eties including the National Acad-

emies and AAAS, the publisher of

Science, to educate life scientists

about indicators to watch for.

Even the idea of keeping an

eye on colleagues makes some academics

nervous. “The default position should be of

mindful trust, not of distrust,” NSABB chair

Dennis Kasper said at the meeting.

NSABB is likely to emphasize “local

judgment” in its recommendations, says

the board’s Susan Ehrlich. But mere self-

governance is likely to be a hard sell, board

members admit. “We are in a classic double

bind,” says Kasper. “If we don’t implement a

program that is very serious, we are going to

get criticized. If we do and research shuts

down, we’ll get criticized.”

Kerr says once all the reviews are com-

plete, the government is likely to prescribe a

combination of grassroots vigilance and

increased top-down oversight. But no matter

what measures are taken, it may be impossi-

ble to guarantee that a insider attack won’t

happen. The reason, Kasper says, is “inher-

ent imperfection in people.”

–YUDHIJIT BHATTACHARJEE
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Eye of the storm. Reporters flocked to Ivins’s home
in Frederick, Maryland, after news of his suicide.

Reliable? Researchers at biocontain-
ment labs may now be subject to
increased scrutiny and monitoring.

Reliable? Researchers at biocontain-
ment labs may now be subject to
increased scrutiny and monitoring.

Published by AAAS

  
 

http://www.sciencemag.org


1284

C
R

E
D

IT
S

: 
C

O
U

R
T

E
S

Y
 O

F
 N

IG
E

L
 F

R
A

N
K

S

BRISTOL, UNITED KINGDOM—“She looks

so purposeful,” says Nigel Franks, pointing at

an ant about the size of a printed colon (:) and

laughing. “It’s absolutely anthropomorphiz-

ing, but sometimes an ant seems to get a buzz

out of doing something successfully.” The ant

in question, a member of a Temnothorax

albipennis colony, had just carried one of her

sisters from their old home to a new one and

was already speeding back to fetch another

ant. Franks, a behavioral ecologist and head

of the Ant Lab at the University of Bristol,

shook his head in amusement at her tenacity,

but his eyes never left the tiny cinnamon-

brown figure as she rushed ahead on her task.

Other ants were also engaged in moving the

colony to its new nest—an urgent undertaking

that Franks and graduate student Elizabeth

Franklin had set in motion by removing the

top of the old one. For the ants, it was as

though a tornado had suddenly ripped off the

roof of their home, and they immediately

sprang into action. Another experiment in

Franks’s Ant Lab was under way.

Over the past decade, Franks’s mix of

experimentation and ant-watching has pro-

duced a steady stream of research, both

controversial and groundbreaking, about

how T. albipennis ants make decisions.

Decision-making in groups, whether ant or

human, is increasingly a hot research topic

in everything from computer design to elec-

tion committees to armies. In a special issue

on the topic last month in the Philosophical

Transactions of the Royal Society B, Franks

and his team described how ants implement

quick decisions in the best possible way

even in a time of crisis, such as when their

home has just been destroyed. 

“Most people think that ants are stupid,

but they’re not,” says Franks. “They have

very sophisticated behaviors, although they

don’t have language or theory of mind [the

ability to understand what another individ-

ual is thinking]. And that’s what intrigues

me: this behavior that looks like thinking,

yet we can reduce it to an algorithm.” 

Franks is probably best known—some

would say infamous—for showing what he

called teaching in ants, as foragers led naïve

nestmates on searches for food. It was the first

time this talent was shown in a species other

than humans. Franks’s assertion out-

raged many, however, and prompted

changes in the criteria for teaching as

set out by animal cognition researchers.

Franks’s experimental work was “outstand-

ing,” says bee cognition expert Lars Chittka

of Queen Mary, University of London. “But

what the ants are doing is not ‘teaching’ in

the human sense.” 

Critics and supporters alike agree that

Franks has a unique talent for asking ques-

tions and designing ingenious experiments.

“You can tell which students have worked in

Nigel’s lab,” says his former mentor Bert

Hölldobler, who was nevertheless dismissive

of the teaching finding. “You can see his

handwriting in just the way they ask ques-

tions.” Franks “always has a new angle,” adds

Thomas Seeley, an insect sociobiologist at

Cornell University. “In ant biology, he’s

known as the ‘Idea Man.’ ”

Tracking ant opinion polls 
Franks has been watching ants since he was a

child in Yorkshire, when he kept a colony on

top of his wardrobe closet. “Even then, I really

wanted to understand how the individuals

cooperated to make a functioning whole.” His

interest took him to the famous ant lab of E. O.

Wilson at Harvard University, where he

worked with Hölldobler, now at Arizona State

University in Tempe. Hölldobler and Michael

Möglich had recently discovered a new ant

communication signal in a Temnothorax

species (Science, 13 December 1974, 

p. 1046), which they labeled “tandem call-

ing.” When scouting for a new nest, individ-

ual ants led other scouts to the site using a mix

of chemical signals and physical touching. 

In the 1980s, on a research trip to 

Bulgaria, Franks encountered another 

Temnothorax species, and the proverbial

light bulb went off: He’d found a good exper-

imental species. Temnothorax colonies often

live in cracks in rocks, so their habitat could

be easily mimicked in a lab, and they tend to

have between 40 and 400 individuals. “I

could hold an entire colony in the palm of

my hand,” Franks says.

Watching as Ants Go Marching—
And Deciding—One by One 
The “Ant Idea Man” challenges established views by using paint and radio tags to see
each ant as an individual 

PROFILE: NIGEL FRANKS 

Ant man. Nigel Franks’s studies of individual ant
behavior help unlock the secrets of the colony.

Fashionistas. A few daubs of bright paint
turn identical ants into individuals.
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He and his students collect colonies from

rocks along the English Channel each year

for the Ant Lab. The ants set up their

colonies inside a cardboard layer sand-

wiched between two microscope slides, the

whole colony about 3 to 4 millimeters high

and set into a petri dish the size and shape of

a CD jewel case. The lab’s counters are

stacked with the dishes, each one a world

unto itself with a separate colony. In each

dish, “I have everyone in their society,”

Franks explains. That means, he argues, that

he has a better understanding of their social

behavior than do colleagues studying apes

or birds in labs. 

Most of Franks’s experiments are based on

the ants’ readiness to move from one nest to

another. He and his students have discovered

things such as how the ants evaluate a new

nest: They assess its interior size and shape by

keeping track of how often they cross their

own trails. The ants agree on which nest to

move to via “opinion polls.” When enough

scouts agree on a new nest, they stop leading

other ants to it and switch to the faster method

of simply carrying the remaining members of

the colony there. “They basically vote with

their feet,” says Franks. 

In a current paper, Franks and his team

investigate a problem faced by ants and many

human decision-makers, too: how a speedy

and so possibly poor decision can lead to an

even greater disaster (think of Hurricane

Katrina). In the ants’ case, in a crisis, a hand-

ful of scouts might locate a poor but accept-

able nest and begin to emigrate while some of

their fellows continue the search. Without the

usual number of scouts to lead the emigrants,

that would slow the emigration and leave the

colony dangerously exposed for a longer

time. To speed things up, these scouts lead

“some of their undecided scout colleagues”

from the new nest to the old one. This tech-

nique apparently turns them into advocates

for the new home, because they immediately

switch their behavior from searching to emi-

grating, saving the colony.

Ants as individuals

To understand how a colony makes deci-

sions, Franks first separates it into its parts.

He usually paints each ant by carefully

wedging it headfirst into a piece of foam and

touching its gaster with four hues of paint. It

can take 10 hours—“a horrible job,” Franks

says. But then the ants are easily identified as

individuals. “An ant colony is an information-

processing unit, a little brain,” says Seeley.

“Nigel is dissecting it, then putting it back

together again.” With his interdisciplinary

team, Franks reduces the decisions of the

ants to mathematical models, revealing how

simple rules followed by individual ants

produce the complexity of the colony.  

Recently, Franks’s team took another 

step in tracking ants, reporting online in this

month’s Behavioral Ecology and Socio-

biology the first successful experiment with

extremely small radio-frequency identifica-

tion tags (RFID) glued to the backs of each

ant. “It’s a fabulous technical advance,” says

Anna Dornhaus, a former postdoc in Franks’s

lab, now at the University of Arizona, Tuc-

son. “It will make many things possible, such

as monitoring the ants for 24 hours and find-

ing out who is doing what.”

Franks and lead author and

postdoc Elva Robinson used it

to investigate whether social

information or individual

experience is most important

in an ant’s decision to leave the

safety of its nest. T. albipennis

ants forage after receiving

information from a scout

about a good food source or

because they are hungry. To

f ind out which trigger is

stronger, Robinson prevented

scouts from returning to the

nest, then used the RFID tags

to track when the remaining

ants decided to go foraging

and which ones did so.  

Even ants without previous

foraging experience ventured out to seek

food if they were especially lean, the team

showed. That finding adds to previous stud-

ies in Franks’s lab showing that an individual

ant’s behavior has some flexibility. Such an

assertion runs counter to previous studies by

Wilson and others that correlate an ant’s age

with its given task, suggesting that tasks are

hard-wired. “Our studies show the opposite,

and they are frankly extremely controver-

sial,” Franks acknowledges. “But we fol-

lowed individual marked ants for 6 months,

photographing each colony several times a

day,” amassing data that he asserts no one

else has gathered. 

“When Wilson says, ‘It’s this way,’ many

people won’t investigate further,” says

Dornhaus. “But Franks is different, which is

why he has such original papers; he studies

things other people think are already set-

tled. That’s why I asked to join his lab.” Still,

Hölldobler warns that conclusions based on

Franks’s chosen ant species, with its small

colony size, may not be a good model for

ants in general. 

Franks’s creative defiance is apparent in

his decision to test whether ants can teach.

“There was a def inition that everyone

accepted,” he explained, “and so we looked

at the ants’ behavior to see if an ant ‘modi-

fies its behavior in the presence of another,

at a cost to itself, so another individual can

learn more quickly.’ ” He and grad student

Thomas Richardson watched hours of

videotaped “tandem runs” of foraging ants

leading naïve ants (all painted) from the nest

to a new source of food. These tandem runs

are carefully orchestrated, with the lead ant

walking slowly and waiting for her follower

to tap her antennae on the leader’s legs and

abdomen before continuing, and “fulfill the

criteria” of teaching, the two wrote in

Nature. Not everyone was impressed. “This

might be a charming metaphor,” Hölldobler

and Wilson wrote in their new book, The

Superorganism, “but it adds little, if any-

thing, to our understanding.” Franks insists

that the behavior is teaching and says that

the lead ant in effect evaluates her pupil, a

behavior he and Richardson describe further

in a 2007 Current Biology paper.  

Back at Franklin’s experiment, the scout

ants were ferrying the last of the brood into

the new nest. But these scouts were young

juveniles, or “callows,” because Franklin

had carefully brushed away the older ants.

Were the callows up to the task? “There’s

one who has two ants following her,” Franks

pointed out. “But she’s moving too fast. …

Oh, she’s lost them now.” The lost ants

milled around, looking … lost. What would

they decide to do? Which elements of a tan-

dem run are innate; which are learned?

Franks fired off question after question. The

Idea Man leaned in close, his eyes tracking

the ants’ every move: A new experiment was

surely in the works. 

–VIRGINIA MORELL

Wired for work.

Franks’s lab also tracks
ants with radio tags.
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Try to picture the world without photo-

synthesis. Obviously, you’d have to strip

away the greenery—not just the redwoods

and sunflowers, but also the humble algae

and the light-capturing bacteria that nourish

many of the world’s ecosystems. Gone, too,

would be everything that depends on photo-

synthetic organisms, directly or indirectly,

for sustenance—from leaf-munching bee-

tles to meat-eating lions. Even corals, which

play host to algal partners, would lose their

main food source. 

Photosynthesis makes Earth congenial for

life in other ways, too. Early photosynthesizers

pumped up atmospheric oxygen concentra-

tions, making way for complex multicellular

life, including us. And water-dwellers were

able to colonize the land only because the

oxygen helped create the ozone layer that

shields against the sun’s ultraviolet radiation.

Oxygen-producing, or oxygenic, photo-

synthesis “was the last of the great inventions

of microbial metabolism, and it changed the

planetary environment forever,” says geo-

biologist Paul Falkowski of Rutgers Univer-

sity in New Brunswick, New Jersey.

Given its importance in making and keep-

ing Earth lush, photosynthesis ranks high on

the top-10 list of evolutionary milestones. By

delving into ancient rocks and poring over

DNA sequences, researchers are now trying to

piece together how and when organisms first

began to harness light’s energy. Although

most modern photosynthesizers make oxygen

from water, the earliest solar-powered bacteria

relied on different ingredients, perhaps hydro-

gen sulfide. Over time, the photosynthetic

machinery became more sophisticated, even-

tually leading to the green, well-oxygenated

world that surrounds us today. In the lab, some

biochemists are recapitulating the chemical

steps that led to this increased complexity.

Other researchers are locked in debates over

just when this transition happened, 2.4 billion

years ago or much earlier.

Looking so far into the past is difficult.

The geological record for that time is

skimpy and tricky to interpret. Eons of evo-

lution have blurred the molecular vestiges

of the early events that remain in living

organisms. But “it’s a terribly important

problem,” says biochemist Carl Bauer of

Indiana University, Bloomington, one well

worth the travails. 

To catch a photon
Over more than 200 years, researchers have

ironed out most of the molecular details of

how organisms turn carbon dioxide and

water into food. Chlorophyll pigment and

about 100 other proteins team up to put light

to work. Plants, some protists, and cyano-

bacteria embed their chlorophyll in two

large protein clusters, photosystem I and

photosystem II. And they need both systems

to use water as an electron source. Light

jump-starts an electrical circuit in which

electrons flow from the photosystems

through protein chains that

make the energy-rich molecules

ATP and NADPH. These mole-

cules then power the synthesis

of the sugars that organisms

depend on to grow and multiply.

Photosystem II—the strongest

naturally occurring oxidant—

regains its lost electrons by

swiping them from water, gener-

ating oxygen as a waste product. 

However, some bacteria

don’t rely on water as an elec-

tron source, using hydrogen sul-

fide or other alternatives. These

nonconformists, which today

live in habitats such as scalding hot springs,

don’t generate oxygen. Their photosynthetic

proteins huddle in relatively simple “reaction

centers” that may have been the predecessors

of the two photosystems. 

Envisioning the steps that led to this

complex biochemistry is mind-boggling.

Similarities between proteins in photo-

synthetic and nonphotosynthetic bacteria

suggest that early microbes co-opted some

photosynthesis genes from other metabolic

pathways. But protophotosynthesizers

might also have helped each other piece

these pathways together by swapping

genes. Biochemist Robert Blankenship of

Washington University in St. Louis, Mis-

souri, and colleagues say they’ve uncovered

traces of these lateral gene transfers by

comparing complete bacterial genomes.

For example, their 2002 study of more than

60 photosynthetic and nonphotosynthetic

bacteria (Science, 22 November 2002, 

p. 1616) suggested that bugs had passed

around several photosynthesis genes,

including some involved in synthesizing the

bacterial version of chlorophyll.

Gene-sharing might also explain the puz-

zling distribution of the photosystems,

Blankenship says. A cell needs both photo-

systems to carry out oxygenic photosynthesis.

Yet modern nonoxygenic bacteria have the

presumptive predecessor either of photo-

system I or of photosystem II, never both. To

explain how the two protein complexes

wound up together, Blankenship favors “a

large-scale lateral [gene] transfer” or even a

fusion of organisms carrying each photo-

system. However, other researchers remain

skeptical, arguing that one photosystem

evolved from the other, possibly through the

duplication of genes, creating an ancient cell

with both. No one knows for sure. 

The electron thief
Either way, it took some fancy fiddling to

convert the primitive reaction

centers to oxygen-generating

photosystems. Oxygenic photo-

synthesis was a huge upgrade,

leading to a land of plenty, says

biochemist John Allen of Queen

Mary, University of London.

“Water is everywhere, so the

organisms never ran out of elec-

trons. They were unstoppable.” 

But water clings to its elec-

trons. With its oxidizing power,

photosystem II can wrench them

away, but the reaction centers in

nonoxygenic photosynthesizers

cannot. Biochemists James
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Allen (no relation to John Allen)

and JoAnn Williams of Arizona

State University, Tempe, and col-

leagues are working out how a

bacterial reaction center could

have evolved photosystem II’s

appetite for electrons. 

Taking a hands-on approach,

they have been tinkering with the

reaction center of the purple bac-

terium Rhodobacter sphaeroides

to determine if they can make 

it more like photosystem II. 

First they targeted bacterio-

chlorophyll, the bacterial version

of chlorophyll that’s at the core

of the reaction center, and

altered the number of hydrogen

bonds. Adding hydrogen bonds

hiked the molecule’s greed for

electrons, they found.

The water-cleaving portion

of photosystem II sports four

manganese atoms that become

oxidized, or lose electrons. So

the team equipped the bacterial

reaction center with one atom 

of the metal. In this modif ied

version, the added manganese

also underwent oxidation, the

researchers reported in 2005.

James Allen says that their cre-

ations aren’t powerful enough to

split water. But eventually, they

hope to engineer a reaction center

that can oxidize less possessive

molecules, such as hydrogen

peroxide, that would have been

present on the early Earth. Even

if the researchers never replicate

photosystem II, “if we def ine

the intermediate stages, we’ve

accomplished a lot,” he says.

Something in the air
How the photosystems got their start is cru-

cial for understanding the origin of photo-

synthesis. But the question that’s drawn the

most attention—and provoked the most

wrangling—is when photosynthesis began.

Most researchers accept that nonoxygenic

photosynthesis arose first, probably shortly

after life originated more than 3.8 billion

years ago. “Life needs an energy source, and

the sun is the only ubiquitous and reliable

energy source,” says Blankenship.

The sharpest disputes revolve around

when organisms shifted to oxygenic photo-

synthesis. At issue is how to interpret a

watershed in the fossil record known as the

great oxidation event (GOE). In rocks from

about 2.4 billion years ago, geologists see

the first unmistakable signs of significant,

sustained levels of atmospheric oxygen.

These signs include red beds, or layers

tinged by oxidized iron, i.e., rust. Further

support that the GOE marks an atmospheric

revolution comes from a technique that

detects skewed abundances of sulfur iso-

topes that occur if the air lacks oxygen.

These imbalances persisted until the GOE,

when they vanished.

Hard-liners construe these data to mean

that oxygenic photosynthesis could not have

emerged until shortly before the GOE. But

other scientists disagree. “We are finding

more and more hints that oxygenic photo-

synthesis goes deeper into the fossil record,”

says astrobiologist Roger Buick

of the University of Washington,

Seattle. These hints could push

the origin back 600 million

years or more.

One line of evidence is oil

biomarkers that researchers

think are the remains of cyano-

bacteria. They’ve turned up in

rocks that are up to 2.7 billion

years old. And in western Aus-

tralia, thick shale deposits that

are 3.2 billion years old hold

rich bacterial remains but no

traces of sulfur or other possible

electron sources, suggesting that

the microbes were using water

to make energy. 

Geologist Euan Nisbet of

Royal Holloway, University of

London, and colleagues found

additional support for an early

origin when they went search-

ing for traces of RuBisCO, a

key photosynthetic enzyme.

RuBisCO feeds carbon dioxide

into the reactions that yield sug-

ars. The enzyme version found

in oxygenic photosynthesizers

plays favorites: It prefers carbon

dioxide that contains the carbon-

12 isotope over the bulkier car-

bon-13. In 2007, Nisbet and 

his colleagues found dispropor-

tionately low carbon-13 values

indicative of RuBisCO activity

when they analyzed organic

matter in rocks from three sites

in Zimbabwe and Canada that are between

2.7 billion and 2.9 billion years old. Nisbet

concludes that oxygen-making photo-

synthesis began at least 2.9 billion years ago.

The early-origin case isn’t ironclad. For

example, a 2008 paper that has some

researchers fuming claims that the oil bio-

markers are contaminants that seeped in

from younger rocks. Advocates also have to

explain why it took hundreds of millions of

years for oxygen to build up in the air. 

Although the last word on the origins of

oxygen-making photosynthesis isn’t in,

researchers say they are making progress. One

thing is for certain, however: Without this

innovation, Earth would look a lot like Mars. 

–MITCH LESLIE
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Oxygenic photosynthesis “was the

last of the great inventions of micro-

bial metabolism, and it changed the

planetary environment forever.” 

—Paul Falkowski, Rutgers University 

Catching rays. Long before plants got

in on the act, photosynthetic cyano-

bacteria living in pools like this one in

Yellowstone National Park were chang-

ing the composition of the atmosphere.
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For Science, No Escape from Politics

IN HER LETTER “SCIENCE SHOULD STICK TO SCIENCE” (9 JANUARY,
p. 208), A. M. Thro urges scientific journals to refrain from com-

menting on politics. Every one of the scientific researchers that I

know relies on U.S. federal government support. The choice of a

president is therefore very much a scientific issue. Rather than

encouraging scientists to stick to science, perhaps it would be more

useful to say that science is stuck to politics. This being the case, it is

entirely appropriate and, indeed, responsible for scientific journals

to comment on politics.

Science is a social activity, and scientists should never work

alone. Science is not, and should never become, separated from the

real world that it tries to explain.
TIMOTHY CLAIR

5540 Eaglebeak Row, Columbia, MD 21045, USA. E-mail: obscurechemist@gmail.com

edited by Jennifer Sills

Research Rankings:

Does Size Matter?

THE NEWS OF THE WEEK STORY ABOUT THE
U.K. Research Assessment Exercise (RAE)

(“U.K. university research ranked; funding

impacts to follow,” J. Travis, 2 January, p. 24)

used a table of “research power” from the

journal Research Fortnight to show university

rankings. This table is flawed. The rankings

are derived by multiplying the GPA (or

“Quality Index”) from the RAE by the num-

ber of staff submitted by the institution. The

Quality Index varied across 130 institutions

from 17.7 to 60.3 (a range of less than 4),

whereas staff numbers varied from 12.5 to

2246 (a range of 180). Consequently, the latter

dominates the final metric and the table pub-

lished in the News of the Week story is in

effect a table of size of university: The univer-

sity ranking almost exactly matches the staff

number ranking. University performance

tables are increasingly prominent and, if we

are to have them,  they should reflect quality,

not size. ALASTAIR FITTER

Department of Biology, University of York, York YO10 5DD,
UK. E-mail: ahf1@york.ac.uk

Response
THE RESEARCH FORTNIGHT RESEARCH ASSESS-
ment Exercise (RAE) analysis indeed factors

in staff size, but that does not make it flawed;

they and others argue that since the number of

staff submitted to RAE will factor into the

money allocation, this type of ranking will

more accurately reflect the ultimate funding

decisions than a simple ranking by quality

index would have. Indeed, if Research Fort-

night or Science had simply run an unadjusted

quality index, the big schools, who submitted

the work of thousands of researchers, would

have claimed we were using a flawed system.

The Times Higher Education league table, for

example, had the Institute of Cancer Research

ranked first, despite the fact that it submitted

the work of only 97 staff in just 2 of the 67

RAE research categories.
JOHN TRAVIS

Certificates Should

Be Retired
IN THEIR THOUGHTFUL POLICY FORUM ON
research ethics, “Certif icates of Conf i-

dentiality and compelled disclosure of data”

(14 November 2008, p. 1054), L. M. Beskow,

L. Dame, and E. J. Costello describe a case

where research records, despite having this

Certificate, were not fully protected from a

court-ordered subpoena. Considering this

case and our Institutional Review Board

(IRB) experiences, we wonder whether the

Certificate, unevenly required by IRBs and

time-consuming to obtain, provides any

additional, substantive protections to re-

search subjects.  

Currently, Informed Consent and HIPAA

authorization documents explicitly state how

research data will be secured, with whom

data may be shared, and what monitoring

agencies may have access. Furthermore,

consent documents often state which infor-

mation (e.g., child or elder abuse) will be

disclosed to authorities. These explicit data-

sharing permissions and protections appro-

priately cover all research records, regardless

of their supposed “sensitive” or “nonsensi-

tive” content.

Obtaining a Certificate of Confidentiality

from NIH places burdens on investigators

and lengthens informed consent documents

already laden with confusing legal language.

If time is critical, investigators may choose to

remove sensitive questions or instruments to

achieve more rapid IRB approval. Hence, the

value of the research may be compromised.  

With the goals of enhancing subject

recruitment and obtaining honest research

data on sensitive topics, one must weigh the

purported benefits of the Certificate against

their potential impedance of established legal

and judicial system processes. As imperfect

as those processes may be, we believe that the

effectiveness of legal arguments and the pri-

vacy rights provided to all research subjects

Letters to the Editor
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general interest. They can be submitted through
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mail (1200 New York Ave., NW, Washington, DC
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by covered entities should govern final judi-

cial decisions, and not a Certificate selec-

tively issued by NIH.
JOHN A. HERMOS* AND AVRON SPIRO III

VA Boston Healthcare System, Boston, MA 02130, USA.

*To whom correspondence should be addressed. E-mail:
john.hermos@va.gov

Note
1. The opinions expressed here are those of the authors and

do not represent those of the Department of Veterans
Affairs.

Certificates Should

Be Strengthened

AS ATTORNEYS PRACTICING IN THE AREA OF
bioethics, and members of the RAND

Corporation’s Institutional Review Board,

we read with interest the Policy Forum by L.

M. Beskow et al. (“Certificates of Con-

fidentiality and compelled disclosure of

data,” 14 November 2008, p. 1054). In our

view, however, the authors overstated the

implications of a recent appellate case

involving Duke University Health System

(DUHS), State v. Bradley, 179 N.C. App. 551

(2006). On the basis of Bradley, the authors

concluded that “the protection Certificates

[of Confidentiality] offer [to research data] is

uncertain” and further suggest that “caution

is warranted when representing the impact of

a Certificate to potential research partici-

pants.” We disagree.

The appellate court in Bradley did not

address the scope of protection for research

data provided by Certificates of Confiden-

tiality. The court found it unnecessary to con-

sider such protections because the defendant

failed to show that the data were relevant and

material to his defense. Because Bradley did

not specifically address the protections

offered by Certificates of Confidentiality,

the decision establishes no precedent (one

way or the other) on the issue. The only

precedent we are aware of is that established

by People v. Newman, 32 N.Y.2d 379 (1973),

in which the New York Supreme Court

upheld the authority of Certificates of

Confidentiality. Notably, the Bradley deci-

sion never cited Newman.

In addition, we question the authors’ sug-

gestion that researchers should qualify prom-

ises of confidentiality to potential research

participants. Doing so may actually serve to

weaken a Certificate’s protections. A qualifi-

cation that confidential data will not be dis-

closed “except as required by law” may pro-

vide a subpoenaing party with grounds to

argue that compelled disclosure was antici-

pated by the subjects and that enforcement of

the subpoena, therefore, is consistent with the

limited assurances given the subject under

the Certificate (1). Guidance issued by the

National Institutes of Health is in accord.

NIH’s Web site, under “Frequently Asked

Questions on Certificates of Confidentiality,”

recommends that researchers “eliminate

provisions in consent form templates that

may be inconsistent with the Certificate pro-

tections (such as references to disclosures

required by law, since the Certificate enables

researchers to resist disclosures that would

otherwise be compelled by law)” (2).  Given

the limited case law bearing on Certificates of

Confidentiality, we also worry that, by quali-

fying confidentiality assurances in consent

forms, researchers are potentially creating

factual scenarios that, if ultimately reviewed

by appellate courts, are more likely to result

in unhelpful precedent affording only limited

protection to Certificate holders.
PATRICK P. GUNN* AND SCOTT D. JOINER

Cooley, Godward, Kronish LLP, 101 California Street, 5th
Floor, San Francisco, CA 94111–5800, USA.

*To whom correspondence should be addressed. E-mail:
pgunn@cooley.com

References
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2. National Institutes of Health, Office of Extramural

Research, “Frequently asked questions about 
Certificates of Confidentiality”
(http://grants1.nih.gov/grants/policy/coc/faqs.htm).

Response
EMPIRICAL EVIDENCE CONCERNING THE USE
of Certificates and the strength of the protec-

tions they afford is scant, but available stud-

ies support several of Hermos and Spiro’s

points: Some investigators perceive the

process of obtaining a Certificate as lengthy

and bureaucratic, and at least one report

suggests that investigators sometimes alter

their research because of the time it takes to

explain a Certificate during the consent

process (1). Prospective participants may

well find consent form language describing

Certificates confusing or even alarming,

rather than reassuring (2).

On the other hand, there are anecdotal

reports of situations where a Certif icate

did work as one might expect (1). More

generally, when a court is asked to decide

whether to order disclosure of relevant

material, the presence of a Certif icate

could tip the balance in favor of non-

disclosure—or at least persuade the judge

to limit the extent of disclosure, as

occurred in the case we described.

Thus, despite the concerns identified in

our Policy Forum and raised by Hermos and

Spiro, we believe it is premature to call for

Certificates’ demise. Some of the problems

might be addressed in ways other than

avoiding Certificates: Streamlined applica-

tion procedures could reduce burdens asso-

ciated with obtaining a Certificate, and

improved model consent form language

could reduce research participants’ confu-

sion. The nature of such reforms, however,

should be based on a systematic analysis of

investigators’ experiences with Certificates.

In contrast to Hermos and Spiro, Gunn

and Joiner suggest that our concerns about

Certificates go too far. We agree that

Certificates could be an important tool to

protect research data and that North

Carolina v. Bradley (3) should not be inter-

preted too broadly. As Gunn and Joiner cor-

rectly note, the case does not provide legal

precedent one way or the other on the pro-

tections a Certificate offers. It does, how-

ever, provide a number of important lessons

about the real-world workings of a

Certificate.

For example, we believe that forced dis-

closure of identifiable research data in order

to judge its materiality would surprise many

Certificate holders. Furthermore, the case

suggests a potentially critical limitation in the

protections Certificates offer, which is the

clash with constitutional rights that may arise

in a criminal case. Bradley differs substan-

tially from People v. Newman (4) in that

Newman involved the State seeking informa-

tion for use in a criminal prosecution,

whereas Bradley involved a criminal defen-

dant asserting constitutional rights to access

information allegedly material to his defense.

Although the court resolved the dispute with-

out deciding this constitutional question,

other published court opinions demonstrate

that no statute can guarantee the secrecy of

documents from a defendant because the
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Sixth Amendment right to a fair trial trumps a

statutory privilege (5). Thus, we believe that

recommended consent language overstates

the protection a Certificate can offer.

We would like to correct Gunn and

Joiner’s impression that we suggested spe-

cific qualifications to recommended con-

sent form language. We are concerned about

how a Certificate’s protections are de-

scribed, but we believe that it is premature to

suggest particular changes without more

data on how Certificates actually perform.
LAURA M. BESKOW,* LAUREN DAME,

E. JANE COSTELLO

Duke Institute for Genome Sciences and Policy, Center for
Genome Ethics, Law, and Policy, Duke University, Durham,
NC 27708, USA.

*To whom correspondence should be addressed. E-mail:
laura.beskow@duke.edu
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CORRECTIONS AND CLARIFICATIONS

Reports: “The structure of rat liver vault at 3.5 angstrom resolution” by H. Tanaka et al. (16 January, p. 384). In the print ver-
sion, the bottom half of Fig. 4 lacked color. The figure is correct in the HTML and PDF online versions.  The correct figure is also
shown here.

Reports: “Biomass, size, and trophic status of top predators in the Pacific Ocean” by J. Sibert et al. (15 December 2006,
p. 1773). In Table 1, three of the four values for estimates of fishery impact on the eastern Pacific Ocean (EPO) yellowfin
tuna population are incorrect. The correct values are as follows: exploited/unexploited ratio total, 0.49; exploited/unex-
ploited ratio adult, 0.38; biomass ratio total, 0.45; biomass ratio adult, 0.38. The corrected estimates change the conclu-
sions with respect to the EPO yellowfin population but not the more general conclusion that the exploited/unexploited ratio
is a more honest expression of the impact of the fishery than comparison with an arbitrary date in the past.

Published by AAAS

  
 

http://www.sciencemag.org


www.sciencemag.org SCIENCE VOL 323 6 MARCH 2009 1291

C
R

E
D

IT
: 
D

A
V

E
 R

E
IN

E
R

T
/O

R
E

G
O

N
 S

T
A

T
E

 U
N

IV
E

R
S

IT
Y

S
and is one of the most common materi-

als on Earth, completely familiar like

grass or trees, yet largely unknown.

Asked what color sand is, most will respond

“tan”; asked what sand is made of, some may

say quartz but many will answer “sand.” As

with many things in nature, we often don’t

know what we don’t know.

It is this large gap that Michael Welland

tries to fill with Sand. Starting with a quote

from the 2004 film Eternal Sunshine of the

Spotless Mind that “Sand is overrated—it’s

just tiny little rocks,” Welland (a London-

based consulting geologist) sets out to demon-

strate exactly the opposite. With obvious

enthusiasm, he fills the reader with informa-

tion and stories, anecdotes and details, and

facts and folklore about sand. His accessible

account ranges from grains to mountains,

from the journey of a single

particle to huge wind-blown

dune fields on other planets.

There are many interesting

stops along the way. The com-

position of our “tan” sand is

found to include not just quartz,

the hardiest of the minerals, but

also an array of other grain types

from sea shell fragments to vol-

canic minerals whose presence

serves as a fingerprint for the

source region (the geological provenance) of

collected sands. We are introduced to sedimen-

tary forensics. Many are familiar with the geo-

logical interpretation of sand and sedimentary

patterns to learn about the history of Earth, for

instance through the interpretation of bedding

patterns to constrain the size of the early

Atlantic Ocean or the role of uranium decay in

zircon grains in constraining the age of the ear-

liest presence of flowing water on our planet.

But how many know that the launching point of

Japanese helium balloon bombs during World

War II was determined from the characteristics

of the ballast sand or that sand and soil data-

bases often play an important part in criminal

investigations?

Although the strength of the book lies in its

breadth, the weakness is its sometimes shal-

low depth. Welland’s account can be frustrat-

ing for the specialist or curious scientist who

seeks a 101-level understanding of processes.

For example, the discussions of sediment

transport and beach processes are typically

light on details and sometimes misleading.

Instead, this is an awareness book, opening

readers’ eyes to the many sides of sand, its

importance to our quality of life, and its roles

in history and even art. To aid those having

deeper interests, the author provides an exten-

sive bibliography.

The opening chapter, which describes the

birth and characteristics of individual grains, is

rich with enjoyable details about the formation

and nature of sand particles. However, my

clear favorite among the chapters is “Tribes:

The Strange World of Granular Materials.” It

seems paradoxical that tiny sand grains, the

epitome of simplicity, can often

exhibit a collective behavior that

is rich, complex, and frequently

counterintuitive. Why do collec-

tions of sand grains abhor bland-

ness, instead forming patterns of

ripples, sand bars, and sand dunes

under the action of wind or waves?

Why is it likely that a mixture of

large and small grains will unmix

by the processes of movement

(something known as the Brazil nut

effect, reflecting the sorting of mixed nuts by

vibration such as a rock concert)? Why would

a meteorite remain on the surface of Saharan

sand for thousands of years instead of gradu-

ally being buried? All of these phenomena are

glimpses of the strange world of granular

media, in turn glimpses into the newly discov-

ered world of complex system behavior.

I would be remiss to not note Welland’s

extensive references to the links between sand

and history and between sand and literature as

well as to the broader connections of sand and

society. But my focus was more on geology.

The book wanders somewhat anecdotally into

the role of sand in anthropology with the dis-

covery of missing links like Dikika and Lucy,

fossils preserved due to sudden sand burial.

We learn about the importance of catastrophic

events in Earth’s history revealed through the

sedimentary record and the role of tidal sedi-

mentary deposits in revealing the slow length-

ening of the day and the decreasing proximity

of the Moon. We are told about the curious

Many Worlds in Tiny Grains
Rob Holman

GEOSCIENCE

Sand

The Never-Ending

Story

by Michael Welland

University of California

Press, Berkeley, 2009.

374 pp. $24.95, £17.95.

ISBN 9780520254374.

The reviewer is at the College of Oceanic and Atmospheric
Sciences, Oregon State University, 104 Ocean Administration
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Sand samples: Top to bottom: Rodeo Beach, Marin

County, California; Agate Beach, Oregon; Daytona

Beach, Florida; Bermuda; Santorini, Greece; Ayers

Rock, Australia; Sahara Desert, Mauritania; Old

Course Beach, St. Andrews, Scotland.
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need for just the right water content for carv-

ing sand sculptures. And one chapter includes

a wide-ranging summary of the many roles of

sand in everyday life, from its contribution to

concrete through its provision of the primary

ingredient of computer chips to its service as a

catalyst in relaxation therapy. At times the

connections to the core topic of sand are tenu-

ous and the material reads like a Google list-

ing, but there are gems throughout.

Overall, Welland’s Sand offers a broad

introduction to its subject and a useful road-

map for deeper reading by anyone with a

curiosity about the world around them. And

the book certainly shows that small-but-

mighty sand is not just tiny little rocks.

10.1126/science.1170842

AUTOBIOGRAPHY

Portrait of the Artist

Thoru Pederson

M
any great scientists leave only their

work, without commentary on it or

themselves. Also sprach F = ma

and E = mc2. Newton spent the

productive phase of his life out

of the limelight, and only 253

years after his death did a truly

definitive biography (1) appear.

Einstein became a beloved pub-

lic figure late in life, but it was

for Abraham Pais to fully cap-

ture him (2). And despite au-

thoritative and engaging biog-

raphies of Lise Meitner (3) and Rosalind

Franklin (4), we will always long to have

known them in their own words. So additions

to the canon of scientists’ autobiographies

[e.g., (5–7)] are worth celebrating.

It is challenging to write simultaneously

both for peers and a broader readership. As we

have seen (consider Carl Sagan), the guild can

react with wrath to those who popularize too

much, and yet a failure to reach the broader

audience (if the intent) obviously mars the

product. Virologist and president of Memorial

Sloan-Kettering Cancer Center Harold Varmus

gives us as handsome an example of the

chimeric genre of scientific-philosophical

autobiography as can be imagined.

The Art and Politics of Science is organized

as a natural triad, coursing from the author’s

codiscovery of the proto-

oncogene, his years as director

of the U.S. National Institutes

of Health, and his current out-

look on global science policy.

Each of these domains will

richly inform readers less

familiar with Varmus’s career

and be pleasurably informa-

tive to those who know more

about him. And all readers

will enjoy the life-changing

transitions that the author recounts, typically

with recollections of the innocence he felt at

the time. When he decides to try medical

school after a year doing graduate work in

English literature (in which he had majored at

college), the Harvard Medical School admis-

sions officer suggests military training instead.

This vignette, like others during his formative

stages, conveys the difficulty some had in

believing that his saltatory path was more than

idle vacillation. As became manifestly clear,

the young Varmus’s testings of various fields

(literature, medicine, and psychiatry before

bacterial gene regulation and then virology)

were more a reflection of his agile mind’s pas-

sions than acts of rebellion. During a European

trip the summer after college

graduation, in pursuit of the his-

torical halls of literary icons prior

to starting graduate school,

Varmus accompanied a former

classmate to a biochemistry con-

gress in Moscow, which turned

out to be highly influential. Not

brash, just profoundly curious.

(This story especially appealed to

me because I have always had a pipe dream of

sneaking off to the annual meeting of the

Modern Language Association.) 

Subsequent catalytic events, e.g., listening

to a Columbia biochemist’s lecture on hemo-

globinopathies, are portrayed with deep

appreciation and yet none of the soppy “If

I hadn’t had that conversation with (insert

Sydney Brenner, Peter Medawar, et al.), I

would never have gotten anywhere in science”

passages that scientists paint excessively in

their memoirs. Varmus’s style of writing is

very much like his personal and oratorical

demeanor—an economy of words, an abun-

dance of insight, and a dose of self that is

serene and balanced.

The author’s early research years at

NIH (working on cyclic adenosine mono-

phosphate–regulated gene expression in

Escherichia coli); how he came to do a post-

doc with Michael Bishop at the University of

California, San Francisco (and why that was

such a special place at the time); and the scien-

tific setting for their discov-

ery of proto-oncogenes are

luminously imparted. Without

sounding grandiose, Varmus

conveys their courage in

questioning the existing par-

adigm and pushing ahead

with open minds (science’s

greatest tool). The unique

bond the author and Bishop

formed, as co-equal partners

in their achievements in the

molecular biology of retroviruses, is well

known to peers but will be fascinating reading

for others, as will the question of whether the

pair’s extreme devotion to baseball ever came

close to a clinical diagnosis and mental hospi-

tal admission.

The author’s years as NIH director are a

vivid memory for many scientists, at least in the

biomedical field, because he wrote and spoke

so eloquently (with his testimony before con-

gressional committees often appearing on tele-

vision). Varmus writes with verve yet humility

about how he got the job (not exactly a straight

path), the landscape he met on arrival, and what

is at stake when testifying before Congress

(viz, the public trust). In my opinion, Varmus

earned the wide respect of Congress more

quickly than his predecessors in the modern

era, and he was a champion of getting his posi-

tions into the mainstream—perhaps his great-

est achievement beyond the affairs of NIH

intramural and extramural programs. 

In the closing chapters, Varmus argues for

what could be called “the habit of humane

truth” about issues such as stem cell research

and global healthcare. His key emphasis is on

the use of politics—more in the literal “peo-

ple” sense than in the sense of the legislative

process—to illuminate the paths that will help

the most people. The author sees transparency

as crucial to scientific and medical progress,

and he believes unwaveringly that making peo-

ple believe that such progress is possible is an

art. In the book, Varmus explains this art with

penetrating wisdom and eloquence. As he con-

tinues to practice it, further advances are likely. 
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T
he peer-review process is the best

mechanism to ensure the high quality

of scientific publications. However,

recent studies have demonstrated that the

lack of well-defined publication standards,

compounded by publication process fail-

ures (1), has resulted in the inadvertent pub-

lication of several duplicated and plagia-

rized articles. 

The increasing availability of scientific

literature on the World Wide Web has

proven to be a double-edged sword, allow-

ing plagiarism to be more easily committed,

while simultaneously enabling its simple

detection through the use of automated soft-

ware. Unsurprisingly, various publishing

groups are now taking steps to reinforce

their publication policies to counter the

fraudulent acts of a few (2). There are now

dozens of commercial and free tools avail-

able for the detection of plagiarism. Perhaps

the most popular programs are iParadigm’s

“Ithenticate” (http://ithenticate.com/) and

TurnItIn’s originality checking (http://

turnitin.com/), which recently partnered

with CrossRef (http://www.crossref.org/) to

create CrossCheck, a new service for veri-

fying the originality of scholarly content.

However, the content searched by this

program spans only a small sampling of

journals indexed by MEDLINE. Others

include EVE2, OrCheck, CopyCheck, and

WordCHECK, to name a few.

We recently introduced an automated

process to identify highly similar citations

in MEDLINE (3, 4). Our detection of

duplicates relies heavily on human inspec-

tion in conjunction with computational

tools including eTBLAST (5, 6) and Déjà

vu, a publicly available database (7, 8). As

of 20 February 2009, there were 9120

entries in Déjà vu with high levels of cita-

tion similarity and no overlapping authors.

Thus far, full-text analysis has led to the

identification of 212 pairs of articles with

signs of potential plagiarism. The average

text similarity between an original article

and its duplicate was 86.2%, and the aver-

age number of shared references was

73.1%. However, only 47 (22.2%) dupli-

cates cited the original article as a refer-

ence. Further, 71.4% of the manuscript

pairs shared at least one highly similar or

identical table or figure. Of the 212 dupli-

cates, 42% also contained incorrect calcu-

lations, data inconsistencies, and repro-

duced or manipulated photographs. 

There has been a paucity of literature

examining the reactions of stakeholders

(both victims and perpetrators) when con-

fronted with evidence of possible miscon-

duct. Studying these reactions may help to

illuminate the reasons for such misconduct

and might provide a way for the scientific

community to prevent such activity in the

future. Therefore, we merged data from pre-

vious studies (3) with additional informa-

tion based on our personal communications

with authors and journal editors directly

associated with 163 of these cases of poten-

tial plagiarism. 

A questionnaire (see table S1) was com-

posed, supplemented with annotated elec-

tronic copies of both manuscripts, and sent

via e-mail to the authors and editors of the

earlier and later manuscripts. 

From the 163 sets of questionnaires sent,

we received a reply in 144 cases (88.3%).

Anonymity was guaranteed to all respon-

dents. The reactions by the respondents were

intense and diverse, and although it is diffi-

cult to quantify the various responses, a gen-

eral picture can be painted. Before receiving

the questionnaire, 93% of the original

authors were not aware of the duplicate’s

existence. The majority of these responses

were appreciative in nature. The responses

from duplicate authors were more varied; of

the 60 replies, 28% denied any wrongdoing,

35% admitted to having borrowed previ-

ously published material (and were gener-

ally apologetic for having done so), and 22%

were from coauthors claiming no involve-

ment in the writing of the manuscript. An

additional 17% claimed they were unaware

that their names appeared on the article in

question.The journal editors primarily con-

firmed receipt and addressed issues involv-

ing policies and potential actions. Excerpts

from statements made by authors and editors

illustrate the many possible perspectives in

response to evidence of possible plagiarism.

Table 1 provides a sampling of these

responses, with an expanded list available in

tables S2 to S5. 

Although the goal of the questionnaire

was merely to solicit information, the very

act of sending it appeared to trigger further

action by journals in many cases. Editors

have launched 83 internal investigations

thus far, 46 of which have, according to the

editors of the journals, led to eventual retrac-

tion of the duplicate article. It is unclear

what defines a “retraction,” however,

because many editors only stated that a com-

ment would be published in their journal, or

that the article would simply be removed

from the journal’s Web site. Unfortunately,

these actions do not propagate back to

MEDLINE unless an explicit request is

made by the journal; therefore, researchers

and clinicians may never become aware of

an article’s retracted status.

To assess how articles of this nature

affect the scientific community, we re-

corded the impact factors for each journal

in which the 212 articles and their dupli-

cates were published using the Thomson

Scientific Journal Citation Reports feature

(9). A large portion of the duplicates were

published in low-profile journals; thus,

impact factors were available for only 199

of the 285 different journals. The impact

factors of journals publishing original arti-

cles were significantly higher (P < 0.001),

averaging 3.87 and spanning 0.147 to

52.589, than those of the journals publish-

ing duplicate articles, averaging 1.6 and

spanning 0.272 to 6.25. 

Utilizing the ISI Web of Knowledge to

determine how many times each article had

been cited (10), we found that original pub-

lications were cited 28 times on average,

whereas their corresponding duplicates

were cited only twice. Although the original

articles are older and have thus had more

exposure, in 10 of the pairs, the duplicate

article was cited at least as often as the orig-

inal publication. This may be because scien-

tists rely heavily on finding information

through PubMed searches which, by

default, return more recent articles first,

ensuring that a plagiarized article will

always appear higher on a list of search

Documenting reactions from authors and

journal editors to plagiarism may help others

address the problem.

Responding to Possible Plagiarism
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results than its original counterpart. As a

result, citations that would have otherwise

gone to an original publication are instead

diverted to a plagiarized one.

Of the 175 journal editors with whom we

communicated, 11 admitted they had never

personally dealt with a potentially plagiarized

manuscript and were

unsure how to proceed.

The majority of these editors showed deep

concern and were open to any helpful sug-

gestions or recommendations we could

offer, at which point we directed them to the

Office of Research Integrity’s guidance doc-

ument for editors on Managing Allegations

of Scientific Misconduct (11). In spite of this

concern, nearly half of all the duplications

brought to light by our questionnaires have

received no action. In fact, on 12 separate

occasions, editors specifically indicated

that cases involving their journal would not

be reviewed. This variation in feedback

reveals a great deal about the attitudes and

motivations of scientists around the globe,

including why some journal editors do not

pursue obvious cases of duplication. Some

apparently do not want to deal with the

added stress of conducting a thorough

investigation. Others feel it may bring bad

publicity or reflect poorly on their journal’s

review process. 

While there will always be a need for

authoritative oversight, the responsibility

for research integrity ultimately lies in the

hands of the scientific community. Edu-

cators and advisors must ensure that the stu-

dents they mentor understand the impor-

tance of scientific integrity. Authors must

all commit to both the novelty and accuracy

of the work they report. Volunteers who

agree to provide peer review must accept

the responsibility of an informed, thorough,

and conscientious review. Finally, journal

editors, many of whom are distinguished

scientists themselves, must not merely trust

in, but also verify the originality of the man-

uscripts they publish.
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Authors of earlier article

“I have been a research scientist for more than 50 years, and this is the first time I’ve ever experienced 
such a blatant case of plagiarism. It sure was an eye-opener!”

“I have no statement. I cannot prove that this is plagiarism. Even if it is, what can be done?”

“[My] major concern is that false data will lead to changes in surgical practice regarding procedures.”

“We were very sorry and somewhat surprised when we found their article. I don't want to accept them 
as scientists.”

Editors of journal publishing earlier article

“It's my understanding that copying someone else's description virtually word-for-word, as these 
authors have done, is considered a compliment to the person whose words were copied.”

The two articles“ are the same patients, the figures are the same, and the writing is blatant plagiarism. 
One of these papers is a false publication. We cannot let this one go unaddressed.”

“We were not aware of this duplicate publication, and would not have given permission for this, as it 
clearly violates copyright.”

“I have been Editor for 14+ years and this is the first time this issue has been raised.”

“It is clear that the subsequent author frankly, fraudulently used identical data ... in writing the second 
article. There is no way under the stars that we could have picked that up ourselves.”

Authors of later article

“I would like to offer my apology to the authors of the original paper for not seeking the permission for 
using some part of their paper. I was not aware of the fact I am required to take such permission.”

“There are probably only ‘x’ amount of word combinations that could lead to ‘y’ amount of statements.
… I have no idea why the pieces are similar, except that I am sure I do not have a good enough 
memory—and it is certainly not photographic—to have allowed me to have ‘copied’ his piece.... I did 
in fact review [the earlier article] for whatever journal it was published in.”

“I know my careless mistake resulted in a severe ethical issue. I am really disappointed with myself as 
a researcher.”

“It was a joke, a bad game, an unconscious bet between friends, 10 years ago that such things … 
happened. I deeply regret.”

“I was not involved in this article. I have no idea why my name is included.”

Editors of journal publishing later article

“Looks like [the author of the later article] did it again in 2001. This example is a bit more 
embarrassing because the author of the original paper is [the] editor of the journal where [the author of 
the later article] published the copied work. Looks like we will have to publish two retractions.”

“Believe me, the data in any paper is the responsibility of the authors and not the journal.”

“I really appreciate your work and your e-mail has promoted us to exercise more strict control over 
duplicate publication.”

“There can be no doubt that this is willful and deliberate plagiarism. Like the chance of monkeys typing 
out the works of Shakespeare, it would be incredible that the similarities could arise by chance.”

“The news has taken us by surprise and a sense of deep concern. We are calling an emergency meeting 
of the editorial board to discuss the matter. [Our journal] deeply condemns the act and we stand firm to 
take necessary actions against the authors.”
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T
he AMPA subtype of glutamate recep-

tors (AMPARs) are ligand-gated cation

channels that mediate the majority of

fast excitatory synaptic transmission in the ver-

tebrate central nervous system. Changes in the

functional properties and number of AMPARs

are central to the processes of synaptic plastic-

ity that underlie learning and memory (1).

Traditionally, an AMPAR was seen as a het-

erotetramer of GluA1 to GluA4, pore-forming

subunits that determine the biophysical proper-

ties and intracellular trafficking of the receptor

(2). This model has been challenged by the dis-

covery of a family of transmembrane AMPAR

regulatory proteins (TARPs) (3), auxiliary

AMPAR subunits that control channel gating

and trafficking. On page 1313 of this issue,

Schwenk et al. (4) reveal that members of

another distinct family of transmem-

brane proteins—cornichon homologs

CNIH-2 and CNIH-3—also associate

with AMPARs and, akin to TARPs,

increase the expression of AMPARs and

slow the kinetics of their deactivation

and desensitization. 

Schwenk et al. combined affinity

purification of AMPAR complexes

(from rat brain) with mass spectrometry

to identify CNIH-2 and CNIH-3 as pro-

teins tightly associated with GluA sub-

units. Surprisingly, they found that the

majority (~70%) of AMPARs are in a

complex with CNIH-2 and CNIH-3

rather than with TARPs, which suggests

that there are distinct TARP- and

CNIH-associated AMPAR populations

with little overlap between them. 

Cornichon proteins have been stud-

ied primarily in the fly Drosophila

melanogaster and the yeast Saccharo-

myces cerevisiae. They have a cytoplas-

mic N terminus and three transmem-

brane domains. In Drosophila, corni-

chon is involved in embryo polarization

by the protein Gurken (5). In yeast, the

cornichon-related protein Erv14 is an

integral component of the coat protein

complex II (COPII)–coated vesicles

that export most transmembrane pro-

teins from the endoplasmic reticulum

(6). In the vertebrate central nervous system,

cornichon assists the transport and secretion

of ligands for the receptor ErbB4 (7).

Schwenk et al. found that CNIH-2 and CNIH-

3 are present in both the synaptic and extra-

synaptic regions of the plasma membrane of

the postsynaptic neuron and are expressed

throughout the rat central nervous system,

except for cerebellar granule cells, where

synaptic transmission by AMPARs depends

on stargazin/TARP γ-2 (8).

In line with the role of cornichons in protein

trafficking, CNIH-2 and CNIH-3 increase

AMPAR expression at the neuronal cell surface.

This is similar to TARPs, which participate in

the early stages of AMPAR biosynthesis in the

endoplasmic reticulum (3, 9) (see the figure).

However, cornichons and TARPs are struc-

turally unrelated. All TARPs share a tetrameric

membrane-spanning structure, with cytosolic N

and C termini, and thus differ from cornichon.

TARPs contribute to the density (representing

the transmembrane region) of native AMPAR

complexes seen by cryoelectron microscopy

(10). It will be interesting to see whether corni-

chons fit these density maps.

More surprisingly, CNIH-2 and CNIH-3

slow down receptor deactivation and desensiti-

zation kinetics, and introduce a prominent non-

desensitizing steady-state current component

that could be interpreted as a stabilization of the

open state of AMPARs. The functional conse-

quence is to increase the total charge transfer

through AMPARs during synaptic transmis-

sion. Upon glutamate binding, AMPARs open

within less than a millisecond, and a large frac-

tion of them rapidly proceed to a desen-

sitized state where they can remain for

tens of milliseconds. The others return

to the basal closed state through deacti-

vation. TARPs also slow AMPAR gat-

ing, albeit less strongly than does cor-

nichon (3, 11). Identifying the relative

contributions of desensitization and

deactivation in tuning fast synaptic

transmission will thus require charac-

terization of AMPARs’ complex com-

position at specific synaptic sites.

Although both TARPs and corni-

chons affect AMPAR gating, TARPs

particularly enhance the recovery from

desensitization and increase the potency

of the partial agonist kainate relative to

glutamate (3). The latter remains to be

tested for cornichons. TARPs’ effects

rely on their first extracellular loop

(10, 11). Previous work has suggested

that not all AMPARs associate with

TARPs and that agonist binding can

induce rapid TARP-AMPAR dissocia-

tion (12, 13). It will be of interest to

determine how structurally distinct pro-

teins mediate similar effects on

AMPAR gating and whether the corni-

chon-AMPAR association is similarly

regulated. Another key function of

TARPs is the control of AMPAR sta-

bilization at synapses. The cytoplasmic

C-terminal tail contains a conserved

motif that binds to PDZ domains of post-

synaptic proteins (such as PSD-95) (8,

14). The absence of these features in cor-

Two protein families control excitatory

synaptic transmission by receptors for

the neurotransmitter glutamate.More AMPAR Garnish
Cezar Tigaret and Daniel Choquet
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in vertebrates. TARP and CNIH assist receptor biosynthesis in the
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export to the membrane. AMPAR complexes then diffuse to synaptic
sites. Glutamate released from the presynaptic neuron binds to
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nichon intracellular domains suggests a major

functional difference with TARPs.

Genetic screens in the nematode

Caenorhabditis elegans has also led to the

identification of SOL-1 as another AMPAR

auxiliary subunit (15). Sol-1 encodes a

CUB-domain transmembrane protein that is

required for the glutamate receptor GLR-1

currents. The identification of STG-1 and

STG-2 as TARP homologs in C. elegans

(16) demonstrated that the role of TARPs

as obligate auxiliary subunits for AMPARs

is evolutionarily conserved. Vertebrate SOL-1–

like molecules that contribute to AMPAR

function have not yet been identified. The

future identif ication of other molecules

that interact with the various ionotropic

glutamate receptors will not be a surprise. 

The differential properties of cornichons

and TARPs in terms of binding to intracellular

partners may enable exquisitely fine tuning of

AMPAR trafficking and stabilization at the

synapse. Functional studies will clarify how

synaptic activity regulates TARP- and CNIH-

mediated AMPAR trafficking. 
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T
here is widespread agreement that

innovation is the foundation of our cur-

rent and future economic well-being.

Conventionally, patents have been seen as

a key component of government policy to

encourage innovation. This idea has been

challenged by modern research showing that

patents may be unnecessary and that there

may be better policies for encouraging inno-

vation and fostering a climate for robust eco-

nomic development (1). On page 1335 in this

issue, Meloso et al. report on experiments that

examine alternative innovation policies (2).

Though the study lends important insight, it

does not yield a clearcut answer. 

The economic experiments of Meloso et

al. involved solving a difficult “knapsack”

problem that required participants to combine

objects for placement into bins. The goal was

to compare the reward system—market ver-

sus patent—with respect to discovery of the

best solution. The market system allowed

innovators to trade shares in the objects, so

that each item in the winning combination

gets a prize. By contrast, in the patent system,

the prize goes to the best solution. In these

experiments, the market system did better, and

so the study lays the groundwork for future

experimental investigations of alternative

compensation systems for inducing innova-

tion. But do the results reinforce the view that

patent systems are gen-

erally undesirable for in-

ducing innovation? Not

necessarily. 

The first caveat to the

study by Meloso et al. is

that twice as much time

was allowed in the mar-

ket system to permit time

for trading. The results

are less strong when the

allotted time is the same in both the market

and patent systems. Because time spent trad-

ing is a substitute for time spent innovating, it

seems as though the equal time treatments are

the most relevant. 

There are two deeper issues, however.

For instance, the objects that are to be used

are well defined in the experiment. It is less

clear in practice how claims to part of a suc-

cessful innovation might be defined and

rewarded. As Meloso et al. point out, this

means the market mechanism is more rele-

vant in some contexts than others. Also, in

these experiments, the rewards were simply

payments from the experimenter. In prac-

tice, either there must be a government sys-

tem of prizes or else revenue must be

derived somehow from sale of the final

product. The patent system uses the latter

scheme; how it might be applied to pay-

ments for “pieces of the puzzle” in a market

system, and whether such a system would

induce the same monopoly distortions as a

patent system, are uncertain. 

Consequently, these re-

sults are not best inter-

preted as a market system

versus a patent system but

rather as alternative sys-

tems for the award of gov-

ernment prizes. The study

by Meloso et al. is espe-

cially relevant to earlier

research (3, 4) proposing

that prizes replace patents

for pharmaceuticals. Thus, the results of

Meloso et al. suggest that a system of traded

partial prizes for pieces of the final product

would be better than simply awarding a prize

to the winner.

Where do the observations lead us? If we

knew how costly innovations were and how

valuable they were, it would not be difficult to

design an efficient compensation scheme. The

difficulty is that both the cost and the benefit

are private information, and there can be sub-

stantial disagreement over either or both.

Indeed, one proposed benefit of a patent sys-

tem is that it encourages foolishly optimistic

inventors to overinvest their time and effort,

bringing great benefits to the rest of us (5). 

The experiments by Meloso et al. focus on

the lack of knowledge about the cost of inno-

vating. That is, the way in which the objects

should be combined is unknown to the innova-

tors, although each has beliefs about the cor-

rect solution. This problem is addressed both

by the patent system and by the market sys-

tem. The second, also important, type of pri-
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vate information is about the benefit of the

innovation. These experiments eliminate that

uncertainty by promising a known fixed pay-

ment for the best solution or for some part of

it. Left open is how in practice the overall size

of the reward is to be determined, or how it is

to be allocated to different pieces. (In the

experiment, each piece was allocated an equal

share of the prize; in practice, some pieces are

more difficult than others, so would ideally

command a larger prize.) The patent system

deals with this second source of uncertainty

by tying the reward to the profit that can be

obtained by the monopoly granted by the

patent. There are various methods of tying the

reward to sales and price in the final goods

market, as well as tapping other information

about social value, but these need to be explic-

itly compared.

The standard economic approach to pri-

vate information problems is mechanism

design theory, which asks what is the best

social outcome achievable for a given infor-

mation structure. This theory has not yet been

widely applied in the study of innovation. A

good example of how to do so can be found in

Hopenhayn and Mitchell (6). In addition to

theoretical research, the experimental labora-

tory seems a good place to build on the

research by Meloso et al. to investigate the

second half of the innovation puzzle: How

should an innovation be valued?
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S
ince at least Newton’s laws of motion in

the 17th century, scientists have recog-

nized experimental and theoretical sci-

ence as the basic research paradigms for

understanding nature. In recent decades, com-

puter simulations have become an essential

third paradigm: a standard tool for scientists to

explore domains that are inaccessible to theory

and experiment, such as the evolution of the

universe, car passenger crash testing, and pre-

dicting climate change. As simulations and

experiments yield ever more data, a fourth par-

adigm is emerging, consisting of the tech-

niques and technologies needed to perform

data-intensive science (1). For example, new

types of computer clusters are emerging that

are optimized for data movement and analysis

rather than computing, while in astronomy and

other sciences, integrated data systems allow

data analysis and storage on site instead of

requiring download of large amounts of data.

Today, some areas of science are facing

hundred- to thousandfold increases in data

volumes from satellites, telescopes, high-

throughput instruments, sensor networks,

accelerators, and supercomputers, compared

to the volumes generated only a decade ago

(2). In astronomy and particle physics,

these new experiments generate petabytes

(1 petabyte = 1015 bytes) of data per year. In

bioinformatics, the increasing volume (3) and

the extreme heterogeneity of the data are

challenging scientists (4). In contrast to the tra-

ditional hypothesis-led approach to biology,

Venter and others have argued that a data-

intensive inductive approach to genomics

(such as shotgun sequencing) is necessary to

address large-scale ecosystem questions (5, 6). 

Other research fields also face major data

management challenges. In almost every labo-

ratory, “born digital” data proliferate in files,

spreadsheets, or databases stored on hard

drives, digital notebooks, Web sites, blogs, and

wikis. The management, curation, and archiv-

ing of these digital data are becoming increas-

ingly burdensome for research scientists.

Over the past 40 years or more, Moore’s

Law has enabled transistors on silicon chips to

get smaller and processors to get faster. At the

same time, technology improvements for

disks for storage cannot keep up with the ever

increasing flood of scientific data generated

by the faster computers. In university research

labs, Beowulf clusters—groups of usually

identical, inexpensive PC computers that can

be used for parallel computations—have

The demands of data-intensive science

represent a challenge for diverse scientific

communities.Beyond the Data Deluge
Gordon Bell,1 Tony Hey,1 Alex Szalay2

COMPUTER SCIENCE
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Moon and Pleiades from the VO. Astronomy has been one of the first disciplines to embrace data-intensive
science with the Virtual Observatory (VO), enabling highly efficient access to data and analysis tools at a cen-
tralized site. The image shows the Pleiades star cluster form the Digitized Sky Survey combined with an image
of the moon, synthesized within the World Wide Telescope service.
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become ubiquitous. However, these cluster

computing systems have limited connection

to disks and lack database software. Scientists

and computer scientists must now develop

similarly cost-effective solutions for data-

intensive research. Jim Gray was one of the

first to anticipate this need. In 1995, he advo-

cated building clusters of “storage bricks,”

consisting of inexpensive, balanced systems

of central processing units, memory, and stor-

age for data-intensive research (7). 

We have realized such an architecture in

the GrayWulf system (8), which is built out of

commodity components like Beowulf clus-

ters. However, unlike Beowulf clusters, which

are optimized for computation, the GrayWulf

design emphasizes high-speed access to data

residing on each node of the cluster, which

supports a large database system; its perform-

ance scales well as the number of nodes is

increased. GrayWulf won the Storage Chal-

lenge at the SC08 conference (9) by executing

a query on the Sloan Digital Sky Survey

(SDSS) database in 12 minutes; the same task

took 13 days on a traditional (nonparallel)

database system.

The bandwidth of inexpensive, commod-

ity computer networks is also falling behind

the data explosion. Copying large amounts of

experimental data from a data center to per-

sonal workstations or distributing data to

numerous independent centers is no longer

tenable without recourse to extreme—and

thus expensive—networking solutions. For

research to be affordable, data analysis must

increasingly be done where data sets reside,

leaving academic research networks to handle

low-bandwidth queries and analytic requests,

including visualization. 

The urgency for new tools and technolo-

gies to enable data-intensive research has been

building for a decade or more (2, 7). In 2007,

Jim Gray laid out his vision for a fourth

research paradigm—data-intensive science—

which he described as collaborative, net-

worked, and data-driven (1, 10). He defined

eScience as the synthesis of information tech-

nology and science that enables challenges on

previously unimaginable scales to be tackled.

Despite the enormous potential of this

approach, data-intensive science has been

slow to develop due to the subtleties of data-

bases, schemas, and ontologies, and a general

lack of understanding of these topics by the

scientific community. For example, virtually

all large-scale models use databases to organ-

ize the vast array of files that hold data from

computational modeling, but these databases

rarely hold any data: They only hold pointers

to the files that hold data, making direct

analysis impractical. Indeed, many areas of

science lag commercial use and understand-

ing of data analytics by at least a decade.

Astronomy has been among the first disci-

plines to undergo the paradigm shift to data-

intensive science. The first step in this direc-

tion was made in 2001, when data from the

SDSS were put into a publicly available data-

base (11), with simple Web services offering

the primary access to the multiterabyte (1 ter-

abyte = 1012 bytes) data sets. Astronomers

have embraced not only these services but

have also frequently used the powerful

Structured Query Language (SQL)—previ-

ously used almost exclusively by the financial

and commercial sector—to gain direct access

to data stored in a relational database. The site

also offers an analysis workbench, where users

can analyze data and store derived data sets

next to the main database. About 15 to 20% of

the world’s professional astronomers now have

their own server-side database, and the SDSS

servers are running close to saturation.

Now, astronomers have gone even further

in embracing data-intensive science. An inter-

national grassroots effort has gone a long way

toward integrating all astronomical data (hun-

dreds of terabytes today) into the Virtual

Observatory (VO) (see the figure), of which

the SDSS is an integral part. In the VO, data

are accessible through services, and ontologi-

cal and semantic information is stored with

each data set (12); this information provides

crucial support for data searching, analysis,

and reuse by using a standard vocabulary

agreed on by the community and by recording

semantic information about the structure and

type of data, as well as the instrument that gen-

erated the data. Most major astronomical data

providers have adopted a standardized inter-

face for services, and there is a registry to find

particular data sets.

A similar transformation is happening in

many sciences: For high-energy physics, the

CERN Large Hadron Collider (LHC) is set to

create an integrated data system resembling the

VO; in genomics, NCBI (National Center for

Biotechnology Information) and GenBank

play this part. Many day-to-day issues are the

same, whether we deal with astronomy or

oceanography data. The emerging solution to

these challenges lies in more diverse comput-

ing system architectures—like the GrayWulf

system—that are specialized for highly data-

intensive computations. Such systems will

offer specialized data-analysis facilities located

next to the largest data sets, coexisting with and

complementary to today’s supercomputers.

Data-intensive science will be integral to

many future scientific endeavors, but demands

specialized skills and analysis tools. In addi-

tion, the research community now has the

option of accessing storage and computing

resources on demand. The IT industry is build-

ing huge data centers, far beyond the financial

scope of universities and national laboratories

(13). These “cloud services” provide high-

bandwidth access to cost-effective storage and

computing services. However, there are no

clear examples of successful scientific appli-

cations of clouds yet; making optimum use of

such services will require some radical

rethinking in the research community. In the

future, the rapidity with which any given disci-

pline advances is likely to depend on how well

the community acquires the necessary expert-

ise in database, workflow management, visual-

ization, and cloud computing technologies.
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Accurate measurement of the distance to

a double pulsar system will place stringent 

limits on theories of gravity.Pinpointing Gravity
Nicolò D’Amico

ASTRONOMY

O
ne of the consequences of

Einstein’s theory of grav-

ity is that a pair of orbiting

stars generates ripples in space—

gravitational waves. While gravi-

tational waves have not yet been

detected directly, experiments are

being developed with which the

indirect effects of such phe-

nomena can be measured with

unprecedented accuracy. On page

1327 of this issue, Deller et al. (1)

use very long baseline interferom-

etry (VLBI) to determine an accu-

rate distance to the double pulsar

system J0737-3039 A/B, thereby

pushing further the limits on the

precision with which tests of gen-

eral relativity can be made.

Present large gravitational wave

observatories, such as LIGO (2)

and VIRGO (3), are sufficiently

sensitive to be able to detect the

burst of gravitational waves result-

ing from the merger of a pair of

orbiting stars into a black hole at

distances up to many tens of millions of light-

years away. However, such events are rare, and

these instruments might not detect the weak

steady gravitational waves emitted by a binary

system. At present, we can only observe the

steady emission of gravitational waves from

binary systems indirectly (see the figure). The

intensity of the gravitational waves, and so the

amplitude of the corresponding orbital-period

decay, depend on the masses of the two bod-

ies, the orbital period, and the eccentricity (4),

thus implying that some binary systems are

more relativistic than others.

Pulsars are rapidly rotating, highly mag-

netized neutron stars radiating collimated

beams of radio waves, which we observe as

pulses, like those produced by a lighthouse,

once per rotation. Owing to the astonishing

clock stability of the pulses, comparable to the

best time standards available on Earth, a pul-

sar orbiting another star provides an accurate

time reference for measuring the relativistic

gravity effects such as the orbital decay due to

the emission of gravitational waves. Indeed,

the historical evidence of such orbital decay

was provided by the binary pulsar PSR

B1913+16 (5), the discovery of which earned

Hulse and Taylor the Nobel Prize in 1993.

Precision timing over decades has shown that

the orbit of this system is systematically

shrinking with a measured decay that agrees

with the relativistic gravity prediction to an

accuracy of 0.2%.

The demand to improve further on the

accuracy of such measurements is rather high,

because alternative gravity theories exist,

whose measurable effects are marginally dif-

ferent from those predicted by relativistic

gravity. Much more relativistic binary sys-

tems would therefore provide much more

accurate tests. But if relativistic gravity is suf-

ficient for most practical purposes, such as

describing satellite tracking in the solar sys-

tem (6), why should we care about alternative

theories of gravity? 

The point is that some alternative theories

are related to fundamental models of the

nature of matter, which in turn have major

implications for cosmology and so for the ori-

gin, evolution, and fate of the universe. For

instance, the alternative theories may better

explain the large-scale structure of the uni-

verse, without necessarily invok-

ing dark matter (7, 8). Also, the

attempt to unify all forces of

nature might require modifica-

tions to the relativistic gravity

equations, which seem ideal for

testing by binary pulsars (9).

The discovery of the binary

pulsar system PSR J0737-3039,

the most relativistic found to date

(10), provides a system in which

the observed evolution of the

orbital parameters can be mea-

sured with unprecedented accu-

racy. The system shrinks by 7

mm/day. The pulsar clock allows

the orbital parameters to be mea-

sured with such accuracy that the

galactic and kinematic contribu-

tions to the observed variation of

the orbital period affect the esti-

mate of the orbital decay. We need

to exactly locate the system within

the Galaxy, determining an accu-

rate measure of its distance and

proper motion. Using VLBI and

pulsar timing observations, Deller et al. esti-

mate that over a decade, the orbital decay of

the system due to gravitational wave emission

can be measured to an accuracy of ~0.01%. 

In addition, the neutron star companion to

the pulsar in this system has been found also

to be a pulsar (11). So, we actually have two

clocks orbiting each other, providing further

constraints on the system parameters (12). As

a result, relativistic gravity in this system is

expected to be probed with much more accu-

racy than in the solar system environment.

Indeed, the accuracy allowed by this system,

and its coherence with the relativistic gravity

equations, should enable the presence of other

perturbing stars in the vicinity of the binary

system to be probed, including a potential

companion, as in the speculative triple-system

scenario mentioned by Deller et al.

Besides the uncertainty in locating a

binary system in the Galaxy, other quantities

affect the estimate of the galactic and kine-

matic contributions to the observed variation

of the orbital period. Uncertainties in the

galactic radius and speed of the solar system

are ~15%, while the uncertainty in the verti-

cal gravitational potential of the Galaxy is

~10%. Further searches for pulsars are in

Observatorio Astronomico di Cagliari, National Institute for
Astrophysics, Loc. Poggio dei Pini, Strada 54, Capoterra,
I-09012 Italy. E-mail: damico@oa-cagliari.inaf.it

A dance of pulsars. As the two pulsars orbit around each other, gravitational
waves are emitted. This emission results in energy loss and a secular shrinking of
the binary system, whose decay law is precisely predicted by Einstein’s theory of
relativistic gravity. While the change in motion can be determined by timing tech-
niques, other kinematic effects may mimic an orbital variation. VLBI, as shown by
Deller et al., quantifies these undesired effects, allowing accurate estimates of the
true orbital decay, and thereby placing stringent limits on gravity theories. 
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progress at the Parkes, Green Bank, and

Arecibo observatories, and it is expected that

even more relativistic binary pulsars will be

found. With the advent of the Square

Kilometer Array, a huge sample of relativistic

binaries will be available (13). At the same

time, VLBI techniques are rapidly evolving,

which will provide an accurate location of

these clocks within the Galaxy. A rich array

of perfectly clocked shrinking binary sys-

tems, exactly located in different zones of the

Galaxy, will be available, constituting a pow-

erful gravity probe. As the present uncertain-

ties in the gravitational potential of the

Galaxy would be averaged by such an array,

orbital decays and other non-Newtonian

effects would be estimated with better accu-

racy, thus providing an unprecedented test of

relativistic gravity. It would then pose chal-

lenging questions to those alternative theories

of gravity.
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H
uman changes to the global environ-

ment have long been known to affect

organisms, for example by altering

their physiology, range, or longevity (1, 2).

However, responses vary widely across

species, making it difficult to predict how

entire ecosystems will respond in the future (3).

A key problem is that species do not respond to

extrinsic drivers (such as climate) in isolation.

Rather, species responses may be determined

to a greater or lesser extent by other species

with which they interact. On page 1347 of this

issue, Harmon et al. elucidate one such interac-

tion in a study of pea aphids and two of their

ladybird predator species (4). 

Early population models showed that

interactions among species could weaken or

strengthen within-species responses to envi-

ronmental change (5). More recently, empiri-

cal evidence has demonstrated that species

interactions can reverse the response of indi-

vidual grassland species to climate change

and subsequently alter their community tra-

jectory (6). At the same time, numerous

studies have identified rapid evolutionary

responses to climate change (2). For example,

evolutionary studies indicate that under strong

climate-induced selection pressure, life his-

tory traits (such as phenology, longevity, and

reproductive rates) may evolve within just a

few generations (7). 

The question thus arises whether ecologi-

cal interactions among species can alter their

respective evolutionary responses to external

drivers such as climate change.

Harmon et al. have now met

the enormous challenge of

addressing this question with

an elegant study in which they

tested the ecological and evo-

lutionary responses of an

insect herbivore to the com-

bined effects of climate change

and food web interactions. 

Their study system involved

the pea aphid, an important pest

species, which has populations

that differ in their susceptibility

to short periods of high temper-

ature (heat shocks), in part be-

cause of differences in internal

microorganisms that are passed

on from parents to offspring

and confer heat tolerance. Harmon et al. intro-

duced these symbiotic microorganisms to dif-

ferent aphid populations to simulate a muta-

tion event conferring heat tolerance to the

aphid line. Aphids are attacked by many natu-

ral enemies, including two species of lady-

birds that differ in their foraging behavior (see

the figure). Harmon et al. used field experi-

ments to test the ecological and evolutionary

responses of aphids to increased frequency

of heat shocks, and to contrast the effects of

the two predators on population growth rates

after these shocks.

The authors found that behavioral differ-

ences between the predator species affected

the prey population response: One predator

reduced its attack rates at low prey densities

after heat shocks, such that it did not com-

pound the negative effect of heat on aphid pop-

ulation growth. In contrast, the other predator

kept attacking aphids at the same rate, increas-

ing aphid mortality beyond the rates caused by

the heat shocks. Aphids did evolve tolerance to

heat shocks (that is, tolerant strains increased

in frequency), but in a model based on field

data, predator-prey interactions, despite their

effects on aphid population growth, did not

affect the evolution of heat shock tolerance. 

Future research is needed across species

to determine whether rapid evolutionary re-

sponses to food web interactions and exter-

nal drivers are generally additive in this way,

such that the selection effects of predation

operate independently of climate change and

vice versa. If in other cases these forces have

interactive effects—for example, if traits

conferring resistance to one threat (such as

climate change) are negatively correlated

How do predator-prey interactions influence

ecosystem responses to climate change?Warming Up Food Webs
Jason M. Tylianakis

ECOLOGY

School of Biological Sciences, University of Canterbury,
Christchurch 8020, New Zealand. E-mail: jason.tylianakis@
canterbury.ac.nz

Interactive effects. Harmon et al. show that predation rates of aphids
by ladybirds depend on the response of the predator species to altered
aphid density following heat shocks.
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with traits providing protection from another

(such as predation)—then an evolutionary

stalemate could prevent adaptation at the rate

necessary for species to cope with predicted

climatic changes. 

In the study by Harmon et al., predator

density dependence plays a key role in deter-

mining the effects of climate change on the

growth of the prey population. This raises a

complex issue for ecologists, because envi-

ronmental disturbances strongly affect prey

density. Quantitative food webs depict links

between species as having a certain strength

(the frequency of the interaction is often

used as a surrogate), yet the interaction

strength may be a nonlinear function of prey

density. Altered interaction frequencies in

food webs after environmental perturbations

(8) could be driven by relative shifts in the

abundance of different species and/or by

nonlinear responses of different predators

to altered prey densities. Environmental

changes could even alter the response of

predators to prey density—for example, if

habitat simplification alters search effi-

ciency (9). Metrics of food web structure

that are advocated for their insensitivity to

differing relative abundances of prey species

(10) may not detect these ecologically im-

portant changes.

When Earth undergoes climatic change,

species either adapt or go extinct (11). How-

ever, during each period of change, the spatial

rearrangement of extant species and the emer-

gence of new lineages will provide a novel

context within which evolution takes place.

Thus, even if the genetic variation necessary

for selection exists in a population, food web

interactions may impose constraints on the

rate or direction of evolutionary change. The

work of Harmon et al. suggests that the diffi-

culties inherent in studying the combined

complexities of ecological and evolutionary

forces can be overcome. This will be neces-

sary if we are to predict the survival of species

in an uncertain future.
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H
uman civilization rests upon the prod-

ucts of agriculture, but numerous

fungi, bacteria, and viruses compete

with us for the crops that we cultivate. Given

the growing human population and demand

for increased food production from less land,

minimizing crop loss from pathogen infection

is critical. Two reports in this issue, by Fu et al.

on page 1357 (1) and by Krattinger et al. on

page 1360 (2), identify molecular mecha-

nisms that control durable, broad-spectrum,

disease resistance in wheat, the second-most-

produced cereal crop in the world. 

Understanding the molecular basis of spe-

cific plant resistances has enabled the devel-

opment of crop varieties that resist common

diseases. These resistance mechanisms follow

a “gene-for-gene” model, whereby specific

plant recognition of a pathogen gene product

yields near-absolute resistance to pathogens

containing the recognized gene. However, this

form of resistance is vulnerable to rapid

counter-evolution by the pathogen (3). This

generates a continuous and resource-intensive

cycle of plant resistance gene discovery,

crop breeding, and eventual resistance gene

“defeat” by the pathogen, which has driven

interest in identifying durable forms of resist-

ance to pathogens. In most plant-pathogen

systems, durable resistance has been identi-

fied through quantitative trait locus (QTL)

mapping. Although identified QTL provide

quantitative resistance to a range of pathogen

species and genotypes therein, the molecular

bases of these broad quantitative resistances

have remained largely unknown (4). 

Krattinger, Fu, and their colleagues begin

to show that mechanisms underlying quanti-

tative resistance are not simply weak alleles

of genes involved in specific gene-for-gene

resistance, as has been proposed. Rather,

each plant species may contain multiple,

possibly independent, mechanisms of quan-

titative resistance. The latter may reveal sim-

ilar processes in other plants or may be taxo-

nomically limited.

Krattinger et al. describe the cloning of the

wheat Lr34 QTL that has been used to confer

resistance to multiple rusts (see the figure)

and a mildew in the field for nearly 50 years

(5). The locus harbors the gene Lr34, which

encodes an ATP-binding cassette (ABC)

transporter (4). ABC transporters, or pleio-

tropic drug resistance transporters, move

diverse chemical compounds, including plant

natural products, across membranes. The

LR34 transporter is weakly homologous to

PEN3, an ABC transporter from the plant

Arabidopsis thaliana, which facilitates resist-

ance to the same mildew via the targeted

export of plant metabolites (6, 7). The mecha-

nistic similarity between LR34 and PEN3

reinvigorates hypotheses that specific and

The identification of genes that confer durable,

multipathogen resistance may help breeders

overcome devastating wheat fungal diseases.Anti-Rust Antitrust
Daniel J. Kliebenstein and Heather C. Rowe
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Wheat rust. Close-up of a wheat leaf rust pustule
releasing orange urediospores (oranges spots) on a
leaf of the susceptible spring wheat cultivar Thatcher. 
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diverse plant natural products may play essen-

tial roles in plant resistance to pathogens (8). 

Fu et al. find that another QTL, Yr36, which

provides quantitative resistance to stripe rust,

harbors the gene WHEAT KINASE START 1

(WKS1). The WKS1 protein contains a

steroidogenic acute regulatory protein–related

lipid transfer domain (START) and a functional

enzymatic (kinase) domain, suggesting a role

for plant lipids in cell signaling mechanisms

that confer disease resistance. This specific

combination of domains, unique among plants

examined to date, appears to have evolved just

before the divergence of wheat and its closest

relatives. However, although WKS1 provides

resistance to diverse stripe rusts, the resistant

allele is present in only a minority of the species

tested, and even within the species in which

WKS1 occurs, it is not ubiquitous across all

genotypes. This suggests that the gene evolved

early in the wheat lineage and was then repeat-

edly lost. Natural variation of gene function is

also a hallmark of gene-for-gene resistance

loci, where continual shifts in pathogen popula-

tions are believed to drive rapid evolution of

these genes (9, 10). Given the dearth of cloned

quantitative resistance loci, it remains to be

seen if these loci show enhanced levels of poly-

morphism and evolutionary dynamics similar

to those for gene-for-gene resistance.

Why don’t pathogens evolve counter-

resistance to durable plant resistance? Perhaps

these quantitative resistance loci target com-

ponents of pathogens that are so critical for

pathogen success that their encoding genes

are evolutionarily constrained relative to simi-

lar pathogen genes involved in gene-for-gene

interactions. Alternatively, these quantitative

genes may provide resistance to the plant at

less detriment to pathogen fitness than do

gene-for-gene resistances. In both scenar-

ios, decreasing the selective pressure for

pathogens to evolve counter-resistance

promises greater long-term success for

improving crop yields using durable quan-

titative plant defenses. Additionally, for both

cloned QTL described by Krattinger et al. and

Fu et al., alleles associated with loss of plant

resistance to the tested pathogens would be

predicted to produce modified, rather than

nonfunctional proteins. Future inquiry into

possible alternative functions of these genes or

fitness costs of possessing resistant alleles at

these loci may provide further insight into the

evolution and durability of these mechanisms. 

The studies by Fu et al. and by Krattinger

et al. provide a first glimpse into the molecular

mechanisms controlling quantitative resist-

ance. Together, they demonstrate that multiple

mechanisms can contribute to quantitative

resistance within a given plant and that these

mechanisms are not obviously associated with

the well-studied and taxonomically widespread

specific gene-for-gene resistance mechanisms.

Mechanisms of quantitative resistance may be

unique to particular plant lineages. Thus, while

providing valuable tools to develop durable

resistance against important wheat pathogens,

these studies also argue that the molecular

mechanisms of quantitative resistance need to

be studied in a wide range of crop and model

plants to fully explain the phenomenon.
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I
f designed and managed well, infrastruc-

ture—the networks that transport people

and goods, distribute energy, and maintain

communications and the buildings in which

people live, work, and play—contributes to

societal sustainability and resilience in areas

at substantial risk from catastrophic events

such as hurricanes. The extent to which infra-

structure functions after such events depends

on design choices that trade off, at least

implicitly, current construction costs for

future repair and replacement costs. These

choices are based on assumptions that may not

reflect all of the relevant factors.

Recent advances in assessment and design

allow the economic and environmental trade-

offs in both design and postdisaster restoration

to be explicitly considered and managed proac-

tively during the design process. Similarly,

infrastructure design can take advantage of the

interactions between the natural and built envi-

ronments in disaster-prone regions.

For example, we have an extensive record

of hurricane impacts and can design structures

to withstand those impacts in many cases.

Despite advances in our knowledge of struc-

tural design for hurricane-prone areas, eco-

nomic damage to buildings from major hurri-

canes in the United States has remained

largely steady over the past four decades when

adjusted for population growth and inflation

(1, 2) (see the figure, panel A). 

Consider as an example a new commercial

development to be built in a hurricane-prone

area. Traditional design practice would be to

design the individual buildings, utility poles,

water distribution pipes, and flood protection

systems to meet the design wind speeds and

flooding levels specified in the relevant stan-

dards (3) or occurring with a preselected

yearly probability. Current standards (3) spec-

ify that most structures (except for critical

structures such as emergency response facili-

ties) should be designed to withstand the

stresses imposed by a hurricane that would

occur, on average, every 50 years. This ap-

proach makes three fundamental assumptions

that should be questioned. 

First, it implicitly assumes that the design

standards strike the proper balance between

the benefits and costs of different design alter-

natives. Design standards are intended to

apply across many different buildings, each

with location-specific costs of reinforcement

and failure. For example, two neighboring

low-rise industrial buildings may have been

Advances in infrastructure assessment and

design should help designers and builders

support sustainability and resilience goals.

Infrastructure Design Issues
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built at the same time and may be structurally
similar. Yet, if one contains low-value manu-
facturing while the other houses high-value
computer chip manufacturing involving haz-
ardous chemicals, the costs of failure during
a disaster will be dramatically different.
Standardized design codes do not directly
account for these differences. 

Second, it assumes that the life-cycle envi-
ronmental impacts of the development should
not directly enter design decision-making,
particularly the selection of the level of
robustness of the system. However, contami-
nant releases, degradation of ecosystems, and
impacts on communities surrounding the
facility must also be considered. These bur-
dens are real, even if hard to measure. 

Third, it assumes that the design decision-
making should not consider depending on or
enhancing protection offered by natural
ecosystems. For example, in designing a levee
system to protect New Orleans, the flood-
damping benefits of marshes and barrier
islands were not explicitly considered as part
of the design process. These natural buffer
systems have been degrading over time,
potentially decreasing the level of protection
afforded by the engineered system (4). Both
marsh restoration and designed facilities can
be important parts of the protection system.

Recent advances have allowed engineers
to consider a wider range of impacts in the
design process. These include the life-cycle
financial impacts of failures during disasters

(5, 6), enabling increased up-front reinforce-
ment cost to be balanced against the uncertain
costs of failures during disasters. Indirect eco-
nomic costs of infrastructure failures, includ-
ing loss of business revenue and economic
growth in impacted areas, can also be in-
cluded based on modified regional economic
input-output models incorporating adaptation
(7). These types of models suggest that indi-
rect economic costs are at least twice as high
as direct losses from major disasters. Environ-
mental life-cycle inventory analysis allows the
outcomes to be further broadened to include
contaminant emissions and energy use over
the life cycle of a built facility (8–10). 

The interactions between natural ecosys-
tems and built infrastructure are now better
understood in many regions. In particular,
mangrove swamps and other coastal vegeta-
tion can reduce the impacts of hurricane
winds, hurricane surges, and tsunamis on
infrastructure (11–14), with submerged marsh
vegetation alone offering the potential of up to
30% reductions in wave heights (14). The
damping effects of natural ecosystems can be
taken advantage of by integrating ecosystem
restoration in the infrastructure design process
and then adapting the resistance of the compo-
nents of the infrastructure systems to account
for the modified loading, building from recent
advances in understanding stresses imposed
by hurricanes (15). 

Initial steps have been taken toward the inte-
grated design approach suggested here. For

example, residential homes can be built
with a modified, elevated foundation,
materials that are stronger and more
resistant to mold, hurricane straps (see
the figure, panel B), and improved build-
ing envelope sealing, moisture manage-
ment, and insulation. This approach can
decrease energy costs by $600 to $1000
per year and yield a home substantially

more resistant to costly
failure during hurricanes
while maintaining a tradi-
tional architectural ap-
pearance (16). With a less
traditional design, “dome
homes” (17) (see the
figure, panel C) provide
another highly hurri-
cane-resistant approach
that has seen successful,
although limited, use.
However, further work is
needed to fully account
for and take advantage of

the interactions between the natural and built
environments. The optimal design is one that
considers the full impacts of infrastructure on
the surrounding environment and community
and the influence of the surrounding environ-
ment on the built facility. 
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Exposed to the elements. (A) Normalized in-

sured economic losses from the 30 most damag-

ing hurricanes in the United States and popula-

tion growth (1). Economic losses are normalized

for population growth, inflation, and property val-

ues using 1995 dollars, with each point representing the total economic loss in that year from the 30 major

hurricanes. Years with no losses are not shown. Coastal population estimates are from the U.S. Census Bureau

(2). (B) Use of hurricane straps in residential construction (16). (C) A hurricane-resistant dome home (17).
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Hurricane strap ties transfer the load from the roof rafters 
down through the studs and into the foundation systems
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The Challenge of Finding a Cure
for HIV Infection
Douglas D. Richman,1* David M. Margolis,2 Martin Delaney,3† Warner C. Greene,4
Daria Hazuda,5 Roger J. Pomerantz6

Although combination therapy for HIV infection represents a triumph for modern medicine,
chronic suppressive therapy is required to contain persistent infection in reservoirs such as latently
infected CD4+ lymphocytes and cells of the macrophage-monocyte lineage. Despite its success,
chronic suppressive therapy is limited by its cost, the requirement of lifelong adherence, and the
unknown effects of long-term treatment. This review discusses our current understanding of
suppressive antiretroviral therapy, the latent viral reservoir, and the needs for and challenges of
attacking this reservoir to achieve a cure.

Highly active antiretroviral therapy (HAART)
for the chronic suppression of HIV rep-
lication has been the major accom-

plishment in HIV/AIDS medicine (1, 2). Many
patients are now in their second decade of
treatment, with levels of plasma HIV RNA
below the limits of detection of clinical assays.
The impact on morbidity and mortality in the
developed world has led to efforts that have
brought this therapy to nearly three million
people in resource-limited settings (3). Many
patients are now enjoying a life-style little en-
cumbered by symptoms or the side effects of
medications, many of which require only once-
daily administration. With the remarkable suc-
cess of chronic suppression, why propose curing
HIV infection—a challenging objective that re-
quires potentially risky interventions and that
may be unachievable?

Can We Do Better Than HAART?
HAART is no panacea. Current treatments must
be maintained for life, with treatment interruption
resulting in the rapid rebound of replicating virus.
Although drug resistance can emerge because of
the challenges of maintaining adherence and
access to chronic antiviral therapy or owing to
transmitted drug-resistant viruses, the success of
HAART has been improved by the development
of more potent and more tolerable therapies.
Successful new drug development may not con-
tinue indefinitely, however, and HAART may

never reach the majority of infected individuals
in less-developed countries. Despite the pro-
longed suppression of HIV replication below
the standard limits of detection for patients on
HAART, ongoing viremia can be detected at
levels of 1 to 50 copies per milliliter in the ma-
jority of patients (4, 5). The origin of this viremia
has not been fully characterized, but it does not
appear to jeopardize the prolonged success
of therapy in the adherent patient (6). Never-
theless, the virions may engage CD4 and che-
mokine receptors and may activate pathways
that could lead to chronic consequences, in-
cluding cardiovascular and malignant disease.
The suboptimal penetration of many antiretro-
virals into the central nervous system may also
permit low levels of viral replication and/or re-
lease from stable viral reservoirs, resulting in
neuropathology (7, 8).

Despite the very low rates of toxicity of many
of the newer HAART regimens, many of these
drugsmodulate lipid and glucosemetabolism (9).
Even modest toxicities may have cumulative
effects over decades of treatment. Moreover,
prolonged treatment may reveal toxicities not
appreciable with animal toxicology or several
years of clinical surveillance. There is already
growing concern about increased rates of heart
disease, diabetes, liver disease, and many forms
of cancer in aging HIV-infected patients who
are receiving treatment (10–13). Whether these
are because of long-term HIV infection, thera-
peutic drug treatment, or both, is uncertain. Fi-
nally, the cost of HAART may be too much to
sustain treatments on a global scale, as millions
are affected.

Given the shortcomings of HAART, time-
limited interventions that do not result in the
resumption of viremia are a desirable but a cur-
rently unattainable objective, unlike what can be
achieved with the treatment of hepatitis C virus
infection. Such therapy might or might not elim-
inate every functional virion or infected cell, but
would permit the discontinuation of HAART
without the reappearance of viremia and disease.

We propose that a drug-free remission should be
the new goal of HIV therapeutics.

What Is the State of HIV in Successfully
Treated Patients?
The source of the low-level viremia seen in most
patients on HAART (4, 14, 15) may be
incompletely characterized, but we do have some
hints (Table 1). The failure, thus far, of treatment
intensification to clear this viremia (16) and the
lack of evidence for nucleotide sequence evolu-
tion over long periods of treatment (17–19) indi-
cate that this phenomenon may not be driven by
ongoing rounds of replication.

Patient data reveal that 1 in 106 CD4+ T cells
are latently infected with HIV, despite the durable
suppression of detectable plasma viremia, although
the frequency can be much lower in some patients
(20–22). In vivo, it is thought that these cells are
intermittently activated by antigen recognition or
as bystanders in a local inflammatory process,
which leads to the release of progeny virions.

Another source of virion production, which
does not require ongoing replication, is the epi-
sodic production of HIV by long-lived cells. In
situ hybridization of lymphoid tissue in simian
immunodeficiency virus (SIV)–infectedmacaques
and HIV-infected humans revealed that, in ad-
dition to the activated and infected CD4+ T cells
that produce large numbers of virions with a short
cellular half-life, many lymphocytes can be visu-
alized that produce small amounts of viral RNA,
yet do not display markers of activation (23).
Such cells are not seen in vitro, and whether such
cells occur in vivo during prolonged antiretro-
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Table 1. HIV latency.

• Latently infected resting memory 
  CD4+ T cells are the best-
  characterized latent reservoir for HIV-1.

• Less than 1 cell per 1,000,000 resting 
  CD4+ T cells from patients on HAART 
  harbor latent HIV-1 provirus.

• Sequence of latent proviruses 
  does not evolve, which suggests no 
  ongoing viral replication.

• Discontinuation of HAART allows 
  viral relapse from latent reservoir.

• Patients successfully treated with 
  HAART for longer than 10 years exhibit 
  no appreciable decrease in the 
  size of the latent reservoir. 

• The persistence of latently infected 
  memory CD4+ T lymphocytes precludes 
  their elimination by HAART alone 
  for the lifetime of the patient.

• Other drug-insensitive reservoirs, 
  including brain, macrophages, and 
  hematopoietic stem cells, may also exist.

• Latency is likely established and 
  maintained by numerous blocks at 
  multiple steps in the HIV-1 replicative 
  pathway, which potentially complicates 
  eradication strategies. 
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viral therapy is unknown. Further, the life span of
and the kinetics of viral expression in such cells
remain undefined.

Low-level plasma viremia cannot always be
linked to activation of latently infected CD4+ T
cells. In a longitudinal analysis of cloned RNA
fromplasma-derived virions of a subset ofHAART-
suppressed patients, the Siliciano group identified
distinctive homogeneous viral subpopulations (24).
These observations raise the possibility of a chron-
ically infected clonal reservoir, analogous to a
persistently infected stem cell. How a persistently
infected cell population could produce virions at

a steady state for years, in the presence of some
level of cell-mediated immunity, remains un-
explained. Other cellular or tissue sources of
virus, such as cells of the monocyte and macro-
phage lineages, may also contribute to low levels
of viremia.

Can Mechanisms That Drive Latency Be
Therapeutically Exploited?
Activation from latency to completion of the
replication cycle should result in lytic cell death
of CD4+ T cells. Multiple mechanisms may con-
tribute to the maintenance of proviral latency

[reviewed in Williams and Greene (25)], and so,
combination approaches could be required to
eradicate infection (Fig. 1 and 2). Such strategies
would depend on current or future antiretroviral
therapy to completely inhibit all new infection
events. Antilatency agents would be given, inter-
mittently and for a limited period of time, to purge
the last sanctuaries of HIV infection (Fig. 3).

Chromatin remodeling enzymes like histone
deacetylases (HDACs) play a critical role in HIV
latency (Fig. 1A) (26–29). HDACs are recruited
to the highly conserved initiator region of the
HIV promoter by several distinct complexes, by
means of factors that are both ubiquitous in cell
types infected by HIV and also participate in
basal and activated viral gene expression. The
existence of multiple mechanisms that recruit re-
pressive HDAC complexes to the proviral pro-
moter raises the possibility that HDAC inhibitors
might lead to the activation of HIV in latently
infected cells (Fig. 2).

In addition to HDACs, HIV expression is
limited by other cellular barriers to effective
mRNA transcription, which the virus overcomes
through the action of its own activator, Tat. Tat
recruits the positive transcription elongation
factor b (P-TEFb) kinase to the integrated viral
promoter, inducing viral gene expression (Fig.
1B and C) (30). Several kinase agonists, includ-
ing hexamethylbisacetamide (HMBA)—a com-
pound previously tested in human cancer trials
(31), activate intracellular signaling cascades that
mobilize P-TEFb in the absence of Tat (32, 33)
and can induce the expression of HIV in latently
infected cells (Fig. 2) (34).

The HIV promoter responds to coactivators
that are abundant in activated cells, but, in the
context of the resting T cell, inadequate nuclear
levels of nuclear factor kB (NF-kB) and nuclear
factor of activated Tcells (NFAT) may contribute
to the establishment of latency (Fig. 1B) (35).
Diminished binding could be the result of changes
in chromatin structure, in part mediated by the
action of HDACs. Prostratin, a nontumorigenic
phorbol ester isolated from the Samoan medicinal
plant, Homalanthus nutans, induces HIV expres-
sion in latently infected cell lines and cells isolated
fromHIV-infected, HAART-treated patients in the
absence of cellular proliferation (36). In cell-line
models, prostratin stimulates HIV expression
through protein kinase C–mediated activation
of NF-kB and so provides an approach to ac-
tivation and clearance of latently infected cells
(Fig. 2) (37).

HIV mRNA export may also be impaired in
resting T cells because of the low levels of poly-
pyrimidine tract–binding protein (PTB) availa-
ble in resting cells (Fig. 1D) (38). MicroRNAs
(miRNAs) endogenously expressed in human
cells may further impede HIVmRNA expression
or translation (Fig. 1E) (39, 40). If such mecha-
nisms contribute to proviral persistence, entirely
new classes of therapeutic agents able to safely
alter host RNA expression or transport will be
required.

Potential transcriptional blocks in HIV latency
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Fig. 1. Proviral latency is the result of multiple restrictions on HIV expression. (A) Proviral latency is
maintained, in part, by the action of several transcription factors that recruit HDACs and other
complexes to the HIV-1 long-terminal repeat (LTR) promoter, which results in histone modifications
within chromatin at the HIV promoter that limit the ability of RNA polymerase to initiate tran-
scription. (B) Key cellular factors that are required for robust HIV transcription, such as NF-kB or the
P-TEFb–cyclin complex, are sequestered in resting CD4+ T cells by cellular regulatory complexes
[inhibitor of nuclear factor kB (IkB) and HEXIM–7SK RNA, respectively). Release and mobilization of
these factors is required for proviral expression. (C) When histone acetyltransferases (HATs) super-
cede the effect of HDACs, coactivators such as NF-kB can recruit RNA polymerase (RNA Pol)
complexes. Production of Tat allows the recruitment of P-TEFb, mediating an explosive increase in
transcription and the escape of provirus from latency. (D) The initial wave of Tat production may be
further restricted by inefficient export of multiple spliced HIV mRNAs, relieved upon cellular acti-
vation by enhanced expression of PTB. (E) Cellular miRNAs that bind HIV mRNAs may also restrict
translation of early expressed HIV mRNAs and so reduce Tat production. CDK, cyclin-dependent
kinase; CTD, C-terminal repeat domain; and CycT1, cyclin T1.
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Given the intimacy of the interaction between
the retrovirus and the host cell, therapeutic ap-
proaches that disrupt latent infection are also
likely to affect host cell function. Although mild
host toxicities for limited periods of time might
be acceptable, global immune activation must be
avoided. Once quiescent virus is successfully
induced to complete a round of replication, virus-
induced cytolysis and cytotoxic Tcells need to be
able to clear HIV antigen–expressing cells. The
viral progeny generated by such activated cells
have to be prevented from successfully infecting
other cells by the presence of HAART (Fig. 2).

How Are Interventions to Be Investigated?
Undoubtedly, there are other factors that regulate
latency occurring in primary cells in vivo. Al-
though we need to be aware of the potential for
additional reservoirs of infectious virus, addres-
sing the latently infected T cell reservoir may be
the most direct way of exposing an even smaller
additional reservoir, like infected macrophages,
or anatomic compartments, such as the central
nervous system, that may be suboptimally exposed
to HAART. Careful in vivo testing of therapeutic
agents capable of antagonizing the different
mechanisms underlying HIV latency identified
in CD4+ T cells is important for establishing the
proof of concept.

An animal model is not required for antiret-
roviral drug development because, thus far,
activity in vitro has correlated with activity in
vivo. In contrast, an animal model could be in-
valuable in the development and testing of
antilatency therapies and would guide clinical
trial design. Given the excellent outcomes of
HAART, initial studies of new antilatency ther-
apies in humans might be difficult to design and
execute, because volunteers in such early studies
may have little to gain, and the candidate inter-
ventions will have unproven efficacies and un-
certain toxicities. SIV infection in the rhesus
macaque gives rise to latent infections in CD4+ T
cells that mirror HIV latency (41), although it
remains unknown whether the pathways and
molecular targets promoting postintegration la-
tency in macaques are the same as in humans.

BLT (bone marrow-liver-thymus) mice pro-
vide a second animal model. These immuno-
deficient mice (which lack endogenous T and B
cells) are transplanted with human thymus and
liver tissue and injected with hematopoietic stem
cells, giving rise to systemic repopulation with
human T and B cells, monocytes-macrophages,
and dendritic cells capable of antibody produc-
tion, activation by human antigen-presenting
cells, and potent human major histocompatibility
complex–restricted T cell immune responses (42).
BLT mice have already been used to study HIV
transmission and to test preexposure antiretroviral
prophylaxis (43). Determining whether this model
can be used to study HIV latency is a high experi-
mental priority. Despite the availability of animal
models for preliminary testing, clinical studies in
HIV-infected patients are ultimately required.

Phase I trials to deplete persistent HIV infection
have demonstrated that these approaches can be
tested safely (44–46), and studies using novel in-
ducers of HIV expression such as interleukin 7
(47) may soon be feasible (Figs. 2 and 3).

Quantifying the latent HIV reservoir in hu-
mans is challenging when less than 1 in a million
CD4+ T cells are latently infected, and there are
approximately 100 copies of integrated provirus
for each latently infected CD4+ T cell (48). After
amplification by the polymerase chain reaction,
measurements of integrated proviral DNA might
serve as a surrogate marker for changes in the
latent reservoir (18). However, the small size of
the reservoir and the imprecision of current as-
says require improved techniques to assess the
effectiveness of interventions. Moreover, once
the reservoir is reduced by 10- to 100-fold, the
remaining latently infected cells may be con-
cealed below the limit of detection of any assay
yet described.

Access to lymphoid tissue or most anatomic
compartments in otherwise healthy subjects is
difficult. Although such studies may fail to detect
an infected reservoir, they cannot prove its eradi-
cation. When an intervention or combination of
interventions is considered sufficiently compel-
ling, the ultimate test of efficacy will be the
withdrawal of HAART. Antiretroviral therapy is
effective and relatively safe. As a result, the ad-
ministration of any experimental intervention in
either a proof-of-concept feasibility trial or in a

trial incorporating treatment interruption raises
significant ethical, regulatory and study design
issues, because antiretroviral therapy is so effec-
tive and relatively safe. Therefore, involvement
of various stakeholders in thoughtful deliber-
ations is necessary. Such studies are required if
we wish to cure HIV; but, although the potential
benefit to humanity is great, the benefit to the
early trial volunteers is nearly nonexistent. The
appropriate volunteers in a trial involving treat-
ment interruption might be those who initiated
HAART before significant immune depletion.
This criterion would minimize risk of treatment
interruption, especially with close monitoring to
resume treatment should virus replication be de-
tected. A second rationale for selecting such sub-
jects is that their infected-cell reservoir may be
smaller and thus more amenable to intervention
(18, 49).

Do We Need a New Approach to
Develop a Cure?
The recent disappointing results from the trials
of HIV vaccine and microbicide candidates
have prompted a renewed commitment to basic
research to identify effective approaches to these
critically needed prevention strategies. We advo-
cate a similar impetus for new approaches to
purge the latent reservoir in order to cure HIV
infection.

Years of effort have led to public health
strategies to reduce the risk of cancer, a vaccine
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that prevents cervical cancer,
better therapies to treat malig-
nancies, and curative therapies
for some cancers. Such a multi-
faceted approach should also be
applied to the effort to cure HIV
infection. This will require be-
havioral and biological tools to
prevent HIV infection; safe,
affordable, and nontoxic thera-
pies for initial control of HIV
infection; and new interventions
that can achieve a drug-free remis-
sion of viremia in some patients.

The challenge of developing
an HIV vaccine spans the need
for new basic research insights
to product development to clini-
cal trials. The complexity of fos-
tering and coordinating these
efforts has led to the creation of
major NIH intramural (Vaccine
Research Center) and extramural
(Center for HIV/AIDS Immunol-
ogy) programs and of an interna-
tional, multi-institutional effort
(The Global HIV Vaccine Enter-
prise). Our understanding of
HIV latency has chiefly resulted
from independent, investigator-
initiated efforts. In order to
translate these academic accom-
plishments into clinical treatments
similar initiatives are required.
Antilatency therapies will require
the drug discovery capabilities of
industry, like high-throughput
drug candidate screening; medic-
inal chemistry; product synthesis,
production, and formulation; tox-
icology; and pharmacology. A
coordinated initiative involving
academia, industry, government,
and patient advocates could
greatly accelerate the identifica-
tion of potential interventions
and their clinical assessment
(Fig. 4). We conceive an initia-
tive, termed here a collaboratory,
in which the government con-
tributes funding, regulatory over-
sight, and coordination; industry
contributes funding, drug discov-
ery, technology, and expertise;
and academia contributes ideas
and investigative capacity. Long-
term support for a flexible, col-
laborative public-private joint
venturemight improve efficiency
and conserve resources, while at
the same time catalyzing progress
that no single group could
achieve. Clearly much work
and many challenges lie ahead,
but if novel scientific insights

can be brought to bear in clinically effective
ways, the era marked by the benefits of HAART
may be followed by one in which HAART is no
longer a lifelong necessity.
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Extremely High Mutation Rate of a
Hammerhead Viroid
Selma Gago,1 Santiago F. Elena,1 Ricardo Flores,1 Rafael Sanjuán1,2*

Mutation rates vary by orders of magni-
tude across species (1, 2), with the high-
est rates measured so far corresponding

to RNAviruses (3), but little is known about other
RNA replicons. Viroids are plant
pathogens with minimal non-
protein-coding RNA genomes
replicated by host RNA poly-
merases (4). We estimated the
mutation rate of Chrysanthemum
chloroticmottle viroid (CChMVd),
a 399-nucleotide chloroplastic
viroid with hammerhead ribo-
zymes. Hammerheads are RNA
motifs formed by three double-
helix regions flanking a core of
15 highly conserved nucleotides
critical for catalytic activity (5),
which mediate self-cleavage of
replicative intermediates and,
hence, are essential for viroid
replication. Hammerhead viroids
show elevated genetic variabil-
ity (6), but this variability results
from the combined action of
mutation and selection and there-
fore cannot be used to directly
estimate mutation rates.

To achieve this goal, we in-
oculated plants with an in vitro
transcript of CChMVd (7), and
at the onset of symptoms we
screened for mutations at the 15 core nucleotides
plus the nucleotide preceding the self-cleavage site
in each of the two hammerheads (32 sites).
Considering that these mutations are lethal for
the viroid, their population frequency must equal
the mutation rate because, despite multiple
replication rounds downstream from inoculation,
they have necessarily been generated during the
last one. In three independent experiments, we
found three, seven, and five mutations in 63, 64,
and 61 reverse transcription polymerase chain
reaction (RT-PCR) clones, respectively (188 × 32
= 6016 total target sites), yielding a mutation rate
of 0.0025 T 0.0006 (SEM) per site and replication
cycle, that is, one mutation per 400 nucleotides
(fig. S1).

In a control experiment, we sequenced RT-
PCR clones from the in vitro transcript used for
inoculations and found a single substitution in
6525 sites. This result gives an error rate 17-fold
lower than the estimated CChMVd mutation rate
and discards any significant effect of RT-PCR
artifacts. To confirm the lethality of the hammer-

head mutations sampled in vivo, we recreated the
mutations by site-directed mutagenesis and as-
sayed for infectivity. Northern-blot hybridizations
indicated that plants inoculated with these mutants

had no detectable viroid RNA (fig. S2A). Further,
self-cleavage analyses confirmed that all except
one of the mutant hammerheads showed severely
reduced or null catalytic activity (fig. S2B).

To determine the strength of selection against
mutations elsewhere in the viroid genome, we
competed 24 random-point mutants against the
wild type. Sequencing of 138 RT-PCR clones
revealed that 20/24 mutations had been purged
by selection at the onset of symptoms. In con-
trast, 51 new polymorphisms appeared in this
time interval, showing that genetic variability is
rapidly regenerated because of highly error-prone
replication (fig. S3). We also inferred that ham-
merheads are unlikely to constitute mutational
hotspots because polymorphisms did not map
more frequently in hammerheads than in the rest
of the genome (Fisher exact test, P = 0.963)
whereas the fraction of point mutations that were
selected against was also similar for these two
regions (7/8 and 13/16, respectively).

The CChMVd mutation rate is the highest
reported for any biological entity (Fig. 1). Ham-

merhead viroids are replicated by a proofreading-
deficient chloroplastic DNA-dependent RNA
polymerase that is redirected to use RNA instead
of its native DNA template (4). This, together with
the presence of mutagenic free radicals or un-
balanced nucleotide pools, would lead to extreme-
ly error-prone replication. Viroids can tolerate such
elevated per-site mutation rates owing to their
minimal genomes, whereas more complex ge-
nomes would accumulate an excessive mutational
load (8). Given their genomic simplicity and
autocatalytic activity, hammerhead viroids are
reminiscent of the postulated RNAworld replicons

(9). These primitive replicons
would also resemble hammer-
head viroids in their extremely
error-prone replication. Thus, our
results support the notion that the
emergence of replication fidelity
mechanisms was central to the
evolution of complexity in the
early history of life.
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Fig. 1. Per-site mutation rate versus genome size for CChMVd and other biological
entities [reviewed in (2) and updated with more recent data from (3)]. RNA viruses (left to
right) are tobacco mosaic virus, human rhinovirus, poliovirus, vesicular stomatitis virus,
bacteriophage F6, and measles virus. Single-stranded DNA viruses are bacteriophage
FX174 and bacteriophage m13. Double-stranded DNA viruses are bacteriophage l,
herpes simplex virus, bacteriophage T2, and bacteriophage T4. Bacteria is Escherichia
coli. Lower eukaryotes are Saccharomyces cerevisiae and Neurospora crassa. Higher
eukaryotes are Caenorhabditis elegans, Drosophila melanogaster, Mus musculus, and
Homo sapiens. When several estimations were available, the mean value is shown.
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Dynamic Order-Disorder in Atomistic
Models of Structural Glass Formers
Lester O. Hedges,1* Robert L. Jack,1,2* Juan P. Garrahan,3 David Chandler1†

The glass transition is the freezing of a liquid into a solid state without evident structural order.
Although glassy materials are well characterized experimentally, the existence of a phase transition
into the glass state remains controversial. Here, we present numerical evidence for the existence of
a novel first-order dynamical phase transition in atomistic models of structural glass formers. In
contrast to equilibrium phase transitions, which occur in configuration space, this transition occurs
in trajectory space, and it is controlled by variables that drive the system out of equilibrium.
Coexistence is established between an ergodic phase with finite relaxation time and a nonergodic
phase of immobile molecular configurations. Thus, we connect the glass transition to a true phase
transition, offering the possibility of a unified picture of glassy phenomena.

When supercooled far below their melt-
ing temperatures, many liquids be-
come extremely viscous, so much so

that at low enough temperatures these materials
become amorphous solids (1, 2). This phenom-
enon is termed the “glass transition.” The
dynamical behavior of molecules in a glass is
heterogeneous in that there are domains of
mobile and immobile molecules segregated in
space (3–6). At equilibrium, the spatial extent of
these domains is large compared with molecular
dimensions (5) but not so large to imply an actual
phase transition. Indeed, and despite the name
given to it, there is no observation that demon-
strates a link between the glass transition and a
phase transition controlled by traditional thermo-
dynamic variables like temperature and pressure.

Nevertheless, for idealized lattice models, re-
cent work has established the existence of a
nontraditional phase transition, one controlled by
variables that drive a system out of equilibrium
(7–9). Here, we present numerical evidence for
the same behavior in atomistic models of struc-
tural glass formers.We do so with a suitable form
of transition path sampling (10) that allows us to
study ensembles of long trajectories for super-
cooled fluids with several hundred particles
driven out of equilibrium by a field that couples
to their mobility. By adjusting field strength,
trajectories of these supercooled fluids can be
moved reversibly between ergodic and non-
ergodic behaviors. The former are mobile states
with finite relaxation times: the system forgets its
initial state. The latter are immobile states that
remember initial conditions for all time. At inter-
mediate field strengths, trajectory space is filled

by two coexisting domains, one that is ergodic
and one that is nonergodic.

In this way, it appears that dynamic hetero-
geneity observed in the equilibrium dynamics of
supercooled fluids is a precursor to a first-order
phase transition in space-time. First-order tran-
sitions are associated with a discontinuity in an
order parameter and a corresponding singularity
in a partition function, such as the discontinuity
in density for a liquid-vapor transition. These
mathematical features emerge from the principles
of statistical mechanics in the limit of a very large
system, what is usually called the “thermody-
namic” limit (11). For finite systems studied
numerically, there are no such singularities. Evi-
dence of a phase transition in these cases is found
in the behaviors of crossovers from one phase to
another (12). Figure 1 illustrates the system-size
behavior of a crossover. For the transition we
consider, the partition function is a sum over dy-
namical histories (i.e., trajectories) of the system,
and the order parameter measures the amount of

activity or mobility that occurs amongN particles
in a volume V with trajectories that run for an
observation time, tobs. As such, the pertinent mea-
sure of system size is a volume in space-time, the
product N × tobs or equivalently V × tobs. In the
work reported here, we consider spatial volumes
that are 10 to 30 times larger than the correlation
volume of the equilibrium system and observa-
tion times that are 10 to 100 times longer than a
structural relaxation time of the undriven system.
These sizes are sufficient to exhibit behaviors
suggestive of a nonequilibrium phase transition.

Equilibrium and nonequilibrium phase
transitions. To discuss how these behaviors
are revealed, let us first recall how Gibbs’ sta-
tistical mechanics is used to study traditional
equilibrium phase transitions (11). Taking a sys-
tem of N particles at a pressure p, we use the
volume V as an order parameter and take micro-
states to be points in configuration space, x =
(r1, r2, ..., rN), where the vector ri denotes the
position of the ith particle. Different phases, such
as liquid and vapor, are distinguished from the
other by the typical size of V. Changes in V are
coupled to the thermodynamic field p or bp, where
1/b stands for Boltzmann’s constant times temper-
ature, kBT. In particular, the probability of a con-
figuration, x, is proportional toP0(x)exp[–bDpV(x)],
where P0(x) is the probability of x at the reference
field or pressure p0 = p – Dp. The mean volume
of the system with this distribution is 〈V〉p ≡ Vp,
which is depicted schematically in Fig. 1. A first-
order phase transition is manifested by a dis-
continuity at the pressure p = p*. At this value of
the pressure, two phases coexist with respective
volumes per particle v1 and v2.

At coexistence, the distribution function for
the order parameter is bimodal. The two peaks in
the distribution coincide with the two equilibrium
phases. There is a low probability to observe an
intermediate value of V, between Nv1 and Nv2 in
Fig. 1. This low probability decreases exponen-
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Fig. 1. Finite size effects
of equilibrium and non-
equilibrium phase transi-
tions. The mean volume
Vp manifests an equilibri-
um first-order phase tran-
sition at pressure p = p*,
whereas the mean dynam-
ical activity Ks manifests a
dynamical first-order phase
transition at the dynamical
field s = s*. At conditions
of phase coexistence, the
volumedistribution function,
Pp(V), and the dynamical
activity distribution, Ps(K),
are bimodal. Configurations
or trajectories with interme-
diate behaviors lie at much
higher free energies (or lower probabilities) than those of the basins. For finite systems, discontinuous
phase transitions become crossovers with widths that vanish as system size, N, and observation time, tobs,
grow to infinity.
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tially with the free energy cost to form an inter-
face between the phases. The interfacial free
energy grows as N1–1/d, where d is the dimen-
sionality. In the limit of a large system, therefore,
volumes between Nv1 and Nv2 can be achieved
only through a direct constraint on the volume.
Further, at coexistence, the presence of two mac-
roscopic states means that the mean square fluc-
tuation in the volume grows as N2. Because the
response of the volume to a change in pressure is
–∂Vp/∂p = kBT〈(V – Vp)

2〉p, these large fluctua-
tions mean that the width of the crossover il-
lustrated in Fig. 1 vanishes as 1/N.

Analogous statements for trajectory space
begin with a choice of order parameter, which
we have taken to be

K½xðtÞ� ¼ Dt ∑
tobs

t¼0
∑
N

j¼1
jrjðt þ DtÞ − rjðtÞj2

where rj(t) and x(t) refer to particle position and
point in configuration space, respectively, now as
functions of time t. This chosen order parameter
depends on the system’s path or history over the
observation period, 0 ≤ t ≤ tobs. Square brackets
are used to indicate that the order parameter is a
function of configurations x(t) over the entire
period. The incremental time, Dt, is assigned a
value for which a particle in a normal liquid
would typically move a distance of the order of
a molecular diameter. The sum over time is done
incrementally, every Dt, thus giving a total of
tobs/Dt points in time that contribute. When par-
ticles are mobile, as in a normal liquid, K[x(t)] is
typically large; when particles are immobile, as
in a glass, K[x(t)] is typically small. An order-
disorder transition reflecting extensive changes
in particle mobility is reflected in a discontin-
uous mean value of K[x(t)].

The next step is to consider the probability
distribution for trajectories when this order pa-
rameter is coupled to a field s (13, 14). This dis-
tribution is proportional to P0[x(t)]exp{–sK[x(t)]},
where P0[x(t)] is the equilibrium probability
distribution, that is, the distribution at s = 0. The
equilibrium distribution is for trajectories that are
causal and time-reversal symmetric and that pre-
serve an equilibrium distribution of microstates.
Its partition function is trivial because the dis-
tribution is normalized, that is, 1 ¼ ∑xðtÞP0½xðtÞ�,
where the sum over x(t) is a sum over all tra-
jectories. In contrast, the perturbed distribution

Ps½xðtÞ� º P0½xðtÞ�expf−sK½xðtÞ�g

has a nontrivial partition function, which for
positive s decreases with increasing tobs. For the
space of trajectories governed by that dis-
tribution at positive s, this space is compressed
with increasing tobs, and, for large enough s,
configurations favored by that distribution are
ones that are visited by immobile or nonergodic
trajectories. Ps[x(t)] is therefore a distribution
for trajectories of a system driven out of
equilibrium.

Laboratory procedures for forming glass are
nonequilibrium processes that stabilize config-
urations from which equilibration is impossible.
One example is the preparation of ultrastable
glasses via vapor deposition (15). We use the
field s as a mathematical device to access these
same configurations, configurations that would
have negligible statistical weight in an undriven
equilibrium dynamics. We do not address how a
particular experimental protocol stabilizes these
nonergodic configurations. We do, however, ad-
dress whether the domain of these configurations
is sufficiently large to produce a nonequilibrium
phase transition.

Transition path sampling of the s ensemble.
In ordinary molecular dynamics or Monte Carlo
trajectories of model systems, trajectories obey
detailed balance and are presumed to be ergodic.
Their distribution, P0[x(t)], can be sampled by
either running a single trajectory for a time n ×

tobs or equivalently carrying out a random walk
through trajectory space, sampling n independent
trajectories each of duration tobs. The latter
procedure is a method of transition path sam-
pling (10). To sample Ps[x(t)], we use transition
path sampling but now accepting or rejecting
random walk steps so as to preserve the weight
P0[x(t)]exp{–sK[x(t)]}. We call the collection of
trajectories harvested in this way the “s ensemble.”
In this ensemble, for models with sufficiently
correlated dynamics, the distribution function for
the order parameter can be bimodal, as indicative
of an order-disorder transition (7–9). This behavior
is illustrated schematically in Fig. 1 in a fashion that
stresses its analogy with the corresponding behavior
of an equilibrium phase transition.

In particular, the average value of the order
parameter we have chosen is extensive in space-
time, that is, Ks = 〈K[x(t)]〉s is proportional to
N × tobs, where the proportionality constant is the
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Fig. 2. Evidence for first-order phase transition in space-time. (A and B) Average space-time order
parameter Ks = 〈K[x(t)]〉s as a function of field s, from molecular dynamics simulations of the KA Lennard-
Jones mixture for N = 150 total particles, at reduced temperatures kBT/e = 0.6 and kBT/e = 0.7, and
principal component density NAs

3/V = 0.96. e and s are the Lennard-Jones parameters for the larger
(principal component) particles in the KA mixture. As the length of trajectories increases, the crossover in
Ks becomes sharper and happens at smaller values of s. (C and D) The peak in the susceptibility cs ¼ ∂Ks

∂s
becomes larger, and its position moves to smaller s with increasing tobs. The crossover of Ks reflects a first-
order transition in the infinite size limit. (E and F) Distribution of K at coexistence (where K* = Ks for s = s*).
For large tobs, the order parameter distribution at the coexistence field s* becomes bimodal, as expected for a
first-order transition.
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mean-square displacement of a particle in an
incremental time Dt. If two dynamical phases
coexist, one with proportionality constant ka and
the other with ki, then Ks will be a discontinuous
function of s at the condition of coexistence, s =
s*. As illustrated with Fig. 1 for a finite system,
the corresponding crossover will have width of
the order of 1/Ntobs because the mean square
fluctuations in the order parameter grow as
(Ntobs)

2. Further, the excess in free energy to
maintain a coexisting ensemble grows as an in-
terfacial area in space-time, so that trajectories
manifesting this coexistence are suppressed by a
factor that depends exponentially on this area. In
some cases (8), this area scales as N1–1/dtobs. The

value s* is proportional to the rate at which
configurations from the nonergodic “inactive”
phase relax back to the ergodic equilibrium fluid
if the driving field s is removed. In kinetically
constrained lattice models (9), which are ideal-
ized models of structural glass formers (16), this
rate is zero, that is, s* = 0. In other words, for
those models, undriven equilibrium dynamics
coexists with a nonergodic phase. Here, we show
that for more realistic atomistic models, and
therefore for real glass forming materials, s* is
small although perhaps nonzero.

The particular system we have considered is
Kob and Andersen’s (KA) two-component
mixture of Lennard-Jones particles (17). It has

NA= 0.8N principal particles, each with Lennard-
Jones diameter s and energy parameter e. In
addition, it has NB = 0.2N smaller secondary
particles, where their size and attractive energy
parameters are chosen so as to frustrate crystal-
lization (17). The structural and dynamical
properties we report for this model, including
the order parameter K[x(t)], refer to the principal
particles. We have carried out two independent
studies, one where trajectories are governed by
Newtonian molecular dynamics and the other
where trajectories are governed by aMonte Carlo
dynamics. With appropriate scaling of time, both
studies yield similar results. The results shown in
the figures of this paper are from the molecular
dynamics studies. For the incremental time, we
use Dt = 13.33(ms2/48e)1/2, where m is the mass
of the particles. Results from the Monte Carlo
dynamics plus additional information about our
computations are presented in (18). In terms of
the reduced temperature kBT/e, the KA model
behaves as an ordinary simple fluid at temper-
atures kBT/e > 1, but its relaxation slows and
large glassy fluctuations appear at lower temper-
atures. Around kBT/e = 0.4, relaxation becomes
so slow that equilibration of the model on current-
day computers becomes intractable. For what is
shown below, we work at less severe but none-
theless nontrivial supercooled conditions, 0.6 ≤
kBT/e ≤ 0.7.

Although the system does not crystallize
under equilibrium conditions, biasing the super-
cooled KA model toward an inactive phase, as
we do with transition path sampling of the s
ensemble, can induce crystallization. The effect is
pronounced for small periodically replicated
systems. It occurs because K[x(t)] by itself does
not discriminate between glass and crystal.
Although one phase is an equilibrium phase and
the other is not, both have low mobility. Thus, in
addition to accounting for the value of K, our
transition path sampling must also account for a
measure of crystallinity. In particular, we use a
common neighbor analysis (19) and bias against
trajectories with this measure of crystallinity (18).

Bistability and phase transition in trajectory
space. Our findings for the mean order parameter
and its distribution in the s ensemble (Fig. 2) re-
flect the qualitative features associated with a first-
order phase transition. The quantitative analysis of
finite-size scaling is beyond the capabilities of the
algorithms we have used in this work, but the
results we have obtained are similar to those
established in idealized kinetically constrained
models of glass formers (7–9). The susceptibility

cs ¼ −
∂Ks

∂s
¼ 〈fK½xðtÞ�−Ksg2〉s

has a peak that grows with increasing N and tobs.
The peak position is the finite system estimate of
s* (20). Its value decreases with increasingN and
tobs [system size scaling shown in (18)]. The
order parameter distribution is bimodal at this
value of s, and the minimum between its two
peaks decreases with increasing N and tobs. For
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function for the atoms of the principal component in the KA mixture. The equilibrium KA mixture is at
s = 0. The nonequilibrium mixture is at s= 0.03/s2Dt> s*. Here, s is the Lennard-Jones diameter for the
principal component atoms, and Dt ¼ 13:33ðms2=48eÞ1=2≃ t=15, where t is the structural relaxation
time. There is no appreciable difference in the static structures of the active, s < s*, and inactive, s > s*,
dynamical phases. (B) Self-intermediate scattering function for the same values of s. In the active phase,
correlation functions relax to zero. In the inactive phase, correlation functions remain at a nonzero value
even for the longest times; the inactive phase is nonergodic. These results were obtained by using
simulations of N = 150 total particles, at reduced temperature and principal component density kBT/e =
0.6 and NAs
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the range of values of N and tobs, the effects of
increasing tobs are greater than those of increasing
N. This asymmetry in the dependence on N and
tobs is also reflected in the structure of space-time
at coexistence. We will describe this structure but
first discuss a measure of ergodicity.

The particular measure we consider is the
behavior of the function

Fsðq,tÞ ¼
1

Ntobs
∑
tobs

t′¼0
∑
N

i¼1
〈expfiq•½riðt þ t′Þ − riðt′Þ�g〉s

At equilibrium, that is, s = 0, Fs(q, t) is the Van
Hove self-correlation or intermediate-scattering
function (21). In general, it is a mean overlap
between configurations displaced by a time t. The
extent to which it is nonzero in the limit of large
t is a measure of nonergodicity (22). We choose
the wave vector q to coincide with the first
maximum in the structure factor of the liquid
(or glass). With this choice, the time t for which
F0(q, t) = 1/e is a common definition of the
structural relaxation time.Fs(q, t) is shown in Fig.
3 for the active (i.e., ergodic) and inactive (i.e.,
nonergodic) phases. The relaxation time of the
active trajectories is much less than tobs, yet in-
active trajectories remain trapped in a single state
throughout the observation time. Figure 3 also
shows the radial distribution function for the
principal component of the mixture in the active
and inactive states. This average measure of
structure in the phase that can equilibrate (s = 0)
is virtually identical to that for the phase that is
driven to a nonergodic state (s > 0). Thus, fluc-
tuations from the mean structure are crucial to the
difference between glassy and fluid materials.

Figure 4 illustrates the structure of trajectory
space at conditions of active-inactive coexis-
tence, that is, at s = s*. Each panel illustrates an
overlap matrix,

Qðt, t′Þ ¼ N−1 ∑
N

i¼1
cosfq•½riðtÞ − riðt′Þ�g,

and records the similarity or overlap on a given
trajectory between configurations at different

times t and t′. The s ensemble average of this
quantity gives Fs(q, t – t′). The pictures in Fig. 4
illustrate the fluctuations from the mean, with the
distance from the diagonal reflecting the time
interval t – t′. At s = s*, there are some trajectories
with relatively high values of K indicative of the
active phase, others with relatively low values
indicative of the inactive phase, and lastly those
that are intermediate and that demonstrate phase
coexistence. Figure 4C shows a representative
trajectory with a value of K corresponding to the
active phase; see Fig. 2F. Here, motion is
plentiful, and the system quickly decorrelates as
t – t′ grows.

In contrast, the overlap matrix for inactive
trajectories, as illustrated in Fig. 4A, is homoge-
neous. The system remains correlated for the en-
tire observation time, so that Q(t, t′) is large even
when |t – t′| is much greater than a structural
relaxation time t. Figure 4B shows a trajectory
where the active and inactive phases are sepa-
rated by a sharp temporal interface. These figures
might seem to resemble those found for trajecto-
ries of small equilibrium subsystems over time
periods that are small compared with the struc-
tural relaxation time (23, 24). However, overlap
matrices for trajectories of an equilibrated system
reveal a structure in space-time in which the sys-
tem undergoes multiple transitions between col-
lections of states with low energy and activity,
commonly termed “meta-basins.” Typical life-
times for these inactive basins are of the order of
a fraction of t. These lifetimes are negligible
compared with the very long lifetimes of inactive
states within the s ensemble.

Figure 5 illustrates the correlations between
the order parameter K and the behaviors of po-
tential energy and icosahedral ordering at the
coexistence field s*. The potential energy of the
inactive configurations is smaller, consistent with
their stability. For active trajectories, particles
sample many configurations, which leads to the
self-averaging of structural measures and is re-
flected in the width of the distribution, which is
significantly narrower for greater values of K.
However, a clear correlation between potential en-
ergy and dynamics does not imply a causal link.

Indeed, this thermodynamic variable cannot con-
trol the first-order transition that we describe here.
Rather, we must look to variables that measure
dynamics over a period of time. Although there is
a gradual increase in icosahedral ordering (19) as
K decreases, the observed correlation is far weaker
than that of the potential energy. The broad dis-
tribution at small K is once again indicative of
fluctuation dominance within the inactive phase.

Fluctuations, wetting, and critical points.
The existence of a first-order transition has many
consequences. For example, fluctuations in an
equilibrium system near to phase coexistence
grow rapidly as the surface tension between these
phases is reduced. Figure 2 indicates that the KA
mixture is near a coexistence line between active
and inactive phases at both of the temperatures
that we considered. Further, as the temperature is
reduced, the values of K for the two phases
approach each other, indicating that the surface
tension between the phases will decrease as
temperature decreases. We may therefore associ-
ate this decrease with the growth of fluctuations
within the active phase. These fluctuations are the
dynamical heterogeneities (5, 6) in the equilibri-
um dynamics of the glass former. A further con-
sequence of phase coexistence is the occurrence
of wetting phenomena (25). In the case of the
dynamical transition discussed here, “wetting” is
remembering the initial conditions, and an exam-
ple of this behavior can be seen for Fs(q, t) in
Fig. 3B. At s > s*, the initial time surface is fully
wetted by the inactive phase. At s = 0 < s*, there
is only a precursor to the wetting transition, a film
of finite thickness in time.

For some idealized kinetically constrained
models (7–9), coexistence between active and
inactive phases along the s = 0 line ends at a T = 0
critical point. We expect similarly that, for the
KA mixture, the order parameters of both the
active and inactive phases will approach the same
value, Ks → 0 as T → 0 and s = 0. However,
where active-inactive coexistence is present in
the kinetically constrained models for all temper-
atures when s = 0, the same cannot be true for
models with finite intermolecular forces. At high
enough temperatures, such forces are insufficiently

Fig. 5. Test of correlation
between space-time order
parameter and potential
energy and icosahedral
order. (A) Potential energy
per particle in units of e
versus dynamical order
parameter K of a trajecto-
ry. (B) Icosahedral order,
as quantified by the CNA-
155 parameter of the
common neighbor analy-
sis, as a function of K.
Results are for trajectories
at kBT/e = 0.6, tobs = 40t,
and N = 150.
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constraining to produce collective behavior.
Indeed, we have found that at small values of s,
the order parameter distribution for the KA mix-
ture ceases to be bimodal when kBT/e is sig-
nificantly larger than 1 (18). One possibility is
that the first-order coexistence line ends at an
upper critical point at finite s andT. This possibility
remains to be investigated.

The first-order transition we have described is
to be contrasted with the scenario that emerges
from other approaches, such as mode-coupling
theory (26, 27) and the random first-order tran-
sition theory (28, 29). These theories predict the
existence of dynamic or thermodynamic transi-
tions controlled by thermodynamic fields such as
temperature or pressure. In contrast, our results
show that the order-disorder transition is in the
trajectories of the dynamics and is thus controlled
by dynamic fields. Perhaps a thermodynamic
manifestation can be related to the picture of an
avoided phase transition (30). In any case, our
numerical results here suggest that in real glass
formers this dynamical order-disorder phenome-
non is close to that predicted from idealized
kinetically constrained models (7–9). Thus, we
pass the baton to the experimenters to find pro-
tocols for controlling the dynamic observable K
or driving field s that allow experimental probes
of the transition described in this work.
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Functional Proteomics Identify
Cornichon Proteins as Auxiliary
Subunits of AMPA Receptors
Jochen Schwenk,1* Nadine Harmel,1* Gerd Zolles,1* Wolfgang Bildl,1
Akos Kulik,4 Bernd Heimrich,4 Osamu Chisaka,6 Peter Jonas,3 Uwe Schulte,1,2
Bernd Fakler,1,5† Nikolaj Klöcker1†

Glutamate receptors of the AMPA-subtype (AMPARs), together with the transmembrane
AMPAR regulatory proteins (TARPs), mediate fast excitatory synaptic transmission in the
mammalian brain. Here, we show by proteomic analysis that the majority of AMPARs in the rat
brain are coassembled with two members of the cornichon family of transmembrane proteins,
rather than with the TARPs. Coassembly with cornichon homologs 2 and 3 affects AMPARs in two
ways: Cornichons increase surface expression of AMPARs, and they alter channel gating by
markedly slowing deactivation and desensitization kinetics. These results demonstrate that
cornichons are intrinsic auxiliary subunits of native AMPARs and provide previously unknown
molecular determinants for glutamatergic neurotransmission in the central nervous system.

Fast excitatory synaptic transmission in the
mammalian CNS is mostly mediated by
AMPA receptors (AMPARs), ligand-gated

ion channels that are activated by glutamate re-
leased from the presynaptic terminals (1–4). On
activation, AMPARs provide the transient excit-
atory postsynaptic current (EPSC) that depolarizes
themembrane and initiates downstream processes,
such as the generation of action potentials or syn-
aptic plasticity (5, 6). The time course and amplitude
of AMPAR-mediated EPSCs exhibit considerable
variability among neurons and synapses and strong-

ly depend on the properties of the postsynaptic
AMPARs (7, 8).

AMPARs are tetrameric assemblies of a sub-
units with distinct properties that are encoded by
the glutamate receptor (GluR) genes GluR-A to
GluR-D (9–11) [or GluA1-4 according to the In-
ternational Union of Basic and Clinical Pharma-
cology nomenclature (12)] and their variations
resulting from alternative splicing and RNA edit-
ing (13–15). In most central neurons, multiple
variants of these GluR proteins are expressed and
assembled into heteromultimeric channels that

display a wide range of gating kinetics and Ca2+

permeabilities (16–19). In addition to the a sub-
units, the properties of theAMPARs aremodulated
by a family of transmembrane AMPAR regulatory
proteins (TARPs) (20, 21). TheTARPs coassemble
with the GluR proteins and through direct protein-
protein interactions affect the gating, permeability
and pharmacology of the AMPARs (21–25). Fur-
thermore, the TARPs influence the number and
subcellular localization of AMPARs by promoting
their trafficking to the plasma membrane and their
targeting to the synapse (26, 27).

The profound impact of the TARPs led to the
assumption that almost all AMPARs in the mam-
malian brain may be assembled with these aux-
iliary subunits (28, 29). However, only a minor
portion of the AMPAR complexes in the rat brain
(~30%) are associatedwith g-2 and g-3, the TARPs
with the most widespread expression pattern
(30, 31) (Fig. 1A, arrowhead). It is, therefore,
possible that native AMPARs contain further yet-
unknown protein constituents that may be iden-
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tified in a proteomic approach combining affinity
purification of protein complexes and mass spec-
trometric analysis of their subunit composition.
Such comprehensive analysis has successfully
been applied to multiprotein complexes associ-
ated with different types of ion channels (32–35)
but has not yet been performed with AMPARs.

Proteomic analysis of AMPAR complexes
from rat brain. For proteomic analysis of native
AMPARs, we used affinity purifications (APs)
with three different antibodies specific either for
GluR-A and GluR-B (anti–GluR-A, anti–GluR-B)
or the TARPs g-2 and g-3 (anti–g-2/3) (fig. S2, B
and C) on solubilized membrane fractions pre-
pared from total rat brain (36) (fig. S3). These
protein preparations contained high-molecular-
weight complexes of AMPARs (~0.7megadalton)
assembled from GluR and TARP subunits as
visualized by two-dimensional gel separations
using blue native polyacrylamide gel electropho-
resis (BN-PAGE) and denaturing SDS-PAGE
(36) (Fig. 1A and fig. S1). Total eluates of APs
with the AMPAR subunit–specific antibodies or
several pools of preimmunization immunoglobulins
G (IgGs) serving as negative controls were ana-
lyzed by high-resolution nanoflow liquid chro-
matography tandemmass spectrometry (nano-LC

MS/MS). The results of theseMS-analyses showed
that all four GluR proteins (GluR-A to GluR-D)
were specifically and abundantly [rPQ score and
PQnorm score, respectively] (36) retained by each
of the three AMPAR subunit–specific antibodies
(table S1); the peptides retrieved by mass spec-
trometry provided extensive coverage for the pri-
mary sequence of the individual GluR isoforms
(61, 75, 56, and 52% for GluR-A to GluR-D,
respectively). Moreover,MS/MS spectra obtained
from both anti-GluR and anti–g-2/3 eluates
identified five members of the TARP family,
with significant peptide yields for g-2 and g-3,
and smaller yields for g-4, g-7, and g-8 (table S1).
A sixth TARP isoform, g-5, was only observed in
eluates of anti–GluR-A APs, albeit in small
amounts (table S1).

In addition to the known AMPAR subunits,
ourMS analyses consistently identified cornichon
homolog 2 (CNIH-2) (Fig. 1B) and cornichon
homolog 3 (CNIH-3), closely relatedmembers of
a conserved family of small transmembrane pro-
teins that was first described in Drosophila (Fig.
1, C and D) (37–39). Both cornichon proteins
were specifically copurified at high yield with all
three AMPAR subunit–specific antibodies (table
S1), which suggests that CNIH-2 and CNIH-3

are robustly integrated into AMPAR complexes
in rat brain.

Coassembly of native and heterologously
expressed AMPARs and cornichon proteins.
Coassembly of the two cornichon proteins with
native AMPARs was confirmed by subsequent
reverse-purification using an antibody specific
for CNIH-2 and CNIH-3 (anti–CNIH-2/3) (fig.
S2A) (36) on membrane fractions from rat brain.
The respective eluates, besides the cornichon homo-
logs, contained the AMPAR a subunits GluR-A
to GluR-D, as well as the TARP isoforms g-2,
g-3, and g-4 (table S1). In addition, the cornichon-
AMPAR assembly was corroborated by Western
probing of the two-dimensional gel separation of
the antibody-shift assay from Fig. 1A with the
anti–CNIH-2/3 antibody; this assay separated the
g-2/3–associated AMPARs from those devoid of
these TARPs by the additional mass introduced
via target-specific binding of the anti–g-2/3 IgG
before the BN-PAGE. The major portion of the
two cornichon proteins was not shifted by the g-2/3
antibody,which indicated thatCNIH-2 andCNIH-3
are predominantly assembled into g-2/3–free
AMPAR complexes (Fig. 2A). These g-2/3–free
AMPAR complexes were effectively and com-
pletely shifted when anti–CNIH-2/3 IgGwas used

Fig. 1. Proteomic analysis identifies cornichon
proteins as subunits of native AMPARs. (A) Two-
dimensional gel separation of AMPAR complexes
from rat brain without (top) and with (bottom,
antibody-shift assay) anti–g-2/3 added to the
solubilized membrane fraction; both gel separa-
tions were probed by Western blot with the
indicated antibodies. Size (BN-PAGE) and molecu-
lar mass (SDS-PAGE) are indicated. Note that only a
minor fraction of AMPARs (arrow; 32% by densi-

tometric analysis) is shifted by the anti–g-2/3 antibody. (B) (Top) High-performance liquid chromatography chromatogram of peptide fragments of an anti–
GluR-B eluate. (Middle and bottom) MS- and MS/MS-spectra of a peptide unique for CNIH-2 (m/z value of 541.27246). The complete MS/MS fragment y+-ion
series is indicated together with the amino acid sequence derived from the mass differences (in carboxy-to-amino-terminal direction). (C) Hydropathy plot (Kyte-
Doolittle, window of 12 amino acids) of the rat CNIH-2 protein; horizontal bars denote sequence stretches long enough to span the membrane. (D) Dendrogram
(Clustal method) of the cornichon family of proteins.
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in the antibody-shift assay (fig. S4), which strongly
suggested that all AMPARs not associated with
TARPs are coassembled with CNIH proteins.

The participation of cornichons and TARPs in
native AMPARs was further investigated by
relative quantification of CNIH-2 and g-2 protein
in the aforementioned APs. The mass traces (m/z
peak volumes) of peptides unique for CNIH-2 and
g-2 were quantified on the basis of calibration
curves determined for these peptides in a dilution
series with heterologously expressed tagged ver-
sions of both proteins (36). In APs with anti–
GluR-A and anti–GluR-B, the ratio of copurified
CNIH-2/g-2 was between 6/1 and 7/1 (Fig. 2B)
or, equivalently, ~85% of the purified AMPARs
were associatedwith CNIH-2, whereas ~15%part-
nered with the TARP g-2. The excess of copurified
CNIH-2 over g-2 was independent of the GluR
composition of the AMPARs (Fig. 2B) and sug-
gested that cornichons, similar to TARP proteins,
may be directly assembled with the GluR subunits
(25). This was tested inAPswith anti–GluR-A and
anti–CNIH-2/3 on membrane fractions prepared
from Xenopus oocytes and cultured cells (36) that
heterologously expressedCNIH-2 and heteromeric
GluR-A/GluR-B AMPARs either alone or in com-
bination. Robust and specific copurification of
GluR-A and CNIH-2 was observed with both
antibodies when used on oocytes coexpressing
AMPARs and CNIH-2 (Fig. 2C).

Together, proteomic and biochemical analyses
indicated that the cornichon proteins CNIH-2 and
CNIH-3 are integral constituents of the majority
of nativeAMPARs. They are intimately associated
with the pore-forming GluR subunits.

Expression profile of cornichons in the CNS.
Next, the expression profile ofCNIH-2 andCNIH-3
in the rat brain was investigated by immuno-

histochemistry using the anti–CNIH-2/3 anti-
body. Anti–CNIH-2/3 immunoreactivity was
observed throughout most regions of the brain.
Examples of expression of CNIH-2/3 in the
neocortex, hippocampal formation, and cer-
ebellum are depicted in Fig. 3. In all these areas,
CNIH-2/3 immunoreactivity was found in various
types of neurons, including neocortical and hippo-
campal pyramidal cells and cerebellar Purkinje
cells, as well as in glial cells, such as Bergmann glia
in the cerebellum or astrocytes in the hippocampus
(Fig. 3, A and B). Neither of the two cornichon
proteins was detected in cerebellar granule cells
[(Fig. 3A), right], where AMPAR-mediated synap-
tic transmission crucially depends on the presence of
the TARP g-2 (40, 41). In the hippocampal CA1
region, the anti–CNIH-2/3 immunoreactivity was lo-
calized to theplasmamembraneof bothpostsynapses
and extrasynaptic sites (dendritic shafts, spines of
pyramidal cells), as seen with post-embedding im-
munogold electron microscopy (EM) (Fig. 3C).

Enhanced surface expression of AMPARs by
cornichons. Auxiliary subunits affect both pro-
cessing and biophysical characteristics of the
pore-forming a subunits of various ion channels
(42), which prompts respective analyses for the
cornichon proteins. To examine CNIH-mediated
effects on AMPAR trafficking, we used heterol-
ogous expression of the flop splice variant of
GluR-A (GluR-Ao) in cultured cells and Xenopus
oocytes either alone or together with CNIH-2
or CNIH-3. Surface expression of the resulting
AMPARs was monitored either by staining a he-
magglutinin (HA) epitope in the extracellular N
terminus of GluR-Ao (cultured cells) or by record-
ing glutamate-activated currents in whole oocytes
(36). Coexpression of either cornichon isoform
markedly enhanced the HA-based surface immu-

noreactivity (Fig. 4A); quantification yielded an
~10-fold increase of GluR-Ao receptors in the
plasma membrane of the CNIH-expressing cells
(Fig. 4B). Similarly, in Xenopus oocytes coex-
pression of CNIH-2 or CNIH-3 substantially in-
creased the GluR-Ao–mediated currents evoked
by application of a saturating concentration of glu-
tamate (1 mM) together with trichloromethiazide
(TCM), an inhibitor of channel desensitization
(43) (Fig. 4, C and D). In either system, the
CNIH-mediated enhancement was highest at
low expression levels of the homomeric AMPAR
[(Fig. 4A), left] but decreased as the GluR-Ao

expression was increased. Together, these results
indicated that coassembly with CNIH-2 and
CNIH-3 effectively promoted expression of the
AMPAR complexes at the plasma membrane.

Modulation of AMPAR gating by cornichons.
In addition to protein processing, whole-oocyte
recordings showed that both cornichons markedly
reduced the increase in current amplitude induced
by TCM in the presence of glutamate (Fig. 4C).
This reduction suggested that CNIH-2/3 may also
influence the gating properties of the AMPARs.

The impact of the cornichon proteins on chan-
nel gating was investigated in giant outside-out
(oo) patches from Xenopus oocytes with rapid
glutamate application via a piezo-controlled fast
application system (36, 44). Figure 5A shows
typical current transients recorded with 1-ms glu-
tamate pulses on AMPARs assembled from
GluR-Ai and GluR-Bi (GluR-Ai/Bi), a particularly
abundant subunit combination in the CNS (16),
either alone or in combination with the accessory
subunits g-2 or CNIH-2. All three types of
AMPARs activated rapidly with similar values
(means T SD) for the 20 to 80% rise time (0.25 T
0.03 ms, n = 11 for GluR-Ai/Bi; 0.32 T 0.03 ms,

Fig. 2. Cornichons are major partners
of AMPARs in the rat brain and directly
coassemble with the AMPAR a subunits.
(A) Antibody-shift assay from Fig. 1A
probed by Western blot with the anti–
CNIH-2/3 antibody. Note that the major
portion of AMPARs (arrow) is associated
with the cornichon proteins. (B) Relative
quantification of AMPAR subunits in APs
with the indicated antibodies. (Top) Cali-
bration curves ofm/z peak volumes used
for relative quantification of CNIH-2 and
g-2 (16). Asterisks are intensity-weighted
means of m/z peak volumes, lines rep-
resent linear regressions to these mean
values. (Bottom) Molar ratio of CNIH-2
versus g-2 (red bars) and GluR subunit
composition in the indicated APs. (C)
Copurification of AMPARs and CNIH-2
from Xenopus oocytes expressing GluR-Ai,
GluR-Bi and CNIH-2. Solubilisate and
eluates from APs with anti–GluR-A and
anti–CNIH-2/3 were separated by SDS-
PAGE and probed by Western blot with
the indicated antibodies.
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n = 13; 0.28 T 0.04 ms, n = 6, for AMPARs with
g-2 and CNIH-2, respectively); however, they
differed considerably in their deactivation ki-

netics, as reflected by the current decay when the
agonist was removed (Fig. 5A, inset). Thus,
either accessory subunit slowed the deactivation

of GluR-Ai/Bi receptors, but, whereas slowing by
g-2 was moderate as reported earlier (21, 22, 24),
deceleration by CNIH-2 was substantial and

Fig. 4. Cornichons enhance surface expression of AMPARs in
cultured cells and Xenopus oocytes. (A) Density of extracellularly
HA-tagged AMPARs is increased when CNIH-2 is coexpressed, as
visualized by anti-HA immunoreactivity (without membrane permeabilization). (B) Summary of GluR-A
surface expression in cells transfected with GluR-Ao or co-transfected with GluR-Ao and CNIH-2 and
CNIH-3, respectively. Values of luminescence (means T SEM) obtained with 27 (CNIH-2) and 8 (CNIH-3)
culture dishes from seven and two independent transfections, respectively; luminescence data were
normalized to the GluR-A–expressing control cells. (C) Representative current traces recorded from
oocytes expressing GluR-Ao or GluR-Ao–CNIH-2 AMPARs upon application of 1 mM glutamate T 0.5 mM
TCM; current and time scaling as indicated. (D) Summary of the CNIH-mediated increase in GluR-Ao
currents elicited by 1 mM glutamate + 0.5 mM TCM. Data are means (T SD) of normalized current
amplitudes from two batches of oocytes (6 to 10 oocytes per batch); current amplitudes were normalized
to the mean current of the GluR-Ao–expressing control oocytes.

Fig. 3. Expression profile of CNIH-2
andCNIH-3 in CNSneurons andglial
cells. (A) Immunostaining (red, top;
white, bottom) of neocortex (Cx), hip-
pocampal formation (Hipp) and cer-
ebellum (Cb) with anti–CNIH-2/3.
Immunoreactivity was observed in
various cell types throughout the
cortical layers (including both pyram-
idal and stellate cells in layer V), in
CA1/CA3 pyramidal cells and sub-
populations of hilar neurons in the
hippocampus (including mossy cells),
and in Purkinje neurons, as well as in
the molecular layer (ml) of the cere-
bellum. Granule cells in the cerebel-
lum (granule cell layer, gcl) were not
stained. DG, dentate gyrus. DAPI
staining of nuclei is in blue. (B) CNIH-
2/3 immunoreactivity in radial
Bergmann glia in the cerebellum
(upper left) and hippocampal
astrocytes (lower left) identified
by double-labeling with an anti-
body against the glial fibrillary
acidic protein (GFAP, middle, and
both signals merged, right). (C)
Electron micrographs of CNIH-2/3
immunoreactivity in the CA1 region of the adult rat hippocampus detected by
post-embedding immunogold-EM. Immunoparticles were found over (arrows)
and at the edge (open arrowhead) of asymmetrical synapses between axon

terminals (t) and dendritic spines (s) of pyramidal cells. Gold particles were also
found at the extrasynaptic plasma membrane (filled arrowheads) of dendritic
shafts (den) and spines of pyramidal cells. Scale bars, 0.2 mm.

6 MARCH 2009 VOL 323 SCIENCE www.sciencemag.org1316

RESEARCH ARTICLES

  
 

http://www.sciencemag.org


varied according to its expression level (Fig. 5A
and fig. S5). Closer analysis (of the current decay)
revealed that the slowing of deactivation by g-2
and CNIH-2 resulted from a more complex pro-
cess of channel closure. Although the deactivation
time course of GluR-Ai/Bi receptors was ade-
quately described by a single exponential function
(time constant of 0.96 T 0.24 ms, n = 15) (Fig.
5D), two exponential components were required
for adequate fitting of the current decay in ac-
cessory subunit–containing GluR-Ai/Bi receptor

complexes (Fig. 5, B and D) [see also (36)]. The
distinct effects of g-2 and CNIH-2 on deactivation
kinetics predominantly resulted from the distinct
amplitudes of the respective slowcomponent,which
was 8 T 4% (n = 5) in g-2–containing complexes,
but 30 T 7% (n = 13) in GluR-Ai/Bi–CNIH-2
receptors (P<0.01,Mann-WhitneyU test) (Fig. 5D).
At lower expression levels of CNIH-2, this slow
component was largely reduced, and deactivation
could be approximated with a monoexponential
function albeit with a time constant for deactivation

(tdeactivation) slower than that of GluR-Ai/Bi (fig.
S5). As CNIH-2 did, CNIH-3 also prolonged de-
activation kinetics of heteromeric GluR-Ai/Bi

receptors (Fig. 5D).
The impact of the cornichon proteins on chan-

nelgatingwas alsoexamined inAMPARsassembled
from the flop splice variants of GluR-B and GluR-D
(GluR-Bo/Do), heteromeric channels that display
the fastest deactivation and desensitization kinet-
ics of AMPARs (19). Both CNIH-2 and CNIH-3
slowed the deactivation kinetics ~3.6-fold (Fig.

Fig. 5. Cornichons slow deactivation kinetics of AMPARs. (A) Representative
current responses of AMPARs recorded upon 1-ms applications of 1 mM
glutamate (indicated above the current trace) in giant oo-patches excised from
Xenopus oocytes expressing GluR-Ai/Bi (black trace) or coexpressing GluR-Ai/Bi
and either g-2 (blue trace) or CNIH-2 (red trace). All complementary RNAs
were injected at equal amounts; current and time scaling as indicated. (Inset)
Current responses at expanded time scale; agonist application indicated by the
horizontal bar. (B) Channel deactivation of GluR-Ai/Bi–CNIH-2 AMPAR
complexes is a bi-exponential process. Continuous red line is fit of the sum
of two exponentials (dashed lines, single components) with the time constants
(tfast, tslow) and relative amplitude of the slow component (Aslow) as indicated.
The current response of GluR-Ai/Bi–g-2 complexes from (A) is shown for
comparison. (C) Representative responses of GluR-Bo/Do and GluR-Bo/Do–
CNIH-2 AMPARs upon 1-ms applications of 1 mM glutamate in experiments as
in (A). (D) Summary of the fit parameters of channel deactivation obtained
with AMPARs of the indicatedmolecular composition. Data are means (T SD) of 6 to 15 patches. Time constants are shown as solid bars, open bars denote Aslow in
GluR-Ai/Bi–containing AMPARs.

Fig. 6. Cornichons reduce desensitization of AMPARs without affecting recovery from desensitization. (A)
Superimposed current responses of the indicated AMPARs to a 100-ms application of 1 mM glutamate
(indicated above the current trace) in experiments as in Fig. 5. (B) Summary of the values for tdesensitization
(solid bars) and the relative amplitude of the nondesensitizing current component (relative Iss, white bars)
obtained frommonoexponential fits to the current decay recorded from the indicated AMPARs in experiments
as in (A). Data are means (T SD) of 6 to 15 patches. (C) Recovery of GluR-Ai/Bi–CNIH-2 AMPARs from steady-
state desensitization recorded with a double-pulse protocol (pair of a 100-ms and a 50-ms glutamate pulse
separated by increasing time intervals) in a giant oo-patch. Data points are peak currents recorded during the
second pulse and normalized to the maximal current (recorded during the first glutamate application). Red
line is the result of a monoexponential fit to the data points (trecovery = 69.2 ms). (Inset) Original current
recordings; red trace is response with a recovery interval of 128 ms. (D) Values for trecovery obtained from fits
as in (C) with the indicated AMPARs. Data are means (T SD) of three to eight patches.
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5, C and D) (tdeactivation of 0.71 T 0.11 ms, n = 8
for pure GluR-Bo/Do; 2.56 T 0.74 ms, n = 11 and
2.61 T 0.29 ms, n = 7 for GluR-Bo/Do receptors
coassembled with CNIH-2 and CNIH-3, respec-
tively; P < 0.001 for CNIH-mediated effects,
Mann-Whitney U test). As before, channel acti-
vation appeared largely unaffected by the CNIH
proteins, as indicated by the similar values ob-
tained for the 20 to 80% rise time in pure and
CNIH-2–associatedGluR-Bo/Do receptors (values
of 0.23 T 0.02 ms, n = 8 for GluR-Bo/Do; 0.28 T
0.04 ms, n = 11 and 0.28 T 0.05 ms, n = 7 for the
receptors associated with CNIH-2 and CNIH-3,
respectively). The differences in the time-to-peak
interval observed between GluR-Bo/Do receptors
expressed alone and their CNIH-associated coun-
terparts [(Fig. 5C), inset] likely reflected effects of
the cornichons on both deactivation and de-
sensitization, rather than differences in activation
kinetics between both types of receptors (45).

In a second set of experiments, we therefore
investigated the effects of CNIH-2 andCNIH-3 on
the desensitization of GluR-Ai/Bi andGluR-Bo/Do

AMPARs, using 100-ms pulses of 1mMglutamate.
Representative current responses of such exper-
iments (Fig. 6A) illustrate the changes caused
by the coassembly of GluR-Ai/Bi receptors with
CNIH-2. Thus, CNIH-2 markedly slowed the
desensitization-mediated decay of the current and
introduced a prominent nondesensitizing steady-
state current component (Fig. 6A).When analyzed
bymonoexponential fits, the changes mediated by
CNIH-2 and CNIH-3 in GluR-Ai/Bi receptors
quantified to a more than threefold increase of the
desensitization time constant (tdesensitization) and to
a steady-state current of roughly 30% of the peak
current (Fig. 6B); both the change in tdesensitization
and the amplitude of the nondesensitizing current
depended on the expression level of CNIH-2 (fig.
S5). A similar relative increase in tdesensitization was
obtained with the GluR-Bo/Do receptors when
assembled with the two cornichon isoforms
(values for tdesensitization of 0.92 T 0.14 ms, n = 8
forGluR-Bo/Do; 3.36 T 0.51ms, n= 11 and 3.48 T
0.18 ms, n = 6 for GluR-Bo/Do–CNIH-2 and
GluR-Bo/Do–CNIH-3, respectively; P < 0.001 for
CNIH-mediated effects, Mann-Whitney U test);
the respective steady-state current, however, was
markedly smaller than in GluR-Ai/Bi receptors
(~10% for both cornichon isoforms, Fig. 6B).

Because the CNIH proteins slowed de-
sensitization, the reverse process, recovery from de-
sensitization, was investigated with a double-pulse
protocol in GluR-Ai/Bi and GluR-Bo/Do receptors
(46). As exemplified for GluR-Ai/Bi coassembled
with CNIH-2, recovery from desensitization was
complete, and the time course of recovery was
adequately described by a single exponential
(Fig. 6C). Unlike the gating transitions described
above, recovery from desensitization was largely
independent of associatedCNIHproteins (Fig. 6D).

Taken together, the results on channel kinetics
indicated that the CNIH proteins extensively
modify the gating properties of AMPARs,
probably by stabilizing the open state of the

receptor channels; this stabilizing effect promotes
slowing of deactivation and desensitization,
without major effects on channel activation or
recovery from desensitization. Moreover, the
channel gating observed with heterologously
expressed GluR-Ai/Bi–CNIH receptors closely
resembles that of their native counterparts from
hippocampal mossy cells and CA3 pyramidal
cells (fig. S5) (16).

Discussion. We identified cornichon homo-
logs 2 and 3 as intrinsic auxiliary subunits of the
majority of AMPAR complexes in the mammalian
brain. Physical association of CNIH-2 andCNIH-3
with the pore-forming GluR proteins promotes
surface expression of AMPARs and extensively
modulates their gating properties by slowing de-
activation and desensitization kinetics.

CNIH proteins—novel auxiliary subunits of
AMPARs. For comprehensive analysis of the mo-
lecular composition of native AMPARs, we used
a proteomic approach that combines APs of appro-
priately solubilized protein complexes (controlled
by BN-PAGE) (Figs. 1A and 2A) with nano-LC
MS/MS analysis of total eluates.When applied to
membrane preparations from total rat brain, this
procedure isolated the expected set of known
AMPAR subunits including the four GluR pro-
teins, as well as six members of the TARP family
(table S1). This unbiased approach also revealed
two unexpected results. First, it identified the two
cornichon proteins CNIH-2 and CNIH-3 as co-
purified partners of native AMPARs (Fig. 1 and
table S1); neither of these proteins has previously
been implicated in AMPAR physiology. Second,
by relative quantification of MS-data and electro-
phoretic analyses (Fig. 2), the proteomic ap-
proach showed that the two CNIH proteins
coassemble with the majority of AMPARs in
the rat brain.We estimate that ~70% of AMPARs
contain cornichons as accessory subunits, whereas
~30% coassemble with TARPs (Fig. 2). Antibody-
shift assays (Fig. 2 and fig. S4) and APs with the
anti–g-2/3 and anti–CNIH-2/3 antibodies suggest
that a minor portion of AMPARs may be co-
assembled with both TARPs and cornichons; in
the majority of AMPARs, however, both acces-
sory subunits seemed to be mutually exclusive.

Subsequent functional analysis showed that
both cornichon proteins affect surface expression
and gating properties of AMPARs in the plasma
membrane (Figs. 4 to 6). These AMPAR-related
functions are different from what has been re-
ported for this family of proteins in Drosophila,
chicken, and yeast, where cornichons were shown
to operate as cargo receptors for the export of cer-
tain growth factors from the endoplasmic reticu-
lum (37, 38, 47). Thus, it appears that themembers
of the cornichon family of transmembrane proteins
may have multiple functions in cell physiology.

Implication for AMPAR-mediated signaling
in the CNS. The influence of CNIH-2 andCNIH-3
on the gating of AMPARs may be viewed as
stabilization of the open state impairing channel
closure either upon agonist removal or upon con-
formational processes that trigger receptor de-

sensitization (48). As a consequence, the time
course of both deactivation and desensitization
was slowed by up to several-fold in AMPARs of
various subunit composition (Figs. 5 and 6).

Immuno-EM on the hippocampal CA1 re-
gion (Fig. 3C) suggests that CNIH proteins may
be incorporated into both postsynaptic and extra-
synaptic AMPARs. If coassembled into post-
synaptic AMPARs, the cornichons will slow the
decay time course of EPSCs, often determined by
AMPAR deactivation kinetics. If present in extra-
synaptic receptors, CNIH-2 and 3 may enhance
the effects of glutamate spillover from the release
sites to more distant locations, leading to the ac-
tivation of receptors that would otherwise de-
sensitize. Such spillover effects may be relevant
in mossy fiber synapses on hippocampal CA3
pyramidal neurons and hilar mossy cells and in
parallel and climbing fiber synapses on cerebellar
Purkinje cells, in which the presynaptic elements
form closely spaced release sites (49, 50) and the
postsynaptic neurons abundantly express the two
cornichon proteins (Fig. 3). Thus, effects on
postsynaptic and extrasynaptic receptors will
slow EPSCs, prolonging the time course of ex-
citatory postsynaptic potentials and thus enhanc-
ing temporal summation of synaptic events (fig.
S6). Whether neurons specialized on synaptic in-
tegration (such as hippocampal pyramidal cells)
and others specialized on coincidence detection
(such as neurons in the auditory pathway or
GABAergic interneurons in the cortex) differen-
tially express the cornichon proteins remains to
be determined. In conclusion, our results estab-
lish cornichons CNIH-2 and CNIH-3 as a new
class of accessory AMPAR subunits and thus
provide novel molecular determinants for the
modulation of neurotransmission in the CNS.
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Brightly Fluorescent Single-Walled
Carbon Nanotubes via an Oxygen-
Excluding Surfactant Organization
Sang-Yong Ju,1 William P. Kopcha,2 Fotios Papadimitrakopoulos1,2*

Attaining high photoluminescence quantum yields for single-walled carbon nanotubes (SWNTs) in
order to broaden their optoelectronics and sensing applications has been a challenging task.
Among various nonradiative pathways, sidewall chemisorption of oxygen provides a known
defect for exciton quenching through nanotube hole doping. We found that an aliphatic (dodecyl)
analog of flavin mononucleotide, FC12, leads to high dispersion of SWNTs, which tend to
aggregate into bundles. Unlike other surfactants, the surface organization of FC12 is sufficiently
tight to exclude oxygen from the SWNT surface, which led to quantum yields as high as 20%.
Toluene-dispersed, FC12-wrapped nanotubes exhibited an absorption spectrum with ultrasharp
peaks (widths of 12 to 25 milli–electron volts) devoid of the characteristic background absorption
of most nanotube dispersions.

The ability to readily assign the (n,m)
chirality of semiconducting single-walled
carbon nanotubes (SWNTs) by means of

photoluminescence excitation (PLE) mapping
(1), together with their photostability (2), holds
promise for applications in optoelectronics (3),
biological imaging (2, 4), and sensing (4). Al-
though the optical properties of SWNTs are
excitonic in nature (5), these structures exhibit
low-fluorescence quantum yields. Possible causes
include low-lying, nonradiative states (dark ex-
citons) (6) or various defects that, as a result of
the large exciton diffusion length (~90 nm) in
SWNTs, contribute to substantial photolumines-
cence quenching (7, 8). Oxygen in particular, in

the presence of an acid or neutral environment
(9), can quench photoluminescence through hole
doping and subsequent nonradiative Auger re-
combination (8, 10).

To make matters worse, nanotube bundling
(11, 12), along with chemical defects resulting
from covalent functionalization (13) and nano-
tube inhomogeneities (14), can further decrease
or completely quench nanotube luminescence.
Individual SWNTs can have photolumines-
cence quantum yields as high as 8% (15), but
solution-suspended SWNTs have shown much
lower quantum yields [i.e., 1.5% for polyfluorene
(PFO)–wrapped SWNTs (16), 1.1% for purified
DNA-wrapped SWNTs (11), and less than 0.1%
for surfactant-micellarized nanotubes (16, 17)].
Most SWNTsurfactants allow oxygen to interact
and dope these nanotubes, and are sufficiently
labile that they allow the nanotubes to reform
bundles (9). Here, we show that a low-molecular-
weight, organic-soluble analog of flavin mono-

nucleotide, FC12, imparts considerable individ-
ualization in toluene and other aromatic solvents
(i.e., o-xylene and benzene). In addition, the tight
self-organization of FC12 around SWNTs leads
to an effective exclusion of oxygen that affords
quantum yields as high as 20%.

Flavin mononucleotide (FMN), a common
redox cofactor related to vitamin B2, was recently
shown to self-organize around SWNTs through a
helical conformation (18). Such helical wrapping
(Fig. 1, A and B) originates from two sets of self-
recognizing H-bonds that “stitch” the neigh-
boring FMN moieties into a continuous helical
ribbon (Fig. 1A), the concentric p-p interaction
of the isoalloxazine ring with the underlying
graphene sidewalls (Fig. 1B), and a soluble d-
ribityl phosphate side group that imparts effective
solubilization in aqueous media. In an effort to
broaden flavin-based dispersion in organic sol-
vents, we synthesized an isoalloxazine derivative
with an aliphatic (dodecyl) side group, termed
FC12. The synthetic route of FC12 involves two
facile steps with an overall yield of ~35% (19).
FC12 dispersions of CoMoCAT (Co-Mo bime-
tallic catalyst synthesized) SWNTs (20) were ob-
tained by sonicating 1 mg of FC12, 1 mg of
SWNTs, and 4 ml of various solvents for 4 hours
at 300 W. The mixture was centrifuged for 20
min at 10,000g, which eliminated visible SWNT
bundles in various solvents [i.e., benzene, toluene,
o-xylene, ethylacetate, tetrahydrofuran (THF),
pyridine, acetone, and N,N-dimethyl formamide
(DMF)]. Table 1 summarizes the physical proper-
ties of these solvents as a function of dielectric
constant (e). SWNT photoluminescence was ob-
served for only some of these solvents: benzene,
toluene, o-xylene, ethylacetate, THF, and acetone
(see below).

PLE maps for benzene, toluene, ethylacetate,
and acetone show that the photoluminescence
intensity (~315,000 counts) of FC12–(6,5)-
SWNTs in toluene dispersion is 15 to 20 times
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that for other solvents (see maximum intensity in
the bottom of each panel in Fig. 2; table S1 lists
the relative photoluminescence intensities as a
function of nanotube species, diameter, and chiral
angle). In all PLE maps, all intensity maxima
from the observed first (ES

11) and second (ES
22)

electronic transitions of semiconducting SWNTs
are similarly redshifted as in the case of FMN
(18). The similar ES

11 and ES
22 redshift trend in

organic solvents, as in the case of FMN in H2O
(i.e., 15 to 51 nm for ES

11 and 23 to 71 nm for
ES
22), is in agreement with the tight organization

of flavin around SWNTs (18). Figure S2 plots the
relative photoluminescence intensity of Fig. 2, B
to D, as a function of nanotube diameter dt. With
the exception of (7,5)-SWNTs, which are more
abundant in toluene, the relative photolumines-
cence intensities of the observed nanotube spe-
cies do not change appreciably with dt. However,
the average photoluminescence full width at half-
maximum (FWHM) values of all nanotube spe-
cies in the solvents with low dielectric constant
(i.e., 26 and 27 meV for benzene and toluene,
respectively) are significantly less than those in
the high-dielectric solvents (i.e., 39 and 45 meV
for ethylacetate and acetone, respectively) (table
S1). The larger FWHM and lower photolumines-
cence intensities indicate either large inhomoge-
neity in FC12 functionalization, or a greater degree
of bundling than in the benzene and toluene dis-
persions, or both.

Tan et al. (12) reported that SWNT aggrega-
tion enhances exciton energy transfer (EET) be-
tween SWNTs within bundles, where excitation
of large band gap tubes leads to emission from
SWNTs with smaller band gaps. Such spectral
features are easily discernible for species with
high concentrations, as in the case of (6,5) and
(7,5) for CoMoCAT SWNTs (20). The red
arrows in Fig. 2, A to D, indicate such an EET
feature between (6,5)- and (7,5)-SWNTs. When
normalized to the PLE intensity of (7,5)-SWNTs,
the (6,5) → (7,5) EET feature from the benzene
and toluene is smaller than those seen in ethyl-
acetate and acetone by a factor of 2 to 3 (fig. S3).
This result provides an initial indication that
SWNT individualization in toluene is one of the

reasons for the higher photoluminescence inten-
sity and narrower peaks.

Figure 3A illustrates the corresponding visible–
near infrared (Vis-NIR) spectra of FC12-dispersed
SWNTs in acetone, ethylacetate, and toluene.
The toluene absorption spectrum shows sharper
peaks that are shifted to higher energies with
respect to those of ethylacetate and acetone, as
well as a nearly flat baseline. Note that the three
absorption curves in Fig. 3A are not offset with

respect to each other; rather, they reside on a
power-law background (al–b, where l is the
wavelength and a and b are fitted parameters)
(19, 21). In addition, the ES

11/E
S
22 ratio of (6,5)-

SWNTs, ~6, is the highest reported thus far, with
DNA-wrapped (22), PFO-wrapped (16), and
sodium dodecyl benzene sulfonate (SDBS)–
dispersed (23) SWNTs showing ES

11/E
S
22 ratios

of 3, 3.5, and 3.5, respectively for (6,5)- or (7,5)-
SWNTs. Moreover, the (6,5) ES

11/E
S
22 ratio is ~6

Fig. 1. (A) Top view of isoalloxazine moieties of FC12 wrapped in a 71 helical pattern. Red dotted lines
and green spheres depict the intermolecular H-bonding between neighboring isoalloxazine moieties and
the positions of the solubilizing side chains (undecyl), respectively. Color code for atoms: gray, carbon;
white, hydrogen; blue, nitrogen; red, oxygen. (B) Side view illustrates the tight 71 helical wrapping of
FC12 around (6,5)-SWNTs, which greatly interferes with the presence of a chemisorbed oxygen species
(i.e., 1,4-endoperoxide and its van der Waals radii illustrated in purple) (C).

Table 1. Quantum yield values for (6,5)-SWNTs as a function of solvent dielectric constant (e), H-bonding nature, and solubility values for FC12 and
lumiflavin.

Solvent Photoluminescence
activity

Quantum yield of
(6,5)-SWNTs (%) e

H-bonding
capability*

Lumiflavin
solubility
(mg/ml)

FC12
solubility
(mg/ml)

Max. E S
11

absorption“Sample” “Individual”
Benzene Yes 5 10 2.3 P 4.4 0.31 0.01
Toluene Yes 11 20 2.4 P 4.3 0.23 0.03
o-Xylene Yes 8.7 16.9 2.5 P 5.9 0.25 0.02
Ethylacetate Yes 0.024 0.4 6 M 14.1 0.51 0.075
THF Yes 0.07 0.1 7 M 46.2 11.03 0.21
Pyridine No — — 12.5 M-S 528.7 70.38 0.3
Acetone Yes 0.08 0.2 21 M 53.9 1.81 0.14
DMF No — — 39 M-S 316.7 22.87 0.7
D2O† Yes 0.08 0.8 79 S — — 0.19
*P, poor; M, moderate; M-S, moderate-strong (32). †FMN-dispersed SWNTs in D2O.
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only for toluene, dropping to ~3.5 and 4 for eth-
ylacetate and acetone FC12 dispersions, respec-
tively. Because the ES

11 transitions are more
susceptible to doping-induced bleaching than
are the ES

22 transitions (9), larger E
S
11/E

S
22 ratios

are indicative of a more pristine nature for the
SWNTs.

A close-up of the toluene ES
11 spectral range,

along with peak deconvolution based on the

PLE-observed SWNTs, is shown in Fig. 3B. The
background-subtracted absorption spectrum (cir-
cles) was deconvoluted with a multiplicity of
Lorentzian peaks, where their maxima were
allowed to vary 1 to 2 nm from the corresponding
PLE-derived position (table S1) along with un-
restricted FWHM (19). The NIR spectra were
adequately described by a simple summation of
the individual (n,m)-SWNTs observed in the

corresponding PLE map of Fig. 2B. This one-
to-one correlation between photoluminescence
and absorption spectra indicates profound indi-
vidualization for all observed nanotubes. With
the exception of (7,6)-SWNTs, whose FWHM co-
incides with H2O absorption, the FWHM values
of all nanotubes range from 12 to 25 meV, with
an average of 18 meV (22 meV for weighted
average) (table S2). Comparison of these results
with previously reported FWHM absorption val-
ues for DNA-wrapped nanotubes (18 to 24 meV)
(22) and PFO-dispersed nanotubes (19 to 20meV)
(16) provides additional support for the idea that
the helical wrapping of FC12 affords a highly
uniform environment around these SWNTs (24).

To assess the deconvolution fidelity of Fig.
3B, we compared the percent abundance ob-
tained by absorbance (Fig. 3B) and PLE inten-
sities (table S2). The diameter (dt), modality
[mod(n–m,3) = 1 or 2], family (2n+m= constant),
and (n,m) chirality of SWNTs all influence their
absorptivity and corresponding photolumines-
cence efficiency (25, 26). Our group (21), as
well as others (15, 27), have indicated that the
theoretically calculated absorption [I abscal ðn;mÞ]
and photoluminescence [IPLcal ðn;mÞ] intensity
factors calculated by Oyama et al. (25) provide
a good framework for correlating (n,m) abundance
between absorbance and photoluminescence
results. Columns 4 and 5 of table S2 list the
experimentally observed relative (n,m)-SWNT
abundance as obtained by absorbance and PLE
results, respectively. When these results are scaled
by the Oyama-derived factors (columns 7 and 8),
the average divergence between the absorbance-
and photoluminescence-derived abundance results
(0.12) becomes less than the divergence of the
unscaled abundances (0.18).

What is the nature of the significantly greater
background absorption for ethylacetate and

Fig. 2. Solvent-driven influences on the photoluminescence characteristics and brightness (maximum
intensity counts) of FC12-dispersed CoMoCAT SWNTs. Numbers in parentheses and white circles indicate the
(n,m) chiral indices and peak position, respectively, of various SWNT species in (A) benzene, (B) toluene, (C)
ethylacetate, and (D) acetone. The toluene FC12-SWNT dispersion shows a maximum photoluminescence
intensity (314,800 counts) for a significantly lesser amount of SWNTs according to Fig. 3A. Red arrows
depict EET features from large to small band gap nanotubes.

Fig. 3. Aggregation-induced spectral
purity of FC12-dispersed SWNTs, as
deduced by spectral deconvolution of
their electronic absorption in various
solvents. (A) Nonoffset Vis-NIR ab-
sorption spectra of FC12-dispersed
SWNTs in acetone, ethylacetate, and
toluene. (B) Deconvoluted NIR region
of the toluene sample, based on the
PLE-observed (n,m)-SWNT species of
Fig. 2B. Circles and red curves denote
the experimental and reconstructed
spectra from the summation of the
color-coded Lorentzian peaks, assigned
to various (n,m) nanotubes. The former
curves were offset upward by 0.002
absorbance units to facilitate visual
comparison. (C) Absorption spectra
from acetone, ethylacetate, and tol-
uene FC12-SWNT dispersions from930 to
1120 nm, along with their deconvoluted
components depicting the color-coded
(9,1)-, (8,3)-, (6,5)-, and (7,5)-SWNT
species, in conjunction with two orange-
colored Gaussians attributed to aggregate absorptions from the major (6,5) and (7,5) nanotube species.
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acetone? Figure 3C illustrates the deconvoluted
window from 930 to 1120 nm of Fig. 3A. This
region contains the ES

11 absorptions of the most
abundant (6,5)- and (7,5)-SWNTs in CoMoCAT
sample (20), along with (9,1)- and (8,3)-SWNTs.
After background subtraction (19), the pro-
nounced features of (9,1)-, (6,5)-, and (7,5)-
SWNTs allowed us to determined an average
redshift of 21 meV for all three absorptions.
When we redshifted and confined the peak posi-
tion of all four nanotube absorptions of Fig. 3A
and allowed peak height and FWHM optimiza-
tion for Fig. 3C, the resulting fits (for several
attempts) reproduced poorly the 1025 to 1050 nm
and the 1075- to 1100-nm regions of ethylacetate
and acetone sample, which are not occupied by
any nanotubes (fig. S4). To account for this
shortcoming, we introduced two Gaussian peaks
in these positions (highlighted in orange), and re-
deconvolved these spectra, to obtain an optimum
fit. These two Gaussian peaks are shifted by an
average of ~27 meV compared to the redshifted
positions of (6,5) and (7,5)-SWNTs. Substitution
of these two Gaussian peaks with Lorentzian
shape produced a less optimum fit, indicative of
an ensemble rather than an individual nanotube
species.

Dynamic light scattering (DLS) was used to
qualitatively assess the presence or absence of
nanotube bundling in various solvents. In order
to minimize laser absorption by both nanotube
and the tail-end of FC12 that inadvertently inter-
feres with size-dependent Brownian motion
through thermal convection, we used a 633 nm
laser line at 5 mW intensity power. Badaire et al.
(28) reported that for laser powers below 150
mW, SWNT-related thermal convection effects
become insignificant. The time-dependent auto-
correlation function, C(t), for the toluene and
ethylacetate dispersed FC12-SWNT samples of
Fig. 3A, are shown in fig. S5. After the rapid
initial C(t) decay, the toluene dispersion exhibits
only a minor fluctuation between 20 and 75 ms.
However, the ethylacetate dispersion exhibits a
broad fluctuation spanning in excess of 400 ms,
indicative of large bundling (28).

The presence of small and large SWNT bun-
dles has been previously observed (11, 12, 29).
Density gradient centrifugation has been used
to fractionate, according to buoyancy, surfactant-
suspended SWNTs in bundles of different di-
ameter (11). Small bundles were shown to
exhibit a progressively redshifted absorption
(as high as 19 meV) and larger FWHM rel-
ative to individualized SWNTs. Similarly, their
photoluminescence emissions were broader,
were redshifted, and had considerably smaller
photoluminescence quantum yields. These find-
ings are in good agreement with the 21 meV in
average redshift of the main ES

11 absorptions
in Fig. 3C. This, along with the broader FWHM
in both PLE and absorption spectra of ethyl-
acetate and acetone FC12 dispersions, indicates
that bundling is a major factor in luminescence
quenching.

The profoundly intense PLE signal of toluene-
dispersed FC12 dispersion, in particular that of
the (6,5)-SWNTs, prompted us to determine their
photoluminescence quantum yield using the
method in (11). The absorbance (Fig. 4A) and
emission (Fig. 4B) spectra of Styryl-13 were
compared with the ES

22 absorption and E
S
11 emis-

sion profiles of SDS- and FC12-dispersed
CoMoCAT SWNTs. The 11% quantum yield of
Styryl-13 at 3.3 × 10−7 M in methanol was used
as a primary reference standard because of the
close excitation and emission spectral overlap
with (6,5)-SWNTs (11). Before determining the
quantumyield of toluene-dispersedFC12-SWNTs,
we used the aqueous-dispersed SDS-SWNTs as a
secondary standard (16, 17). Because the power-
law background signal in both SDS and FC12
can influence significantly the nanotube quantum
yield figures, we define as “sample” and “indi-
vidual” quantum yields the values obtained when
(6,5) absorption is taken from either zero absorb-
ance units or the power-law fitted line, respec-
tively. Figure S6 illustrates sample quantum yields
of SDS-dispersed (6,5)-SWNTs as a function of
their ES

22 absorption peak intensity. A value of
0.5% for the “sample” quantum yield was ob-
tained at ultimate dilution while keeping the SDS
concentration above the critical micelle concen-
tration of ~1 weight percent (16, 17). Progressive-
ly higher concentrations decrease the quantum
yield down to 0.05% and below, in accordance
with (16, 17). The substantially higher photo-
luminescence intensity of FC12- versus SDS-
dispersed SWNTs (Fig. 4B) yields a “sample”
quantum yield of ~11% for (6,5)-SWNTs. When
the scattering background is removed, the “indi-
vidual” (6,5) quantum yield increases to ~20%.
Table 1 lists the corresponding (6,5) quantum
yields for all solvents in this study. o-Xylene and

benzene demonstrated 17% and 10% “individual”
quantum yield for (6,5)-SWNTs, respectively,
with the remaining solvents showing progressive-
ly lower quantum yield values.

There may be several causes for the surpris-
ingly large quantumyields for (6,5)-SWNTs.Near-
armchair nanotubes such as (6,5)-SWNTs have
been theorized to exhibit progressively higher quan-
tum yields as their diameter decreases (25, 30), al-
though modality and family dependence also play
an important role. Such increases, however, together
with recent ~8% quantum yield determination for
SDBS-suspended SWNTs (using single-nanotube
photometry) (15), cannot explain the aforemen-
tioned 20% quantum yield value for (6,5)-SWNTs.
Similarly, the possibility of selective enrichment
of only (6,5)-SWNTs can easily be ruled out on
the basis of one-to-one correlation between photo-
luminescence and NIR absorption, as well as the
close resemblance of the relative photolumines-
cence abundance histograms for FC12- and SDS-
dispersed nanotubes in fig. S2.

To pinpoint the nature of such a high quantum
yield, we investigated the tight wrapping of FC12
onto nanotubes by time-dependent photolumi-
nescence intensity traces as a function of O2.
Unlike SDS dispersion, which exhibits progres-
sively lower photoluminescence as a function of
irradiation (9), the photoluminescence intensity
of toluene FC12 dispersion remained constant
(Fig. 4C). Although the reversible acid-induced
p-doping of SWNTs in the presence of oxygen is
well documented (7–9), less attention has been
exerted on SWNT interactions with oxygen alone
(8). Density functional theory calculations by
Dukovic et al. (8) indicate that singlet O2

chemisorbs on a (5,0)-SWNT and adopts a 1,4-
endoperoxide structure (Fig. 1C). The calculated
activation energy for 1,4-endoperoxide desorp-

Fig. 4. Quantum yield determination and photo-oxidation stability of SDS- and FC12-dispersed
SWNTs. Quantum yield values for (6,5)-SWNTs were determined by comparing their electronic
absorption (A) and photoluminescence emission (B) relative to a Styryl-13 reference standard (11).
(C) Normalized photoluminescence intensity behavior of (6,5)-SWNTs as a function of irradiation
time in their respective D2O and toluene media. (D) “Individual” quantum yield dependence of
(6,5)-SWNTs versus FC12 solubility in various solvents.
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tion (~1 eV) (8) is about half of the binding
energy of a single isoalloxazine moiety (~2.2 eV)
(31), which suggests that chemisorbed O2 should
be displaced by FC12 organization around the
nanotubes. As illustrated in Fig. 1C, the seamless
isoalloxazine wrapping is severely prohibited in
the presence of a chemisorbed 1,4-endoperoxide
because of van der Waals repulsions. In contrast
to FC12, the loose organization of other surfac-
tants (such as SDS and SDBS) around SWNTs
permits the inclusion of these 1,4-endoperoxide
defects. We note that PFO-wrapped SWNTs, in
which the surfactant is more organized, have a
greater nanotube “sample” photoluminescence
quantum yield (1.5%) (16) versus 0.1 to 0.5% for
SDS-dispersed SWNTs (16, 17).

The origin of the large solvent variation in the
observed photoluminescence quantum yield may
originate in the relative solubility differences of
the two FC12 submoieties (i.e., isoalloxazine ring
and dodecyl side chain). We procured 10-methyl
isoalloxazine (lumiflavin), the closest analog to
the isoalloxazine ring, and investigated its solu-
bility characteristics versus those of FC12. Table
1 lists the solubilities of lumiflavin and FC12 as a
function of dielectric constant (e) of various sol-
vents. Both lumiflavin and FC12 exhibit signif-
icantly reduced solubilities in nonpolar solvents
(i.e., benzene, toluene, and o-xylene), with tolu-
ene the lowest. As solvent polarity increases (i.e.,
ethylacetate, THF, and acetone), their solubilities
increase accordingly. Pyridine and DMF exhibit
the highest solubility values for both lumiflavin
and FC12, although SWNT photoluminescence
activity is absent. Such behavior would originate
from the moderate to strong H-bonding ability of
pyridine and DMF, which would dissociate the
H-bonded FC12 ribbon responsible for nanotube
dispersion.

The “individual” quantum yield of (6,5)-
SWNTs is shown in Fig. 4D as a function of
FC12 solubility in each solvent (Table 1). High
quantum yields (green line) were seen for low-
polarity solvents, and low quantum yields (ma-
genta line) were seen for medium-polarity
solvents. For both regimes, the increase in FC12
solubility was followed by a decrease in quantum
yield. Because H-bonding is responsible for both
helix stability and FC12 (or lumiflavin) dissolu-
tion, increasing solvent polarity is expected to
increase the helix dissociation constant and render
FC12-wrapped nanotubes more prone to bundl-
ing and less able to desorb 1,4-endoperoxide de-
fects. The proportionality of the helix dissociation
constant to the FC12 solubility would account
for the linear dependence of 1,4-endoperoxide
defect removal along the one-dimensional SWNT
structure. The uniform and defect-free environ-
ment offered by the flavin organization, which is
needed as a result of the large exciton diffusion
length (~90 nm) (7) in SWNTs, opens an array
of new frontiers in SWNT photophysics. More-
over, the flavin organization is also compliant
with the hierarchical assembly of nanotubes for
device manipulation.
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Probing the Angular Momentum
Character of the Valence Orbitals of
Free Sodium Nanoclusters
C. Bartels, C. Hock, J. Huwer,* R. Kuhnen, J. Schwöbel,† B. von Issendorff‡

Although many properties of polyatomic metal clusters have been rationalized by an electron shell
model resembling that used for free atoms, it remained unclear how reliable this analogy is with
respect to the angular momentum eigenstate character of the electronic wave functions. We
studied free size-selected negatively charged clusters of sodium atoms (Nan

–) of approximately
spherical shape (n = 19, 40, 55, 58, 147) by angle-resolved photoelectron spectroscopy over a
broad range of photon energies (1.5 to 5 electron volts). Highly anisotropic, state- and
energy-dependent angular distributions emerged for all sizes. Well-defined classes of energy
dependence related to the approximate angular momenta of the bound-state orbitals indicate that
the overall character of the valence electron wave functions is not appreciably influenced by the
interaction with the ion background. The measured distributions nevertheless deviate strongly from
the predictions of single-electron models, hinting at a distinct role of correlated multielectron
effects in the photoemission process.

Under the free-electron model, a cluster of
metal atoms can be seen as a realization
of the textbook case of a spherical box

potential filled with a well-defined number of
electrons, and therefore as an ideal model system
to study the structure and dynamics of a finite-
size Fermi system. In such a system, the electrons
occupy angular momentum eigenstates, which
leads to a highly discretized density of states—
the electron shell structure (1, 2). By analogy
with atomic orbital filling, the clusters can thus be

construed as “artificial atoms” (3). Sodium is the
best representative of a free-electron metal (4),
and indeed it was for sodium clusters that an
influence of this shell structure was initially ob-
served (5). This result inspired a wealth of studies
on simple metal clusters, and shell effects have
been found in many cluster properties, for ex-
ample, in the size dependences of binding ener-
gies, ionization potentials, and absorption spectra
(1). Nevertheless, photoelectron spectroscopy,
which in principle allows a direct imaging of
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the electron density of states, revealed a some-
what more complicated situation than in the
simplest models (6–9). The interaction with the
ion background lifts the degeneracy of the angular
momentum states and broadens the shells into
bandlike groups of levels with considerable over-
all widths. Strictly speaking, in the presence of
an ion background without spherical sym-
metry, the angular momentum l is no longer a
good quantum number. It is therefore an im-
portant question how much simple model char-
acter remains in the true electronic states of a
real cluster. To date, no experiment has directly
targeted the angular momentum character of
the valence orbitals of simple metal clusters.
Angle-resolved photoelectron spectroscopy in
principle offers a way to do so, as wewill briefly
explain.

The photoelectron angular distribution (PAD) of
a sample of randomly orientedmolecules for single-
photon absorption is given by 1 + b (3/2 cos2q −
1/2), where in the case of linearly polarized light,
q is the electron emission angle with respect to
the electric field vector (10). The distribution is
thus fully described by the anisotropy parameter
b, which assumes values between –1 and +2,
corresponding to perfectly perpendicular and per-
fectly parallel distributions, respectively (Fig. 1).
For spherical systems, bound and continuum states
have well-defined angular momenta l, and in
the case of linearly polarized light, the transition
selection rules ∆l = T1 and ∆m = 0 hold.

The emission of an electron from an s state
(l = 0) therefore always results in an outgoing
wave with l´ = 1 and m = 0, corresponding to
b = +2. All other cases give rise to two partial
waves with l´ = l T 1, each of which is modestly
peaked in the direction of the light polarization
(b converges to 1/2 for large l). The interference
of the two waves, however, can lead to any
value of b between −1 and +2. In particular,
negative values of b can only be produced by
such an interference effect. As Bethe has shown
for one-electron systems (11) and Cooper and
Zare for many-electron systems (12), b can be
analytically calculated from the angular momen-
tum l of the bound state and the amplitudes and
phases of the two outgoing partial waves (see
supporting text). PADs therefore carry informa-
tion about the angular momentum character of
the orbitals from which the electrons emerge.

In our experiment (13), negatively charged
clusters of sodium atoms (Nan

–) were produced
in a gas-aggregation cluster source. The cluster

ions were stored for about 1 s in an ion trap
cooled to 6 K, where they were thermalized by
collisions with helium buffer gas. Cooling is
essential for this type of experiment; it strongly
enhances the quality of the photoelectron spectra
as it brings the clusters close to their vibrational
ground state. After extraction from the trap, the
clusters were size-selected in a double-reflectron
time-of-flight mass spectrometer and irradiated
by linearly polarized pulses from a dye laser
(pulse width ~ 10 ns, peak intensity < 105W/cm2).
The photon energies mostly used were 2.48 and
4.02 eV; for selected cluster sizes (n = 19, 55, and
147), the photon energy was additionally varied
between 1.5 and 5.0 eV in small steps. The photo-
electrons were detected in an optimized velocity-
map imaging spectrometer (14–16). Themeasured
projections were transformed into angle-resolved
photoelectron spectra by a slightly modified ver-
sion of the pbasex algorithm (17); b parameters
for individual transitions were extracted from
these spectra by least-squares fits to the observed
peaks (13).

Examples are shown in Fig. 2, where angle-
integrated spectra (upper panels) and angle-
resolved spectra (lower panels) are presented for
clusters comprising 40, 58, and 147 atoms. These
clusters are close to either electronic or geomet-
rical (atomic layer) shell closings and have a
well-defined electron shell structure (18). Each of
them can furthermore be assumed to adopt pre-
dominantly a single geometrical structure, be-
cause the presence of several structural isomers in
the experiment usually leads to a blurring of the
photoelectron spectra (18).

Neutral Na40 is an electronically closed shell
cluster; its anion has the formal electronic
configuration 1s2 1p6 1d10 2s2 1f14 2p6 1g1.
The uppermost three of these shells can be
identified in the angle-integrated photoelectron
spectrum in Fig. 2A. The electron shells are far
from being narrow peaks; owing to the interac-

tion with the ionic background, they are broad-
ened into bands with a width comparable to
their separation energy. Nevertheless, the corre-
sponding angle-resolved spectra are surprisingly
simple: Whereas the angular distribution is essen-
tially isotropic for electrons detached from the 1g
shell, it is parallel for 2p electrons and perpen-
dicular for 1f electrons. So, here all substates of a
given shell exhibit very similar behavior, whereas
different shells exhibit different PADs.

Neutral Na58 also is an electronically closed
shell cluster; the anion formally has a singly
occupied 2d orbital above the completely filled
1g shell. In Na55

−, which (except for a small
Jahn-Teller distortion) has perfect icosahedral
symmetry (18), this 1g band is split into two
well-defined peaks (Fig. 3B), whereas in the
lower-symmetry Na58

− it is broadened into a band
with a width of almost 400 meV (Fig. 2B). Never-
theless, the angular distributions are very similar
for all substates within the 1g band, and sub-
stantially different from those of the 2p and the 2d
bands. Again, the PADs of electrons detached
from different shells are surprisingly different.

Na147
− has icosahedral geometry and there-

fore a highly structured electronic density of states
(18). For such a large cluster size, each major
band consists of several approximate angular
momentum states. This characteristic is directly
reflected in the angular distributions: The 2g shell
shows a uniform behavior, but the 1i/2f/3p and
the 1h/2d/3s bands consist of several components
with clearly different PADs. The most impor-
tant point, however, is that one can observe such
strongly structured spectra at all for a cluster of
this size. In particular, the occurrence of negative
values of the b parameter (b = −0.68 T 0.02 for
the 2g shell at 530 nm, and b = −0.87 T 0.11 for
the 1i shell at 348 nm), which can only be
produced by destructive interference of the out-
going partial waves in the direction of the light
polarization, demonstrates that the emission pro-
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Fig. 1. Schematic angle-
resolved spectrum of three
hypothetical electronic states
exhibiting perpendicular, iso-
tropic, and parallel distribu-
tions (b parameters−1, 0, and
+2, respectively). The angular
distributions are visualized as
three-dimensional polar plots
above.
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cess is highly coherent. Apparently, potentially
coherence-destroying processes like electron-
electron or electron-phonon scattering do not yet
play a major role in this size region.

Because PADs generally have a state-specific
photon energy dependence (19), two different
states may produce identical distributions at a
given photon energy. A full characterization of
the bound-state orbitals can therefore only be
obtained by studying the PADs as a function of
photon energy.

We have performed such experiments for
several cluster sizes. Here we present the results
for the electronically closed shell Na19

−, which
has an almost spherical but low-symmetry struc-
ture (20), and for Na55

−, which has icosahedral
symmetry but is two electrons short of an elec-
tronic shell closing (18).

Examples of spectra measured at different
wavelengths are shown in Fig. 3. As expected,
the angular distributions show strong variations
with photon energy. The only exception is the
uppermost level of Na19

–, which is a 2s state.
Electron emission from this orbital should always
result in a pz wave (l´ = 1, m = 0), and indeed the
corresponding angular distributions are parallel
for all photon energies investigated. In contrast, a
pronounced evolution of the angular distributions
with photon energy is observed for electrons
from the 1d and 1p states of Na19

–. For Na55
–, the

angular distributions of all of the states quite
drastically change with energy. Moreover, the
angular distributions for the different substates of
an angular momentum eigenstate are not always
alike. At 550 nm, for example, the lower-energy
component of the 1g state has an isotropic dis-
tribution, whereas the higher-energy component
is still perpendicular. This difference indicates
that the correlation between the initial angular
momentum and the PAD is more complex than
suggested above.

The evolution of the PADs is most clearly
seen by plotting the anisotropy parameter b as
evaluated for the different states as a function of
photon energy hv (Fig. 4, A and B). The resulting

Fig. 2. Typical spectra for the cluster sizes 40 (A), 58 (B), and 147 (C). The lower panels show the energy- and angle-resolved spectra, with the emission angle q
measured with respect to the laser polarization. The upper panels show the corresponding angle-integrated spectra, together with the assignment of shell-model
quantum numbers.

Fig. 3. (A and B) The evolution of angle-resolved photoelectron spectra for the cluster sizes 19 and
55. (A) The distributions for the 2s electrons of Na19

− are always parallel, whereas the distribution
of the 1d electrons evolves from isotropic at threshold (600 nm) to perpendicular (580, 530 nm)
and then parallel (430, 348 nm). (B) The angular distributions of the 1g electrons of Na55

− are
isotropic at threshold, then perpendicular in the wavelength range of 550 to 402 nm, then
isotropic again. Different peaks corresponding to the same approximate angular momentum can
exhibit clearly different angular distributions, as seen for the 1g electrons from Na55

− at 550 nm.
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curves exhibit a smooth but notable energy de-
pendence and cover essentially all of the acces-
sible range between –1 and +2.

Closer inspection shows that all substates of a
given approximate angular momentum eigenstate
have a very similar photon-energy dependence,
but with a certain shift in energy (for example, the
substates of the 1d shell of Na19

− plotted in green,
or the substates of 1f of Na55

− plotted in blue).
The reason for this shift is that the photon energy
is not really the relevant parameter in this case; it
is the kinetic energy of the detached electron that
determines the wave function of the continuum
state and thereby the radial transition matrix
elements and phase shifts. Indeed, when plotting
the b parameters as a function of the photo-
electron kinetic energy, practically identical
behavior is observed for all substates of a given
shell (Fig. 4, C and D). This finding demon-
strates that the interaction with the ionic back-
ground evidently modifies only the energies of
the different states, not the overall character of
the wave functions. Each single-particle state
seems to retain a dominant contribution from
just one angular momentum eigenstate, which
can be seen as an ex post facto justification of
the use of the shell model.

Nevertheless, some deviations from such
simple behavior are apparent. The 2s state of
Na19

−, which in principle should have b = +2 for
all energies, exhibits a broad dip in its b curve at
about 2.8 eV. Because this value is in the ex-
pected energy range of the collective plasmon
excitation of Na19

− (21, 22), one could speculate
that here the competition between plasmon
excitation and electron emission alters the an-

gular distribution, but calculations are necessary
before definite statements can be made.

In general, the angular distributions of the dif-
ferent shells seem to possess a characteristic and
rather simple energy dependence. This observa-
tion suggests that it might be possible to describe
them within a single-electron central-potential
model. We have performed such calculations
using a “wine bottle” potential as obtained from
self-consistent jellium theory (23), with a mod-
ified long-range part that incorporates the inter-
action of the outgoing electron with the neutral
but polarizable cluster (24, 25). Numerically
solving the Schrödinger equation for this po-
tential yielded the bound and continuum wave
functions, which allowed the calculation of b
using the Bethe-Cooper-Zare formula (figs. S2
and S3 and supporting text). To check the sen-
sitivity of the calculations to the precise shape
of the potential, we varied the potential depth
by T 200 meV around the value that gave the
best agreement between the calculated and mea-
sured electron binding energies.

As seen in Fig. 4, E and F, the resulting curves
show strong variations of the anisotropy pa-
rameter within a few electron volts above the
detachment threshold and, except for the 1g state
of Na55

−, qualitatively resemble the evolution of
the experimental values; the quantitative agree-
ment, however, is poor. Changing the potential
depth introduces some changes in the resulting
curves but leaves the overall trend unaffected.
Further tests were performed with square-well
and Woods-Saxon potentials (fig. S4). For the
Woods-Saxon potential, the parameters for radius,
depth, and surface thickness were systematically

varied over a broad range of values, but no match
with the experimental data was obtained even for
unphysical choices of parameters (fig. S5).

It is unlikely that the neglect of the ionic
background structure is responsible for this fail-
ure of the model to reproduce the measurements.
The substates of the 1g band in Na58

− exhibit a
very similar behavior. Actually, all substates of
the 1g band in all sizes from Na53

− to Na57
− have

very similar PADs; the same can be observed for
other bands and in other size ranges. This dem-
onstrates that details of the wave functions that
are related to the ionic background cannnot have
a strong influence on the angular distributions
and leads us to the conclusion that it might be the
single-active-electron assumption that is wrong.

The calculation of the initial bound and the
final continuum wave functions with the same
effective single-particle potential ignores any
correlated interaction of the emitted electron with
the other electrons. Though this is expected to be
a good approximation for electrons with high
kinetic energies, it is questionable for relatively
slow electrons that spend a substantial time inside
and close to the residual system (26). For the
experiments discussed here, the electron kinetic
energy is on the order of 1 eV, meaning that the
electron leaves the cluster within a time of about
1 fs. The time scale for the response of the
electronic system is given by the inverse bulk
plasmon frequency (27), which is also ~1 fs.
Consequently, the emitted electron interacts with
neither a frozen electronic system nor a fully
adiabatically responding one, but experiences an
intermediate situation. The observed angular
distributions therefore are probably the result of

Fig. 4. The anisotropy parameters b as a function of photon energy (A and B) and as a function of electron kinetic energy (C and D) compared to the curves
calculated by the model described in the text (E and F). The calculated curves correspond to different potential depths, varied in the range of T200 meV around
the optimum value.
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correlated multiparticle dynamics and could be
used, in combination with theory, to characterize
these interactions in detail.
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Implications of a VLBI Distance to the
Double Pulsar J0737-3039A/B
A. T. Deller,1* M. Bailes,1 S. J. Tingay2

The double pulsar J0737-3039A/B is a unique system with which to test gravitational theories in
the strong-field regime. However, the accuracy of such tests will be limited by knowledge of the
distance and relative motion of the system. Here we present very long baseline interferometry
(VLBI) observations which reveal that the distance to PSR J0737-3039A/B is 1150þ220

−160 parsecs,
more than double previous estimates, and confirm its low transverse velocity (~9 kilometers per
second). Combined with a decade of pulsar timing, these results will allow tests of gravitational
radiation emission theories at the 0.01% uncertainty level, putting stringent constraints on
theories that predict dipolar gravitational radiation. They also allow insight into the system’s
formation and the source of its high-energy emission.

The double pulsar system PSR J0737-
3039A/B (1, 2) is one of eight known
double neutron star (DNS) systems, and

the only system in which both neutron stars are
visible as pulsars. The “A” pulsar, which has
been spun-up by accretion (“recycled”) to a
period P = 22.7 ms, was discovered first; the
nonrecycled “B” pulsar (P = 2.77 s) was found
during follow-up timing observations. PSR J0737-
3039A/B is the most relativistic known DNS
system. It has an orbital period of 2.5 hours and a
coalescence time (due to orbital energy loss to
gravitational radiation) of 85 million years. Com-
pared to most DNS systems, it has a low eccen-
tricity (0.08) and is thought to possess a low
transverse velocity [10 km s−1; (3)], which is dif-
ficult to explain in standard models of pulsar
formation. Pulsar timing of PSR J0737-3039A/B
produces results consistent with the theory of
general relativity (GR) at the 0.05% level (3).

The distance to PSR J0737-3039A/B is es-
timated using the pulsar dispersion measure

(DM) and models of the ionized component of
the Galaxy (4, 5). However, distances derived in
this manner have been shown to be in error by a
factor of 2 or more for individual systems [e.g.,
PSR B0656+14; (6)]. A more accurate distance
to the PSR J0737-3039A/B system is needed to
determine the contribution of kinematic effects
to pulsar timing, the uncertainty of which would
otherwise limit the precision GR tests could
achieve; to establish the source of the x-ray emis-
sion from the system (7, 8); and to refine the es-
timated radio luminosity.

We used the Australian Long Baseline Array
to obtain a model-independent distance to PSR
J0737-3039A/B, through the direct measurement
of its annual geometric parallax. We have made
seven very long baseline interferometry (VLBI)
observations of PSR J0737-3039A/B over an 18-
month period between August 2006 and February
2008, which allowed us to fit the system’s posi-
tion, proper motion, and parallax [for more details
see (9), Table 1, and Fig. 1; all errors are 1s unless
otherwise stated].

The distance to PSR J0737-3039A/B is
1150þ220

−160 pc, which is inconsistent with previous
DM-based estimates of 570 pc (4) and 480 pc (5).
Our measurement is more significant than the
distance of 333þ667

−133 pc obtained through a mar-
ginal timing parallax detection (3), which dif-
fered by ~1s from our result. The revised value
of electron density along the line of sight to PSR
J0737-3039A/B is 0.043 cm−3, suggesting that
the influence of the Gum nebula (a large, ionized
hydrogen region between the Earth and PSR
J0737-3039A/B) along this line of sight is less
than originally thought. The proper motion of
PSR J0737-3039A/B is 4.37 T 0.65 milli–arc sec
year−1, consistent with a previous timing mea-
surement of 4.2 T 0.6 milli–arc sec year−1 (3).

We used the revised distance to PSR J0737-
3039A/B to estimate the precision attainable for
testing predictions of gravitational wave emission

Table 1. Fitted VLBI results for PSR J0737–3039A/B.

Parameter Value

Right ascension a (RA; J2000)* 07:37:51.248419(26)
Declination d (Dec; J2000)* −30:39:40.71431(10)
Proper motion in RA (ma × cosd; milli–arc sec year−1) −3.82(62)
Proper motion in declination (md; milli–arc sec year

−1) 2.13(23)
Parallax (milli–arc sec) 0.87(14)
Distance (pc) 1150þ220

−160

Transverse velocity (km s−1) 24þ9
−6

Transverse velocity in LSR† (km s−1) 9þ6
−3

Reference epoch (MJD)‡ 54,100
*As discussed in (9), the actual error in the pulsar position is dominated by the alignment of the barycentric reference frame
used for pulsar timing and the quasi–inertial frame used for VLBI, and is approximately an order of magnitude greater than the
formal fit error shown here. †Local standard of rest. ‡Modified Julian day.

1Centre for Astrophysics and Supercomputing, Swinburne Uni-
versity of Technology, Mail H39, Post Office Box 218, Hawthorn,
VIC 3122, Australia. 2Curtin Institute of Radio Astronomy, Curtin
University of Technology, Bentley, WA, Australia.

*To whom correspondence should be addressed. E-mail:
adeller@astro.swin.edu.au
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from the system. To compare the rate of change
of orbital period (Ṗb) due to the loss of energy to
gravitational radiation with the GR prediction,
the observed Ṗb must be measured as accurately
as possible [the current significance is 70s (3)],
and contributing factors to Ṗb other than GR
must be estimated and subtracted as accurately as
possible. For PSR J0737-3039A/B, the major
contributing factors are differential Galactic rota-
tion ( Ṗ

rot
b ) , acceleration toward the plane of

the Galaxy ( Ṗ
z

b), and the apparent acceleration
caused by the transverse motion of the system
[the Shklovskii effect Ṗ

Shk
b ; (10)], to whichwewill

refer collectively as Galactic and kinematic con-
tributions (Ṗ

gk
b ). For the newly calculated distance

of 1150 pc, the magnitude of these effects is
calculated using Eqs. 2.12 and 2.28 from (11) as

Ṗ
rot

b

Pb
¼ −

v20
cR0

� cos l þ b

sin2l þ b2

� �
ð1Þ

Ṗ
z

b

Pb
¼ −

Kz

c
sinb ð2Þ

Ṗ
Shk

b

Pb
¼ m2d

c
ð3Þ

where l, b, and z are Galactic longitude, latitude,
and height, respectively; d and m are pulsar
distance and proper motion; R0 and v0 are the
Galactic radius and speed of the solar system
[taken to be 7.5 kpc and 195 km s−1, respectively
(12)]; Kz is the vertical gravitational potential of
the Galaxy [taken from (13) as 0.45 km2 s−2 pc−1

at the height of PSR J0737-3039A/B]; and c is
the speed of light. The dominant uncertainties are
in d (16%); m (15%); and R0, v0, and Kz, whose
errors are estimated at ~10%.

Equations 1 to 3 give Ṗ
rot

b /Pb = (−4.3 T 0.7) ×
10−20 s−1, Ṗ

z

b/Pb = (3.8 T 0.8) × 10−21 s−1, and
Ṗ
Shk
b /Pb = (5.3 T 1.8) × 10−20 s−1. Combining

these terms gives Ṗgk
b /Pb = (1.5 T 2.1) × 10

−20 s−1,
and multiplying by the observed orbital period
Pb = 8834.5 s (3) yields the net effect of these
terms on the observed orbital period derivative:
Ṗ
gk
b = (1.3 T 1.8) × 10−16.
These contributions to the orbital period

derivative are four orders of magnitude below
the GR contribution, and two orders of magni-
tude below the current measurement error [Ṗobs

b =
(−1.252 T 0.017) × 10−12; (3)]. Thus, with the
current accuracy in the measurement of distance
and transverse velocity, GR tests can be made to
the 0.01% level with PSR J0737-3039A/B using
Ṗb. However, about 10 years of further precision
timing will be required to reach this point.
Measuring Ṗb at this level will place stringent
requirements on the class of gravitational theories
that predict substantial amounts of dipolar
gravitational radiation, exceeding the best solar
system tests (3). Measuring the moment of inertia
of pulsar A, however, would require another
order of magnitude improvement in the measure-
ment precision of Ṗb (3). In the near future,

additional VLBI and/or timing measurements
can be expected to reduce the error in both the
distance and velocity of PSR J0737-3039A/B
below 10%; however, even with negligible error
in these parameters, the existing accuracy of mea-
surements of R0, v0, and Kz would limit the
accuracy of Ṗb measurements in this system to
0.004%. To attain the 10−5 precision necessary to
measure the neutron star moment of inertia, the
constants R0 and v0 must be measured to a pre-
cision approaching 1%.

X-ray observations of PSR J0737-3039A/B
show that most of the x-ray emission from the

system is modulated at the spin period of the A
pulsar (7, 8, 14, 15), but there has been con-
siderable debate over where and how the x-rays
are generated. Normally, pulsar x-ray emission
is thought to have a magnetospheric or thermal
origin (16). However, the small binary separation
and interaction of the pulsar wind of the A pulsar
with the magnetosphere of the B pulsar (17)
provides alternate x-ray–generation mechanisms.

The spin-down luminosity of pulsar A is more
than three orders of magnitude greater than that of
pulsar B. Thus, pulsar A is likely to dominate any
magnetospheric x-ray emission from the system.
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Fig. 1. Motion of PSR J0737-3039A/B plotted against time. (A) Offset in right ascension; (B) offset
in declination. The best fit (dashed line) is overlaid on the measured positions. The reduced chi-
squared of the fit was 0.79, implying that the measurement errors (and thus the errors on fitted
parameters) might be overestimated and hence conservative.
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Although a wholly magnetospheric (power-law)
origin for the observed x-ray emission is plausi-
ble, the neutral hydrogen column density [NH ~
1.5 × 1021 cm−2; (8)] implied by the model is
higher than expected from the pulsar’s previously
assumed location in the Gum nebula. The Gum
nebula is believed to be ~500 pc distant, with a
depth of several hundred pc (5).

However, the value of NH is consistent with
the usual average of 10 neutral hydrogen atoms
for every free electron along the line of sight. Our
revised distance estimate places PSR J0737-
3039A/B beyond the Gum nebula, implying that
the measured value for NH is not discrepant. It
also increases the estimated x-ray luminosity by a
factor of 5, but the revised value for a power-law
fit (1.2 × 1031 erg s−1) remains consistent with
known relations between pulsar spin-down lu-
minosity and x-ray luminosity (18). Hence, our
result supports a power-law model of magneto-
spheric origin (from pulsar A) for the bulk of the
x-ray emission from PSR J0737-3039A/B.

The discovery of PSR J0737-3039A led to a
marked upward revision in the estimatedGalactic
merger rate of DNS systems (19), although un-
certainty over the characteristics of recycled
pulsars means that the true value of the merger
rate remains poorly constrained. Specifically, the
distribution of recycled pulsar luminosities is
generally extrapolated from the entire pulsar
population (19) even though it (along with the
distributions of pulse shape and beaming frac-
tion) appears to differ from the distribution for
slower pulsars (20). Our revised distance shows
that the radio luminosity of PSR J0737-3039A is
a factor of 5 greater than previously assumed. If
this revision were to markedly influence the re-
cycled pulsar luminosity function, then the as-
sumed space density of DNS systems would be
reduced, with a corresponding impact on DNS
merger rates estimations.

Finally, we used the measured transverse
velocity for PSR J0737-3039A/B (24þ9

−6 km s−1)
to constrain models of the formation of the sys-
tem. After subtracting estimates of the peculiar
motion of the solar system and Galactic rotation
(21), we measure a transverse velocity in local
standard of rest of 9þ6

−3 km s−1. This is compara-
ble to the unadjusted value of 10 km s−1 presented
in (3), and is within the range of transverse ve-
locities expected for the massive stars that are
DNS progenitors [~20 km s−1; (22)]. Because the
transverse velocity of PSR J0737-3039A/B is so
low, if the system received a large velocity kick at
birth, it must have a large radial velocity. How-
ever, there are no observational methods available
to determine the radial velocity in a DNS system.

Because of the accurate measurement of its
Shapiro delay, PSR J0737-3039A/B is known to
lie edge-on (3). If the only kick it received was
provided by the loss of binding energy during
the supernova explosion, the resultant three-
dimensional space velocity should be on the
order of ~ 50 km s−1, estimated from the system’s
observed eccentricity and orbital velocity (23).

This space velocity would be constrained to the
plane of the orbit. From simple geometry, the
probability of observing a transverse velocity less
than 10 km s−1 is about one in eight, which is
small, but not unreasonable. Conversely, if the
double pulsar had received a large kick (24), the
odds of observing such a low transverse velocity
become increasingly remote. Not only would the
radial velocity have to be increasingly large, but
the inclination angle of the system must not be
altered by the kick. Hence, our transverse ve-
locity results reinforce those of (3) and are con-
sistent with the interpretation of (25), who argue
for almost no mass loss and kick in the case of
PSR J0737-3039A/B.

The implication of low kick velocities in PSR
J0737-3039A/B–like systems offers a possible,
albeit speculative, explanation for the formation
of PSR J1903+0327, a heavy, highly recycled
millisecond pulsar (mass 1.8 solar masses, period
2.15 ms) with a main-sequence companion of 1
solar mass (26). The orbit of such a pulsar should
have been highly circularized during the mass-
transfer phase (27). However, PSR J1903+0327
possesses an intermediate orbital eccentricity
(e = 0.44).

A formation mechanism for PSR J1903+0327
has been suggested in which a triple system ex-
periences a white dwarf–neutron star coalescence
(28). However, a coalescing DNS system such as
PSR J0737-3039A/B could also create a PSR
J1903+0327–like pulsar. Thus, given the low ve-
locity of PSR J0737-3039A/B, an alternative for-
mation mechanism for PSR J1903+0327 involves
a triple system containing a close DNS binary and
a main-sequence star.
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Phase-Sensitive Observation of a
Spin-Orbital Mott State in Sr2IrO4
B. J. Kim,1,2* H. Ohsumi,3 T. Komesu,3 S. Sakai,3,4 T. Morita,3,5 H. Takagi,1,2* T. Arima3,6

Measurement of the quantum-mechanical phase in quantum matter provides the most direct
manifestation of the underlying abstract physics. We used resonant x-ray scattering to probe the
relative phases of constituent atomic orbitals in an electronic wave function, which uncovers the
unconventional Mott insulating state induced by relativistic spin-orbit coupling in the layered 5d
transition metal oxide Sr2IrO4. A selection rule based on intra-atomic interference effects
establishes a complex spin-orbital state represented by an effective total angular momentum = 1/2
quantum number, the phase of which can lead to a quantum topological state of matter.

Transition metal oxides (TMOs) with
perovskite structure are hosts to many
fascinating phenomena, including high-

temperature superconductivity (1) and colossal
magnetoresistance (2), in which the valence

d-electron states are described in terms of crystal-
field (CF) states: triply degenerate t2g states
(xy, yz, zx) and doubly degenerate eg states (x

2 – y2,
3z2 – r2). These CF states are all pure real
functions, so that when the degeneracy is re-
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moved (e.g., by the Jahn-Teller effect), the orbital
angular momentum is totally quenched. How-
ever, when the spin-orbit coupling (SOC) becomes
effective, the CF states are mixed with complex
phases, which may partially restore the orbital
angular momentum in the t2g manifold. This ef-
fect is particularly pronounced in TMOs with
heavy 5d elements, where SOC is at least an
order of magnitude larger than those of TMOs
with 3d elements and can sometimes give rise
to unconventional electronic states.

5d TMO Sr2IrO4 is a layered perovskite with
low-spin d5 configuration, in which five electrons
are accommodated in almost triply degenerate t2g
orbitals. Metallic ground states are expected in 5d
TMOs because of their characteristic wide bands
and small Coulomb interactions as compared
with those of 3d TMOs. Sr2IrO4, however, is
known to be a magnetic insulator (3, 4). A recent
study has shown that the strong SOC inherent to
5d TMOs can induce a Mott instability even in
such a weakly correlated electron system (5),
resulting in a localized state very different from
the well-known spin S = 1/2 state for conven-
tionalMott insulators, proposed to be an effective
total angular momentum Jeff = 1/2 state in the
strong SOC limit expressed as

jJeff ¼ 1=2,mJeff ¼ T1=2〉

¼ 1ffiffiffi
3

p ðjxy,∓s〉∓jyz,Ts〉þ ijzx,Ts〉Þ ð1Þ

where m is the component of Jeff along the
quantization axis and s denotes the spin state.
This state derives from the addition of S = 1/2 to
the effective orbital angular momentum Leff = 1,
which consists of triply degenerate t2g states but
acts like the atomic L = 1 state with a minus sign;
that is, Leff = –L. As a result, Jeff = 1/2 has orbital
moment parallel to spin (6). Note the charac-
teristic equal mixture of xy, yz, and zx orbitals
with complex number i involved in one of the
factors and the mixed up-and-down spin states
(7).

This realization of a Mott insulator with Jeff =
1/2 moment provides a new playground for
correlated electron phenomena, because emergent
physical properties that arise from it can be
drastically different from those of the conven-
tional Mott insulators. A prime example is when
Jeff = 1/2 is realized in a honeycomb lattice
structure where electrons hopping between Jeff =
1/2 states acquire complex phase; it generates a
Berry phase leading to the recent prediction of

quantum spin-Hall effect at room temperature (8),
and it also leads to the low-energy Hamiltonian of
Kitaev model relevant for quantum computing
(9). Experimental establishment of the Jeff = 1/2
state is thus an important step toward these
physics, and the direct probe of complex phase
in the wave function has been awaited. However,
it is usually difficult to retrieve the phase in-

formation experimentally, because it is always the
intensity, the square modulus of the wave func-
tion, that is measured; and thus a reference, with
which the state under measurement can interfere,
is required.

The resonant x-ray scattering (RXS) tech-
nique uses resonance effects at an x-ray absorp-
tion edge to selectively enhance the signal of
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Fig. 1. Schematic dia-
gram of the RXS pro-
cess. The electron makes
a trip from the initial to
the final state via multi-
ple paths of interme-
diate states and thereby
scatters a photon with
initial and final polariza-
tion of a and b, respec-
tively. The presence of
multiple scattering paths
can give rise to inter-
ferences among them,
which is reflected in the
intensity of the scattered
photon.
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Fig. 2. Resonant enhancement of the magnetic reflection (1 0 22) at the L edge. (A) Solid lines are
x-ray absorption spectra indicating the presence of Ir L3 (2p3/2) and L2 (2p1/2) edges around 11.22
and 12.83 keV. The dotted red lines represent the intensity of the magnetic (1 0 22) peak (Fig. 3C).
Miller indices are defined with respect to the unit cell in Fig. 3A. (B) Calculation of x-ray scattering
matrix elements expects equal resonant scattering intensities at L3 and L2 for the S = 1/2 model.
For the Jeff = 1/2 model, in contrast, the resonant enhancement occurs only for the L3 edge, and
zero enhancement is expected at the L2 edge.
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interest, and has become a powerful tool for
investigating ordering phenomena (10, 11). So
far, the emphasis has been seen only in the
amplification of the signal. However, the RXS
signal contains important information about the
phase of the wave function for valence electrons,
because RXS results from quantum interference
between different scattering paths via intermedi-
ate states of a single site. The RXS process is
described by the second-order process of electron-
photon coupling perturbation, as schematically
shown in Fig. 1, and its scattering amplitude fab
from a single site is expressed under dipole ap-
proximation by

fab ¼ ∑
m

mew3
im

w
〈ijRbjm〉 〈mjRaji〉
ℏw − ℏwim þ iG=2

ð2Þ

In this process, a photon with energy (ℏ)w is
scattered by being virtually absorbed and emitted
with polarizations a and b, respectively; and in the
course of the process, an electron of mass me

makes dipole transitions through position oper-
ators Ra and Rb from and to the initial state i, via
all possible intermediate states m, collecting the
phase factors associated with the intermediate
states, weighted by some factors involving energy
differences between the initial and intermediate
states (ℏ)wim and the lifetime broadening energy
G. The interference between various scattering
paths is directly reflected in the scattering inten-
sities of the photon, and in this way the valence
electronic states can be detected with phase sen-

sitivity. This process can be contrasted with that in
x-ray absorption spectroscopy (XAS), which is a
first-order process and measures only the ampli-
tudes of the individual paths, or transition
probabilities to various valence states.

We have applied this technique to explore
unconventional electronic states produced by the
strong SOC in Sr2IrO4. Sr2IrO4 is an ideal sys-
tem in which to fully use this technique. The mag-
netic Bragg diffraction in magnetically ordered
Sr2IrO4 comes essentially from scattering by Ir
t2g electrons, to which RXS using the L edge
(2p→5d) can be applied to examine the elec-
tronic states. The wavelength at the L edge of 5d
Ir is as short as ~1 Å, in marked contrast to >10 Å
for 3d elements. This short wavelengthmakes the
detection of RXS signals much easier than in 3d
TMOs, because there exists essentially no con-
straint from the wavelength in detecting the mag-
netic Bragg signal. Moreover, the low-spin 5d5

configuration, a one-hole state, greatly reduces
the number of intermediate states and makes the
calculation of scattering matrix elements tracta-
ble. The excitation to the t2g state completely fills
the manifold, and the remaining degrees of free-
dom reside only in the 2p core holes. Because the
intermediate states are all degenerate in this case,
the denominator factors involving energies and
lifetimes of the intermediate states in Eq. 2 can
drop out. A careful analysis of the scattering
intensity can show that the wave function given
by Eq. 1 represents the ground state in Sr2IrO4

(4).

Figure 2A shows the resonance enhancement
of the magnetic reflection (1 0 22) at the L edge
of a Sr2IrO4 single crystal (4), overlaid with XAS
spectra to show the resonant edges. Whereas there
is a huge enhancement of the magnetic reflection
by a factor of ~102 at the L3 edge, the resonance
at L2 is small, showing less than 1% of the
intensity at L3. The constructive interference at
L3 gives a large signal that allows the study of
magnetic structure, whereas the destructive inter-
ference at the L2 edge hardly contributes to the
resonant enhancement.

To find out the necessary conditions for the
hole state leading to the destructive interference
at the L2 edge, we calculate the scattering ampli-
tudes. Themost general wave function for the hole
state in the t2g manifold involves six basis states,
which can be reduced by block-diagonalizing the
spin-orbit Hamiltonian as

c1jxy,þs〉þ c2jyz,−s〉þ c3jzx,−s〉 ð3Þ

With its time-reversed pair, they fully span the
t2g subspace. We neglect higher-order correc-
tions such as small residual coupling between
t2g and eg manifolds. In the limit of the
tetragonal crystal field [Q ≡ E(dxy) – E(dyz,zx)]
due to the elongation of octahedra much larger
than SOC (lSO) (that is, Q >> lSO), the ground
state will approach c1 = 1 and c2 = c3 = 0 and
become a S = 1/2 Mott insulator, whereas in the
other limit of strong SOC, Q << lSO, ci's will all
be equal in magnitude, with c1, c2 pure real and c3
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Fig. 3. Magnetic ordering pattern of Sr2IrO4. (A) Layered crystal structure of Sr2IrO4,
consisting of a tetragonal unit cell (space group I41/acd) with lattice parameters a ≈ 5.5Å and
c ≈ 26Å (4). The blue, red, and purple circles represent Ir, O, and Sr atoms, respectively. (B)
Canted antiferromagnetic ordering pattern of Jeff = 1/2 moments (arrows) within IrO2 planes
and their stacking pattern along the c axis in zero field and in the weakly ferromagnetic state,
determined from the x-ray data shown in (C) to (E) (4). (C and D) L-scan profile of magnetic
x-ray diffraction (l = 1.1Å) along the (1 0 L) and (0 1 L) direction (C) and the (0 0 L) direction
(D) at 10 K in zero field. The huge fundamental Bragg peak at (0 0 16) and its background
were removed in (D). r.l.u., reciprocal lattice unit. (E) L-scan of magnetic x-ray diffraction (l =
1.1Å) along the (1 0 L) direction at 10 K in zero field and in the in-plane magnetic field of
≈0.3 T parallel to the plane. (F) The temperature dependence of the intensity of the magnetic
(1 0 19) peak (red circles) in the in-plane magnetic field H ≈ 0.3 T. The temperature-
dependent magnetization in the in-plane field of 0.5 T is shown by the solid line.
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pure imaginary as in Eq. 1. Calculation of fab for
the L2 edge using Eq. 5 gives

fab ¼
ðc1 þ ic3Þðc∗1 − ic∗3Þ ðic∗1 þ c∗3Þðc1−c2Þ 0
ð−ic1 þ c3Þðc∗1−c∗2Þ ðc1− c2Þðc∗1 −c∗2Þ 0

0 0 ðc2 þ ic3Þðc∗2 − ic∗3Þ

0
@

1
A

ð4Þ
Because the magnetic signal comes from the
imaginary part of off-diagonal elements (12), the
necessary condition for the vanishing intensity is

c1 ¼ c2 or c3 ¼ ic1 ð5Þ
This condition places very stringent constraints on
the allowed hole state and rules out all single-
orbital S = 1/2 models. For the S = 1/2 case, the
imaginary part of the off-diagonal elements does
not vanish and equal resonant intensities are
expected at the L2 and L3 edges (Fig. 2B). Given
the constraints in Eq. 5, the scattering intensities at
L3 edge are calculated to be

IL3 ¼
1

4
ðImðc1c∗3ÞÞ2 or

IL3 ¼
1

4
ðReðc∗1c2ÞÞ2 ð6Þ

respectively. Thus, taking the phase convention
c1 = 1 without loss of generality, the resonant
intensity at L3 measures the imaginary part of c3
relative to the real part of c2, which is also a
measure of orbital angular momentum. The large
enhancement at L3 necessarily implies that the yz
orbital is out of phase with the zx orbital, the
contrast between L3 and L2 being maximal when
the relative phase is p/2. Taking the constraints of
Eqs. 5 and 6 together, we conclude that the ground
state is very close to the Jeff = 1/2 limit (c1:c2:c3 =
1:1:i), and the minute enhancement at L2 edge
shows the smallness of the deviation from the Jeff =
1/2 limit coming from the factors not taken into
account (13). The wave function in Eq. 2, repre-
senting Jeff = 1/2, indeed gives zero off-diagonal
elements in fab for L2 and nonzero elements for the
L3 edge. This is a direct measurement of phase and
provides evidence for the Jeff = 1/2 state in Sr2IrO4.

Having identified the nature of the local mo-
ment, we now look at the globalmagnetic structure
using the enhanced signal due to the resonance at
the L3 edge. Sr2IrO4 shows a metamagnetic tran-
sition below 240 K and, above the metamagnetic
critical fieldHC (≈0.2 Twell below 240 K), shows
weak ferromagnetism with a saturation moment of
≈0.1 mB/Ir (4). The origin of this field-induced
weak ferromagnetism has remained unidentified,
because the neutron diffraction data did not show
any detectable indication of magnetic ordering
(14). Our RXS results indicate that the magnetic
structure of Sr2IrO4 is canted antiferromagnetic.

Figure 3A shows the crystal structure con-
taining four IrO2 layers in a unit cell, enlarged by
superstructure from the rotational distortion of
octahedra (14). Figure 3B shows the magnetic
ordering pattern determined from the experiment

shown in Fig. 3, C to E. The arrows in Fig. 3B
do not represent spins but Jeff = 1/2 moments. In
zero field, the magnetic reflections are observed
at (1 0 4n+2) and (0 1 4n), which implies that the
moments are aligned antiferromagnetically
within a layer and the symmetry changes from
tetragonal to orthorhombic (Fig. 3C). The canting
of the moments yields a nonzero net moment
within a layer, which orders in the up-down-down-
up antiferromagnetic pattern along the c axis. This
is evidenced by the presence of (0 0 odd) peaks
shown (Fig. 3D). The width of the peak gives an
estimate of interlayer correlation length of 100 c
or 400 IrO2 layers. When the magnetic field
greater thanHC is applied, the peaks at (1 0 4n+2)
disappear and new peaks show up at (1 0 odd)
(Fig. 3E), which implies that the net moments in
the planes are aligned ferromagnetically to produce
a macroscopic field. The temperature dependence
of the scattering intensity in the weakly ferro-
magnetic state above HC, shown in Fig. 3F, scales
very well with that of the magnetization and
confirms again the magnetic nature of the peaks.

Our study demonstrates that x-rays can be ex-
tended to a new level to probe even finer details of
magnetic structure. Until now, only the intersite
interference effects were used to study ordering
phenomena over a length scale of many lattice
sites. A quantitative analysis on the interference ef-
fects within a single site provides phase information
on the constituent wave function of the electron
responsible for the magnetism. This technique
should find important applications in systems
where complex phases give rise to novel physics.
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The Earliest Horse Harnessing
and Milking
Alan K. Outram,1* Natalie A. Stear,2 Robin Bendrey,3,7 Sandra Olsen,4 Alexei Kasparov,1,5
Victor Zaibert,6 Nick Thorpe,7 Richard P. Evershed2

Horse domestication revolutionized transport, communications, and warfare in prehistory, yet the
identification of early domestication processes has been problematic. Here, we present three
independent lines of evidence demonstrating domestication in the Eneolithic Botai Culture of
Kazakhstan, dating to about 3500 B.C.E. Metrical analysis of horse metacarpals shows that Botai
horses resemble Bronze Age domestic horses rather than Paleolithic wild horses from the same
region. Pathological characteristics indicate that some Botai horses were bridled, perhaps ridden.
Organic residue analysis, using d13C and dD values of fatty acids, reveals processing of mare’s milk
and carcass products in ceramics, indicating a developed domestic economy encompassing
secondary products.

The domestication of the horse is associated
with the spread of Indo-European languages
and culture, bronze metallurgy, and special-

ized forms of warfare (1–3). Genetic studies of
modern domestic horse breeds (Equus caballus)
(4, 5) imply either multiple domestication events

or domestic stallions from a single original
lineage being bred with captured local juvenile
wild mares (6, 7), but fail to clearly identify when
andwhere horse domestication first took place. A
prime candidate for this locus is the Eurasian
steppe, specifically the Botai culture, northern
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Kazakhstan, in the mid–fourth millennium B.C.E.,
where faunal assemblages consist almost entirely
of horse remains (1, 6–9). The case for horse
herding within the Botai culture includes a semi-
sedentary settlement structure, incompatible with
hunting mobile wild herds, and skeletal element
abundances lacking differential transport patterns
associated with large quarries. Tools that were
probably used for hide working and producing
leather straps predominate over projectile points
and other hunting equipment. However, age struc-
tures within horse herds at Botai do not clearly
indicate a husbanded rather than hunted popula-
tion (6, 7, 9, 10). Indirect evidence for domesti-
cated horses is strongly suggestive but inconclusive.
Here, we discuss three new lines of direct evi-
dence to confirm early domestication of horses in
the Botai culture.

Horse metapodia are useful in archaeozoo-
logical metrical analyses because of their load-
bearing function and proclivity to undergo
morphological changes relating to breed and dif-
fering physical activities. Specimenswere selected
from four sites in northern/central Kazakhstan,
including Botai (during the 2005–2006 seasons)
(11); the Tersek culture sites of Kozhai and

Kumkeshu [supporting online material (SOM)]
(12); and the large settlement of Kent (13),
dating to the late Bronze Age (circa 1300 to 900
B.C.E.), by which time the horses are clearly
domestic. Twelve key measurements were taken
(14), and principal components analysis (PCA)
revealed patterning between sites, with the load-
ing plot indicating that most differentiation related
to the ratio of greatest length (GL) against four key
width measurements. The ratios between GL and
greatest breadth of proximal epiphysis (Bp), small-
est width of diaphysis (SD), smallest depth of
diaphysis (SDD), and greatest breadth of distal
epiphysis (Bd) are indices of general limb slen-
derness, rather than overall size, and have been
used in differentiating equid species (15). All four
ratios show exactly the same pattern. Specimens
from the two Tersek sites, Kozhai and Kumkeshu,
show considerable similarity, whereas the domes-
tic horses fromKent are appreciably more slender.
The Botai horses are also significantly more slen-
der than those of the Tersek sites, with the dis-
tribution of ratios at Kent and Botai being very
similar (no significant difference at 95% confi-
dence interval in a Student’s t test of difference
between means of the four ratios). However, the
Botai specimens showed significant differences in
the means of the SD/GL, SDD/GL, and Bd/GL
ratios of Kumkeshu and Kozhai at high confi-
dence levels (well above 95%), whereas the
Bp/GL test fell just short of a 90% confidence
level. Figure 1 shows a scatter plot of two of the
mean ratios (SD/GL and Bd/GL) for the sites
discussed above and two other published pop-
ulations: Kuznetsk (16) late Pleistocene horses
(deriving from Palaeolithic sites in Novokuznetsk,
southern Siberia; being the geographically closest

wild horses for which the appropriate measure-
ments are available) and modern Mongolian do-
mestic horses (17). The Botai horses cluster very
closelywith the Bronze Age domestic horses from
Kent and modern Mongolian domestic horses.
The Kuznetsk Paleolithic horses appear to be
much less slender, and the Tersek population
displays intermediate morphology. The domestic
populations are clearly more slender and, most
significantly, the Botai horses plot with the
modern Mongolian and Bronze Age domestic
specimens, providing evidence that the Botai
horses were domesticated.

We examined evidence for bitting damage
resulting from harnessing with a bridle or similar
restraint (this may refer to a range of possible
mouthpieces, including leather thong bridles), in
which damage to the skeletal tissues of the mouth
occurs when a horse is ridden or driven with a
bit/bridle. A macroscopic method that quantifies
bitting damage to the mesial or anterior edge of
mandibular second premolars (P2s) was applied
(18). When a horse is bitted, the bit is placed in
the mouth on the mandibular diastema (the
bridge of bone between the anterior and cheek
teeth), where it can come into contact with the
mesial edge of P2s and cause a recognizable
vertical strip of wear through the cementum to
expose the enamel. More severe wear exposes
dentine below the enamel. However, not all
enamel exposure on the anterior border of P2s is
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modern domestic populations. Bars are mean T interquartile ranges (not available from published
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Fig. 2. A Botai stallion’s lower second premolar
(mesial edge), displaying a clear parallel-sided
band of bit wear that penetrates through the
cementum and enamel. This morphology and
depth of wear occur only in bridled animals
[figures 2 and 4 of (18)].
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due to bitting, and other forms of damage can
occur, such as dietary wear, so interpretations
must consider the size and shape of the area
exposed. The bit also comes into contact with the
upper surface of the diastema, which can lead to
periostitis at this site (19), and repetitive contact
can result in the deposition of pathological new
bone or destruction of bone (18). The criteria
used in this investigation are based on studies of
modern animals (bitted and unbitted) with known
life histories (18). From the 2005–2006 Botai
excavations, 15 P2s (table S1) displaying full
occlusal wear (that is, in excess of 4 years old)
and mandibular diastemata were examined. Of

nine measurable P2s, specimen no. 7 exhibited
changes to the anterior edge that could be un-
ambiguously attributed to bitting damage, as
evidenced by wear that penetrated through the
enamel to expose the dentine (Fig. 2). Mamma-
lian tooth enamel is very hard (about 300 to 400
Vickers hardness number), and although enamel
exposure occurs in both bitted and unbitted
equids (cementum can also be removed through
dietary wear), dentine exposure in this area
occurs only in bitted/bridled animals (18). Two
further P2s exhibited bands of enamel exposure
that were possibly caused by bit wear, but the
form of this is not a clear parallel-sided band, so it

is not unequivocal. Application of the mandibu-
lar diastema scoring system (18) identified four
cases of new bone formation at a level indicating
bitting/bridling. The clearly bitted P2 (no. 7) was
dated by accelerator mass spectrometry to 4658 T
33 years before the present (3521 to 3363 calen-
dar yearsB.C.E., 94.6%probability;OxfordRadio-
carbon Accelerator Unit reference OxA-18383),
which is consistent with the Botai culture. Thus,
5 out of 15 mandibles studied provided evidence
of bitting damage.

The traditional economies ofmodernKazakhstan
exploit horses for both meat and milk. Degraded
animal fat survives in archaeological pottery (20),
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and its sources can be classified on the basis of
the d13C values of the major n-alkanoic acids,
palmitic (C16:0) and stearic (C18:0) acid, which
allows nonruminant and ruminant carcass and
ruminant dairy fats to be distinguished (21, 22).
Ruminant dairying developed relatively quickly
after the domestication of cattle, sheep, and goats
(23); direct identification of mares’ milk in pot-
tery vessels would be clear evidence of horse
domestication. Sampling of modern animal fats, in-
cluding equine adipose and milk fats from Kazakh
animals fed on the natural steppe vegetation, was
undertaken. Although horse adipose and milk
fats were resolved from the fats of ruminant
animals, their d13C values overlap (Fig. 3A);
hence, although equine fats can be detected with
this approach, equine milk cannot be unambigu-
ously identified.

To achieve separation, we used compound-
specific deuterium isotope (dD) analysis of the
major n-alkanoic acids, exploiting the phenome-
non that in midcontinental regions, such as the
Eurasian steppe, the dD values of summer and
winter precipitation consistently differ by >100 per
mil (24). Tissue lipid integrates both the water and
dietary deuterium signal (25), hence their adipose
fat integrates the annual dD signal. However,
summer milk fat records only the summer dD
signal; thus, the dD values of fatty acids in sum-
mer milk and adipose fats will differ because of
the large difference in the dD values of summer
versus mean annual precipitation. Figure 3B con-
firms that the dD values of the modern reference
horse fats exhibit the predicted difference between
adipose and summer milk fats.

The d13C values from the major fatty acid
components of the Botai cooking vessels confirm
the preponderance of horse fat residues (Fig. 3C),
mirroring the dominance of horse bones at the
site. A few residues fall into the ruminant refer-
ence distribution, which may well indicate the
presence of small numbers of hunted cervids or
bovids. Most significantly, the dD values show
two distinct clusters. The red points in Fig. 3, C
and D, correspond to the respective d13C and dD
values of the same five potsherds. All the dD
values of the fatty acid components of these
residues exhibit significantly elevated dD values.
They very likely derive frommare’smilk because
of their relative displacement from the major
cluster of carcass fats (Fig. 3D and SOM). The
relatively higher dD values in the archaeological
fats are consistent with increased aridity during
this period of prehistory (26, 27).

Although existing archaeological evidence
for horse domestication at Botai is inconclusive
(10), our new skeletal evidence, based on meta-
carpal metrics, supports the presence of a propor-
tion of domesticated horses in the Botai herds.
Moreover, our bitting damage evidence indicates
the use of bridles to control working animals and
supports assertions that finds of leather thong–
producing tools are consistent with horse domes-
tication (6, 7). Finally, evidence for extensive
horse carcass product processing in pottery

vessels provides direct evidence for their exploi-
tation as a dietary staple. The demonstration of
mares’ milk processing confirms that at least
some of the mares at Botai were domesticated.
The fact that horse milking existed in a region
remote from the locus of ruminant domestication
in the “Fertile Crescent” and in an area seemingly
devoid of domestic ruminants indicates that the
evolution of strategies for exploiting animals for
their milk was not contingent on the adoption of
the conventional “agricultural package,” as it
appears to have developed independently in the
Botai region.
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Promoting Intellectual Discovery:
Patents Versus Markets
Debrah Meloso,1* Jernej Copic,2 Peter Bossaerts3

Because they provide exclusive property rights, patents are generally considered to be an
effective way to promote intellectual discovery. Here, we propose a different compensation scheme,
in which everyone holds shares in the components of potential discoveries and can trade those
shares in an anonymous market. In it, incentives to invent are indirect, through changes in share
prices. In a series of experiments, we used the knapsack problem (in which participants have to
determine the most valuable subset of objects that can fit in a knapsack of fixed volume) as a
typical representation of intellectual discovery problems. We found that our “markets system”
performed better than the patent system.

In a patenting system, the first to discover the
solution to a problem receives a prize in the
form of exclusive property rights to the fruits

from the discovery. Patents are generally viewed as
a superior way to promote intellectual discovery

because they provide strong incentives to invest in
effort, the cost ofwhich can be recuperated from the
earnings generated by applications of the discovery.

The patent system has been criticized on
various grounds. First, there is the obvious fair-
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ness issue: Only the winner is compensated for
effort. Second, ownership may become frag-
mented, which inhibits further discovery if such
requires input from and coordination between the
owners of prior inventions (1). Third, intellectual-
property rights defy precise definition, and hence
their scope will be subject to constant costly
challenge (2). Lastly, patents imply monopoly
rights and exploitation of monopoly rights leads
to suboptimal production, sometimes no produc-
tion whatsoever (3); the distortion becomes even
more pronounced when the monopoly right cov-
ers downstream licensing (4).

Here, we propose an alternative, markets-
based system to organize compensation of intel-
lectual discovery. The key feature is to introduce
markets for all the items that can potentially be-
come crucial components of or inputs to imple-
mentations of a future discovery. Everyone can
then own shares (securities) of these items, and
these shares can be traded in an anonymous
market before discovery. This way, agents who

posit that a certain item ismore likely to be part of
a new discovery are induced to invest in it, while
selling shares in items that show less potential.
Incentives are indirect: Discoverers are com-
pensated when they are the first to realize which
items can solve an outstanding problem; com-
pensation is in the form of share price increases;
indeed, one can expect the value of items in
useful discoveries to increase, whereas items
not part of them will become cheaper. Inventors
also have a strong incentive to reveal their dis-
covery: in order for share prices to adjust in their
favor as soon as possible. This should speed
up development of applications based on new
discoveries.

For example, concrete is made of several
elements, such as gypsum, lime, water, etc. The
Romans realized at one point that the addition of
volcanic ash made concrete far more durable and
waterproof (5). In a patent system, the person
who first discovers (and files a patent) to add
volcanic ash to concrete would be given monop-
oly rights to sell ash-based concrete. In the pro-
posed markets-based system, all agents who
discover that volcanic ash was a useful additive
to concrete could take positions in shares whose
value would increase with the price of volcanic
ash. After announcement of the discovery (which
the inventors would rush to make), the demand

for volcanic ash would increase as use of the new
additive becomes widespread, and hence the
price of volcanic ash increases. The inventors are
compensated indirectly for their discovery, through
an increase in the value of their shareholding.

Our proposed “markets system” shares some
commonalities with the “cost book system” in
19th century Cornwall that led to major advances
in steam technology despite an absence of patent
right filings. Key to the success of this historical
system was the ability of “adventurers” (inves-
tors) to freely take positions in and trade shares of
several mines, each experimenting with different
technologies. Historians (6) have described how
the cost book system not only channeled much-
needed money to the most promising ideas but
also fueled a period of extraordinary technolog-
ical advance that was in sharp contrast with the
decades before, when high royalties resulting
from Watt and Boulton’s patent stifled innova-
tion. Adventurers bet directly on possible solu-
tions (technologies). We instead propose that
inventors trade claims in potential components of
the best solution.

In a series of experiments, we compared the
performance of a patentlike prize system against
that of the proposed markets system. We used the
knapsack problem (KP) as a typical representation
of intellectual discovery problems. In the KP, the
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Fig. 1. (A) Presentation of an instance of the KP (instance
IV), as seen by experiment participants. The first row lists the
values of the items and the second one, their weights; the
third row is left blank for participants to enter their
suggested solution. The weight limit of the container is
indicated on top of the table. The goal is to find the
combination of the items that maximizes total value and is
feasible (i.e., fits within the weight limit of the container).
Objects are indivisible. (B) Snapshot of a typical trading
interface in the markets treatment. Each column on the left-
hand side provides price levels at which orders to buy

(indicated in blue) and orders to sell (in red) can be entered. Orders are entered by a simple click of the mouse. Trades take place automatically when an order
to buy is entered at a price above the best available sell order or when an order to sell is entered at a price below the best available buy order. Participants can
see their current holdings above the columns. A list of the participant’s current standing orders is provided to the right; above it is a chart with past
transaction prices; below it is a summary of earnings in past trading rounds. (C) Evolution of transaction prices during a typical experimental period. Lines in
blue connect trade prices for each of the securities that represent positions in in items (items that are part of the optimal solution); lines in red connect trade
prices of securities corresponding to out items. Although initially equal, trade prices of in securities tend to increase, whereas those of out securities tend to
decrease. USD indicates U.S. dollars.
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challenge is to find the optimal combination of a
number of components (items). Specifically (Fig.
1A), participants were asked to fill containers with
at most 10 to 12 items; containers had a weight
constraint, which meant that generally not all
items fit; items had different values; the goal was
to maximize total value of items that could fit.

At the heart of the KP is the task to devise the
right combination of a potentially large number
of inputs. In the economics literature (7, 8), intel-
lectual discovery is generally modeled as an
exercise of information aggregation, in which all
disparate pieces of information (signals) need to
be merely added. The KP is different from infor-
mation aggregation because it involves deciding
which inputs to combine. This is a computation-
ally far more demanding exercise (9). For in-
stance, one can never be sure whether an item is
in the optimal solution until one derives the entire
optimal solution. We claim that the KP better re-
flects intellectual discovery because it too re-
quires one to put things together in original ways
rather than just adding things up. To quote (4),
“Two half-baked ideas do not equal one fully-
baked idea.”

In our experiment, we used eight instances
(variations) of the KP. The instances varied in
degree of difficulty, as measured by an index
based on Sahni’s heuristics (10, 11). This would
enable us to determine whether the success of a
particular system was uniform or applied only to
a limited range of problems. In our prize system,
we rewarded the first participant to discover the
optimal solution with $66 (all values are given in
U.S. dollars). Although we imposed a time con-
straint (420 s), it was binding in only one instance
(no one found the right solution within the al-
lowed time). To best reflect real-world patent
systems, discovery was immediately and publicly
announced. However, the nature of the solution
was not revealed, and participants could continue
work on the KP instance at hand. After time
elapsed, participants handed in their suggested
solutions. However, only the person who first
discovered the right solution was compensated.

In the markets system, participants were
given an equal number of shares in each of the
items of the particular KP, as well as cash. They
could trade these shares in an anonymous, elec-
tronic exchange platform during a preset amount
of time (840 s). The allowed time was double that
of the prize system to compensate for the fact that
subjects needed to perform two tasks: to solve the
KP and to trade (to exploit the knowledge they
gained from solving the KP). The platform was
organized as a continuous double-sided open
book (Fig. 1B), like most purely electronic stock
markets in the world. The accumulation of orders
generated the first transactions after about 100 s.
Thereafter, trading remained brisk in virtually all
markets (Fig. 1C). After markets closed, each
share in an item that was in the optimal solution
paid a liquidating dividend of $1; shares corre-
sponding to items not in the optimal solution
expired worthless.

In the markets system, we arranged initial
allocations such that we paid on average a total of
$60 to $68 in dividends per instance, depending
on the number of participants. These numbers
were deliberately made as close as possible to the
amount we paid to the single participant who
discovered the right solution in the prize system
($66) to ensure that incentives were strictly less
in the markets system. In the markets system, the
total payments were distributed across partic-
ipants depending on the number of shares of each
item they were holding at the close of the mar-
kets. As such, a participant who knew the optimal
solution could only obtain the same compensa-
tion as in the prize system if she or he were able
to buy all shares for items in the solution with the
proceeds from selling her or his remaining shares,
a highly unlikely situation. We also collected
participants’ suggested solutions after markets
closed; we did not compensate for correctness of
these suggestions to avoid introducing prizelike
features.

In each experiment, participants solved four
instances of the KP under the prize system and
four instances under the markets system. We

repeated the experiment four times, so that each
instance was solved twice under both systems. In
one session, there were 17 participants; in all
other, 15 participants. The experiments had the
approval of the Caltech Institute Review Board
for the protection of human participants.

The correct solution was found under the
markets systemwhenever this was the case under
the prize system. Therefore, if the concern is to
design a system that produces the optimal solu-
tion, the markets and prize systems are equiv-
alent. In one important respect, however, the
markets system outperformed: Significantly more
participants reported the correct solution than
under the prize system (Fig. 2A). For both
systems, the fraction of participants who reported
the correct solution declined with problem dif-
ficulty (Fig. 2B). The fraction may seem to de-
cline faster for the markets treatment, but the
difference in slopes was not significant. An out-
lier influenced the fits: Nobody ever solved the
most difficult problem (difficulty = 6). It was
solved in follow-up experiments [ran to check for
robustness (11)], but only with the markets
system, further corroborating its superiority.

In the prize system, only the first to find the
optimal solution is compensated, which may dis-
courage many from spending effort. In the mar-
kets system, everyone could be compensated in
principle, whichmay be sufficient to explain why
more participants find the optimal solution. Al-
ternatively, prices may convey information that
facilitates problem solving for participants who
would never find the optimal knapsack on their
own. Figure 3A shows that prices indeed do
provide a potential channel of communication:
Prices of shares of items that were part of the
optimal knapsack (“in” items) tended to be
higher than shares of items that were not part of
it (“out” items); the mean transaction price of in
items was significantly higher than that of out
items (P < 0.01). Figures S1 to S8 show how
prices of the in and out items diverge over time.
It would have been interesting to explore the
impact of this divergence on the ability and
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who reported the correct so-
lution of each instance of KP as a function of the difficulty of the
problem. Blue circles indicate the markets treatment; red triangles
represent the prize treatment. Least-squares fits for the markets
(blue line; R2 = 0.64) and price treatments (red line; R2 = 0.74) are
shown. Slopes of the two lines are significant (P = 0.01 and P <
0.01, respectively).
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speed with which participants discover the op-
timal solution. However, this would have re-
quired us to introduce incentives for participants
to submit suggested solutions every minute or so.
The resulting side payments would have blurred
the comparison with the prize system.

In the markets system, subjects are com-
pensated indirectly for superior problem solving
skills: Those who figure out the right solution
buy “in” securities and sell “out” securities, to
eventually be paid higher total dividends. As a
result, we expect to find more divergence in final
holdings of shares than in initial holdings. Be-
cause we started all participants with equal num-
ber of shares in each of the items (namely, five),
any dispersion in final holdings would be con-
sistent with this expectation. Final holdings for
both in and out securities displayed substantial
dispersion (Fig. 3B). Final holdings of out are
more frequently below initial holdings than those
of in. Because total frequencies have to add up to
100%, the higher frequencies of low final hold-
ings of out needed to be offset somehow. Figure
3B shows that the offset came from (i) lower
frequency of final holdings equal to initial en-
dowments and (ii) higher frequencies of extreme-
ly high final holdings (the percentage outcomes

for out beyond 15 was almost four times larger
than for in: 1.66% against 0.43%; the maximum
for out holdings, at 37 units, was substantially
above that for in holdings, at 28).

Despite the absence of direct incentives, the
experimental results indicate that our markets
system performs better than a patentlike prize
system. Referring to the five criticisms of the
patent system, (i) our market system is fairer in
the sense that anyone who finds the optimal
solution can potentially win by taking the right
positions in the markets; (ii) it does not lead to
fragmented ownership of intellectual property
rights because the optimal solution is in the pub-
lic domain; (iii) defining the scope of intellectual
property rights is not a problem because they do
not exist in the first place; (iv) no monopoly
rights result from finding the optimal solution;
and likewise (v) downstream licensing is not
needed: anyone can use the optimal solution
without having to directly compensate the
discoverer.

It may be argued that more people in the
market system discovering the same (solution) is
inefficient. What ultimately counts, however, is
total cost to obtain the discovery, which in our
experiments was identical across the two sys-

tems. In addition, repeated discovery should be
beneficial in situations where there is a discovery
learning curve (i.e., when successful future dis-
covery depends critically on full experience with
the process that led to past discoveries).

The patent system has been motivated by the
fact that the information embedded in a discovery
is a nonexcludable and nonrival good. Economic
theory argues that markets for such goods will
fail (8). Our data suggest that this claim is false.
The results underscore the necessity of experimen-
tation when deciding between public institutions.

In certain cases, real-world implementation of
our markets system already exists. Take, for in-
stance, fuel cell technology. Successful develop-
ment of this technology will depend, among
others, on finding the right catalyst. This is put-
ting tremendous pressure on prices of all cata-
lysts, starting with platinum. Markets in platinum
exist already. Those who think that platinum will
provide the best catalyst will profit, if their belief
is right, from buying platinum shares. New mar-
kets in competing catalysts, such as carbon silk,
are bound to emerge. Positions in the various
markets implement bets on different fuel cell
technologies. These positions could go both
ways: If an inventor thinks platinum is not the
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answer, then she or he could short-sell this metal
to profit from the expected reduction of the plat-
inum price. Of course, the prices of catalysts are
affected not only by advances in fuel cell tech-
nology but also by usage for other purposes. Still,
financial engineers nowadays are capable of
tailoring positions to isolate one specific source
of risk. The fuel cell example illustrates how in-
ventors at present may actually be able to profit
from a discovery twice: through the monopoly
granted by the patent and through positions in
markets for catalysts.We propose to eliminate the
former, leaving inventors onlywith the incentives
provided by the latter. Our experiments show that
this is sufficient to promote intellectual discovery.

In our experiments, subjects were paid as a
function of the very best solution. We consider
this to be an idealized situation afforded by the
experimental setting, which allows for a clear
interpretation of performance numbers. In prac-
tice, inventors will be compensated for second-
best solutions as long as the best one has not been
attained yet. This is precisely what happened in
19th century Cornwall: Engineers never really
found the best way of building steam engines (we
know this because many improvements were
made afterward), but they were rewarded for
providing better solutions.

The traditional patent system helps people
with an idea even if they have no resources,
because those who have the resources (usually
venture capitalists) provide inventors with cash in
return for a share in the intellectual property
rights. In our markets system, resources would be
generated in a similar way. The people with the
ideas but no money could approach investors
(such as fund managers) and inform them. These
investors could then take positions to exploit
expected changes in valuations from adoption of
the new technology. They should be eager to pay
for the information, and this payment will pro-
vide the inventors with the necessary cash for
development.

We do not claim that our markets system will
work under all circumstances.We envisage that it
could replace the patent system whenever a tech-
nology builds on goods and services with eco-
nomic rents, which means that their cost of
provision is below market value. Such rents ob-
tain for a variety of reasons. One is limited supply
(volcanic ash in the concrete example, platinum
in the fuel-cell case, artemisinin in the case of
medication against drug-resistant malaria, or the
claims to the items in the knapsacks in our ex-
periments). Other important reasons are first-
mover advantage (this seems to have been the
case with steam engine technology in the mines
of Cornwall in the mid-19th century) and lead in
the learning curve [studied extensively in the
economics literature; see (7)].

The success of our markets system relies on
willingness to trade; without trading, those who
make progress toward finding the optimal solu-
tion cannot exploit their acquired knowledge. In
our setting, participants never knowwhether they

have the optimal solution (because they would
need much more time to check all possible solu-
tions). Thus, there is always the possibility that
one is trading with a counterparty who knows
better. Why, then, would participants trade? We
conjecture that they trade because they tend to be
too confident that they are closer to solving the
problem than others. Overconfidence is indeed
an important human trait, best illustrated by the
fact that more than 50% of people usually think
they are better than the median (12). Other, non-
pecuniary incentives for trade (such as a taste for
being “right”) may play a role. Further research
is needed to identify the origin of the success of
the markets system in promoting intellectual
discovery.

Our proposal relies on anonymous, two-way
markets. Until recently, setting up new markets
required time. Modern technology, however, has
enabled quick design, ready deployment, and
low-cost management of markets.With the open-
source software we developed for our experi-
ments, jMarkets (13), setting up and launching of
(online) markets can be done in a matter of hours.

Our experimental findings suggest that the
patent system is not a universally superior way to
incentivize intellectual discovery. We propose a
markets-based system that we found to work
better. Its main features are that the compensation
for inventions is shared and that, because dis-
covery remains in the public domain, it avoids

both distortion in the provision of newly invented
products and stifling of future discovery.

References and Notes
1. M. A. Heller, R. S. Eisenberg, Science 280, 698 (1998).
2. A. B. Jaffe, Res. Policy 29, 531 (2000).
3. R. J. Gilbert, D. M. G. Newbery, Am. Econ. Rev. 72, 514

(1982).
4. M. Boldrin, D. Levine, Am. Econ. Rev. 92, 209 (2002).
5. R. Siddall, Geol. Soc. London Spec. Publ. 171, 339

(2000).
6. A. Nuvolari, Camb. J. Econ. 28, 347 (2004).
7. K. Arrow, Rev. Econ. Stud. 29, 155 (1962).
8. N. Gallini, S. Scotchmer, in Innovation Policy and the

Economy, A. Jaffe, J. Lerner, S. Stern, Eds. (MIT Press,
Cambridge, MA, 2002), vol. 2, pp. 51–78.

9. H. Kellerer, U. Pferschy, D. Pisinger, Knapsack Problems
(Springer-Verlag, Heidelberg, 2004).

10. S. Sahni, J. Assoc. Comput. Mach. 22, 115 (1975).
11. Materials and methods are available as supporting

material on Science Online.
12. B. Biais, D. Hilton, K. Mazurier, S. Pouget, Rev. Econ.

Stud. 72, 287 (2005).
13. http://jmarkets.ssel.caltech.edu.
14. This study was partly funded by the U.S. NSF (grants

SES-0616431 and SES-0317715) and the Swiss
Finance Institute.

Supporting Online Material
www.sciencemag.org/cgi/content/full/323/5919/1335/DC1
Materials and Methods
SOM Text
Figs. S1 to S11
Tables S1 to S5
References

3 April 2008; accepted 5 January 2009
10.1126/science.1158624

Molecular and Evolutionary
History of Melanism in North
American Gray Wolves
Tovi M. Anderson,1 Bridgett M. vonHoldt,2 Sophie I. Candille,1 Marco Musiani,3
Claudia Greco,4 Daniel R. Stahler,2,5 Douglas W. Smith,5 Badri Padhukasahasram,6
Ettore Randi,4 Jennifer A. Leonard,7 Carlos D. Bustamante,6 Elaine A. Ostrander,8
Hua Tang,1 Robert K. Wayne,2 Gregory S. Barsh1*

Morphological diversity within closely related species is an essential aspect of evolution and
adaptation. Mutations in the Melanocortin 1 receptor (Mc1r) gene contribute to pigmentary
diversity in natural populations of fish, birds, and many mammals. However, melanism in the gray
wolf, Canis lupus, is caused by a different melanocortin pathway component, the K locus, that
encodes a beta-defensin protein that acts as an alternative ligand for Mc1r. We show that the
melanistic K locus mutation in North American wolves derives from past hybridization with
domestic dogs, has risen to high frequency in forested habitats, and exhibits a molecular signature
of positive selection. The same mutation also causes melanism in the coyote, Canis latrans, and
in Italian gray wolves, and hence our results demonstrate how traits selected in domesticated
species can influence the morphological diversity of their wild relatives.

The correspondence between coat color and
habitat is often attributed to natural selec-
tion, but rarely is supporting evidence pro-

vided at the molecular level. In North American
gray wolves, coat color frequencies differ between
wolves of forested and open habitats throughout
western North America (1), including Denali Na-

tional Park (2) and the Kenai Peninsula in Alaska
(3), and much of the Canadian Arctic (4, 5). These
differences are especially dramatic between wolves
of the high tundra that are migratory and follow
barren-ground caribou to their breeding areas, and
wolves that are year-round residents in the neigh-
boring boreal forest and hunt nonmigratory prey.
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Dark-colored wolves are extremely rare in the
tundra but increase in frequency along a south-
west cline toward forested areas (Fig. 1A). The
potential selective value of dark versus light coat
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Fig. 1. Distribution of melanism and K locus
genotypes in North American gray wolves. (A)
Location and coat color phenotype of Canadian
samples used here and as described (4). (B)
Age-related graying and the associated difficul-
ty of inferring genotype from phenotype in gray
animals. Each pair of photos shows the same
individual at different ages (10 months and 10
years) and documents an increasingly gray
appearance at 10 years, reflecting the dilution
of eumelanin in the KB/ky individual (left pair of
images) and dilution of both eumelanin and
pheomelanin in the ky/ky individual (right pair
of images). [Images courtesy of Monty Sloan,
Wolf Park, Battle Ground, Indiana] (C) Co-
segregation of KB and black coat color in a
three-generation pedigree from the Leopold
pack in Yellowstone National Park (17). DG
indicates the dominant KB allele, whereas +
indicates the wild-type allele, k y.
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Table 1. Distribution of CBD103 alleles in wolves and coyotes. N/A, not applicable.

Animal and location
Phenotype†

White Gray Black

Forest wolves* Total no. 12 2 7
No. carrying KB 0 1 7

Tundra/taiga wolves* Total no. 10 8 2
No. carrying KB 0 5 2

Yellowstone wolves Total no. 0 120 104
No. carrying KB N/A 0 102

Coyotes‡ Total no. 0 61 6
No. carrying KB N/A 0 6

*Forest and tundra/taiga wolves are from the Canadian Arctic (Fig. 1A). The overall frequency of dark (gray or black) wolves is
62 and 7% in the forest and tundra/taiga, respectively (4), and the genotype distributions shown do not represent population-
based frequencies. All forest and tundra/taiga wolves carrying KB were KB/k y; in the Yellowstone population, 10 were KB/KB and
92 were KB/k y. †This categorical designation of phenotypes, as defined at sample collection, does not fully capture the
spectrum of normal coat color variation as indicated in Fig. 1B. ‡Gray coyotes surveyed were from Nebraska (30) or West
Virginia (30); black coyotes were from Minnesota (2) or West Virginia (4).
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color has been suggested to include conceal-
ment during predation and/or indirect effects
due to pleiotropy, but remains unresolved be-
cause the underlying gene(s) have not been
identified (5–7).

In many vertebrates, natural pigmentary var-
iation is controlled by the agouti– melanocortin
1 receptor (Mc1r) pathway, a ligand receptor
pair that modulates the amount and type of
pigment—red/yellow pheomelanin or brown/
black eumelanin—produced by melanocytes in
skin, hair, or feathers. Gain-of-function Mc1r mu-
tations are well-recognized causes of melanism
in many domestic and laboratory animal species
(8, 9), as well as in several natural populations
of birds (10), rodents (11, 12), and canids (13).
Recently, we found that pigment type-switching
in domestic dogs involves an additional compo-
nent of the melanocortin pathway, the K locus,
which encodes a beta-defensin protein, CBD103
(14, 15).

Coat color in Canadian wolves is genetically
complex, with phenotypes ranging from white to
gray to black, and is also confounded by an in-
dependent effect of graying with age (Fig. 1B).
However, in Yellowstone National Park, where a
small number of founder animals from Canada
were recently reintroduced (16, 17), gray and black
coat colors segregate as a Mendelian trait. We
surveyed molecular variation in Agouti,Mc1r, and
CBD103 in wolves from North America and iden-
tified several Mc1r and Agouti polymorphisms.
However, none of these were predicted to affect
gene function and did not associate with black coat
color (table S1). In contrast, in a 14-member, three-
generation kindred fromYellowstone, we observed
complete co-segregation between black coat color
and markers at the K locus [logarithm of the odds
ratio for linkage (lod) score = 4.21 at the maxi-
mum likelihood estimate of recombination frac-
tion (q) = 0, Fig. 1C], which is unlinked and lies
on a different chromosome fromAgouti andMc1r.

In dogs, the ancestral CBD103 allele (k y) con-
fers normal Agouti andMc1r gene action, where-
as a 3–base pair (bp) deletion (CBD103DG23 or
KB) suppresses Agouti gene action, leading to
dominant inheritance of a black coat (14, 15).
We observed the same 3-bp deletion in 102 out
of 104 black-colored wolves from Yellowstone
and 9 out of 9 from the Canadian Arctic. Con-
versely, CBD103DG23 was absent from 120 of
120 gray-colored wolves from Yellowstone
and from 22 of 22 white-colored wolves from
the Canadian Arctic (Table 1). We also found
CBD103DG23 in 6 of 10 gray-colored wolves from
the Canadian Arctic, suggesting that gray coat
color can result either from the absence of
CBD103DG23 and a modified agouti phenotype
(in which individual hairs contain both cream-
colored pheomelanin and dark eumelanin) or
from secondary factors such as age that dilute
the pigmentation of hairs that contain only eu-
melanin. [Additional genealogy studies of the

Fig. 2. Polymorphism and haplotype structure of
the K locus in North American gray wolves [(A) to
(E), 1 KB/KB, 20 KB/ky, and 26 ky/ky] and domestic
dogs [(F), 6 KB/KB and 6 ky/ky]. (A) Polymorphism
(qW, TSD) as a function of distance from CBD103.
(B) Wolf haplotype structure was inferred on the
basis of 36 SNPs; each row represents a KB- or ky-
bearing chromosome; blue and yellow squares
represent the major and minor alleles, respectively;
and the gray squares represent missing data. Red
and black arrows indicate examples of haplotypes
likely to represent historical recombination between
KB- and ky-bearing chromosomes at the 5′ and 3′
ends of the locus, respectively. (C) Pairwise LD
values (expressed as D') for all wolf chromosomes;
the red outline indicates a core region (as in Fig. 3)
unlikely to have undergone historical recombination.
(D) Haplotype bifurcation diagrams for KB- or ky-
bearing chromosomes, in which the central dark
blue dot represents CBD103, branches represent
haplotype divergence, and the thickness of the lines
is proportional to the number of chromosomes. (E
and F) EHH for KB- or ky-bearing chromosomes in
wolves (E) and dogs (F) as a function of distance
from CBD103DG23.
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Yellowstone population (17) together with the
paucity of Mc1r variation in wolves (table S1)
suggest that black coat color reported for the
two ky/ky Yellowstone wolves is likely to re-
flect phenotypic ambiguity or misclassification
at the time of sampling.] Allele frequencies for
CBD103DG23 in tundra and forest wolves over-
all were estimated at 0.02 and 0.19, correspond-
ing to phenotype frequencies of 2 to 33% and
33 to 64% for dark wolves in tundra and forest
populations, respectively (Fig. 1A) (4).

To investigate the evolutionary history of the
melanistic K allele, we sequenced eight single-
copy noncoding segments distributed across an
~150-kb region centered on CBD103 in 32 Arctic
and 15 unrelated Yellowstone wolves, as well as
in 12 domestic dogs: 6 ky/ky (akita, basenji, boxer,
bulldog, Doberman pinscher, and great dane) and
6 KB/KB (curly-coated retriever, Dalmatian, great
dane, Labrador retriever, poodle, and Portuguese
water dog). We identified 52 biallelic polymor-
phisms across all canids (36 in wolves) and esti-
mated haplotype structure (tables S3 and S4, Fig.

2B, and fig. S2). The rate of polymorphism among
all wolf amplicons was one single-nucleotide
polymorphism (SNP) per 510 bp (Watterson's
estimator, qW = 1.96 × 10−3), which is similar to
genome-wide measurements of polymorphism
between the boxer and the gray wolf (1 out of
580 bp) and the coyote (1 out of 420 bp) (18).
However, partitioning our data according to K
locus genotype and proximity to CBD103 re-
vealed little or no polymorphism among KB-
bearing chromosomes close to CBD103, rising
to levels at or above those observed in ky-bearing
chromosomes in the 75 kb spanning either side
of the locus (Fig. 2A). This pattern, and the anal-
ogous one for nucleotide diversity (p, fig. S1), is
also reflected in a significant difference in haplo-
type diversity between KB (8 unique of 22 total)
and ky (59 unique of 72 total) chromosomes (c2 =
14.2, P < 0.001). Together with the correlations
between coat color and habitat (2–5), the com-
bination of low diversity and high frequency sug-
gests that KB has been under positive selection
in North American forest wolves.

Overall, the patterns of linkage disequilib-
rium (LD) across 150 kb surrounding the K locus
were similar to comparisons between different
breeds of domestic dogs (18), with relatively
small haplotype blocks, including an ~4-kb
CBD103 core region within which there is no
evidence for historical recombination (Fig. 2C).
However, different evolutionary histories for
the Arctic wolf KB and ky alleles were apparent
when the SNP patterns (Fig. 2B) were depicted
as haplotype bifurcation diagrams (Fig. 2D),
which highlight a central region of ~60 kb devoid
of polymorphism among wolf KB haplotypes.
This characteristic, and the corresponding dif-
ference between KB and ky chromosomes, were
represented quantitatively by the extended haplo-
type homozygosity (EHH) statistic (19), which
is the empirical probability that two chromo-
somes chosen at random remain identical at
progressively increasing distances from CBD103.
As depicted in Fig. 2, E and F, the distribution
of EHHwas considerably broader for KB as com-
pared to k y chromosomes in wolves, whereas the

Fig. 3. Evolutionary relationships and history of
the K locus in canids. (A) KB haplotype structure in
wolflike canids based on genotypes defined by 52
SNPs. Each row represents a KB-bearing haplotype
found in coyotes (C), dogs (D), or wolves (W) listed
with their respective frequencies on the right and
colored as in Fig. 2B. (B) Inferred genealogical
relationships of the core region (Fig. 2C) haplo-
types (with bootstrap values from 500 replicates
shown next to branches). Each branch represents
1 of 18 different haplotypes, with the number of
chromosomes for each haplotype indicated under-
neath according to species. (C) TMRCA estimates
for indicated chromosome subsets calculated ac-
cording to a molecular clock (22) and expressed as
a fraction of the divergence time for all wolflike
canids. Individual points represent sets of chromo-
some segments whose relative TMRCA increases as
a function of distance from CBD103, presumably
due to ancient hybridization and recombination.
(D) Timeline scenario for K locus evolution in dogs
and wolves, in which ancestral ky chromosomes
are indicated in orange, derivative KB chromo-
somes in gray, and recombinant chromosomes as
an orange-gray checkered pattern. The ky-to-KB

mutation may have overlapped or even predated
domestication, but the introgression of KB into
North American gray wolves is more recent.
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distributions were nearly identical for KB as com-
pared to ky chromosomes in dogs. Together with
additional analyses of genome-wide SNP data
[supporting online material (SOM) text and fig.
S3], these observations suggest that KB has risen
to high frequency by a selective sweep.

As in black dogs and melanistic wolves,
CBD103DG23 was associated with coat color in
67 coyotes (6 black and 61 gray, Table 1 and table
S2). These findings suggest three possible evo-
lutionary histories. First, the 3-bp deletion may
be relatively old, having occurred in a canid an-
cestor more than 1 million years ago before the
divergence of coyotes from wolves. Second, the
3-bp deletion may have occurred more recently
in one of the species, followed by introgression
into the others. Finally, the 3-bp deletion may
represent a mutational hotspot, having recurred
independently in coyotes, wolves, and dogs. To
distinguish among these possibilities, we ascer-
tained and compared coyote haplotypes (6 KB

and 18 ky) with those from the North American
wolf and dog.

The pattern of haplotype diversity for all three
canids was similar to that observed in wolves
alone and showed significantly less diversity
among KB (15 unique of 40 total) relative to ky

(66 unique of 102 total) chromosomes (c2 = 9.7,
P = 0.003). Of the 15 unique KB haplotypes,
1 haplotype was observed in three coyotes and
six dogs, and a second haplotype was observed
in two coyotes and 12 wolves (Fig. 3A). How-
ever, none of the 66 unique ky haplotypes were
observed in more than one species (fig. S2).

Reconstruction of a phylogenetic network
for the entire 150-kb region is complicated by
historical recombination between extant KB and
ky chromosomes (arrows in Fig. 2B) and the lack
of a suitable approach for inferring accurate gene
genealogies in the presence of recombination
(20). However, by focusing on the 4-kb CBD103
core region (Fig. 2C), a simple neighbor-joining
tree was constructed for 18 core region haplo-
types representing 142 (94 wolf, 24 dog, and 24
coyote) chromosomes (Fig. 3B). In this tree, all
the KB chromosomes define a 2-haplotype clus-
ter, whereas the remaining 16 haplotypes (which
represent all the ky chromosomes) are more dis-
persed. Furthermore, many of the ky chromo-
somes cluster by species (9 out of 12 of the dogs
and 44 out of 72 of the wolves), unlike the KB

chromosomes. This contrasting phylogenetic pat-
tern suggests that the KB mutation occurred in a
single species and was later distributed among
dogs, wolves, and coyotes by interspecific hy-
bridization. [The 24 ky haplotypes from coyotes
are no closer to each other than to ky haplotypes
from wolves or dogs (Fig. 3B), which is con-
sistent with their history of hybridization with
other canids (21)].

To gain additional insight into how K locus
variation in dogs and wolves arose, we estimated
coalescent time to the most recent common an-
cestor (TMRCA) as a function of cumulative
distance from CBD103 for ky and KB chromo-

somes from wolves, dogs, and both groups to-
gether. We applied a molecular clock approach
to sequencing data from individual amplicons
across the entire 150-kb region (Fig. 2), which
assumes that mutations occur at the same con-
stant rate at all sites in wolves and dogs and in-
tegrates the effects of both recombination and
demography (22). Close to CBD103, TMRCA
estimates were near zero for all KB subsets (Fig.
3C) because there is little or no polymorphism
in this region (Fig. 3A). However, at greater dis-
tances from CBD103 (10 to 50 kb), estimates
for dog chromosomes are similar to those of dog
and wolf chromosomes considered together, re-
gardless of genotype. This suggests that KB in
dogs is sufficiently old to have undergone exten-
sive recombination with ky chromosomes, and
that the recombination history includes hybrid-
ization between dogs and wolves. However, in
the same 10- to 50-kb range, TMRCA estimates
for wolf KB chromosomes were considerably less
than those from dog KB chromosomes (or from
dog and wolf KB chromosomes considered to-
gether), suggesting that KB was introduced into
North American wolves from dogs, not vice versa.

Introgression of KB from dogs into North
American wolves is also supported by geo-
graphical and ecological considerations. KB is
widely distributed among domestic dogs, in-
cluding ancient breeds originating in Asia and
Africa. In wolves, however, melanism has been
reported outside North America only in Italy,
where it is associated with molecular and/or mor-
phologic evidence of recent hybridization with
free-ranging dogs (23). Indeed, we also examined
22 samples from the Italian Apennines and ob-
served KB in six of seven black “wolves” (includ-
ing one previously classified to be a dog-wolf
hybrid) but 0 of 15 gray wolves. In contrast,
genome-wide SNP analysis of 10 KB/ky and 10
ky/ky North American wolves showed no evi-
dence for recent dog-wolf hybridization (SOM
text and fig. S3B).

The dog was domesticated between 15,000
and 40,000 years ago in East Asia from gray
wolves (24, 25), and we estimate that KB is at
least 46,886 years old (95% confidence limit:
12,779 to 121,182 years); therefore, we cannot
distinguish whether KB arose before or after do-
mestication. However, if KB arose in Old World
wolves before domestication, our data indicate
that it must have been lost from the gene pool
and reacquired in North America, perhaps from
Native American dogs that accompanied hu-
mans across the Bering Strait 12,000 to 14,000
years ago (26) (Fig. 3D).

The wolf in the United States faces grave
threats, in some cases by eradication, and in
others by hybridization, such as in the Great
Lakes region (27). However, apparent selection
for the KB locus in North American gray wolves
shows how genetic diversity—preserved by hu-
mans in domestic dogs—may flourish in wild
wolf populations. As the available tundra habitat
declines because of development and/or global

warming, the frequency of the KB mutation may
increase further in northern latitudes. Thus, the
introduction of genetic diversity into a natural
population from a mutation originally selected
in domesticated animals may, ironically, provide
a mechanism for that population to adapt to a
changing environment. Interspecific hybridization
has been widely observed between other domes-
ticated species of animals and plants (28–30).
Our results imply that variants that appear under
domestication can be viable in the wild and en-
rich the genetic legacy of natural populations.
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Amazon forests are a key but poorly understood component of the global carbon cycle. If, as
anticipated, they dry this century, they might accelerate climate change through carbon losses and
changed surface energy balances. We used records from multiple long-term monitoring plots across
Amazonia to assess forest responses to the intense 2005 drought, a possible analog of future events.
Affected forest lost biomass, reversing a large long-term carbon sink, with the greatest impacts
observed where the dry season was unusually intense. Relative to pre-2005 conditions, forest subjected
to a 100-millimeter increase in water deficit lost 5.3 megagrams of aboveground biomass of carbon per
hectare. The drought had a total biomass carbon impact of 1.2 to 1.6 petagrams (1.2 × 1015 to
1.6 × 1015 grams). Amazon forests therefore appear vulnerable to increasing moisture stress, with the
potential for large carbon losses to exert feedback on climate change.

Old-growth forests in Amazonia store
120 Pg (1.2 × 1017 g) of carbon in their
biomass (1), and through photosynthesis

and respiration they process 18 Pg C annually
(2), more than twice the rate of anthropogenic
fossil fuel emissions. Relatively small changes
in Amazon forest dynamics therefore have the
potential to substantially affect the concen-
tration of atmospheric CO2 and thus the rate
of climate change itself. A key parameter in
determining the magnitude of this effect is the
sensitivity—or resilience—of tropical forests

to drought. Increased moisture stress is a domi-
nant feature of some modeled 21st-century
climate scenarios for Amazonia, particularly
for southern Amazonia (3–5), and there is some
evidence that this has already commenced (6).
Prolonged tropical droughts can kill trees (7–10),
and some models predict climate-induced Am-
azon dieback this century (4, 11, 12). But it has
also been suggested that dry conditions may
cause Amazon forests to “green up” (13, 14) and
that increases in solar radiation during drier
periods boost tropical productivity (15–17).

Large-scale on-the-ground assessments of the
ecological impacts of tropical droughts are com-
pletely lacking, precluding tests of these ideas.

In 2005, large areas of the Amazon Basin
experienced one of the most intense droughts
of the past 100 years (18), providing a unique
opportunity to directly evaluate the large-scale
sensitivity of tropical forest to water deficits.
The 2005 event was driven not by El Niño, as
is often the case for Amazonia, but by elevated
tropical North Atlantic sea surface temperatures
(18), which affected the southern two-thirds of
Amazonia and especially the southwest through
reduced precipitation as well as higher-than-
average temperatures (18, 19). Both the anom-
alous North Atlantic warming and its causal
link to Amazon drought are reproduced in some
recent modeled scenarios for 21st-century cli-
mates (5, 12), and thus the event of 2005 may
provide a proxy for future climate conditions.
Through a large long-term research network,
RAINFOR, we have monitored forest plots across
the basin for 25 years. After the drought we con-
ducted an emergency recensus program cover-
ing all major Amazon nations, climates, soils,
and vegetation types. Here we report the results
of this large-scale natural experiment to assess
the impact of tropical drought on the ground.

By 2005 the RAINFOR network consisted
of 136 permanent plots located in old-growth
forest distributed across 44 discrete landscapes
(“sites”) (20). We used tree diameter, wood den-
sity, and allometric models to compute biomass
at each point in time, as well as rates of biomass
gain (“growth”) and loss (“mortality”) between
censuses, correcting for possible sampling ef-
fects (20). To establish the pre-2005 Amazon
baseline, we first determined the long-term bio-
mass changes in our plots. To assess drought im-
pacts, we focused on the 2005 event, evaluating
net biomass change, growth, and mortality and
the differences in these relative to earlier records,
focusing on the 55 plots that were regularly
censused both before and after the drought. To
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estimate the moisture stress at each location, we
compiled meteorological data sets and determined
the maximum dry-season intensity for each year
in the 2005 measurement interval and for each
year in the entire pre-2005 measurement period.
Forest sensitivity to drought was then determined
by relating the change in biomass dynamics to
the change in mean maximum moisture stress.
The results presented below are based on the
sampling unit of individual plots; in (20) we ex-
plore the sensitivity of our findings to varying
both the spatial scale of the sampling unit and the
method of estimating moisture stress.

Before 2005, plots recorded a long-term net
increase in aboveground (dry-weight) biomass,
weighted by sampling effort, of 0.89 Mg ha−1

year−1 (bootstrapped 95% confidence intervals:
0.65, 1.12). This increase occurred through a
multidecadal period spanning dry and wet epi-

sodes, including several El Niño events. The net
biomass gain was widespread and is not a sam-
pling artifact (20). These results confirm pre-
vious measured and modeled indications of a
persistent biomass carbon sink—now based on
a much larger data set—and are consistent with
Amazon forest productivity increasing with time
(21–25).

By contrast, through the 2005 drought pe-
riod there was no net biomass increase in moni-
tored plots [net rate of change –0.71 (–1.93,
+0.30) Mg ha−1 year−1; n = 55, interval mean
1.97 years]. Before 2005, 76% of plots (93 of
123) gained biomass, but during the 2005 inter-
val only 51% did so (28 of 55); this difference is
highly significant (P < 0.01, Mann-Whitney U
test). To assess whether biomass changes were
drought-related, we developed meteorological and
soil data sets to estimate evapotranspirational

demand and soil moisture stress (20). For plots
with longer and more intense moisture deficits
than normal, there were clear net losses [–1.62
(–3.16, –0.54) Mg ha−1 year−1; n = 38, inter-
val mean 1.96 years]. The distribution through
time of all measured biomass dynamics (Fig.
1) reveals that the drought coincided with the
first substantial decline in measured biomass in
Amazonian plots since measurements started.
However, fingerprinting the drought impact is
complicated by switching among plots being
monitored, the nonequilibrium initial conditions,
divergent climatologies and soils, and contrast-
ing conditions in 2005 itself. Within-plot anal-
yses help to control for such effects and confirm
the drought’s impact: Relative to their extended
period of earlier biomass gains, plots monitored
through 2005 experienced negative change
[difference = –1.50 (–3.01, –0.44) Mg ha−1

year−1; n = 43]. Among the 28 plots with longer
and more severe water deficits than normal dur-
ing 2005, the rate of aboveground woody bio-
mass accumulation declined by 2.39 (1.12 to 3.97)
Mg ha−1 year−1, whereas by contrast the 15 non-
droughted plots continued to gain [difference =
+0.76 (–0.78, +2.00) Mg ha−1 year−1].

The Amazon forest spans a large climatic range,
from the almost aseasonal high-precipitation
northwest to the strongly seasonal southern fringes
with frequent prolonged moisture deficits (26, 27).
Distributions of neotropical trees reflect their
drought sensitivity (28), so we hypothesized that
any drought impacts will be experienced by plants
as a function of relative departure from their long-
term environmental conditions. For each site, we
therefore estimated the magnitude of the drought
experienced during the 2005 interval relative to
local, long-term estimates of water balance. We
find that relative drought is indeed strongly

Fig. 1. Interval-by-interval, plot-by-plot net bio-
mass change measured in Amazonia since 1980.
The multidecadal carbon sink is evident, strongly
reversed in 2005. Long sampling intervals may
have obscured earlier fluctuations (see fig. S1).
Red line (scale on right) represents the total cu-
mulative biomass increase of Amazon trees ≥10 cm
in diameter as actually measured in permanent
plots, as a function of the mid-date of each census
interval, with a running mean of 50 intervals. Black
and blue distributions (scale on left) represent
mean and 95% bootstrapped confidence intervals
for interval-by-interval biomass change weighted
by sampling effort (20). Black distributions indi-
cate predefined periods (1980–1989, 1990–1994,
1995–1999) where the chronological span of each
bin represents the interval mid-dates that fall
within that period. Blue distributions align intervals with the 2005 drought event to reveal its impact,
contrasting all 2000–2004 predrought measurements with all droughted plots monitored in 2005.

Fig. 2. Biomass dynamics
response to the relative in-
tensity of the 2005 drought.
Differences in (A) plot bio-
mass change (blue) and (B)
mortality rate (red) and
growth rate (green) are
shown for trees ≥10 cm in
diameter for the drought in-
terval relative to pre-2005 as
a linear function of drought
relative intensity, weighted
by monitoring effort (20).
Change in drought intensity
is measured by change in
maximum climatological wa-
ter deficit (MCWD, accounts
only for rainfall). Uncertainty
in precipitation is included in
the bootstrapped estimates
of the relationship of dif-
ference in biomass change
versus difference in MCWD
and confidence intervals (20). Plots known to have different 2005 interval MCWD are treated as independent; values are otherwise averaged across contributing plots.
Alternative models that account for variation in soil properties, evapotranspiration, and plot definitions give very similar results (20). Polynomial or break-point
functions do not provide closer fits.
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implicated as the driver of the network-wide shift
in forest behavior (Fig. 2) but that the absolute
intensity of the 2005 dry period was only weakly
related to biomass dynamics (fig. S5): Those
forests experiencing the most elevated moisture
stress relative to their long-term mean tended to
lose the most biomass relative to their pre-2005
trend (Fig. 2). These losses were driven by oc-
casionally large mortality increases and by wide-
spread but small declines in growth. Our method
may fail to capture growth impacts well because
intervals were longer than the period of poten-
tial moisture constraint, thereby masking its
effects (drought can kill trees but can only tem-
porarily stop growth). Analysis at the site level
confirms that the relationship between forest
response and droughting is not driven by a few
anomalous plots (20), and accounting for local

soil water-holding capacity, temperature, humid-
ity, and radiation shows this relationship to be
robust regardless of how the moisture balance is
estimated (20). Moreover, just as the earlier net
gains were widespread across the basin, the 2005
declines were well distributed spatially (Fig. 3).
From Fig. 2, and assuming a proportional im-
pact on smaller trees and lianas (20), we esti-
mate that an average forest hectare subject to a
100-mm increase in maximum water deficit lost
5.3 Mg of aboveground biomass carbon over the
average 1.97-year drought census interval rela-
tive to pre-2005 conditions (bootstrapped confi-
dence intervals 3.0, 8.1).

We also recorded the identity of trees that
died. Fast-growing, light-wooded trees may be
especially vulnerable to drought by cavitation or
carbon starvation (7, 29–31), and consistent with

this, trees dying during the 2005 period had
lower wood densities than those dying before.
In 25 drier-than-average plots with dead trees
identified, trees recorded as dead in 2006 were
5% lighter than in previous censuses [mean
wood density of dead trees fell from 0.60 to
0.57 g cm−3 (P = 0.02) (20)]. Apparently, Ama-
zon drought kills selectively and therefore may
also alter species composition, pointing to po-
tential consequences of future drought events on
the biodiversity in the Amazon region.

Relative to the predrought sink, we estimate
a total impact of –1.21 Pg C (–2.01, –0.57) by
simply scaling the per-plot impact by the total
droughted area (~3.3 × 108 ha) and assuming
that nonmeasured components of biomass were
equally affected. Scaling the per-site impact yields
slightly greater values (20). Alternatively, we can
scale the observed relationship between relative
biomass change in plots and droughting (Fig. 2)
by the moisture deficits across Amazonia esti-
mated from remotely sensed rainfall data (19, 20).
This suggests an even greater impact on the
biomass carbon balance of the droughted area:
–1.60 Pg C (–2.63, –0.83). Site-based scaling-
up indicates similar values (20). Although better
understanding of soils is needed to determine
the local effects of meteorological drought, the
magnitude and consistency of these estimates
demonstrate Amazonia’s vulnerability to drought
and the potential for changes in tropical climates
to have large carbon cycle impacts. Our on-the-
ground data reveal that, despite apparent
“greening up” during dry periods (13, 14),
Amazon drought accelerates mortality over large
areas (Fig. 2B) (20).

The exceptional growth in atmospheric CO2

concentrations in 2005, the third greatest in the
global record (32), may have been partially caused
by the Amazon drought effects documented here.
However, our findings do not translate simply
into instantaneous flux estimates because carbon
fluxes from necromass will lag the actual tree
death events. Drought can suppress respiration
(17, 33), so the system as a whole might even
contribute a temporary net sink even though the
live biomass was in negative mass balance. None-
theless, our results constrain the aggregate im-
pacts of drought because trees are by far the largest
and longest-lived of the aboveground carbon
stores. Tropical droughts may intensify and be-
come more frequent this century as a result of
anthropogenic climate change (1, 3–5, 11). In
addition to directly affecting Amazonian peoples
and biodiversity, such events appear capable of
strongly altering the regional carbon balance and
thereby accelerating climate change.
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Species Response to Environmental
Change: Impacts of Food Web
Interactions and Evolution
Jason P. Harmon,1* Nancy A. Moran,2 Anthony R. Ives1

How environmental change affects species abundances depends on both the food web within which
species interact and their potential to evolve. Using field experiments, we investigated both
ecological and evolutionary responses of pea aphids (Acyrthosiphon pisum), a common agricultural
pest, to increased frequency of episodic heat shocks. One predator species ameliorated the
decrease in aphid population growth with increasing heat shocks, whereas a second predator did
not, with this contrast caused by behavioral differences between predators. We also compared
aphid strains with stably inherited differences in heat tolerance caused by bacterial endosymbionts
and showed the potential for rapid evolution for heat-shock tolerance. Our results illustrate how
ecological and evolutionary complexities should be incorporated into predictions of the
consequences of environmental change for species’ populations.

Species throughout the world face many
anthropogenic environmental disturbances
(1). Some disturbances, such as land-use

change, occur progressively and predictably.
Others take place as increases in the frequency or
magnitude of environmental shocks, such as the
anticipated increase in tropical storm severity (2).
Regardless of the mode of disturbance, changes
in species abundance will depend on the multi-
generational response of their survival and repro-
duction within ecosystems. Although the response

of species’ populations depends on the direct ef-
fects of environmental disturbances on species
physiology, behavior, and life history (3, 4), three
additional complexities may play major roles in
the long-term change in species’ populations (5).

First, the change in a species’ population
growth rate in response to an environmental dis-
turbance depends on how the species interacts
ecologically with other species in the ecosystem
(6). For example, if a competitively dominant spe-
cies is sensitive to a disturbance, then a compet-
itively subordinate species may benefit indirectly
from the disturbance through competitive release
(7). Although the role of food web interactions is
well-known in theoretical work (8) and a growing
number of empirical studies document these ef-
fects (9–11), most of this work has not considered

how the strength of these interactionsmight change
because of density-dependent effects during the
environmental change.

A second complexity is the possibility that
species may evolve tolerance to the environmen-
tal change (12). Empirical studies have now doc-
umented a growing list of species that have
undergone evolutionary responses to environ-
mental changes (13, 14). If genetic variation
exists, then environmental disturbances with
large impacts on population growth rates may
drive rapid evolution of tolerance.

The third complexity is that ecological and
evolutionary complexities might interact (15). If
ecological interactions modify the response of
population growth rates to environmental changes,
then they might also modify the selective regime
for tolerance and, hence, evolution. In turn, evo-
lution may change population growth rates and
interactions among species, thereby increasing the
complexities of predicting population changes.

Here, we investigate these three complexities
for predicting population changes of pea aphids
in response to increasing frequency of episodic
heat shocks. To show that ecological interactions
can modify population responses to environ-
mental disturbances, we subjected field-caged
populations of pea aphids and predators to an
experimentally increased frequency of heat shocks
(16). Our goal was to contrast the effects of two
similar ladybeetle predators, investigating how
species-specific differences in aphid density–
dependent attack rates affect the change in aphid
population growth rates when subjected to envi-
ronmental change. To investigate the potential for
evolution, we constructed aphid strains that dif-
fered in the presence of stably inherited endo-
symbionts that affect heat-shock tolerance. We
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deployed these strains in field experiments run at
the same time scale as the ecological experiments
to measure the rate of evolution of heat-shock
tolerance. Finally, we derived a model parame-
terized exclusively from field data that illustrates
how these ecological and evolutionary processes
may interact. We selected heat shocks as an envi-
ronmental disturbance because global climate
models predict that short exposures to high tem-
perature will occur with increasing frequency and
intensity (17).

The pea aphid, Acyrthosiphon pisum (Harris)
(Homoptera: Aphididae), is an ecologically and
evolutionarily well-studied organism. Heat shocks
affect pea aphid population growth rates by re-
ducing fecundity or even sterilizing females, with
less severe effects on survival and development
times (16). These effects are similar to those doc-
umented for many species; even short periods of
high temperatures can denature proteins and cause
numerous physiological and developmental prob-
lems (18). Tolerance to heat shocks in pea aphid
strains may be conferred by certain secondary
(facultative) bacterial symbionts (19, 20) and is
also strongly affected by a common mutation af-
fecting heat-shock genes in the obligate bacterial
symbiont Buchnera (21). Because endosymbionts
are invariably transmitted during parthenogenetic
reproduction, they are analogous to inherited traits
in monoclonal aphid lines (22). Secondary
symbionts conferring heat tolerance have higher
prevalence after periods of summer heat (19) and
are present in 100% of pea aphids in hot desert
sites (16), consistent with selection for heat-shock
tolerance. The secondary endosymbiont we used
occurs naturally at low frequency in populations at
our study site; in 2008, 2 out of 57 assayed aphids
contained the endosymbiont conferring heat-
shock tolerance (16). The Buchnera allele con-
ferring heat sensitivity occurs variably in field
populations; it occurred in 21% of individuals in
one sample from our study area (21) and, in
others, ranged from 66% in 1999 to 0% in 2008.
The existence of natural strains varying in toler-
ance (and our knowledge of the bases of this
variation) makes pea aphids a good model sys-
tem for studying the consequences of environ-
mental changes.

Pea aphids sometimes attain very high pop-
ulation densities and destroy crops of their legume
hosts (23). However, in south-central Wisconsin,
USA, pea aphids in alfalfa rarely reach densities
high enough to cause economic crop damage due
to a suite of natural enemies, especially two predatory
ladybird beetles: Coccinella septempunctata L.
and Harmonia axyridis (Pallas) (Coleoptera: Coc-
cinellidae) (24). Although both predators occur in
alfalfa, they have distinctly different behavioral
responses to pea aphid abundance (16). As a con-
sequence, C. septempunctata occurs when few
pea aphids are in alfalfa fields and is only slightly
more abundant when more aphids are present. In
contrast, H. axyridis is absent from fields with
low aphid abundance but becomes more common
quickly as aphid abundance increases (Fig. 1).

These differences in predator responses to aphid
densities lead to contrasting predictions about
how predation will modify pea aphid population
growth rates when subjected to heat shocks. Be-
causeC. septempunctata populations do not rapidly
decline with decreasing pea aphid abundance,
C. septempunctata should continue to exert preda-
tion pressure in the presence of the heat shocks
that can directly reduce aphid abundance. Con-
versely, predation pressure from H. axyridis rap-
idly decreases with declining aphid densities, and
therefore, its effect on aphid population growth
should diminish when aphids face heat-shock
disturbances. This would indirectly ameliorate the
impact of heat shocks on pea aphids, because
the shocked aphid population would suffer less
predation.

To test these predictions, we conducted a field
experiment using 2- × 2- × 2-mmesh cages and a

pea aphid strain sensitive to heat shocks, having a
heat-sensitive genotype in the primary symbiont
and lacking secondary endosymbionts that pro-
vide protection (16). We used a 2 × 2 factorial
design: with or without supplemented heat shocks
and with or without predators. Heat shocks were
experimentally imposed by covering cages with
clear plastic sheeting for 4 hours at midday three
times per week. This increased temperatures by
~5°C, exceeding the threshold at which pea
aphid fecundity is affected but remaining within
the temperature range naturally observed at the
study site. Hence, these manipulations represent
increasing frequency of heat shocks rather than
increasing magnitude of temperature beyond nat-
ural variation.

We performed the experiment twice, oncewith
C. septempunctata and once with H. axyridis as
the predator. In both experiments, heat shocks

Fig. 1. Relation be-
tween pea aphid density
in alfalfa fields and the
relative densities of adult
C. septempunctata (cir-
cles, solid line) and H.
axyridis (squares, dashed
line) for 2003–2007. For
display, we grouped data
into 15 aphid density bins
having equal numbers
of samples. C. septem-
punctata and H. axyridis
differed strongly in their
responses to changing
pea aphid density for
data from the first and second cycles (t647 = 6.01, P < 10−6) (16). Error bars indicate T 1 SE.
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Fig. 2. Interactive effects of heat shocks
and predation by (A) C. septempunctata
and (B) H. axyridis on pea aphid popula-
tions in 20 field cages, as revealed by co-
efficients estimated in a generalized linear
mixed model (GLMM) (16). The different
lines indicate no heat shocks and no
predators (solid gray lines, labeled “ref”);
heat shocks and no predators (gray lines
with long dashes, “shock”); no heat shocks
and predators (gray lines with short dashes,
“pred”); and heat shocks and predators
(solid black lines, “both”). The black dashed
line (“bothexp”) gives the expected pea
aphid densities if there were no interactions
between heat shock and predators. The
graphs present the expected values for each
treatment day, calculated from the GLMM
(16). Although for C. septempunctata the
interaction of heat shock*predators*day
was significant (c28 = 76.8, P < 10−6), it
was significant only because of the negative
interactions on days 6 and 9; confining the
statistical analysis to the last 4 days gave
no interaction (c24 = 2.4, P > 0.5). For
H. axyridis, there was a statistically sig-
nificant positive interaction (c25 = 41.8, P < 10−6).
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caused statistically significant reductions in pea
aphid abundances, as did the presence of preda-
tors. When C. septempunctata was the predator,
heat shocks caused the same proportional re-
duction in aphid population growth rates when
the predator was absent (Fig. 2A, “ref” versus
“shock”) or present (“pred” versus “both”); by
the end of the experiment, the pea aphid densities
that were expected if the effects of heat shock and
predation were additive matched the observed
densities (“bothexp” versus “both”). In contrast,
when H. axyridis was the predator, the effect of
heat shock was ameliorated in the presence of
predation (Fig. 2B,“bothexp” versus “both”); at
low aphid densities, predation by H. axyridis di-
minished. If the data set for C. septempunctata
is shortened to the same length as that of the
H. axyridis data, this contrast is even stronger
with a statistically significant interaction for C.
septempunctata in the opposite direction from
H. axyridis (16). This pattern of predation by
H. axyridis is consistent with the field observa-

tions (Fig. 1); both patterns are probably driven
by a suite of correlated behaviors that encourages
H. axyridis to focus foraging at high aphid den-
sities (16). These results show that the impact of
heat-shock disturbance on pea aphids depends not
just on the presence of predators, but also on the
identity of the predator that is present.

To investigate the potential for evolution for
heat-shock tolerance, we used four clones that dif-
fered in endosymbionts tomaximize differences in
heat sensitivity. Pea aphids have two genetically
based color morphs, green and red, and we took
advantage of this color polymorphism to measure
the population growth rate of two different clones
within the same field cages.We used two different
pairs of green and red clones such that in pair A,
the green clone was heat-shock tolerant (contained
heat-resistant primary endosymbiont plus a pro-
tective secondary endosymbiont) and the red clone
was susceptible to heat shocks; in pair B, the red
clone was tolerant and the green clone was sus-
ceptible. These two pairs allowed us to control for

potential ecological differences that have been at-
tributed to pea aphid color morph (25). We con-
ducted an experiment subjecting either pair A
or B to either ambient or increased heat-shock
conditions (16). For both pairs, the heat-shock
sensitive clone had slightly higher population
growth rates than did the heat-shock tolerant
clone in the absence of experimental heat shocks,
but both heat-shock sensitive clones also had
greatly reduced population growth rates in the
presence of heat shocks. These population
growth rates translate into strong selection
against heat-sensitive clones in the presence
of heat shocks (Table 1).

To illustrate the possible combined effects of
predation and evolution on the long-term response
of pea aphid populations to increased exposure to
heat shocks, we produced a simplified mathe-
matical model that uses only information derived
from our studies. Although not designed to make
quantitative predictions, our model nonetheless
addresses qualitative expectations about interac-
tions between ecological and evolutionary pro-
cesses. In the model, there are sensitive and
tolerant aphid clones, but initially the pea aphid
population is almost entirely composed of heat-
sensitive clones. Sensitive and tolerant clones
have different population growth rates under
ambient and shocked regimes corresponding to
the average growth rates of sensitive and tolerant
clones under each environmental regime in the
evolution experiment (Table 1). We included pre-
dation in the model by assuming that predation
pressure follows the same function of aphid den-
sity as we observed in field surveys of ladybeetle
abundance, with C. septempunctata showing a
smaller reduction in abundance than H. axy-
ridis when pea aphid densities are low (Fig. 1).
We then assumed that the environmental
regime changes from our experimental condi-
tions without heat shocks to those with heat
shocks. This led to a direct change in the pea
aphid population growth rates and an indirect
change in predation pressure.

In the model parameterized for C. septem-
punctata (Fig. 3A), a rapid decrease in the
population abundance of pea aphids is followed
by a substantial recovery that coincides with the
evolutionary increase in tolerance (Fig. 3B). In
the absence of evolution, however, the pea aphid
population would have declined to extinction be-
cause of the combined deleterious effects of the
heat shock and C. septempunctata (Fig. 3A). In
contrast, in the model parameterized for H.
axyridis, the initial decrease in pea aphid density
is more modest, and evolution leads to a recovery
of the population to near the level before the
change in environmental regimes. The rate of
evolutionwas identical, regardless of the predator
modeled (Fig. 3B) because, in the model, the rate
of evolution depends on the relative fitness of
tolerant versus sensitive phenotypes, not on their
absolute fitness. The only way that predation
could change the rate of evolution is if predators
selectively attacked heat-tolerant or -sensitive

Table 1. Per capita population growth rates and selection coefficients for heat-sensitive and heat-
tolerant pea aphid clones in a field experiment in which the presence of heat shocks was
manipulated (16). Selection coefficients are placed under the aphid clone selected against for a
given pair of aphid clones in a given treatment.

Parameter Sensitive Tolerant

Pair A
Population growth rate, r (no shock) 0.243 T 0.009 0.214 T 0.007
Selection coefficient* – 0.25
Population growth rate, r (shock) 0.155† T 0.027 0.234† T 0.023
Selection coefficient 0.55 –

Pair B
Population growth rate, r (no shock) 0.269 T 0.008 0.247 T 0.010
Selection coefficient – 0.20
Population growth rate, r (shock) 0.129† T 0.033 0.208† T 0.031
Selection coefficient 0.55 –

*Selection coefficients are calculated as 1 – exp(–|rs – rt|T), where rs and rt are the population growth rates of heat-sensitive
and heat-tolerant clones, and assuming a generation time of T = 10 days. †For both pair A and pair B (different combinations
of color morphs), the decrease in r of the heat-sensitive clone due to heat shocking was greater than the decrease in r of the
heat-tolerant clone; likelihood ratio test, pair A: c21 = 12.1, P < 0.001; pair B, c21 = 6.96, P < 0.01.

Fig. 3. Model incorporating
results from field studies
(Fig. 1 and Table 1) on pea
aphid responses to heat shock
environmental regimes in the
presence of different lady-
beetle species. (A) Pea aphid
abundance with H. axyridis
(gray lines) and C. septem-
punctata (black lines), with
(solid lines) and without
(dashed lines) evolution. (B)
The frequency of tolerant phe-
notype in the population
(results for both predators
coincide). At generation 0,
the environmental regime
was changed to include heat
shocks, and the tolerant phe-
notype was introduced at a
frequency of 0.002.
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aphids when they are mixed within a population;
under laboratory conditions, they show no such
selectivity (16).

Our results highlight three lessons about the
consequences of ecological and evolutionary com-
plexities for how environmental change affects
species abundances. First, changes in population
abundances depend not only on the interactions
with other species in a food web, but also on the
strengths of these interactions and how the
strengths change during environmental distur-
bances. C. septempunctata and H. axyridis had
different effects on pea aphid abundances be-
cause their attack rates showed different relations
to aphid abundance. This complexity is a chal-
lenge for studies on the effects of environmental
change, because the role of species interactions
might depend on the species-specific ecologies
that affect these interactions (26). Whereas studies
have considered direct effects of climate change
on species interactions—for example, by increas-
ing transmission or attack rates from pathogens
and predators (27, 28) or by causing phenolog-
ical mismatches between plants and pollinators
(5, 29)—in our study, the interaction strengths
are affected indirectly through changes in species
densities.

Second, ecological and evolutionary pro-
cesses operate on the same time scales. Our field
experiments on ecological species interactions and
evolution of heat-shock tolerance were conducted
at the same time scales (2 to 3 aphid generations),
and they showed strong ecological or evolutionary
effects. Our experiments add to the growing num-
ber of studies documenting rapid evolution and the
artificial distinction between ecological and evo-
lutionary time scales (30).

Third, ecological and evolutionary processes
that modify how species abundances respond to
environmental change may not interact (Fig. 3).
For pea aphids, the identity of the predator spe-
cies affects the absolute aphid population growth
rate in response to increasing frequency of heat
shocks, but it is unlikely to affect the relative
growth rate of sensitive and tolerant aphid strains.
Thus, even though species interactions them-
selves may have evolutionary consequences for
traits that affect the interactions (31), they may
have few consequences for traits that affect
species tolerances to a different selective pres-
sure. This separation of ecological and evolution-
ary complexities may simplify predictions of the
impacts of environmental changes.

Our study illustrates the ecological and evo-
lutionary complexities of predicting the responses
of species to environmental changes. Changes
in species’ abundances may depend on the spe-
cific characteristics of the species with which
they interact, and evolution can occur so rapidly
that it cannot be ignored, even in the short term.
Nonetheless, it is possible to address both eco-
logical and evolutionary complexities simulta-
neously, and it is necessary to understand both to
predict how environmental changes will affect
species.
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Sensing Chromosome Bi-Orientation
by Spatial Separation of Aurora B
Kinase from Kinetochore Substrates
Dan Liu,1 Gerben Vader,2* Martijn J. M. Vromans,2 Michael A. Lampson,1†‡ Susanne M. A. Lens2†

Successful cell division requires that chromosomes attach to opposite poles of the mitotic spindle
(bi-orientation). Aurora B kinase regulates chromosome-spindle attachments by phosphorylating
kinetochore substrates that bind microtubules. Centromere tension stabilizes bi-oriented
attachments, but how physical forces are translated into signaling at individual centromeres is
unknown. Using fluorescence resonance energy transfer–based biosensors to measure localized
phosphorylation dynamics in living cells, we found that phosphorylation of an Aurora B substrate
at the kinetochore depended on its distance from the kinase at the inner centromere. Furthermore,
repositioning Aurora B closer to the kinetochore prevented stabilization of bi-oriented attachments
and activated the spindle checkpoint. Thus, centromere tension can be sensed by increased spatial
separation of Aurora B from kinetochore substrates, which reduces phosphorylation and stabilizes
kinetochore microtubules.

Accurate chromosome segregation dur-
ing cell division is essential to maintain
genome integrity. Before segregation,

kinetochores of sister chromatids attach to
microtubules from opposite spindle poles (bi-
orientation). This configuration is achieved
through a trial-and-error process in which correct
attachments exert tension across the centromere,
which stabilizes kinetochore-microtubule inter-

actions. Incorrect attachments, for example, if
both sister chromatids attach to a single spindle
pole, exert less tension and are destabilized, pro-
viding a new opportunity to bi-orient (1, 2). How
tension is coupled to kinetochore-microtubule
stability is not known.

The mitotic kinase Aurora B (Ipl1 in bud-
ding yeast) localizes to the inner centromere,
between sister kinetochores, and destabilizes
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microtubule attachments by phosphorylating
kinetochore substrates, including Dam1 and the
Ndc80 complex (3–10). An appealing model is
that Aurora B substrates are selectively phos-
phorylated at incorrect attachments. To test
this model, we first examined phosphorylation
of centromere protein A (CENP-A) Ser-7, a
known kinetochore substrate (11). We used an
assay in which Aurora B inhibition leads to a
high frequency of syntelic attachment errors,
with sister chromatids connected to a single
spindle pole (6, 12) (fig. S1A). We compared
phospho-CENP-A staining at correct and in-
correct attachments 10 min after removing the
reversible Aurora B kinase inhibitor ZM447439
(13), which reactivates Aurora B. Phospho-
CENP-A staining was strongest at incorrect
attachments, identified as unaligned kineto-
chores (Fig. 1, A and B), which indicates that
phosphorylation of an Aurora B substrate at
the kinetochore depends on the microtubule
attachment state.

We considered two models to explain how
selective phosphorylation at incorrect attach-
ments might be achieved. First, tension could
directly regulate kinase activity by inducing a
conformational change either in the kinase
itself or in its associated regulatory proteins
(14). Second, kinase activity could be constant,
but tension pulls kinetochores away from
Aurora B at the inner centromere (4, 15). This
spatial separation might lead to decreased
phosphorylation of Aurora B substrates at the
kinetochore. To distinguish between these mod-
els, we measured phosphorylation of an Aurora
B substrate localized to either the centromere
or the kinetochore, using biosensors that report
quantitative changes in phosphorylation by
Aurora B in living cells through changes in
fluorescence resonance energy transfer (FRET)
(16). Sensors were targeted either to the cen-
tromere using the centromere-targeting domain
of CENP-B (17) or to the kinetochore using
Mis12 (18) (fig. S1A), and their localization
was verified (Fig. 1, C to F). Both sensors re-
spond to Aurora B inhibition, consistent with
previous findings (16) (fig. S1, B and C).

We first examined steady-state phospho-
rylation levels in cells treated with either
nocodazole to depolymerize microtubules, the
kinesin-5 inhibitor monastrol to create mono-
polar spindles and syntelic attachments (19),
or the proteasome inhibitor MG132 to arrest
cells at metaphase with bi-oriented attach-
ments. Measurements of interkinetochore dis-
tances (20) confirmed that tension was low in
cells treated with nocodazole (0.6 T 0.1 mm,

Fig. 1. Phosphorylation of a kinetochore Aurora B substrate depends on the microtubule attachment state.
(A and B) HeLa cells with both incorrect [(A), green boxes] and bi-oriented [(A), red boxes] attachments were
fixed and stained for kinetochores (CREST) and phospho-CENP-A. Insets show stronger phospho-CENP-A
staining on unaligned (1) versus aligned (2) kinetochores. The phospho-CENP-A/CREST ratio was calculated
at individual aligned (N = 146) and unaligned (N = 89) kinetochores from multiple cells (B). (C to F) HeLa
cells expressing either the CENP-B–targeted [(C) and (E)] or Mis12-targeted [(D) and (F)] sensor were fixed
and stained for either Aurora B [(C) and (D)] or Hec1 [(E) and (F)] as markers for the inner centromere and
outer kinetochore, respectively. YFP emission (green) shows sensor localization relative to Aurora B or Hec1
(red). Insets show individual centromere pairs used for line scans. Scale bars, 5 mm. Error bars, mean T SEM.

Fig. 2. Phosphorylation of Aurora B substrates depends on spatial separation of kinase from substrate.
HeLa cells expressing either the kinetochore (KT)–targeted or centromere (Cen)–targeted sensors were
treated as indicated and imaged live. (A) Cells were treated with nocodazole, monastrol, or MG132, and
the YFP/TFP emission ratio was calculated. An increase in emission ratio indicates dephosphorylation.
Each bar represents an average over multiple cells, ≥30 kinetochores analyzed per cell. The y axis is scaled
to include the range of the data. Schematic shows sensor localization relative to Aurora B, as in fig. S1A.
(B and C) Cells were treated as in Fig. 1A, then imaged live before and after ZM447439 washout. The
emission ratio was calculated at aligned and unaligned centromeres/kinetochores at the indicated time
points (B). Each point represents ≥14 kinetochores/centromeres analyzed over multiple cells. Images (C)
show sensor localization (YFP) and a color-coded representation of the emission ratio 10 min after
ZM447439 washout. Boxes indicate aligned (red) and unaligned (green) centromeres/kinetochores. Scale
bar, 5 mm. Error bars, mean T SEM.
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mean T SD) or monastrol (0.7 T 0.1 mm) and
high in cells treated with MG132 (1.4 T 0.3 mm)
(fig. S1, D and E). The centromere-targeted
sensor was phosphorylated under all con-
ditions examined, independent of tension,
whereas the kinetochore-targeted sensor was

phosphorylated when tension was low and de-
phosphorylated when tension was high (Fig.
2A). Thus, phosphorylation depends on spatial
separation of Aurora B from its substrate,
rather than on direct regulation of Aurora B
kinase activity.

To determine whether phosphorylation dy-
namics occur on relevant time scales for regu-
lation of kinetochore-microtubule attachments,
we followed kinase activity during the correc-
tion of attachment errors (6). Cells were treated
as in Fig. 1A and imaged live after Aurora B

Fig. 3. Positioning Aurora B closer to the
kinetochore leads to increased phosphorylation of
kinetochore substrates. (A) U2OS cells expressing
the indicated vesicular stomatitis virus epitope
(VSV)–tagged INCENP fusion proteins were fixed
and stained for Aurora B (green) and Hec1 (red).
Scale bars, 5 mm. (B) HeLa cells were transfected
with a phosphorylation sensor together with
mCherry-tagged wt-INCENP or CB-INCENP as
indicated, imaged live, and the YFP/TFP emission
ratio was calculated. Cells were grouped based on
levels of the INCENP fusion proteins at centro-
meres, calculated based on mCherry fluorescence
intensity (wt-INCENP was not present at as high
levels as CB-INCENP). Each bar represents an
average over multiple cells, ≥30 kinetochores
analyzed per cell. Error bars, mean T SEM.
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reactivation, and we measured phosphorylation
dynamics at aligned and unaligned kineto-
chores and centromeres. The centromere-
targeted sensor was rapidly phosphorylated at
both aligned and unaligned centromeres within
10 min of removing the Aurora B inhibitor
(Fig. 2B). The kinetochore-targeted sensor was
also rapidly phosphorylated at unaligned ki-
netochores, but it remained dephosphorylated
at aligned kinetochores (Fig. 2B). Color-coded
images of the yellow fluorescent protein/teal
fluorescent protein (YFP/TFP) emission ratio
showed that the kinetochore-targeted sensor
was selectively phosphorylated at unaligned
kinetochores 10 min after inhibitor washout,
whereas the centromere-targeted sensor was
phosphorylated at all centromeres (Fig. 2C
and fig. S1F). Thus, Aurora B is active at both
correct and incorrect attachments, and dif-
ferential phosphorylation of kinetochore sub-
strates may depend on distance from the
kinase.

The spatial separation model predicts that
positioning Aurora B closer to the kinetochore
should lead to increased phosphorylation of ki-
netochore substrates in metaphase. Aurora B
localizes to the inner centromere through in-
teractions with the inner centromere protein
(INCENP) (21). We manipulated the position
of Aurora B by creating INCENP fusion pro-
teins in which the inner centromere-targeting
domain of INCENP is replaced either with the
centromere-targeting domain of CENP-B
(CB-INCENP) (17, 22) or with full-length
Mis12 (Mis12-INCENP) (fig. S2A). Endoge-
nous Aurora B localized closer to or at the
kinetochore in cells expressing CB-INCENP or
Mis12-INCENP, respectively (Fig. 3A). The
extent of Aurora B redistribution increased
with the expression level of CB-INCENP (fig.
S2C), which suggests that CB-INCENP com-
petes with endogenous INCENP for Aurora B
binding. To determine the relationship between
kinase position and phosphorylation in cells
expressing CB-INCENP, we measured phos-
phorylation of the kinetochore-targeted sensor
at chromosomes aligned on the metaphase
plate. Phosphorylation increased as the expres-
sion level of CB-INCENP increased (Fig. 3B),
whereas the average interkinetochore distances
(1.4 T 0.3 mm, mean T SD) remained constant
(fig. S2, D and E), which indicates that the
increased phosphorylation was not due to re-
duced tension. Thus, phosphorylation of a ki-
netochore substrate depends on the relative
position of the kinase.

Because phosphorylation of endogenous
Aurora B substrates at the kinetochore reduces
microtubule binding (7–10), the spatial separa-
tion model predicts that repositioning the
kinase closer to the kinetochore should impair
the stabilization of bi-oriented attachments and
activate the spindle checkpoint (2). Indeed,
expression of either CB-INCENP or Mis12-
INCENP induced a dramatic mitotic arrest,

with a mitotic index >25% versus ~5% in con-
trol cells (Fig. 4A and fig. S3, A and B). The
mitotic arrest was dependent on Aurora B
kinase activity (Fig. 4A and fig. S3A) and on
the spindle checkpoint (fig. S3B). Live imag-
ing revealed that the timing of chromosome
alignment increased from 20 min (median) in
cells expressing wild-type INCENP (wt-
INCENP) to 45 or 35 min for CB-INCENP
or Mis12-INCENP, respectively. Moreover, the
median time spent in metaphase increased sub-
stantially from 10 min for wt-INCENP to 87.5
min or 100 min for CB-INCENP or Mis12-
INCENP, respectively (Fig. 4B; fig. S3, C and D;
and movies S1 to S3). Paired sister chromatids
frequently exited and reentered the metaphase
plate during the metaphase arrest (fig. S3E and
movie S4), followed by aberrant anaphases with
lagging chromosomes (fig. S3, D and E, and
movies S1 to S4). In addition, most metaphase
cells contained at least one kinetochore positive
for Mad1 (fig. S4). Thus, microtubules can suf-
ficiently attach to allow congression, but sta-
bilization of bi-oriented attachments is impaired
when Aurora B is positioned close to the
kinetochore.

To determine directly whether repositioning
Aurora B prevents the stabilization of kineto-
chore microtubules, we examined cold-stable
microtubules. Kinetochore fibers remain intact
at 4°C, while most other microtubules in the
cell depolymerize (23). The number of kine-
tochores with cold-stable attachments decreased
as CB-INCENP expression increased, and at
high CB-INCENP levels, where the kinetochore-
targeted sensor was highly phosphorylated
(Fig. 3B), very few kinetochores had cold-
stable microtubule fibers (Fig. 4, C and D). Ki-
netochores also lacked cold-stable microtubule
fibers in cells expressing detectable Mis12-
INCENP (Fig. 4, C and D), whereas fibers
were stable in cells expressing wt-INCENP
(fig. S3F). Aurora B inhibition stabilized kine-
tochore microtubules in cells expressing either
CB-INCENP or Mis12-INCENP (Fig. 4, C
and D), which indicates that the destabili-
zation depends on increased kinase activity at
the kinetochore. Thus, repositioning Aurora B
closer to the kinetochore leads to both increased
phosphorylation of kinetochore substrates (Fig.
3B) and destabilization of kinetochore micro-
tubules (Fig. 4).

How bi-oriented attachments are selectively
stabilized by tension across the centromere is a
long-standing question. Our findings support a
mechanism linking tension to phosphorylation
of Aurora B substrates at the kinetochore and
regulation of kinetochore-microtubule stability.
In the absence of tension, kinetochore sub-
strates are phosphorylated because they are in
close proximity to Aurora B at the inner cen-
tromere. Phosphorylation reduces the affinity
of these substrates for microtubules (7–10), so
attachments are destabilized. Tension is exerted
when spindle microtubules pull bi-oriented

sister kinetochores in opposite directions, away
from the inner centromere, so that kinetochore
substrates are dephosphorylated, which in-
creases affinity for microtubules and stabilizes
attachments. Many biological systems that re-
spond to mechanical forces do so through
protein conformational changes, such as those
induced in mechanosensitive ion channels (24).
We present another strategy by which physical
forces can be converted into biochemical
changes in the cell through modulation of the
spatial separation of a kinase from its substrate.
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Geometric Cue for Protein
Localization in a Bacterium
Kumaran S. Ramamurthi,1 Sigolene Lecuyer,2 Howard A. Stone,2 Richard Losick1*

Proteins in bacteria often deploy to particular places within the cell, but the cues for
localization are frequently mysterious. We found that the peripheral membrane protein SpoVM
(VM) recognizes a geometric cue when localizing to a particular membrane during sporulation in
Bacillus subtilis. Sporulation involves an inner cell maturing into a spore and an outer cell
nurturing the developing spore. VM is produced in the outer cell, where it embeds in the
membrane that surrounds the inner cell but not in the cytoplasmic membrane of the outer cell. We
found that VM localized by discriminating between the positive curvature of the membrane
surrounding the inner cell and the negative curvature of the cytoplasmic membrane. Membrane
curvature could be a general cue for protein localization in bacteria.

Proteins often localize to particular positions
within bacteria, sometimes in a dynamic
manner. A striking but mysterious exam-

ple of subcellular localization occurs during spore
formation in Bacillus subtilis when the protein
SpoVM (VM) localizes to a particular patch of
membrane (1). How VM discriminates between
different membrane surfaces in the same cell is
unknown.

During sporulation, the cell divides asym-
metrically to create mother-cell and forespore
compartments. Next, the mother cell engulfs the
forespore, enveloping it with inner and outer

membranes (Fig. 1A). After engulfment, a pro-
tein coat is deposited around the outer forespore
membrane (2). Coat assembly depends on VM, a
26-residue peptide that is produced in the mother
cell (3). VM is an amphipathic a helix (4) that
inserts into the membrane with its long axis
parallel to the membrane and its hydrophobic
face buried in the lipid bilayer (5). During en-
gulfment, VM localizes to the membrane that
tracks around the forespore, eventually decorat-
ing the entire surface of the forespore, as visual-
ized by its fusion to green fluorescent protein
(VM-GFP) (Fig. 1C) (1). Proline 9 (P9) (Fig. 1B)
is critical for this localization (1), because sub-
stitution of P9 with alanine (VMP9A-GFP) re-
sulted in localization to both the cytoplasmic and
outer forespore membranes (Fig. 1D).

After engulfment, the outer forespore mem-
brane becomes topologically isolated from the

cytoplasmic membrane. We wondered if VM
would adhere to the outer forespore membrane
after isolation. We engineered cells to produce
VM-GFP in response to an inducer and triggered
synthesis of the fusion protein after engulfment.
To monitor topological isolation, we stained the
membranes with a membrane-permeating dye,
which stains all membranes, and a nonpermeat-
ing dye, which can only access the engulfment
membrane before membrane fusion (6). VM-GFP
was localized almost exclusively to the outer fore-
spore membrane even when the forespore was
topologically isolated (Fig. 1, G to I). As a con-
trol, VMP9A-GFP synthesized after engulfment
localized promiscuously (Fig. 1, J to L). Thus,
VM-GFP partitions between both membranes, but
the wild-type fusion protein is retained in the outer
forespore membrane.

What does VM recognize? We wondered
whether the localization cue for VM was geo-
metric, because the outer forespore membrane is
the only membrane in the mother cell with a pos-
itive (convex) curvature. We examined the lo-
calization of VM-GFP in cells of a triple mutant
[SpoIID/SpoIIM/SpoIIP (D/M/P)] arrested with
a straight polar septum (7). VM-GFP behaved
indiscriminately in such mutant cells, localiz-
ing to the cytoplasmic and engulfing membranes
(Fig. 2B).

As a further test of the idea that VM rec-
ognizes curvature, we took advantage of the fact
that at low frequency (~1%) the D/M/P triple mu-
tant develops a fissure in the septum, allowing
the membrane to bulge into the mother cell (8).
VM-GFP should localize to this convex mem-
brane protrusion. Indeed, VM-GFP localized with
high selectivity to such bulges (Fig. 2C).
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Engineering and Applied Sciences, Harvard University,
Cambridge, MA 02138, USA.
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Fig. 1. VM-GFP localizes selectively to the surface of the forespore (11). (A)
Stages of sporulation. (Top) Division creates a mother cell (left) and a forespore
(right). (Middle) The mother cell engulfs the forespore. (Bottom) The forespore is
pinched off as a protoplast. (B) a-helical model of VM. Shown on the left is the
hydrophobic membrane-embedded face and on the right a 180° rotation of the
helix along its long axis with positively charged residues labeled green. A,

alanine; F, phenylalanine; I, isoleucine; K, lysine; L, leucine; M, methionine; P, proline; R, arginine; T, threonine; V, valine; Y tyronine. N refers to the amino
terminus. Red square indicates proline 9; gray circles indicate hydrophobic residues on the positively charged face. (C) VM-GFP localizes to the surface of the
forespore, whereas VMP9A-GFP localizes to all membranes (D). (E and F) Membrane-stained cells in (C) and (D), respectively. Arrowheads identify the cell
depicted in the illustrations. (G to L) Localization of VM-GFP or VMP9A-GFP produced after topological isolation. The membrane surrounding the forespore was
stained by a membrane-permeating dye [(G) and (J)] but not by a nonpermeating dye [(H) and (K)]. VM-GFP (I), but not VMP9A-GFP (L), localized selectively to
the surface of the forespore. Scale bars, 2 mm.
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To test the curvature hypothesis, we exam-
ined the localization of VM-GFP in a heterolo-
gous host that also exhibits convex membranes,
an Escherichia coli mutant lacking the cyto-
skeletal protein MreB (9) that forms internal ves-
icles similar in size to the forespore. In mutant
cells, VM-GFP localized almost exclusively to
the surface of the vesicles (Fig. 2G). As a control,
VMP9A-GFP not only localized to the surface of
vesicles but also to the cytoplasmic membrane
(Fig. 2H). We also examined the localization of
VM-GFP in amutant of Saccharomyces cerevisiae
that produces fragmented vacuoles whose sizes
are again similar to that of the forespore (10). In
these cells, VM-GFP localized primarily to the
surface of vacuoles, whereas VMP9A-GFP local-
ized to the concave periphery of the cells as well
(Fig. 2, K and L). VM-GFP and VMP9A-GFP
were stable and was produced at similar levels
in B. subtilis, E. coli, or S. cerevisiae (fig. S1).
Taken together, VM appears to respond to a geo-
metric cue rather than a B. subtilis–specific fea-
ture of the membrane.

If so, then VM should bind preferentially to
any phospholipid bilayer with a curvature similar
to that of the outer forespore membrane. We
asked whether purified VM-GFP would adsorb
to the surface of phosphoplipid vesicles and
whether it would favor vesicles similar in size to
the forespore. We prepared by means of electro-
formation a heterogeneously sized population of
unilamellar phospholipid vesicles, ranging in di-
ameter from approximately 1 to 30 mm, with a
distribution that peaked at 8 mm (11). We incu-
bated the vesicles with purified VM-GFP harbor-
ing a C-terminal polyhistidine tag (VM-GFP-His6)
and examined the distribution of fluorescence
with confocal laser microscopy. VM-GFP prefer-
entially adsorbed to the smallest observable ves-
icles in the population (Fig. 3A). In contrast,
VMP9A-GFP displayed a diminished preference
for smaller vesicles and adsorbed to the surfaces
of even large vesicles (Fig. 3A). The fluorescent
signal resulted from surface-localized VM-GFP-
His6, and a label introduced into the lipids re-
sulted in uniform and equally fluorescent vesicles
(11).

The concentration of surface-adsorbed VM-
GFP decreased as the diameter of the vesicles
increased (Fig. 3B). Thus, smaller vesicles har-
bored more VM-GFP per surface area than did
larger vesicles. When vesicles were incubated
with VMP9A-GFP, however, the decrease of fluo-
rescence intensity with increasing vesicle size was
much less pronounced, suggesting that VMP9A-
GFP was recruited more readily to larger vesicles
(Fig. 3B). Next, we measured the number of ves-
icles whose fluorescence was at least 2.5 times
higher than background fluorescence (Fig. 3C).
Strong adsorption of VM-GFP occurred for ves-
icles less than 5 mm in diameter and peaked near
the smallest vesicles in the population at around
2.5 mm in diameter (by comparison, a forespore is
approximately 1 mm in diameter). In our analysis,
vesicles less than 1 mm in diameter were grossly

Fig. 2. Positive curvature is necessary and sufficient for
localization. Localization of VM-GFP in wild-type (A) and
mutant cells (DD/M/P) with a straight septum (B). (C)
Localization of VM-GFP in cells of the DD/M/P mutant
with bulges. (D to F) Stained-membrane cells in (A) to
(C). (G to J) Localization of VM-GFP [(G) and (I)] and
VMP9A-GFP [(H) and (J)] in mutant E. coli cells (DmreBCD)
that produce internal vesicles. [(I) and (J)] Vesicles were visualized by phase contrast microscopy. (K
to N) Localization of VM-GFP [(K) and (M)] and VMP9A-GFP [(L) and (N)] in mutant yeast cells
(DVPH1) that produced fragmented vacuoles. [(I) and (J)] Vacuoles were stained with FM4-64. Scale
bars, 2 mm.

Fig. 3. VM-GFP detects curvature in vitro. (A) Confocal fluorescence micrographs of purified
VM-GFP (left) or VMP9A-GFP (right) incubated with phospholipid vesicles. Scale bars, 20 mm. (B)
Membrane fluorescence intensity as a function of vesicle diameter. Vesicles were incubated with
similar concentrations of VM-GFP (solid circles) or VMP9A-GFP (open squares). The data points are
mean T SD measured on n vesicles (n = 3 to 18) and were fit with an exponential decay (11). (C)
Size distribution of fluorescent vesicles whose intensity is at least 2.5-fold greater than the
background.
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underrepresented. Thus, we probably overestimated
the peak size of vesicles to which VM-GFP was
recruited, and VM-GFP may preferentially adsorb
onto even smaller vesicles (Figs. 3B and 4A). In
contrast to VM-GFP, VMP9A-GFP adsorbed onto
vesicles up to 20 mm in diameter, resulting in a
broad distribution with a peak at about 5 mm. Sub-
stitution of P9 does not simply increase the affin-
ity of VM for membranes. Thus, the adsorption
of VM-GFP to membranes is sensitive to curva-
ture and dependent on P9.

How can VM, which is 40 Å in length or less
(12), be sensitive to the curvature of micrometer-
sized spheres? A precedent is adenosine 5´-
diphosphate–ribosylation factor guanosine
triphosphatase–activating protein 1 (ArfGAP1),
a Golgi-associated protein that preferentially
associates with yeast vesicles via a stretch of
a-helix (13, 14) and is sensitive to curvature.
But the vesicles recognized by ArfGAP1 are
far smaller (~50 nm) and more highly curved
than those recognized by VM. For a 40 Å rod
lying flat on the surface of a 1-mm-diameter
sphere, the maximum distance between one end
of the rod and the surface of the sphere is less
than 0.2 Å. It therefore seems improbable that
the partitioning of individual VMmolecules be-
tween differently sized spheres could be influ-
enced by such a small degree of curvature.
Several molecules of VM may thus be required
to display a collective sensitivity for slightly
curved surfaces. We tested whether the prefer-
ential adsorption of VM-GFP to smaller ves-
icles was dependent on the concentration of
VM-GFP by measuring membrane fluorescence
intensity as a function of vesicle size for differ-
ent concentrations of VM-GFP. The preferen-
tial adsorption of VM-GFP onto smaller vesicles
increased with increasing concentrations of pro-
tein (Fig. 4A). Moreover, our data suggest a

critical value of the vesicle diameter (Dc) of
about 4 mm. For all concentrations, aboveDc the
amount of VM-GFP adsorbed per unit area of
membrane did not substantially vary. However,
below Dc and at higher concentrations, the ad-
sorbed amount strongly increased with a de-
creasing vesicle diameter.

We then constructed an “adsorption iso-
therm,” which is a signature of the adsorption
mechanism. For a given vesicle diameter, we
plotted membrane fluorescence intensity as a func-
tion of VM-GFP bulk concentration (Fig. 4B).
When the vesicle diameter was larger thanDc, all
curves were similar and approximately linear,
indicating that the adsorption mechanismwas the
same and not dependent on membrane curvature.
However, below Dc the curves deviated from
linear and became progressively steeper as the
vesicle diameter decreased, which suggests an
adsorption mechanism that involves cooperative
interactions (clustering) among VM-GFP. Pre-
liminary theoretical analysis points to clusters
consisting of just a few VM molecules (fig. S2)
(11). VM-GFP molecules do not appear to inter-
act with each other directly (fig. S3). An alter-
native possibility, however, and one that we
favor, is that the insertion of a VMmolecule into
the membrane indirectly recruits other VM mol-
ecules to its vicinity analogous to the clustering
of certain phospholipids (15) and membrane
proteins (16, 17): The energetic cost due to
bilayer deformation induced by the insertion of
VM could be minimized by the clustering of
VM molecules, resulting in an apparent coop-
erativity that does not involve contact between
protein molecules.

Might geometric cues represent a strategy
by which proteins localize to particular patches
of membrane in bacteria? Convex surfaces, such
as that of the forespore, are not typical in bacte-

ria. Nonetheless, some bacteria produce organ-
elles with positively curved membranes, such
as photosynthetic vesicles and magnetosomes
(18, 19). Perhaps amphipathic a-helices are used
to identify the membranes of these organelles for
protein localization. A major challenge in bacte-
rial cell biology is to identify cues that recruit
proteins to the poles of cells. Conceivably, mem-
brane curvature, in this case extreme negative
curvature, is used to identify the inside surface
at the pole.
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A Kinase-START Gene Confers
Temperature-Dependent Resistance
to Wheat Stripe Rust
Daolin Fu,1*† Cristobal Uauy,1*‡ Assaf Distelfeld,1,2* Ann Blechl,3 Lynn Epstein,4
Xianming Chen,5 Hanan Sela,2 Tzion Fahima,2 Jorge Dubcovsky1§

Stripe rust is a devastating fungal disease that afflicts wheat in many regions of the world. New
races of Puccinia striiformis, the pathogen responsible for this disease, have overcome most of the
known race-specific resistance genes. We report the map-based cloning of the gene Yr36 (WKS1),
which confers resistance to a broad spectrum of stripe rust races at relatively high temperatures
(25° to 35°C). This gene includes a kinase and a putative START lipid-binding domain. Five
independent mutations and transgenic complementation confirmed that both domains are
necessary to confer resistance. Yr36 is present in wild wheat but is absent in modern pasta and
bread wheat varieties, and therefore it can now be used to improve resistance to stripe rust in a
broad set of varieties.

Bread wheat (Triticum aestivum L.) pro-
vides ~20% of the calories consumed by
humankind. The increasing world de-

mand for cereals requires improved strategies to
reduce yield losses due to pathogens.Wheat stripe
rust, caused by the fungus Puccinia striiformis
f. sp. tritici (PST, table S1), affects millions of
hectares of wheat, and virulent races that have
appeared within the past decade are causing large
yield losses (1–3). Historically, resistant varieties
have provided an economical and “environmen-
tally friendly” method to control stripe rust.
Numerous race-specific resistance genes have
been deployed by breeders, but each has had
limited durability, presumably because of rapid
pathogen evolution. In contrast, partial resist-
ance genes (i.e., “slow-rusting”) offer a broader
spectrum of resistance than race-specific genes;
they are generally more effective at adult plant
stages and usually confer more durable re-
sistance (1). Unfortunately, our understanding
of partial resistance to cereal rusts is limited

because none of these genes has yet been
cloned.

We report here the positional cloning of the
high-temperature stripe rust resistance gene Yr36.
This gene was first discovered in wild emmer
wheat (T. turgidum ssp. dicoccoides accession
FA15-3, henceforth DIC) (4). Analysis of Yr36
isogenic lines in different genetic backgrounds

confirmed that this gene confers partial resistance
to PST under field conditions and is associated
with significant yield increases when the patho-
gen is present. In controlled environments, plants
with Yr36 are resistant at relatively high temper-
atures (25° to 35°C) but susceptible at lower
temperatures (e.g., 15°C) (4). Yr36 resistance,
originally discovered in adult plants, has some
effectiveness in seedlings at high temperatures
(fig. S1). Other high-temperature partial resist-
ance genes have provided durable resistance to
stripe rust and are used frequently in wheat
breeding programs (5–8).

To clone Yr36, we crossed the susceptible
durum wheat variety Langdon (LDN, Fig. 1A)
with the resistant isogenic recombinant substi-
tution line RSL65 (Fig. 1B), which carries Yr36
in a LDN genetic background. We screened a
population of 4500 F2 plants using Yr36
flanking markers Xucw71 and Xbarc136 (4)
and identified 121 lines with recombination
events between these two markers. On the basis
of genes from the rice colinear region (9), nine
polymerase chain reaction (PCR) markers were
developed to construct a high-density map of
Yr36 (Fig. 1, C and D, and table S2).With the use
of replicated field trials and controlled envi-
ronment inoculations (tables S3 and S4 and figs.
S2 and S3), Yr36 was mapped to a 0.14-cM
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Fig. 1. Map-based cloning of Yr36. (A and B) Phenotype of susceptible parent Langdon with PST
sporulation (A) and partially resistant parent RSL65 (B). Scale bar, 1 mm. (C and D) Genetic maps
of colinear regions of rice chromosome 2 (C) and wheat chromosome 6B (D). (E) Physical map of
the Yr36 region. Genes are represented by colored arrows and the deleted region in Langdon by a
light blue line. (F) Structure of the WKS genes. Exons are represented by rectangles, and the kinase
and START domains are shown in different colors.
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interval delimited by markers Xucw113 and
Xucw111 (Fig. 1D).

Screening the RSL65 bacterial artificial chro-
mosome (BAC) library (10) with the distal marker
Xucw113 yielded six BACs (fig. S4). BAC ends
were used to rescreen the library and extend the
contig by chromosomewalking. BAC-endmarker

Xucw127 (table S2 and fig. S4) was mapped
proximal to Yr36, thereby completing the physical
map (Fig. 1E). BAC clones 391M13 and 1144M20
were sequenced and a contiguous 314-kb sequence
including the flanking markers was annotated
and deposited in GenBank (EU835198, fig. S5).
New markers were developed from the sequence

(table S2), and Yr36 resistance (eight PST races,
table S5) was mapped between Xucw129 and
Xucw148 (0.02 cM).

This region has two pairs of duplicated genes
(fig. S5). The first pair includes two short putative
genes (IBR1 and IBR2) with an “in between
RING finger” domain (IBR, pfam01485). The
two other duplicated genes, which we designated
WHEAT KINASE-START 1 and 2 (WKS1 and
WKS2, Fig. 1F), encode 86% identical proteins
that have a predicted kinase domain followed
by a predicted steroidogenic acute regulatory
protein-related lipid transfer domain (START,
pfam01852).WKS1,WKS2, and IBR1 are deleted
in the susceptible parent (Fig. 1E). TheWKS genes
were prioritized for functional characterization
because their domains have been associated with
plant responses to pathogens in other species
(11–13).

Primers specific for WKS1 and WKS2 kinase
and START domains (table S6) were used to
screen a population of 1536 ethyl methane-
sulfonate (EMS)–mutagenized M2 lines from
the common wheat breeding line UC1041+Yr36
(14). Of the 117 mutants found in the TILLING
screen (15), we selected for functional charac-
terization six mutants with changes in conserved
amino acids in WKS1 (figs. S6 and S7A) and
three with premature stop codons in WKS2
(table S7).

Of the six WKS1 mutants, five showed sus-
ceptible reactions similar to the susceptible
UC1041 control line (Fig. 2, A to F, and figs. S8
and S9). In contrast, none of theWKS2 truncation
mutants was susceptible (fig. S8), which sug-
gested thatWKS1 is Yr36. Both the kinase (fig. S8)
and START domains (fig. S9) were necessary for
the resistance response. Laser point scanning
confocal microscopy showed that the T6-312
mutant had an unrestricted network of fungal
growth, whereas the control line with a functional
WKS1 gene had a resistance response inside the
leaf with reduced fungal growth delimited by
autofluorescing plant cells (Fig. 2, G to J).

To confirm the identity between WKS1 and
Yr36, we transformed the susceptible wheat
variety Bobwhite with a 12.2-kb genomic frag-

Fig. 2. Functional validation of Yr36 by mutational analysis. (A to F) Leaf surfaces 11 days after PST
inoculation. Scale bar, 5 mm. Numbers below leaves are average percent leaf area with pustules T SEM
(N = 8, fig. S2). An analysis of variance (ANOVA) of the log-transformed data showed significant
differences (P < 0.01) between mutant and control lines. (A) UC1041 without Yr36. (B) UC1041+Yr36
isogenic line used for mutagenesis. (C and E) Lines T6-138 and T6-312 with homozygous mutations in
the WKS1 kinase domain. (D and F) Sister lines without the mutations. These and additional mutant
lines are described in table S7 and figs. S6 to S9. (G and H) A dual-channel, confocal microscopic z-
series inside a wheat leaf 13 days after PST inoculation. Scale bar, 20 mm. The fungus stained with
Uvitex 2B (Polysciences Inc., Warrington, PA; false-color blue) and autofluorescing wheat leaf cells
(false-color red) are visible. (G) The susceptible T6-312 mutant has an extensive mycelial network in
which each (invisible) plant mesophyll cell (selected cells shown as M) is encircled by a hypha. (H) The
T6-312 control line has a poorly developed fungal network surrounded by autofluorescent mesophyll
cells that presumably were involved in the resistance response. (I and J) Separate channels of (H). Scale
bar, 20 mm.

Fig. 3. WKS1 transcript levels and resistance phenotype in transgenic wheat
plants. Left panel: Average WKS1 transcript levels (TSEM) in independent
transgenic events 17a (five plants) and 26b (seven plants) were determined by
quantitative reverse transcription (RT) PCR. Negative controls are the un-

transformed variety Bobwhite and the average of three T1 sister lines of 17a
without the transgene. Right panel: Leaf phenotypes (S, susceptible; R,
resistant). Scale bar, 2 mm. Southern blots and transcription profiles of
individual T1 plants are shown in fig. S10.
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ment that includes the complete WKS1 coding
and flanking regions (14). Only two of the nine
independent T1 transgenic lines had complete
WKS1 transcripts, and they were both resistant to
stripe rust (Fig. 3 and fig. S10), thereby dem-
onstrating thatWKS1 is Yr36.

The cloning and sequencing of 56 full-length
WKS1 cDNAs revealed six alternative transcript
variants (WKS1.1 to 1.6, fig. S11). WKS1.1
encodes a complete WKS1 protein, whereas
the other five (WKS1.2 to WKS1.6, henceforth
WKS1.2-6) lack exon 11 and encode proteins
with truncated START domains. Some of the
missing amino acids are well conserved across
the plant kingdom (fig. S7B). Quantitative
PCR showed that even the lowest transcript
levels of WKS1.1 and WKS1.2-6 are only one-
third of those of ACTIN, indicating relatively
high transcript levels. Overall, high temperature
up-regulates WKS1.1 (Fig. 4, A to C, and fig.
S12) and down-regulatesWKS1.2-6 (Fig. 4, D to
F, and fig. S12) (P < 0.0001, table S8).

PST inoculation consistently down-regulated
WKS1.2-6 across temperature and time, but the
effect on WKS1.1 transcript levels varied with
sampling times (Fig. 4, A to C). Comparisons
between WKS1.1 and WKS1.2-6 transcript lev-
els in PST-inoculated plants (fig. S12, A to C)
showed no significant differences at low tem-
perature (susceptible response, P > 0.55) and
significantly higher values of WKS1.1 relative to
WKS1.2-6 at high temperature (resistant re-
sponse, P < 0.01) for all 3 days.

The relative increase in transcript levels of
the variant with the complete START domain
(WKS1.1) at high temperature parallels the
observed high-temperature resistance conferred
by Yr36. START domain proteins in humans are
known to play important roles in lipid trafficking,
metabolism, and sensing; and their binding with
sterols and ceramides results in protein confor-
mational changes [reviewed in (16)]. If the pu-
tative WKS1 START domain has the ability to
bind lipids from PST (or redirected by PST) at
high temperature and change its conformation,

this may cause the kinase domain to initiate a
signaling cascade leading to the observed pro-
grammed cell death (Fig. 2 and fig. S8). TheWKS1
serine-threonine kinase domain (pfam00069) was
confirmed to have kinase activity (fig. S13).

The combination of the kinase and START
domains in WKS1 apparently is the result of a
novel domain shuffling, because these two do-
mains are not found together in other organisms
(14). The most similar protein in Arabidopsis to
the putative WKS1 START domain is EDR2, a
protein that negatively regulates plant defense to
the powdery mildew pathogen Golovinomyces
cichoracearum (12–14). EDR2 has PH (pfam00169)
and DUF1336 (pfam07059) domains, which are
absent in WKS1. The WKS1 kinase has high
similarity to several Arabidopsis WAK-like ki-
nases (fig. S6), but WKS1 lacks the additional
domains characteristic of WAK-like kinases (17).
TheWKS1 kinase belongs to the non-RDkinases,
which are frequently involved in the early steps of
the innate immune response (11).

The appearance of this novel gene architec-
ture preceded the origin of the Triticeae, because
WKS1 and WKS2 were detected in several
species from this tribe (table S9 and fig. S14).
However, the presence of these two genes was
rare among Triticeae species and varied across
accessions within those species where they were
detected. This suggests that WKS1 and WKS2
were lost repeatedly in several grass lineages,
including the diploid donors of the A and D
genomes of polyploid wheat (table S9). Among
131 wild and cultivated tetraploid wheat acces-
sions, WKS1 was detected only in wild wheat
(24% of accessions), which suggests that WKS1
was not incorporated into the initial domesticated
forms. In hexaploid wheat, WKS1 was present
only in five accessions where the DIC segment
was incorporated recently (table S10).

Introgression ofWKS1 in transgenic Bobwhite
wheat and in susceptible varieties by backcrossing
improved their resistance to stripe rust (4). This
indicates either thatWKS1 is sufficient to improve
resistance, or that WKS1 can trigger intermediate

genes still present in these varieties that initiate the
hypersensitive response. BecauseWKS1 is absent
from almost all modern commercial varieties of
pasta and bread wheat (table S10), the introgres-
sion of Yr36 could have a broad impact in
improving resistance to this pathogen. Yr36
resistance has remained effective against the
numerous stripe rust races present in California
(2004–2008 field tests) and to all races tested so
far in controlled environments (table S5). More-
over, Yr36 has improved resistance in a variety
carrying the partial resistance gene Yr18 (4),
which suggests that pyramiding appropriate com-
binations of partial resistance genes may provide
adequate resistance against this pathogen. The
discovery of different proteins and resistance
mechanisms for the partial resistance genes Yr36
and Yr18/Lr34 (18) suggests that this type of
resistance may involve a heterogeneous group of
genes and mechanisms.
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A Putative ABC Transporter Confers
Durable Resistance to Multiple Fungal
Pathogens in Wheat
Simon G. Krattinger,1* Evans S. Lagudah,2*† Wolfgang Spielmeyer,2 Ravi P. Singh,3
Julio Huerta-Espino,4 Helen McFadden,2‡ Eligio Bossolini,1§ Liselotte L. Selter,1 Beat Keller1†

Agricultural crops benefit from resistance to pathogens that endures over years and generations of both
pest and crop. Durable disease resistance, which may be partial or complete, can be controlled by
several genes. Some of the most devastating fungal pathogens in wheat are leaf rust, stripe rust, and
powdery mildew. The wheat gene Lr34 has supported resistance to these pathogens for more than
50 years. Lr34 is now shared by wheat cultivars around the world. Here, we show that the LR34 protein
resembles adenosine triphosphate–binding cassette transporters of the pleiotropic drug resistance
subfamily. Alleles of Lr34 conferring resistance or susceptibility differ by three genetic polymorphisms.
The Lr34 gene, which functions in the adult plant, stimulates senescence-like processes in the flag leaf
tips and edges.

Improved control of fungal rust diseases in
cereals through breeding varieties with dura-
ble rust resistance is critical for world food

security. International attention has been recently
drawn to the continuing major threat of fungal
rust diseases of cereals, highlighting the need for
effective and durable sources of rust resistance.
The most profitable and environmentally friend-
ly strategy for farmers to control wheat rusts in
both the developing and the developed world is
to grow genetically resistant wheat varieties.

The wheat gene Lr34 is associated with re-
sistance to two rust diseases of wheat, leaf rust
(caused by Puccinia triticina) (Fig. 1, A and B),
and stripe rust (P. striiformis) (1–3), as well as
powdery mildew (Blumeria graminis) (4). Lr34
provides an important source of partial resist-
ance that is expressed in adult plants during the
critical grain-filling stage and is most effective

in the uppermost leaf, the so-called flag leaf.
When deployed with other adult plant resistance
genes, near-immunity can be achieved (5). Flag
leaves of many wheat cultivars containing Lr34
develop a necrotic leaf tip, a morphological
marker described as leaf tip necrosis (Fig. 1C)
(6, 7). The gene was first documented in Canada
by Dyck although Lr34-containing germplasm
has been a part of wheat improvement since the
early 20th century. Wheat cultivars containing
Lr34 occupy more than 26 million ha in various
developing countries alone and contribute sub-
stantially to yield savings in epidemic years (8).

The Lr34 gene has remained durable, and no
evolution of increased virulence toward Lr34
has been observed for more than 50 years. This
is in contrast to many other rust resistance genes,
the so-called gene-for-gene class, that provide
resistance to some but not all strains of a rust
species (9–12). Despite the importance of adult
plant resistance genes (13), no such gene has
been cloned to date. Understanding themolecular
nature of this class of resistance has important
implications for long-term control of rust diseases.
Previous studies have localized the codominant
gene Lr34 on the short arm of chromosome 7D
between the two markers gwm1220 and SWM10
(14, 15). We further reduced the target interval in
a map-based cloning approach based on three
high-resolution populations (16) (table S1). High-
resolution mapping revealed a 0.15-cM target
interval for Lr34 flanked by XSWSNP3/XcsLVA1
and XcsLVE17 (Fig. 1D). The 363-kb physical
interval containing both flanking markers was

fully sequenced in the Lr34-containing hexaploid
wheat cultivar Chinese Spring (FJ436983). Se-
quence analysis revealed the presence of a gene-
rich island containing eight open reading frames
(Fig. 1E) predicted to encode proteins with ho-
mologies to a hexose carrier, an ATP-binding cas-
sette (ABC) transporter, two cytochromes P450,
two lectin receptor kinases, a cysteine proteinase,
and a glycosyl transferase. The latter two genes
were interrupted by repetitive elements and were
excluded as candidates for Lr34. Molecular mark-
ers derived from the coding sequences resembling
one of the two lectin receptor kinases (SWDEL3),
the ABC transporter (SWDEL2/csLVD2), and the
hexose carrier (SWDEL1) were cosegregating
with Lr34.

To determine whether one of these cosegre-
gating genes corresponds to Lr34, we examined
for sequence differences in their coding regions
from the three pairs of +/−Lr34 parental lines of
the mapping populations. Consistent sequence
polymorphism between the alleles of all parental
pairs was found only in the putative ABC trans-
porter gene. Second, we sequenced locus-specific
DNA fragments covering parts of the six can-
didate genes on two g-irradiation (m19 and m21)
and six sodium azide–induced Lr34mutants (2B,
2F, 2G, 3E, 4C, and 4E) that were selected for
loss-of-function of the Lr34 resistance. Each mu-
tant showed sequence alterations in the putative
ABC transporter gene (table S2), leading to either
splice site mutations resulting in strongly reduced
splicing efficiency or mis-splicing (fig. S1), ami-
no acid exchanges, frame shifts, or premature
stop codons (Fig. 1F). To test for the presence of
additional mutations in the other genes cosegre-
gating with Lr34, we sequenced DNA fragments
covering 12 to 15 kb of the other five candidate
genes and intergenic regions on the six mutants
2B, 3E, 4C, 4E, m19, and m21 without finding
any sequence polymorphism. Hence, we can ex-
clude the possibility that the eight independent
mutations found in the putative ABC transporter
gene are due to a generally very high mutation
frequency in these lines, and we conclude that
this gene is responsible for conferring the durable
Lr34 disease resistance.

Lr34 cosegregated with partial resistance to
adult plant stripe rust (Yr18), powdery mildew
(Pm38), as well as leaf tip necrosis (Ltn1). The
mutants were more susceptible to leaf rust, stripe
rust, and powdery mildew, and they did not show
leaf tip necrosis. These observations, based on
eight independent mutations within a single
putative ABC transporter gene, strongly suggest
that the same gene controls resistance based on
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Lr34, Yr18, and Pm38 as well as leaf tip necrosis.
Depending on the genetic background, Lr34 was
also shown to confer resistance against stem rust

(17), and the tested mutants were more suscep-
tible to stem rust than the wild type. Further
evidence that the putative ABC transporter gene

confers slow-rusting resistance came from the
study of the early infection process of leaf rust in
seedlings of mutants. It was shown earlier that
Lr34 conferred resistance at the seedling stage to
leaf rust at low temperatures (18). Analysis of
infection processes in seedlings grown at 4° to
8°C revealed differences in resistance response to
leaf rust (Fig. 1G). From the fourth week after
infection, the colonized area in mutants m19 and
m21 was larger relative to the wild type. External
symptoms of sporulation were evident in the
mutants by the fifth week, whereas the presence
of the active Lr34 gene delayed visible symptoms
until after the sixth week after infection.

The nucleotide sequence of Lr34 spans 11,805
base pairs (bp). Sequencing of the full-length
cDNA revealed that Lr34 consist of 24 exons
(Fig. 1F). The predicted 1401–amino acid protein
(fig. S2A) belongs to the pleiotropic drug re-
sistance subfamily of ABC transporters. Pleio-
tropic drug resistance transporters share a common
basic structure containing two cytosolic nucleo-
tide binding domains and two hydrophobic trans-
membrane domains. Fifteen pleiotropic drug
resistance–like genes have been identified in the
genome of Arabidopsis, and 23 members were
described in rice. The closest LR34 homolog in
rice is OsPDR23, showing 86% amino acid
identity. In Arabidopsis, the closest homologs
are 56% identical to LR34 at the amino acid level
(fig. S3). Pleiotropic drug resistance transporters
are known to confer resistance to various drugs,
but little is known about their substrate specific-
ity (19). In Arabidopsis, it has previously been
reported that PEN3/PDR8 contributes to resist-
ance toward non–host pathogens (20). The cur-
rent model suggests that PEN3 may be involved
in translocating toxic compounds derived from
glucosinolates into the apoplast (21).

We next determined the sequence differences
between the Lr34 alleles in cultivars with or with-
out Lr34-based resistance. Comparison of ge-
nomic sequences of the putative pleiotropic
drug resistance transporter in the +Lr34 cultivar
Chinese Spring and the –Lr34 French winter
wheat cultivar Renan (FJ436985) revealed that
the gene was present in both wheat varieties.
Only three polymorphisms distinguished the al-
leles of Chinese Spring and Renan (Fig. 1F). One
single-nucleotide polymorphism was located in
the large intron 4. The other two sequence dif-
ferences were located in exons. A deletion of 3 bp
(ttc) found in exon 11 in Chinese Spring resulted
in the deletion of a phenylalanine residue, where-
as a second single-nucleotide polymorphism in
exon 12 converted a tyrosine to a histidine in the
resistant cultivar. Both sequence differences lo-
cated in exons affect the first transmembrane do-
main connecting the two nucleotide binding
domains and may alter the structure and substrate
specificity of the transporter (fig. S2B). Sequence
comparison of 2 kb of the putative Lr34 promoter
regions did not reveal any differences between
the two cultivars. Three breeding lineages of
Lr34 in wheat germplasm have been identified:

Fig. 1. Lr34 phenotypes and mapping. (A) Lr34 confers a partial slow-rusting resistance. The images
show rows of the resistant selection Jupateco R (left) and of the susceptible near-isogenic line Jupateco S
(right) infected with leaf rust in Mexico. (B) Progression of leaf rust infection on three successive aging flag
leaves of Jupateco R (left) and Jupateco S (right). (C) Lr34 is associated with leaf tip necrosis (Ltn1) that can
be observed on the resistant near-isogenic line Arina Lr34 (left) but not on the –Lr34 Swiss winter wheat
cultivar Arina (right). (D) Consensus genetic map of Lr34 based on three high-resolution mapping
populations defined a 0.15-cM target interval for Lr34. (E) The corresponding physical target interval
sequenced on the +Lr34 cultivar Chinese Spring contains eight open reading frames (arrows). Blue lines
indicate repetitive regions without genes and numbers refer to the respective positions within the 363-kb
interval. Gly, glycosyl transferase; Cyst, cysteine proteinase; Cyp, cytochrome P450; Kin, lectin receptor
kinase; ABC, ABC transporter; Hex, hexose carrier;Y, pseudogene. (F) Gene structure of Lr34. Open boxes
indicate exons; introns are shown as adjoining lines. Red marks indicate the mutation sites of the eight
mutants 2B, 2F, 2G, 3E, 4C, 4E, m19, and m21. The three sequence polymorphisms between susceptible
and resistant alleles are indicated in blue. (G) Low temperature–induced seedling resistance of Lr34. (Left)
Microscopic visualization of wheat germ agglutinin stained fungal colonization of mesophyll cells between
14 and 31 days post inoculation (DPI) of Lalbahadur Lr34(L34) and derived mutant m19 and m21
seedlings (scale bar, 100 mm). (Right) Progression of leaf rust sporulation on seedling leaf surfaces
between 34 and 59 DPI (scale bar, 10 mm).
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(i) Far-East germplasm; (ii) spring wheat lines
from North and South America that were traced
back to Lr34 cultivar sources developed in Italy;
and (iii) winter wheat material in Europe. The
same resistance haplotype was found in these

three breeding lineages, suggesting a single origin
of Lr34 (Table 1).

Lr34 is more effective during adult growth
stage than in seedlings under field conditions.
Because leaf tip necrosis develops spontaneously

and independent of infection, expression of Lr34
does not depend on the presence of pathogens.
To determine whether the difference in resistance
between seedlings and adult plants in lines con-
taining Lr34 is related to the expression level
of Lr34, we performed reverse transcription–
polymerase chain reaction (RT-PCR) using un-
infected leaf material of the near-isogenic lines
Thatcher and Thatcher Lr34. As expected, the
putative pleiotropic drug resistance transporter was
expressed at very low levels in 14-day-old seed-
lings grown at 20°C, whereas the expression level
was clearly higher in flag leaves of adult plants
before (53-day-old plants) and after the develop-
ment (63-day-old plants) of leaf tip necrosis (Fig.
2). There was no visible difference in expression
between resistant and susceptible plants, which is
in agreement with the absence of sequence poly-
morphisms in the putative promoter region. The
unspliced Lr34 gene product also accumulated in
adult plants after 63 days. It has been reported that
splicing may be very inefficient in some genes that
are expressed at low levels (22).

The level of Lr34-mediated resistance for
leaf rust infection correlated with the develop-
ment of leaf tip necrosis (fig. S4). In addition,
flag leaf tips of Lr34-containing cultivars are
more resistant than their respective leaf bases.
Rubiales and Niks reported that Lr34 is asso-
ciated with reduced intercellular hyphal growth
but not with a hypersensitive response or papilla
formation (18). Analysis of microarray studies
revealed that genes with similar annotations
were up-regulated both in uninfected flag leaves
of Lr34-containing near-isogenic lines (23) and
senescing wheat flag leaves (24). We therefore
tested the hypothesis whether leaf senescence, a
highly controlled process (25) starting from the
leaf tips, may contribute to Lr34 resistance. The
barley cDNA HvS40 is known to be up-
regulated during leaf senescence (26). Northern
blot analysis revealed that HvS40 was highly
expressed in uninfected flag leaf tips of Thatcher
Lr34 but not of Thatcher and the six azide-

Fig. 2. Expression analysis of Lr34. RT-PCR was performed on
uninfected leaf material with a primer pair amplifying the first
three exons of the gene. Leaves of the near-isogenic lines
Thatcher and Thatcher Lr34 were harvested at the seedling stage
after 14 days and of adult flag leaves before (53-day-old plants)
and after development (63-day-old plants) of leaf tip necrosis.
Expression levels of leaf base and leaf tip were separately
determined from adult leaves, because leaf tips of Thatcher Lr34
are much more resistant than the respective leaf base. The
correctly spliced and the unspliced Lr34 gene product are
indicated by arrows. Contamination with genomic DNA can be
excluded because the GAPDH control did not amplify an
unspliced fragment. Different panels represent independent gel
runs and distances between spliced and unspliced band vary. Th,
Thatcher; Th Lr34, Thatcher Lr34; GAPDH, glyceraldehyde 3-
phosphate dehydrogenase.

Table 1. Diagnostic value of the three sequence differences between +Lr34 and –Lr34 alleles. The three
different origins of Lr34 are indicated. Some lines without Lr34 were included for the American and
European material. SNP, single-nucleotide polymorphism.

Genotype Origin +/− Lr34 A/T SNP
intron 4

3-bp
deletion
exon 11

C/T SNP
exon 12

Far-East wheat germplasm
Chinese Spring China + A Deletion C
RL6058 China + A Deletion C
Fukuho Japan + A Deletion C

Spring wheat from North and South America
Mentana Italy + A Deletion C
Frontana Brazil + A Deletion C
Fronteira Brazil − T No deletion T
Ardito Italy + A Deletion C
Jupateco R CIMMYT + A Deletion C
Jupateco S CIMMYT − T No deletion T
Glenlea Canada + A Deletion C
Thatcher Canada − T No deletion T
Anza USA + A Deletion C
Chris USA + A Deletion C
Condor Australia + A Deletion C
Penjamo 62 CIMMYT + A Deletion C
Inia 66 CIMMYT − T No deletion T
Lalbahadur Lr34 CIMMYT + A Deletion C
Lalbahadur India − T No deletion T

European winter wheat cultivars
Forno Switzerland + A Deletion C
Arina Switzerland − T No deletion T
Pegaso Italy + A Deletion C
Bezostaja Russia + A Deletion C
Kavkaz Russia + A Deletion C
Roazon France − T No deletion T
Capelle Desprez France − T No deletion T
Maris Huntsman UK − T No deletion T
Renan France − T No deletion T
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induced mutants in 63-day-old plants (Fig. 3).
Further evidence of Lr34’s involvement in leaf
senescence came from the analysis of chloro-
phyll degradation products (27). Nonfluorescent
chlorophyll catabolites, which are hallmarks of
leaf senescence, were detected in the flag leaf tip
of Thatcher Lr34 but not in Thatcher (fig. S5).
Thus, it is possible that Lr34 resistance is the
result of senescence-like processes. Alternative-
ly, LR34 may play a more direct role in resist-
ance by exporting metabolites that affect fungal
growth, similar to the proposed role for PEN3.
Arabidopsis PEN3 is a pleiotropic drug-resistance
protein and was shown to be involved in non–host
resistance to barley powdery mildew. Thus, LR34
and PEN3 belong to the same protein family, rais-
ing the possibility of similar defense mechanisms
in non–host resistance and durable resistance to
an adapted pathogen.

The observation that multiple pathogen re-
sistance in wheat, which comprises Lr34, Yr18,
Pm38, as well as the phenotypic marker Ltn1, is

controlled by the same gene demonstrates the
existence in plants of single genetic factors that
act durably against several diseases.
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Fig. 3. Lr34 stimulates
senescence-like processes
in flag leaves. Northern
blot using the probe
HvS40on63-day-old flag
leaf tips (after develop-
ment of leaf tip necrosis)
of the near-isogenic lines
Thatcher and Thatcher Lr34
and the azide-induced Lr34
mutants 2B, 2F, 2G, 3E,
4C, and 4E. Th, Thatcher;
Th Lr34, Thatcher Lr34.
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MOLECULAR IMAGING 
NO SWISS ARMY APPROACH

In Vivo Imaging

Imaging of living subjects is of growing importance in biomedical research, 
particularly in the field of molecular imaging, which represents the cutting edge of 
these technologies. Utilizing novel technologies and new imaging agents, molecular 
imaging is allowing scientists to noninvasively visualize specific molecular targets 
and dynamic events in living animals. Major advances have recently been made 
in the ability to detect multiple signals simultaneously, enabling visualization of 
the complex orchestra of molecular communications like never before. Multimodal 
imaging is gaining momentum, with fusion technologies that combine the power 
of individual structural and molecular approaches. Ultimately, the hope is that 
molecular imaging will yield critical information that accelerates the development 
of diagnostics and therapeutics. By Ursula Calef 

A  
big challenge for in vivo molecular imaging is the multiplexing of 
many signals simultaneously. Sanjiv Gambhir, director of the mo-
lecular imaging program at Stanford University, says that their lat-
est work on Raman spectroscopy with Raman nanoparticles has 
helped to solve this problem. His group has made possible, for the 

first time, the use of Raman optical techniques for small animal imaging by modify-
ing Raman cell microscopy instruments. Gambhir says, “This is, so far, one of the 
most multiplexable, if you will, strategies we’ve ever come up with.” While he says 
there is no “Swiss army knife of imaging—where one tool does it all—if you need 
multiplexing, Raman might be the right way to go.” 

Raman imaging can be used to study the interplay of many cell populations, 
e.g., cancer cells and their neovasculature, pre- and posttreatment. Raman 
spectroscopy measures the inelastic scattering of light “where one out of every 
10 million or so photons actually changes its wavelength when it bounces off the 
target area.” Gambhir and colleagues use nanoparticles that enhance this weak 
effect. The Raman particles “cause some light to shift to one wavelength, some 
light to shift to a different wavelength, creating unique spectra,” explains Gambhir. 
These spectra are very sharp and tight, and the composition of the particles can 
be modified to produce unique spectral signatures that are easily distinguished, 
thereby allowing high multiplexing even on the same cell.

Gambhir uses two kinds of Raman particles: SWNT nanoparticles, or single-
walled carbon nanotubes, with intense intrinsic Raman peaks, and SERS-biotags, 
or surface enhanced Raman scattering active nanoparticles, with a gold core, 
commercialized by Oxonica as Nanoplex Biotags. The molecules with which these 
particles are functionalized may be varied, so that they can hone in on the specific 
molecular events being interrogated. Gambhir says that, compared to Raman, 
the use of different colors of fluorescent probes is more “limited in animals to 
colors that are red-shifted or in the infrared, because other colors don’t do well 
penetrating through tissue. Even quantum dots,” continues Gambhir, “with their 
many colors, have broad emission peaks. So, if you have four in the same place, 
it’s very hard to separate each of their concentrations.” 

Raman imaging accomplishes straightforward multiplexing while maintaining 
exquisitely high sensitivity, and is also semiquantitative. Further, since natural 
Raman scattering is so low, it results in very little background. For these reasons, 
Gambhir expects Raman imaging, eventually including tomography, to be a huge 
future growth area. A main limitation of the approach is that “Raman particles 
are bigger and not all of them will reach the target site,” says Gambhir. While 

“There is no Swiss army  

knife of imaging, where one  

tool does it all.” 
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fluorescent probes might be very small (around 2 nm), “a Raman 
particle might be tens of nanometers big.”

Multiplexing the Colors of the Rainbow 
Great strides have similarly been made in multiplexing fluorescent 
signals. Fluorescence-based imaging is especially useful for in vivo 
molecular imaging and can follow molecular targets on either a 
microscopic or macroscopic scale. In 2008, Roger Tsien was awarded 
the Nobel Prize in chemistry in part for his work on developing the 
first of a whole color palette of fluorescent proteins. Additionally, 
there has been much work on activatable reagents that fluoresce 
when they react with specific targets.

Tissue autofluorescence has previously limited the sensitivity 
and utility of fluorescence methods, says james Mansfield, 
director of multispectral imaging systems at Cambridge Research 
& Instrumentation (CRi). However, recent advances in spectral 
imaging with cRi’s Maestro 2 system have enabled multiplexing of 
up to five markers in vivo. This technology breaks down light into its 
spectral components and reads the intensity, “kind of like spectral 
filtering,” explains Mansfield. Using a multispectral camera and 
sophisticated mathematics, signals are “unmixed,” thereby greatly 
improving contrast and quantitation. Mansfield believes that the 
Maestro systems are 50–300 times more sensitive than monochrome 
fluorescence systems, reducing detection limits and facilitating 
multicolor imaging. 

Other multispectral imaging systems include Caliper Life Sciences’ 
IVIS Spectrum, which allows the multiplexing of several markers. To 
select the readable wavelength, IVIS uses large format fixed filters, 
while the Maestro from cRi uses a tunable filter, explains Stephen 
Oldfield, senior director of imaging marketing at caliper Life Sciences. 
This difference allows for a more variable wavelength range for the 
Maestro 2 which is designed for fluorescence applications, and the 
reading of very low light levels by the IVIS Spectrum which provides 
enhanced sensitivity for bioluminescence. The IVIS can additionally 
“generate a 3D representation of a fluorescent or a bioluminescent 
signal using various tomographic techniques,” explains Oldfield. 
Such noninvasive, 3D imaging allows accurate quantitation and 
localization. Finally, caliper’s IVIS Kinetic includes a real-time, fast 
imaging capability for studying millisecond events, e.g., perfusion 
rates of metastatic tumors, says Oldfield. 

Photoacoustic Molecular Imaging
Gambhir and colleagues at Stanford University have also recently, 
for the first time, married photoacoustics to molecular imaging by 
developing nanoparticle imaging agents. This technique is ideally 
suited for high multiplexing, high sensitivity small animal imaging. 
In photoacoustics imaging, Gambhir explains, “Light goes in and 
interacts with the photoacoustic particle which absorbs the light, 
heats up slightly, and produces sound. The sound produced, unlike 
the light, has no trouble penetrating through tissue.” This approach 
therefore offers higher spatial resolution and allows deeper tissue 
imaging in 3D compared with most optical techniques. The main 
limitations are that the light going in only penetrates a shallow 
depth, and sound does not work well near bones or in the lungs. Still, 
clinical translation of photoacoustic molecular imaging has huge 
growth potential, e.g., in breast cancer diagnosis, and is currently 
being commercialized by Endra and Seno Medical.

Multimodal Power 
While multiplexing lets scientists peek at intricate molecular 
interactions, advances in multimodal imaging promise to show them 
precisely where molecular signals are coming from inside animals. 
Researchers are seeking to combine the strengths of complementary 
approaches, especially focusing on techniques that combine detailed 
imaging of anatomy with sensitive imaging of molecular signals. 
Simon cherry, director of the center for Molecular and Genomic 
Imaging at University of California, Davis, and his colleagues have 
developed a preclinical positron emission tomography/magnetic 
resonance imaging (PET/MRI) hybrid that for the first time allows 
simultaneous acquisition of in vivo images. The PET scanner is 
built into the MRI magnet. PET/computed tomography (cT) and 
single photon emission computed tomography (SPEcT)/cT are well-
established approaches that provide sequential scans for molecular 
and structural information, respectively. 

cherry explains that MRI has major advantages over cT, providing 
better soft-tissue contrast and allowing you to get “lots of types of 
information in addition to structure.” Importantly, cherry has put a 
lot of emphasis on “simultaneous imaging.” The challenge in building 
these integrated systems is to not degrade the performance of 
either. Fortunately, this is being overcome via better isolation of PET 
detectors/electronics and the development of newer photodetectors 
that are less sensitive to magnetic fields. cherry suggests one good 
application of PET/MRI would be to study drug delivery into the 
brain. “you would label the drug so you can see it with PET and 
coinject gadolinium contrast agent to measure permeability by MRI” 
to simultaneously assess blood-brain barrier permeability and brain 
drug concentration, e.g., before and after a treatment to improve 
drug delivery. clinical translation is also possible, and Siemens 
has now built the first human PET/MRI prototype systems that are 
undergoing testing at several sites in the United States and Europe. 

One commercially available multimodal research system is 
Carestream Molecular Imaging’s Kodak Multispectral FX. It offers 
four modalities: luminescence, multispectral fluorescence allowing 
multiplexing of up to four markers, radioisotopic (nuclear), and 
radiographic (X-ray). This is the first multispectral system that 
enables “multimodal coregistration of molecular imaging (optical 
or nuclear) with high resolution X-ray anatomical imaging,” 
explains William McLaughlin, director of research and development 
at carestream Molecular Imaging. “All four modes are captured 
at essentially the same focal plane, so the images can be very 
precisely overlaid, allowing researchers to more quickly and much 
more accurately identify the molecular targets of interest.” Further 
multimodal combinations are promised in the future. continued >
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In Vivo Imaging

In Living Action
chris Vega, product marketing manager of confocal microscopy at 
Leica Microsystems, asserts that in vivo imaging is exciting because 
“you can look at the organism living and whole, and watch the 
naturally occurring processes happening in real time, getting us 
closer to observing the dynamic processes of life.” To accomplish 
this, Leica Microsystems offers the Leica FcM1000 confocal 
Microscope (previously the cellvizio), which for the first time allows 
real-time acquisition of data at 12 frames per second. This focal laser 
device comes with various fibered microprobes to use externally, 
endoscopically via minor incision, or stereotactically. Its minimal 
invasiveness permits long-term experiments. Vega explains that 
with the Leica FcM1000 you can do functional imaging of neurons, 
cell migratory studies, and “anything where you need to actually 
look deeper into the animal; at a micro level, this cyber probe allows 
you to see micro structures in living action.” 

Super Zoom
Some questions are best addressed with a system that allows you to 
“essentially start out with a world view and zoom in down to the level 
of the house, or maybe even the people in the house,” describes 
Vega. He is referring to Leica Microsystems’ TcS Large Scale Imaging 
(LSI) confocal with super zoom capability. The Leica TcS LSI is the 
first tool of its kind with “a true confocal scanning system on a 
macroscope,” says Vega. The macroscope provides the large field 
of view (up to 60 mm), while the optical and confocal zooms, plus 
additional microscope objectives, allow a range of magnifications 
from the whole animal down to the cell, all at high resolution. 
Advanced time lapse software enables longitudinal studies. These 
features, explains Vega, make LSI ideal for developmental biology 
applications. “you can watch an organism, such as a zebrafish, go 
through stages of development,” he says.

Molecular Toolbox for a Clearer View
In vivo images are only as good as the imaging agents and 
methodologies you are using, many of which have recently been 
added to the toolbox. cRi’s Dynamic contrast Enhancement (DycE) 

imaging methodology utilizes time series analysis of images of the 
injection of a near-infrared (NIR) dye, which allows for the first time 
the generation of all-optical anatomic maps by charting the path 
of the dye over time. Mansfield elucidates: “Each organ that has a 
different time signature can be put into a different color and we use 
those time signatures to pull out the anatomic information.” These 
anatomical surface maps of major internal organs can be readily 
coregistered with molecular data. 

Other new products include LI-COR Biosciences’ NIR dyes, such 
as IRDye 800cW. This dye “excites and emits at the sweet spot for 
optical imaging” where tissue background interference is lowest, 
explains D. Michael Olive, vice president of science and technology 
at LI-cOR, and produces a high signal-to-noise ratio with deeper 
penetration. carestream Molecular Imaging has two novel small 
molecule dyes that also excite in the NIR range with very large 
Stokes shift. McLaughlin says that “excitation and emission peaks 
are about three times farther apart than typical dyes,” significantly 
improving signal over background. Additionally, carestream offers 
fluorochrome-embedded nanospheres that are bright, organic, 
nontoxic, consistent in size, and have a large number of attachment 
groups. Finally, the realization of the increased power of fusion 
technologies is leading to the development of flexible, “multimodal 
imaging agents” for which different imaging modalities can be used 
to detect signal, notes McLaughlin. 

When Money Matters
Remarkable advances in molecular imaging systems come at a 
premium. cash-strapped scientists need cost-efficient alternatives. 
At under $75,000, “LI-cOR’s Pearl Imaging System is the most 
affordable system out there,” declares Olive. The Pearl, used for 
NIR imaging, is a “laser-based system which gives deep tissue 
penetration and very high signal to background. The resolution of fine 
structures at the macroscopic level is really remarkable,” says Olive. 
This fluorescence reflectance system is suited for imaging events at 
the surface, obtaining 2D images, and doing relative quantitation 
experiments. While various companies do offer lower cost, manually 
operated base platforms for optical imaging, the Pearl “is truly a one 
button operation,” emphasizes Olive. 

Toward the Clinic
Most advances in optical techniques described here are limited 
to small animal imaging, mainly because light only penetrates 
1–2 cm. Also, to use them in humans, imaging agents would need 
to be clinically validated. Still, remarks cRi’s Mansfield, “Unlike 
bioluminescence, fluorescence imaging is potentially ‘translatable’ 
for any antibody label or any activatable reagent. Optical imaging 
can be used for anything where the surface can be imaged, using 
any available optics, including endoscopes.” McLaughlin notes, 
“Many are working toward new technologies that may make optical 
imaging in large animals and humans achievable at a greater depth.” 
Ultimately, the hope is that molecular imaging technologies allow 
earlier disease detection, separation of patient subgroups for 
treatment, and more rapid evaluation of therapeutic response. 
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Seno Medical
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Siemens
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Vibration Isolation Workstation
The 2800 Series LLHP is an ultra-low-frequency vibration-isolation workstation for equipment that 
weighs in the 100-pound range, with a 200-pound maximum. The system features proprietary 
trifilar pendulum mounts and Active-Air suspension to provide horizontal axis vibration isolation 
that outperforms other mechanical systems, and a high level of vertical axis isolation. The 
2800 Series tabletop is 30 inches square and 2 inches thick. Its ergonomic design incorporates 
automatic leveling and low natural frequencies (1.1 Hz along the horizontal axis and 1.4 Hz along 
the vertical axis). The workstation can achieve vertical isolation efficiency of 96% and horizontal 
isolation efficiency of 97% (at 10 Hz and above). Suitable for supporting instruments such as 
atomic force microscopes and analytical balances, it can be configured for Class 100 clean-room 
compatibility. 

Kinetic Systems Inc. 
For information 617-522-8700

www.kineticsystems.com

Living Cell Measurement
The AxioVision Physiology software module enables image capture 
with a camera and the measurement of physiological parameters 
in living cells both during microscopic observation (online) and 
afterwards (offline). The software documents both the images and all 
the major steps of the experiment and makes them available together 
with the measurement data. The software is mainly for physiologists, 
cell biologists, neurobiologists, and electrophysiologists who 
determine calcium concentrations or pH values through ratiometric 
calculation of fluorescence images after the addition of indicators 
such as Fura-2 or Indo-1 (emission or excitation ratio imaging).The 
AxioVision physiology module makes it just as easy and reliable to 
measure the change in fluorescence intensity over time—particularly 
of fluorescent proteins—and to analyze the interaction of proteins 
using the fluorescence recovery energy transfer method. 
Carl Zeiss
For information +49 (0) 3641 64-2770
www.zeiss.de

Slide Loader System
The PL-200 is an innovative, high-speed automated slide loading 
system designed to be compatible with a wide range of microscopes 
and suitable for a variety of high-throughput microscopy applications. 
The PL-200 features a space-saving rotating arm design combined 
with a multiple sensory-based gripper system to interface Prior 
Scientific’s ProScan II series of motorized stages to ensure a safe 
and reliable high-speed slide transfer routine. System stability is 
built-in by the presence of a rigid, common baseplate for both the 
slide loader and the microscope, which minimizes vibration and 
provides a solid connection between the two. The PL-200 has a 200-
slide capacity accommodated in four removable slide racks that 
house 50 slides each. An optional barcode reader can be calibrated 
to read one-dimensional and two-dimensional barcodes. 
Prior Scientific
For information 781-878-8442
www.prior.com

Imaging Systems
The Leica MM AF imaging systems combine Leica’s microscopy 
with MDS Analytical Technologies’ MetaMorph software to provide 
a comprehensive range of solutions for wide-field imaging in life 

sciences research. The new product line offers tightly integrated 
systems in which ease of use and optical performance give researchers 
an efficient platform for many types of imaging experiments. An 
integrated journaling capability allows flexible customization of the 
platform for virtually any imaging application. 
Leica Microsystems
For information +49 (6441) 292550
www.leica-microsystems.com

Custom Conjugation Services
The Kodak X-Sight Nanospheres and Large Stokes Shift Dyes line now 
features custom conjugation services. The services include labeling 
of proteins, peptides, and antibodies with the company’s fluorescent 
nanoparticles and dyes, which enable researchers to conduct in 
vitro and in vivo imaging experiments using some of the brightest 
imaging agents on the market. The process can be complex and 
time-consuming for those unfamiliar with it and some biomolecules 
can be difficult to label; the new services are performed by scientists 
using cutting-edge techniques that enhance and standardize the 
performance of the conjugated biomolecule. 
Carestream Health
For information 877-747-4357
www.carestreamhealth.com

Cell Observer
The Cell Observer SD (spinning disk) microscope system enables 
confocal observation and documentation of experiments on living 
cells over a long period of time and with high frame rates. Through 
the integration of the Yokogawa Electric Company’s CSU-X1 confocal 
scanning unit with Carl Zeiss products, the system offers a one-
stop solution. The system features confocal imaging of very fast 
processes with optimum specimen protection and without bleaching 
effects, which is particularly helpful in examining the fast, dynamic 
processes of molecular cell biology, developmental biology, and 
neurobiology. Incubation accessories enable users to observe living 
specimens for hours without damaging them. Major incubation 
parameters, such as temperature and carbon dioxide content, can 
be saved automatically along with the image data. 
Carl Zeiss
For information +49 (0) 3641 64-2770
www.zeiss.de
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