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Finally, of critical importance to researchers
is the question of whether the CBD should
develop international ABS standards, or should
allow contracts to be negotiated on a case-by-
case basis, subject to minimum standards in
different sectors. This issue is one where scien-
tists” field experience would be of tremendous
value, as it was during the negotiations of the
2002 International Treaty on Plant Genetic
Resources for Food and Agriculture (ITP-
GRFA) (11-13). The research community
could provide similar practical guidance as to
the benefits and drawbacks of harmonized,
case-tailored, or hybrid approaches to negotiat-
ing access to biological research materials.

How can academic scientists get involved?
The first step is raising awareness within the
academic community about how they may be
affected by the results of the negotiations. The
CBD secretariat posts documents that detail
the issues to be discussed before any ABSWG
meeting on its Web site (76). During ABSWG
meetings, the International Institute for Sus-
tainable Development’s Earth Negotiations
Bulletin provides daily coverage of what is
discussed during the meeting, as well as a
summary and analysis of the meetings’ out-
comes (/7). Finally, various nongovernmental
organizations, such as Botanic Gardens Con-
servation International, Bioversity Internat-
ional, or the Swiss Academy of Sciences, reg-
ularly post informational materials on their
Web sites (18-20).

Second, researchers should engage more
actively in the negotiation process. Research
institutions and international academic organi-
zations can participate as observers in meet-
ings of the ABSWG. The scientific community
should develop a harmonized voice on ABS
issues by using existing informal networks and
professional associations, such as the Assoc-
iation for Tropical Biology and Conservation.
These groups can both continue lobbying
domestic governments responsible for negoti-
ating the ABS regime and directly participate
in the international negotiations. Bodies quali-
fied in the fields of biodiversity conservation
or sustainable use can register as observers at
most CBD meetings (27). Although observers
do not have voting rights, they are encouraged
to take the floor at meetings to voice their opin-
ions, More important, these venues provide
scientists direct access to their countries’ nego-
tiators to discuss their views.

In addition, frequently, CBD member gov-
ernments request submissions on a specific
issue from both member governments and
“other stakeholders.” Observer organizations
can submit documents in these situations,
which the CBD secretariat will make available
to member governments before an upcoming

meeting. For example, at the most recent CBD
Conference of the Parties (COP) in May 2008,
member governments requested relevant
stakeholders to submit views, proposals, or
operational text and supporting rationales on
the potential components of the regime (22).
Although documents submitted in response to
this request are not yet publicly available on
the CBD Web site, they might include sugges-
tions for definitions, or practical mechanisms
to facilitate access, benefit-sharing, compli-
ance, and capacity building. This is an oppor-
tunity for scientific professional organiza-
tions, such as the Society for Conservation
Biology, to pool member experience and to
prepare a paper on, for example, experiences
with overly restrictive access requirements,
such as those faced by entomologists in India,
when a collaborative project to study the
insects of the Western Ghats was derailed by
the Indian National Biodiversity Authority for
biopiracy concerns (23).

This is not to say to that scientists necessar-
ily have a unified voice on this topic. For
example, historical collaborative asymmetries
between developed- and developing-country
scientists with regard to funding priorities, divi-
sion of labor, and authorship benefits (24) have
highlighted some of the legitimate reasons why
provider-country scientists may be reluctant
to support open access (25). Nevertheless,
this debate has been notably absent from the
ABSWGs discussions.

Further, CBD member governments also
decided to convene three expert meetings to
assist in technical aspects of the regime. The
first meeting, held in December 2008, was of
particular interest to research scientists because
noncommercial research, including how such
research might be affected by a future ABS
regime, was one of the topics for discussion
(26). Participating experts for these meetings
are typically nominated by member countries.
A good way to be considered for participation
is by attending international negotiations,
meeting with home-country delegates, and
expressing interest in participation.

In addition, a workshop on ABS in Non-
Commercial Biodiversity Research, organized
by the Barcode of Life Initiative and other sci-
ence organizations, was held in November 2008,
Participants from 10 national science agencies
and international organizations exchanged
views on the issues to be addressed by the
expert meetings, such as ways to distinguish
commercial and noncommercial research. The
views and recommendations of the workshop
have been submitted to the CBD expert meet-
ings (27). Such meetings and workshops pro-
vide excellent opportunities for scientists to
participate more actively in the ABS negotia-

POLICYFORUM

tions. There are also opportunities now for peer
review of studies on technical and legal issues
that have been commissioned by the CBD.

There are, of course, many other avenues
for participation in the international ABS nego-
tiations. We have described here those entry
points that have the highest potential for influ-
ence given the short time-line for conclusion of
the negotiations by 2010. There are three more
meetings of the ABSWG scheduled (28) before
the regime is signed and sealed. Industry, envi-
ronmental, and indigenous organizations are
certain to continue making their voices heard.
Why not academics too?
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PERSPECTIVES

tion of the carbon isotope ratios in 3.8- to 3.3-
billion-year-old sediments from Greenland,
South Africa, and Australia as signs of photo-
synthetic microorganisms (/0-15) has also
been called into question (4).

Organic carbon molecules produced by
microorganisms leave typical degradation
products in rocks, and it was on the basis of
such molecules that the oldest molecular evi-
dence for oxygenic photosynthesis was identi-
fied in 2.7-billion-year-old oil-rich rocks in the
Pilbara (16), now reidentified as recent con-
tamination (/7). In rocks almost a billion years
older, the molecules are even more degraded,
and there is little to distinguish them from the
prebiotic organic molecules found in mete-
orites. Nevertheless, measurements on 3.5-mil-
lion-year-old samples from the Pilbara have
shown that small-scale structural details of the
conformation of certain organic molecules
(such as a predominance of odd over even car-
bon numbers in spectra produced by pyrolysis
gas chromatograph-mass spectrometry of the
remnant carbon) can be traced back to living
organisms (/&). However, these measurements
were performed on a bulk rock sample, and
there is no context information about the envi-
ronment of formation of the rocks or the kinds
of life forms they could contain.

In contrast to the macroscopically identifi-
able stromatolites, other microbial signatures
are far more subtle and hence more challenging
to identify in the rock record, although they are
more common. Biolaminated sediments, for
instance, are formed by the rhythmic alterna-
tion of sticky photosynthetic microbial mats,
formed on the surfaces of inter- to supratidal
sediments, and intervening layers of sediment
(19, 20) (see the figure). The resulting textural
signatures include laminations caused by the
stabilization of sediment surfaces, rippled and
ripped-up mats produced by wave action, or
even desiccation cracks in exposed mats. Com-
positionally, the layers may have higher carbon
contents. These structural, textural, and compo-
sitional signatures of the nonstromatolite-
forming microbial mats can be preserved in the
rock record.

Silicified biolaminated sediments have
been identified in 3.5- to 2.9-billion-year-old
rocks in South Africa and Australia(//, 12, 15,
20, 21). From 3 .4-billion-year-old sediments
in the Barberton greenstone belt in South
Africa, Tice and Lowe (12) recorded portions
of microbial mats, formed in shallow littoral
waters, that have been broken up by physical
stress and redeposited in deeper water environ-
ments as rolled-up fragments (/7). In the same
area, we have documented overturning and
mechanical shearing of a 3.3-billion-year-old
filamentous microbial mat under flowing

water (13). Filaments in the latter mat had
average diameters of 0.25 um, with lengths
reaching several tens of micrometers. Portions
of resedimented mats from the Pilbara con-
tained similar-sized filaments in 3.4-billion-
year-old intertidal sediments (/4). Such fila-
ments, and other microorganisms ( /4), may be
characteristic of life at that period: that is,
anaerobic and small in size.

Searching for signatures of life in the
oldest well-preserved sediments is difficult
because of degradation of the materials and
the pitfalls represented by confusing abio-
genic biosignature mimics. And because life
was small and anaerobic, its signatures are
subtle and more challenging to identify unam-
biguously. However, the past half decade has
seen a breakthrough in the methods used to
identify biosignatures, opening the way for a
future that will reveal the profusion of life on
an anaerobic planet.
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CELL BIOLOGY

Protein Filaments Caught in the Act

Grant J. Jensen

Advances in electron microscopy have allowed bacterial DNA-segregating protein filaments to

be visualized.

ells can be thought of as little chemical

processing plants, but they also ac-

complish some marvelous physical
and mechanical tasks such as shaping them-
selves into characteristic forms, moving
toward nutrients, organizing their complex
interiors, replicating and then segregating
their DNA, and dividing (7). It has long been
understood how in eukaryotes most of this
work is done by cytoskeletal filaments—long
protein polymers that are used like cables,
tracks, and beams in the machinery of the cell.
But until about a decade ago, it was a mystery
as to how bacterial cells did the same tasks.
None of the existing technologies, including
“traditional” electron microscopy methods,
had convincingly revealed analogous cyto-
skeletal filaments in bacteria. As a result,
the lack of a cytoskeleton became widely
regarded as a distinguishing characteristic of
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prokaryotic cells. Now, on page 509 of this
issue (2), Salje er al. show direct images of an
important bacterial cytoskeletal filament
responsible for DNA segregation.

The findings of Salje et al. add to a series of
discoveries that have firmly debunked the idea
that prokaryotes lack a cytoskeleton (3). First,
improvements in light and immunoelectron
microscopy led to the identification of several
bacterial proteins whose elongated localization
patterns suggested that they were polymerizing
into filaments (4). Next, a series of stunning
crystal structures showed that many of these
proteins had the same structures as known
eukaryotic cytoskeletal proteins (3). In vitro
biochemistry then demonstrated how some of
these proteins did in fact form dynamic fila-
ments with all the properties required to per-
form cytoskeletal functions (6). But seeing is
believing, and the development of cryoelectron
microscopy (cryo-EM) methods has in just the
past few years allowed a number of bacterial
cytoskeletal filaments to be imaged directly,
inside cells, doing their jobs.
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that its C; domains function as autonomous
Ca*"-binding domains [indeed, they were the
first C, domains for which this was revealed
(63)), gave credence to this hypothesis. Synapto-
tagmin is required in mice for the tightly regu-
lated, synchronous (i.e., rapid and coordinated)
synaptic exocytosis characteristic of neuro-
transmission, but not for synaptic vesicle fusion
per se (64). Reducing the Ca>"-binding affinity of
synaptotagmin in mice caused a correspondingly
reduced Ca®" sensitivity of fusion, which is thus
determined by Ca’" binding to synaptotagmin
(55, 56), formally proving that synaptotagmin is
the calcium sensor for fusion. In triggering syn-
aptic fusion, synaptotagmin binds to both phospho-
lipids and SNARE complexes in a Ca>"-regulated
manner (56).

Strikingly, deletion of complexin causes a pre-
cise phenocopy of the synaptotagmin deletion—a
loss of Ca?*-triggered synchronous release but
not of fusion, because asynchronous release is
unimpaired (52)—which suggests that com-
plexin somehow functions to activate SNARE
complexes for subsequent synaptotagmin action.
In addition, complexin clamps fusion, as evi-
denced both by inhibition of SNARE-mediated
fusion in vitro (54, 65) and by increased spon-
taneous synaptic fusion in complexin-deficient
synapses (58, 66). Then, Ca>™ binding to synap-
totagmin releases the complexin clamp and
triggers fusion by binding to SNARE complexes
and phospholipids.

Very recent work has revealed how precisely
complexin might control fusion in cooperation
with synaptotagmin. Complexin contains a
central o helix that binds at the interface of the
v- and t-SNARE adjacent to the membrane (Fig.
1C) (67). 1t also contains an accessory helix and
an unstructured N-terminal sequence that are
located proximal to the membrane, where the
final stages of zippering take place. Elsewhere in
this issue (58) it is reported that SNARE bind-
ing by the central helix of complexin and its
accessory helix are required for activation and
clamping of fusion, whereas the N-terminal un-
structured sequence is required for activation but
not clamping. The accessory helix may clamp
fusion by forming an alternate four-helix bundle
with the membrane-proximal portion of the t-
SNARE, thereby preventing the v-SNARE from
completing its zippering and triggering fusion
(68). This creates a “toggle switch™ that can re-
versibly clamp fusion at a late stage. The N-
terminal complexin sequence, in turn, may
independently interact with the trans-SNARE
complex where it inserts into the fusing mem-
branes, because a point mutation in synaptobrevin
at the membrane prevents activation by complex-
in (38).

How might complexin and synaptotagmin
interface with each other during Ca® -triggered
fusion to control this toggle switch? Synaptotag-
min competes with complexin for binding to
assembled SNARE complexes, releasing com-
plexin in a Ca”-dependent manner (54), the
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simplest possible molecular mechanism for CaZ*
coupling. Thus, complexin and synaptotagmin act
on SNARE complexes in a pas de deux that is
choreographed by Ca®" and enables the supreme
speed and precision of synaptic transmission,
although many details—for example, the nature
of other Ca®" sensors for fusion—remain to be
discovered.

Perspective

Intracellular membrane fusion in eukaryotes is
executed by a conserved and universal fusion
machinery composed of SNARE and SM pro-
teins. Fusion results from the thermodynamic cou-
pling of protein folding (assembly of v-SNAREs
with t-SNARESs, spatially and temporally orga-
nized by SM proteins) to bilayer perturbation.
Energy made available from folding is produc-
tively channeled into the bilayer so that, on bal-
ance, fusion is the favored, spontaneous reaction.
Nonetheless, fusion is tightly regulated in a spatial
and temporal manner, most strikingly at the syn-
apse, where the regulation of fusion enables in-
formation processing by the brain. We are just
beginning to understand how this regulation
works, but in the case of the synapse we have
learned some of the molecular details through the
recent elucidation of the interplay among com-
plexin, SNARESs, and synaptotagmin. There are a
plethora of proteins and compounds that frag-
mentary evidence suggests may regulate synaptic
and other fusion processes—including the large
families of Rab GTPases, tethering proteins, and
phosphoinositides—but the underlying principles
are likely the same, driven by the simple mech-
anism we have described.
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Language Phylogenies Reveal
Expansion Pulses and Pauses in

Pacific Settlement

R. D. Gray,* A. J. Drummond,? S. ]. Greenhill*

Debates about human prehistory often center on the role that population expansions play in
shaping biological and cultural diversity. Hypotheses on the origin of the Austronesian settlers of
the Pacific are divided between a recent “pulse-pause” expansion from Taiwan and an older
“slow-boat” diffusion from Wallacea. We used lexical data and Bayesian phylogenetic methods to
construct a phylogeny of 400 languages. In agreement with the pulse-pause scenario, the language
trees place the Austronesian origin in Taiwan approximately 5230 years ago and reveal a series
of settlement pauses and expansion pulses linked to technological and social innovations. These
results are robust to assumptions about the rooting and calibration of the trees and demonstrate
the combined power of linguistic scholarship, database technologies, and computational
phylogenetic methods for resolving questions about human prehistory.

fundamental goal of the human sciences
Ais to understand the major factors that

have shaped the diversity of our species.
At one extreme, innovationist models argue that
advances in technology and social organization
have driven population expansions and shaped
the patterns of cultural and biological diversity
(1, 2). At the other extreme, diffusionist/wave
models (3) argue that innovations and population
expansions are not critically linked, and new tech-
nologies diffuse between societies. The settlement
of the Pacific ocean by Austronesian speakers
(hereafter we will use the term “Austronesian™ to
refer to these people) is one of the most remark-
able prehistoric human expansions. The innova-
tionist “pulse-pause™ scenario posits that the
Austronesians originated in Taiwan around 5500
years ago and spread through the Pacific in a se-
quence of expansion pulses and settlement
pauses (2, 4-6). According to this scenario, the
first pause occurred afier the settlement of Taiwan
and was followed by a rapid expansion pulse as
the Austronesians spread over 7000 km from the
Philippines to Polynesia in less than 1200 years.
As the Austronesians spread through these re-
gions, they integrated with existing populations
and innovated new technologies, including the
Lapita cultural complex (5). The archaeological
evidence suggests the Austronesians reached the
previously uninhabited islands of the Reefs/Santa
Cruz around 3000 to 3200 years before the present
(B.P.) (7), New Caledonia, and Vanuatu around
3000 years B.P., and Tonga, Samoa and Fiji in
Western Polynesia in the period between 2900
to 3200 years B.P. (8, 9). This initial rapid pulse
was followed by a second pause in Western
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Polynesia coinciding with the development of
pre-Polynesian society (6, /0)), before a second ex-
pansion phase into Eastern Polynesia between
1200 and 1800 years B.P., settling Tahiti, the
Cook Islands, Tuamotu, Marquesas, Hawaii,
Rapanui, and New Zealand.

In contrast, proponents of the slow-boat sce-
nario argue that the Austronesians emerged from
an extensive sociocultural network of maritime
exchange in Wallacea (in the region of modem
day Sulawesi and the Moluccas) around 13,000
to 17,000 years B.P. based on the dating of mito-
chondrial lineages (17, 12). This Wallacean slow-
boat scenario differs from an alternate slow-boat
model that, in agreement with the pulse-pause
scenario, postulates an East Asian/Taiwanese ori-
gin (13, 14). According to the Wallacean slow-
boat scenario, the spread of the Austronesians
was driven by the submerging of the Sunda shelf
at the end of the last ice age (75). These floods
triggered population expansions from the Aus-
tronesian homeland in Wallacea in a two-pronged
expansion. One of these prongs moved north
through the Philippines and into Taiwan. The
second expansion prong spread east along the
New Guinea coast and into Oceania and Poly-
nesia (following the same route described for the
pulse-pause scenario). The pulse-pause and slow-
boat scenarios differ substantially in where they
locate the Austronesian homeland, in the expan-
sion sequence they postulate, and in the age and
timing of this expansion. Genetic studies of Pa-
cific settlement (73, 16-18) have been hampered
by problems in separating ancient from recent
admixture (/9) and difficulties in precisely dating
the mitochondrial and Y chromosome haplo-
groups found in the Pacific (20, 21).

We used phylogenetic analyses of languages
to trace the history of human populations because
language is linked to other cultural traits (22),
contains large amounts of information (23), and

»
[\

evolves at a rapid rate (24). Gray and Jordan’s
(25) previous parsimony analysis of Austrone-
sian lexical data found support for the expansion
sequence predicted by the pulse-pause scenario
but limitations of the data and methods used
meant that the predictions about the timing of
Pacific settlement could not be tested.

Lexical data. The Austronesian language
family is the one of the largest in the world, with
around 1200 languages spread from Taiwan to
New Zealand and Madagascar to Easter Island.
We have constructed a large database of Austro-
nesian basic vocabulary (23, 26), which stores
210 items of basic vocabulary from each lan-
guage, including words for animals, kinship terms,
simple verbs, colors, and numbers. Basic vocabu-
lary is both relatively stable over time and gener-
ally less likely to be borrowed between languages
(27). From this database, a team of linguists iden-
tified the sets of homologous words (“cognates™)
following the linguistic comparative method (28).
We extracted the cognate sets for 400 well-
attested languages for analysis. These languages
comprise a third of the entire family and include a
representative sample of each recognized Aus-
tronesian subgroup. We included two non-
Austronesian languages as outgroups to “root”
the trees: an archaic variant of the Sino-Tibetan
language Chinese that was spoken between 2300
and 2900 years B.P. and the Tai-Kadai language
Buyang (28). These languages are not tradition-
ally part of the Austronesian family, but a number
of cognates have been identified (29). The cog-
nate sets for all 210 meanings across these 400
languages were encoded into a binary matrix.
Identified “borrowings™ between languages were
removed from further analyses. Simulation studies
have shown that the amount of undetected bor-
rowing needs to be very substantial (>20%) to
substantially bias either the tree topology or the
date estimates (30)). The resulting matrix contained
a total of 34,440 characters (twice the length of
whole mitochondrial genomes), and 6436 of
these characters were parsimony informative.

Language tree topology. To test the predic-
tions about the origin, sequence, and timing of
the Austronesian expansion, we constructed trees
using Bayesian phylogenetic methods under a
number of models of cognate evolution (28). The
best-performing model had a single parameter for
cognate gains and losses and modeled character-
specific rate variation using a covarion approach
where characters could switch between fast and
slow rates at different branches on the tree (37).

Early attempts to estimate Austronesian lan-
guage relationships using lexicostatistical meth-
ods (32) produced trees that were dramatically
different from those obtained by linguists using
the comparative method (33). In contrast, the
Bayesian phylogenetic trees (Fig. 1 and fig. S5)
we obtained from our basic vocabulary data were
congruent with the traditional subgroups identi-
fied by phonological and morphological evidence,
such as the loss of the Proto-Oceanic uvular trill *R
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is an “Austronesian backwater” (/2) and that the
initial diversity of Malayo-Polynesian languages
has been obscured by language-leveling as a
result of extensive socioeconomic networks (/7).
Recent genetic studies of complete mitochondrial
sequences (/&) and genome-wide autosomal
markers (/4, /6) also show that, despite consid-
erable admixture in Near Oceania (38), there is a
clear signature linking Austronesian speakers from
Taiwan to Polynesia. Even at a {ine geographic
scale on the east Indonesian island of Sumba,
there are strong correlations between languages,
genes, and geography (39). The Austronesian
expansion has therefore produced a close initial
coupling between genes and languages that has
subsequently broken down in some regions such
as Near Oceania (38).

Pulses and pauses. If language diversification
(cladogenesis) is linked to population expan-
sions, then expansion pulses should leave a series
of short branches in the phylogenies because
there will be little time for linguistic changes to
accumulate before speech communities fragment,
In contrast, when the geographic spread of cul-
tures is constrained by physical or social bound-
aries, the rate of linguistic diversification should
decrease leading to longer branches (anagenesis).
The pulse-pause scenario predicts the existence of
two settlement pauses: the first occwring before
the settlement of the Philippines and correspond-
ing with the development of the Proto-Malayo-
Polynesian language around 3800 to 4500 years
B.P. (4, 6), and the second occwring after the
settlement of Western Polynesia by 2800 years
B.P., before the expansion into Central and Mar-
ginal Eastern Polynesia (4, 6, /(). This Western
Polynesian settlement coincides with the devel-
opment of the temporally brief Proto-Central
Pacific dialect network in Fiji, Tonga, and Samoa
(10), with the Polynesian languages emerging
from the eastern part of this dialect network some-
time later. This second pause is therefore harder
to place cleanly on a tree, but should correlate
with the development of a pre-Polynesian stage.

To test for the predicted signature of settle-
ment pauses, we extracted all the internal branch
lengths from the posterior distribution of the
dated trees. We compared the branches corre-
sponding to the Proto-Malayo-Polynesian and
pre-Polynesian stages with all other internal
branches in the trees (Fig. 3). This is a conserva-
tive test because the pauses may be spread across a
number of branches (Fig. 1). The Proto-Malayo-
Polynesian and pre-Polynesian branches were
longer than 81 and 85%, respectively, of a ran-
dom sample of branches from the overall branch-
length distribution (28). A rank-sum test suggests
a low probability (P = 0.057) of obtaining these
ranks or higher by chance.

If these settlement pauses were followed by
expansion pulses, then the trees should also show
increases in language diversification rates after
the pauses. To test this possibility, we modeled
diversification rates as a change-point process
down the estimated language phylogeny. At each
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branch in the tree, we used an indicator variable to
model whether the rate of language diversifica-
tion changed below the branch and a relative rate
variable to specify the new rate of diversification
relative o the rate on the parent branch. If no
change is indicated on a given branch, the diversi-
fication rate of the parent language is inherited.
We employed a full language-diversification
model in which the number, phylogenetic loca-
tion, and magnitude of the changes in diversifi-
cation rate were all estimated directly from the data
by using Bayesian stochastic variable selection
within a Markov chain Monte Carlo method (28).
The posterior estimate of the number of
changes in diversification was 4.3 (95% credible
set: 1 to 7) with a total of 10 branches showing
strong evidence of changes [Bayes Factor (BF) >
20] in diversification rates (Fig. 2 and fig. S4).
The pulse with the highest posterior probability
occurred in three of the branches leading to
Proto-Malayo-Polynesian (BF = 397, 79, and 33,
respectively). The second identified pulse oc-
curred in two of the branches after the pre-
Polynesian stage (BF = 29 and 36). The location
of these two pulses is in agreement with those
predicted by the pulse-pause scenario. Changes
in diversification rate were also evident in three
other locations. The third pulse was found in the
branch leading to the Philippines languages
(BF = 38) after another lengthy pause. Our results
place the age of this pulse around 2500 years B.P.
This is consistent with arguments that the Greater
Central Philippines subgroup expanded at the
expense of other lineages between 2000 and
2500 years B.P, reducing linguistic diversity in
the region (40). A fourth pulse was evident in
three of the branches leading to the Micronesian
languages (BF = 66, 29, and 23). Within this
Micronesian group the Trukic languages contain
the fastest (single-population) rates in the entire
family. The final branch to show a significant
increase in diversification rates is that leading to
both the Micronesian and Polynesian subgroups
and suggests that there might be a common under-
lying factor between the subsequent pulses into
Polynesia and Micronesia (Fig. 1 and fig. S4).
Discussion. Our results show that the diversi-
fication of Austronesian languages was closely
coupled with geographic expansions. The avail-
ability of appropriate social and technological
resources probably determined the timing of the
expansion pulses and settlement pauses. The first
pause between the settlement of Taiwan and the
Philippines may have been due to the difficulties
in crossing the 350-km Bashi channel between
Taiwan and the Philippines (4, 6). The invention
of the outrigger canoe and its sail may have
enabled the Austronesians to move across this
channel before spreading rapidly over the 7000
km from the Philippines to Polynesia (4). This is
supported by linguistic reconstructions showing
that the terminology associated with the outrigger
canoe complex can only be traced back to Proto-
Malayo-Polynesian and not Proto-Austronesian
(41). One possible reason for the second long

pause in Western Polynesia is that the final pulse
into the far-flung islands of Eastern Polynesia
required further technological advances. These
might have included the ability to estimate lat-
itude from the stars, the ability to sail across the
prevailing easterly tradewinds, and the use of
double-hulled canoes with greater stability and
carrying capacity (4, 42). Alternatively, the vast
distances between these islands might have re-
quired the development of new social strategies
for dealing with the greater isolation found in
Eastern Polynesia (42). These technological and
social advances in Eastern Polynesia may also
underlie the fourth pulse into Micronesia.

The language phylogenies reveal the rapidity
of major cultural development in the Pacific. As
the Austronesians spread along New Guinea and
into the Solomons, they developed the Lapita
cultural complex through interaction with the
existing populations in Near Oceania (5, [0).
This complex includes distinctive and often elab-
orately decorated pottery, adzes/axes, shell or-
naments, tattooing, and bark-cloth (/0). The
phylogenies show that there was only a very
small time-window for this complex to develop.
Based on the age of the Eastern Malayo-
Polynesian clade the Austronesians entered the
South Halmahera/West New Guinea region at
around 3680 years B.P. (93% HPD, 3640 to 3,710
years B.P.), and had reached Remote Oceania by
3575 years B.P. (95% HPD, 3560 to 3590 years
B.P.). The high levels of male-biased admixture
detected in Polynesian genetic studies (73, 74)
must either have occurred over this very short
time span (approximately four generations), with
Melanesian males actively incorporated into the
Austronesian expansion, or there was extended
post-settlement contact between Near Oceania
and Polynesia. The results presented here show
the combined power of Bayesian phylogenetic
methods and large lexical databases to resolve
questions about human prehistory. Just as molec-
ular phylogenies provide the fundamental frame-
work for studies of biological evolution, language
phylogenies open up the exciting possibility of a
Darwinian approach to cultural evolution based
on rigorous phylogenetic methods (43).
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the ion trap, which alters the spectrum of the emitted
photons and degrades the quantum interference,
reduces the average fidelity by less than 1%.
The entangling gate central to this tele-
portation protocol is a heralded, probabilistic
process. The net probability for coincident de-
tection of two emitted photons is given by Py =
(PBa) [ PN Tiver TopuesS(AQUAT)]* = 2.2 x 1075,
where pgey = 0.25 accounts for the detection
of only one out of the four possible Bell states;
Py = 0.5 is the fraction of photons with the cor-
rect polarization (half are filtered out as being
produced by ¢ decays); n = 0.15 is the quantum
efficiency of each PMT; Tiy,., = 0.2 is the cou-
pling and transmission of each photon through
the single-mode optical fiber; Tiic, = 0.95 is the
transmission of each photon through the other
optical components; & = 1 — 0.005 = 0.995, where
0.005 is the branching ratio into the 2D5, level;
and ACQ/4r = (.02 is the solid angle of light col-
lection. The attempt rate of 75 kHz is currently
limited by the time of the state preparation mi-
crowave pulse, resulting in about one successful
teleportation event every 12 min. However, the
expression for Py, reveals multiple ways to
substantially increase the success rate. The most
dramatic increase would be achieved by increas-
ing the effective solid angle of collection, which,
for instance, could be accomplished by surround-

ing each ion with an optical cavity. Although im-
provements that increase the success probability
of the gate operation can enhance scalability, even
with a low success probability this gate can still
be scaled to more complex systems (/6).

The fidelity obtained in the current experi-
ment is evidence of the excellent coherence prop-
erties of the photonic frequency qubit and the
“clock™ state atomic qubit. Together, these com-
plementary qubits provide a robust system for
applications in quantum information. The tele-
portation scheme demonstrated here could be
used as the elementary constituent of a quantum
repeater. Moreover, the entangling gate imple-
mented in this protocol may be used for scalable
measurement-based quantum computation.
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Femtosecond XANES Study of the
Light-Induced Spin Crossover
Dynamics in an Iron(ll) Complex

Ch. Bressler,® C. Milne,* V.-T. Pham,* A. ElNahhas,* R. M. van der Veen,?
W. Gawelda,>?* S. Johnson,? P. Beaud,? D. Grolimund,? M. Kaiser,+2
C. N. Borca, G. Ingold,? R. Abela,2 M. Chergui't

X-ray absorption spectroscopy is a powerful probe of molecular structure, but it has previously been
too slow to track the earliest dynamics after photoexcitation. We investigated the ultrafast
formation of the lowest quintet state of aqueous iron(ll) tris(bipyridine) upon excitation of the
singlet metal-to-ligand-charge-transfer (*MLCT) state by femtosecond optical pump/x-ray probe
techniques based on x-ray absorption near-edge structure (XANES). By recording the intensity

of a characteristic XANES feature as a function of laser pump/x-ray probe time delay, we find that
the quintet state is populated in about 150 femtoseconds. The quintet state is further evidenced by
its full XANES spectrum recorded at a 300-femtosecond time delay. These results resolve a
long-standing issue about the population mechanism of quintet states in iron(ll)-based
complexes, which we identify as a simple *MLCT—>*MLCT—°T cascade from the initially

excited state. The time scale of the *MLCT—°T relaxation corresponds to the period of the

iron-nitrogen stretch vibration.

here is a large class of iron(Il)-based

I molecular complexes that exhibit two
electronic states closely spaced in energy:

a low-spin (LS) singlet and a high-spin (HS)
quintet state. They therefore manifest spin cross-
over (SCQO) behavior, wherein conversion from a
LS ground state to a HS excited state (or the
reverse) can be induced by small temperature or
pressure changes or by light absorption (/, 2).

The SCO phenomenon has been much studied
using steady-state (2) and ultrafast (3—6) optical
spectroscopies, with the goal of identifying the
clementary steps leading to formation of the HS
state. A representative energy level diagram of all
Fe(ll)-based complexes is shown in Fig. 1 (7).
The main difference between them concerns the
absolute energies of states, not their energetic or-
dering (2). All crystallographic studies point to an

Fe-N bond elongation by ~0.2 A in the HS com-
pared to the LS state (/, 2). Theoretical studies
show that the Fe-N bond length of the singlet and
triplet metal-centered (MC) T states lies half-
way between those of the LS and HS states (7).
Obviously, accessing the TS excited state by
absorption of light from the LS ground state is
forbidden by the spin selection rules. Therefore,
the doorway to the HS state is ideally via the
singlet metal-to-ligand-charge-transfer ('MLCT)
that exhibits strong absorption bands in the visi-
ble spectrum, or via the weakly absorbing and
lower-lying '*T states (/, 2). The time scale and
the route going from the initially excited '"MLCT
state to the lowest-lying quintet state are still the
subject of debate. Steady-state spectroscopic studies
at cryogenic temperatures showed that excitation
into the MC T states leads to population of the
5T, state with a quantum efficiency of ~80% (2).
Researchers therefore concluded that the relaxa-
tion cascade from the '"MLCT state to the HS °T,
state proceeds via the intermediate 3T states.
However, for excitation of the '"MLCT state, the
relaxation process was reported to occur with
100% efficiency at both 10 K (2) and at room
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Complementary Active Sites Cause
Size-Selective Reactivity of Aluminum
Cluster Anions with Water

Patrick ]. Roach,* W. Hunter Woodward,* A. W. Castleman Jr.,**

Arthur C. Reber,? Shiv N. Khanna?

The reactions of metal clusters with small molecules often depend on cluster size. The selectivity
of oxygen reactions with aluminum cluster anions can be well described within an electronic
shell model; however, not all reactions are subject to the same fundamental constraints. We
observed the size selectivity of aluminum cluster anion reactions with water, which can be
attributed to the dissociative chemisorption of water at specific surface sites. The reactivity
depends on geometric rather than electronic shell structure. Identical arrangements of multiple
active sites in Alyg~, Aly;~, and Alyz~ result in the production of H; from water.

etal clusters possess electronic shells
Mthat result from quantum confinement

of the nearly free valence electrons (/-3).
Because the shell structures of clusters and atoms
are similar, shell-filling concepts from traditional
valence bond theory can be applied to the descrip-
tion of clusters (4, 5). The result of a chemical
interaction may then be explained through the
energy minimization that results when a cluster
closes an incomplete electronic shell (closed shell
n =28, 18, 20, 34, 40, ...), either by direct
ionization or through the formation of a covalent
or ionic bond (3—17). A cluster can therefore be
assigned as a superatom analog of a specific
group of the periodic table on the basis of the
difference between its valence electron count and
the number of electrons required to fill the nearest
superatomic shell (8—11).
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The previously reported size-selective reac-
tions of Al clusters with O, (4, 6-17) result from
the superatomic electronic structure. However,
the observed selective reactivity of Al cluster
anions with water is inconsistent with the closing
of superatom shells. For example, Al,s~ and
Als7 are both considered by the superatom mod-
el to have rare gas—like closed electronic shells
(4) yet adsorb water molecules, whereas Al
and Als, have open electronic shells but do
not adsorb water molecules (fig. S1) (/2). We
investigated what combination of geometric and
electronic features could account for this ob-
served reactivity. We found that pure Al cluster
anions of certain sizes harbor distinct active sites
in which a pair of adjacent Al atoms is respon-
sible for the dissociative chemisorption of water.
The complementary active site consists of one Al
atom that acts as a Lewis acid and a second Al
atom that acts as a Lewis base. The ability of an
adjacent pair of different elements to promote
similar chemical activity is known in metal oxides
(13) and at the interface of dissimilar metals (/4)
because of the different electron affinity of each
element. In the current case, however, we show

that the conditions required for reactivity are met
in certain clusters that consist of only a single
element. Understanding how a specific shape or
size will affect the affinity of a metal cluster
toward a specific reagent may facilitate future
efforts to design either stable or reactive materials
for specific technological applications (15-18).

Reactions between water (/2) and anionic Al
clusters comprising 7 to 60 atoms (Fig. 1) were
observed under multicollisional conditions in a
fast-flow reactor (fig. S2) (/2). When water was
introduced into the fast-flow reactor, products
were observed that we have assigned as adducts
of Al anion clusters with water. Most clusters
adsorbed one or more water molecules with vary-
ing intensity, whereas no adducts were observed
for other species (fig. S1) (72). The distinct dif-
ferences in the reactivity of similarly sized clus-
ters suggests that small differences in electronic
and geometric structure play an important role in
determining the reactivity of aluminum nano-
structures with water.

Aly5 is the smallest cluster that reacts to form
a product of observable intensity (Fig. 2A); thus,
we analyzed this species by a first-principles ap-
proach within a gradient-corrected density func-
tional formalism (/2). The initial interaction we
considered between a water molecule and an Al
cluster anion was the nucleophilic attack of water
on the Al surface. This reaction requires the
donation of lone-pair electrons from water to the
lowest unoccupied molecular orbital (LUMO) of
the cluster (or LUMO+1 in odd-electron species,
as the lone pair interacts most strongly with levels
where both spin states are unoccupied) where the
probability density of the vacant orbital protrudes
out from the cluster structure into vacuum (/9-22).
Previous rules proposed by Chrétien ef al. (23)
suggest that the susceptibility of a specific spe-
cies to a nucleophilic reactant is increased as the
relative energy of a cluster’s LUMO decreases, as
compared to other species (fig. S3A) (/2). Al-
though the observation of a strong Al,H-O™
product peak (the LUMO energy of Alj» is a

www.sciencemag.org
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Brown Clouds over South Asia:
Biomass or Fossil Fuel Combustion?

Orjan Gustafsson,™* Martin Krus3,® Zdenek Zencak,® Rebecca ]. Sheesley,! Lennart Granat,?
Erik Engstrom,® P. S. Praveen,® P. S. P. Rao,” Caroline Leck,” Henning Rodhe”

Carbonaceous aerosols cause strong atmospheric heating and large surface cooling that is as
important to South Asian climate forcing as greenhouse gases, yet the aerosol sources are poorly
understood. Emission inventory models suggest that biofuel burning accounts for 50 to 90% of
emissions, whereas the elemental composition of ambient aerosols points to fossil fuel combustion.
We used radiocarbon measurements of winter monsoon aerosols from western India and the Indian
Ocean to determine that biomass combustion produced two-thirds of the bulk carbonaceous
aerosols, as well as one-half and two-thirds of two black carbon subfractions, respectively. These
constraints show that both biomass combustion (such as residential cooking and agricultural
burning) and fossil fuel combustion should be targeted to mitigate climate effects and improve air

quality.

constitute one of the largest uncertainties

in climate modeling (/—6). Combustion-
derived carbonaceous acrosols have traditionally
been associated with pollution in urban areas,
but research over the past decade has revealed
that the haze they cause may envelop entire
subcontinents and ocean basins (3, 7-9). The
extensive atmospheric brown cloud (ABC) over
South Asia and the Indian Ocean persists during
the winter season, and its cooling effect may re-
gionally balance and even surpass the warming
effect of greenhouse gases (GHGs) (3, 4, &), with
predicted effects including changed circulation
and monsoon patterns with amplified droughts
and floods (/0, 11), as well as increased melt-
ing of Himalayan glaciers (4). A conspicuous
feature of the Asian ABC is its unusually high
content of airborne black carbon (BC) particles
(4. 7, 12, 13). This highly condensed carbona-
ceous residue of incomplete combustion is the
“dark horse™ in the current climate debate as sub-

Thc radiative effects of carbonaceous acrosols
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stantial uncertainties exist about its atmospheric
longevity (/), aerosol mixing state (/4), measure-
ment (/5—18), and sources (12, 19-25). Because
it is becoming clear that BC represents a con-
tinuum of light absorbing carbon (LAC) forms
(16—-18), exploiting differences in BC analytical
techniques may improve the characterization of
atmospheric BC. The primary motivation for the
ABC BC Radiocarbon (**C) Campaign (ABC-
BC14), the results of which are reported here,
was the observational determination of the rela-
tive contribution of contemporary biomass versus
fossil fuel combustion to both the total carbo-
naceous aerosols and to two different atmo-
spheric BC isolates.

Though it is now established that there is
an unusually high mass fraction of BC in the
Asian ABC (4, 7, 12, 13, 23-25), there is a
notable discrepancy in source apportionment of
this BC between top-down studies relying on
measured ratios of BC to total carbon or other
aerosol components (12, 24, 25) as compared
with bottom-up emission inventories based on
fuel consumption and laboratory-derived emis-
sion factors (/9-23) (Table 1). Several top-down
studies conclude that 50 to 90% of the South
Asian BC originates from fossil fuel combustion
(12, 24, 25). However, employed end-member
ratios were from other regions and may not be
representative of South Asian combustion pro-
cesses (21, 23). Further, the BC:organic carbon

(OC) ratio is nonconservative if there is sub-
stantial formation of secondary organic aerosols
(13, 26). In contrast, bottom-up approaches sug-
gest that only 10 to 30% of the BC loadings
originate from fossil fuel combustion (/9-23)
while recognizing that emission factors (partic-
ularly those for biomass combustion) are diffi-
cult to constrain because of strong dependency
on fuel type and efficiency of combustion (22, 23).
This current dichotomy is addressed in the ABC-
BC14 Campaign by using radiocarbon abun-
dance (half life 1,,, = 5730 years) as a tool to
distinguish between fossil (radiocarbon “dead™)
and contemporary biomass (radiocarbon “alive™)
combustion sources of the Asian ABC.

The ABC-BC14 Campaign was conducted
with identical sampling at two sites (Fig. 1) of
the international ABC-Asia project. Aerosol sam-
ples for microscale "*C measurements were col-
lected at the Maldives Climate Observatory at
Hanimaadhoo island (MCOH) (6.78°N, 73.18°E)
from 31 January to 16 March 2006 and at the
mountain top site of the Indian Institute of Trop-
ical Meteorology located at Sinhagad, West India
(SIN) (18.35°N, 73.75°E, 1400 meters above sea
level) from 27 March to 18 April 2006 (27). The
ABC-BC14 Campaign thus overlapped with
the previously reported Maldives Autonomous
Unmanned Aerial Vehicle Campaign (4) that
reported on the vertically resolved aerosol solar
heating, and the meteorological context is de-
tailed therein.

Back-trajectory analyses illustrate the typ-
ical winter monsoon circulation, with most of
the first half of the MCOH samples (31 January
to 18 February 2006) reflecting a predominant
low-level air mass transport during the pre-
ceding 10 days from central India (including the
Gangetic Plain) flowing southward along the
western Bay of Bengal 2 to 5 days before arrival
(fig. SIA). During subsequent collections (19
February to 16 March 2006), most 10-day tra-
jectories originated from the northem Arabian
Sea and adjacent land areas in northwest India
and Pakistan with transport along the Indian
west coast margin (fig. S1B). Most of the sur-
face air masses sampled at SIN were arriving
from a sector west and north, originating from
Arabian Sea, Arabic peninsula, Pakistan, and
northwest India (fig. S1C). Satellite-retrieved op-
tical signals suggest that study locations were
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would be within the uncertainty of the reported
isotope values [table S2 and supporting online
material (SOM) text].

To afford a detailed comparison with earlier
bottom-up and top-down source apportionment
estimates of carbonaceous aerosols, a simple
isotopic mass balance equation (28, 30), based
on the A'™C data, was applied to apportion
between the fractional contributions of biomass

combustion sources to the carbonaceous aerosol
components in the investigated samples, as il-
lustrated for EC
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e
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1000 %o. The A"™Chiomass end member is be-
tween +70 and +225%o. The first A'*C value cor-
responds to contemporary CO; (3/), and thus
freshly produced biomass, whereas the sec-
ond A'C end member is for combustion parti-
cles emanating from the combustion of wood
(28, 32, 33). The latter A™C value is higher be-
cause it is reflecting the A'*C of biomass that
has accumulated over the decades—to—century-
long life span of trees, which includes the period
afler the atmospheric nuclear bomb testing that
nearly doubled the A™C value of CO, by the
carly 1960s. For India, there are several impor-
tant contemporary biofuel types, including wood
fuel and cow dung; additionally, crop residue
burning is believed to be an important source
of atmospheric BC. To regionally parameter-
ize the contemporary A" Chiomass €nd member,
the relative contributions of fuel wood (83%)
and dung + crop waste (17%) provided by C.
WVenkataraman ef al. were employed (23). Hence,
an India-tailored A"™Chiomass €nd member of
+199 %o was used in the model calculations.
The sensitivity of the source apportionment re-
sults toward this end-member selection is low
(Table 1, table S3, and SOM text).

Application of this isotopic mass balance
model to these Asian aerosol A™C values re-
vealed that bulk carbonaceous aerosols (TOC)
were 67 £ 3% (1 SD) of contemporary origin.
The EC and SC isolates of the BC continuum
were 46 = 8 and 68 = 6% from biomass com-
bustion (Table 1). Although there are not yet
any other reports of A™C for EC isolates, the
biomass combustion fraction of SC was 63%
for northwest African dust intercepted in the
northeast Atlantic Ocean (34), 70 to 88% in
wintertime Scandinavia (28), and an averaged
35% in a Swiss alpine valley in the winter (33).

Our '*C-based constraint thus indicates a
much larger role for biomass and biofuel burn-
ing, compared with earlier top-down studies,
while attenuating the biofuel nfluence relative
to bottom-up suggestions. In contrast to the two
earlier approaches, the ABC-BC14 results also
provide a much tighter source constraint. Dual
isotopic probing, combining A*C with §°C (fig,
S3), further underscores biomass combustion.
The 8'3C suggests that wood fuel and other C3
plants are complemented by C4 sources (such as
from agricultural slash-and-burn practices) as
substantial contributors.

This work demonstrates that both fossil and
biomass combustion processes can be blamed
for the extensive ABC over South Asia. Im-
proved constraint on the sources is the first step
toward enacting effective abatement strategies.
The much shorter atmospheric longevity for
BC aerosols (approximately days to weeks)
compared with GHGs raises the hope of a
rapid response of the climate system. How-
ever, a consequence of thus decreasing the
ABC “global dimmer” would also be to re-
move its counterbalancing effect on anthro-
pogenic GHGs (/).
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Genetic Interactions Between
Transcription Factors Cause Natural

Variation in Yeast

Justin Gerke, Kim Lorenz, Barak Cohen*

Our understanding of the genetic basis of phenotypic diversity is limited by the paucity of examples
in which multiple, interacting loci have been identified. We show that natural variation in the
efficiency of sporulation, the program in yeast that initiates the sexual phase of the life cycle,
between oak tree and vineyard strains is due to allelic variation between four nucleotide changes in
three transcription factors: /MEI, RME1, and RSF1. Furthermore, we identified that selection has
shaped quantitative variation in yeast sporulation between strains. These results illustrate

how genetic interactions between transcription factors are a major source of phenotypic

diversity within species.

nderstanding the molecular basis of nat-

ural phenotypic diversity is a major

challenge in modern genetics (/—6).
Knowing how individual genetic polymorphisms
combine to produce phenotypic change could
strengthen evolutionary theory and advance ap-
plications such as personalized medicine (7, §).
Many loci that contribute to variation have been
identified across taxa, but only a small fraction
has been resolved to the nucleotide level (9, 10).
Examples of complex traits in which causative
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nature, and thus the genetic mechanisms of phe-
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Crosses of laboratory strains of the yeast Sac-
charomyces cerevisiae have identified genes and
polymorphisms governing complex traits (/2-21).
However, these lines harbor laboratory-engineered
gene deletions and deleterious mutations that are
pleiotropic for multiple traits, which may obscure
the natural genetic architecture. The natural di-
versity of this species, which includes isolates
from clinical, vineyard, and oak tree environ-
ments, remains largely untapped (22-24).

Sporulation efficiency is a highly heritable
complex trait that varies among natural popula-
tions of S. cerevisiae (25). Sporulation is a core
developmental program that initiates the sexual
phase of the yeast life cycle and promotes long-
term survival during dessication or starvation
(26). Sporulation is triggered as a response to
environmental change (27) and is hypothesized
to be under different selective pressures in dif-
ferent habitats (28). Accordingly, wild isolates
from North American oak trees and associated
soil samples sporulate with efficiencies approach-
ing 100%, but strains isolated from naturally oc-
curring vineyard fermentations sporulate at lower

Table 1. Significant QTL for sporulation efficiency.

Chromosome Nearest marker lod score Variance explained (%) Additive effect (%)
7 L7.9 86.42 41 20
7 L7.17 4.7 2 4
10 L10.14 68.2 29 16
11 L11.2 3.9 1 -3
13 L13.6 28.7 10 10

VOL 323 SCIENCE

www.sciencemag.org



rates (23). Genetic dissection of the underlying
natural variation in sporulation efficiency pro-
vides an opportunity to uncover the nucleotide
changes that govern ecologically driven variation.

To identify quantitative trait loci (QTL) gov-
eming natural variation in sporulation, we crossed
YPS606, a strain isolated from the bark of an oak
tree in Pennsylvania that sporulates at 99% effi-
ciency, and BC187, a strain originating from a
California wine barrel that sporulates at only
3.5% (25). We developed genetic markers by
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Fig. 1. A linear model of the effects of five QTL on
sporulation efficiency. Expected values of sporula-
tion efficiency plotted as a function of observed
values for 155 segregants. Expected values are de-
rived from a linear model based on 200 independent
segregants (table 52).

shotgun sequencing these parent strains and pro-
duced a genetic linkage map of 225 loci typed in
374 recombinant segregants. This map covers the
yeast genome at an average of 11 centimorgan
intervals (table S1). Composite interval mapping
(29) was used to identify five QTL on four chro-
mosomes (fig. S1 and Table 1) that significantly
cosegregated with variation in sporulation effi-
clency with an experiment-wide error rate of
P =0.05 [logarithm of the odds ratio for linkage
(lod) score > 3.1, which is significant by permu-
tation analysis]. Alleles from the oak parent at
four of the QTL were linked to an increase in
sporulation efficiency (markers L7.9, L7.17,
L10.14, and L13.6). At the locus on chromosome
11 (marker L11.2), an allele from the poorly
sporulating vineyard parent promotes more ef-
ficient sporulation in segregating progeny. The
presence of a vineyard allele promoting higher
sporulation was expected on the basis of pre-
viously observed transgressive segregants that
sporulate more efficiently than the oak parent (25).

We quantified the total amount of variation
explained by these five QTL using a linear model
trained on 200 segregants (table S2) (29). In an
independent test set of 155 segregants, the model
explains 88% of the phenotypic variation [squared
comrelation coefficient (R%)=0.88], with an average
prediction error of 8% (Fig. 1). This indicates that
the five QTL explain most of the variation in spor-
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Fig. 2. (A) Reciprocal hemizygosity analysis of RMEZ, IME1, and RSF1 in an ’ Oak
oak/vineyard hybrid background. O, oak parent allele; V, vineyard parent allele. (B)
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ulation efficiency in this cross. To obtain the best
fit, the model must incorporate two- and three-
way interactions between loci (F-test, P < 0.001)
(29), indicating that the genetic architecture of
sporulation efficiency is nonadditive and com-
plex. Although incorporating the effects of all
five loci produces the best-fit model (F-test, P <
0.001), only three of the loci have large effects.
When the minor QTL (markers L7.17 and L11.2)
are ignored, the results are virtually identical
(R*=0.87, prediction error = 8%).

One major QTL (marker L7.9) covers a 100-kb
confidence interval on chromosome 7. RME/, a
transcription factor that suppresses sporulation in
specific cell types (30), resides in this peak (fig.
S1A). To test whether allelic variation in RME/
produces variation in sporulation efficiency, we
deleted each parental allele of RME/ in a hybrid
background [through reciprocal hemizygosity
analysis (/8)]. This showed that the allelic con-
tributions of RME/ from each parent were dif-
ferent, confirming that variation in RMET affects
sporulation efficiency (Fig. 2A). The coding re-
gion of RME] contains no amino acid substitu-
tions between the oak and vineyard parents, which
suggests that the allelic difference is regulatory.
By replacement (29), we confirmed that a single
nucleotide insertion/deletion 308 base pairs (bp)
upstream of the nitiation codon (fig. S2A) ac-
counts for the effect of the RME/ locus on spor-

C w

Sporulation efficiency in oak, in oak with the vineyard parent allele [RMEI(del-308A)),
and in oak with the entire vineyard parent locus, including all the coding and noncoding polymorphisms.

Variation among multiple replicate clones of the experiment (F test, P < 0.001) explains the discrepancy between )
the RME1(del-308A) and full allele in the oak background, and this is not an effect of the two replacement types
(F test, P = 0.13). (C) Replacement of both the oak IMEI causative nucleotides with the vineyard parent alleles
(L325M and A-548G) in the oak parent is equivalent to replacing the entire J/MEI vineyard parent locus, coding
and noncoding, in the oak parent (full locus). (D) Replacements of all four alleles in the vineyard parent strain

(oak alleles) compared with placing the vineyard alleles in the oak parent. Error bars, +1 SD.
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ulation efficiency (Fig. 2B). The vineyard strain
allele [RME 1(del-3084)], which has a deletion of
a single adenine relative to the oak strain, also
reduces sporulation efficiency in laboratory
strains (27). This nucleotide change presumably
increases the expression of RME!, which re-
presses sporulation, as the RME(del-3084) al-
lele is expressed at higher levels than the oak allele
(25, 31).

A second major QTL (L10.14) located in a
50-kb confidence interval on chromosome 10
also contained a strong candidate gene, IME]
(fig. S1B). IME] is a transcriptional activator
and master regulator that initiates yeast spor-
ulation (32). Reciprocal hemizygosity analysis
confirmed that /ME/ quantitatively controls spor-
ulation efficiency (Fig. 2A). We identified 8
polymorphisms in the coding region, both synon-
ymous and nonsynonymous, and 39 polymor-
phisms in the noncoding regions of /ME!
between the oak and vineyard strain. Allele
replacements demonstrated that two of these
polymorphisms account for the full effect of the
IME] locus on sporulation efliciency (Fig. 2C).
Although other polymorphisms in this region
may affect sporulation efficiency, they must be

Sporulation Efficiency (%)
2
L

o -
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redundant with the two causative alleles that we
identified. We identified a causative nonsynon-
ymous substitution in the vineyard strain, IME]
(L325M) (fig. S2B), which resides in an Imel
domain essential for protein-protein interactions
with Rim11 and Ume6, which also regulate the
initiation of sporulation (33). Mutation of this
leucine reduces the ability of Imel to activate
transcription (34). We also identified a noncod-
ing IMEI(A-548G) polymorphism in an 11-bp
sequence that is conserved among three yeast
species closely related to S. cerevisiae (fig. S2C).

The third major QTL affecting sporulation
occurs in a 100-kb region of chromosome 13
(L13.6, fig. S1D). Reciprocal hemizygosity anal-
ysis of genes in this region identified RSFI as
a candidate gene affecting sporulation efficien-
cy (Fig. 2A). Allele replacements (fig. S3) con-
firmed that a single derived polymorphism in
the vineyard strain—coding for a substitution
of a conserved glutamic acid with a glycine
RSFI(DI181G)—is responsible for the allelic ef-
fect of RSFI (fig. S2D). RSFI encodes a transcrip-
tional activator of mitochondrial genes critical for
cellular respiration (35). Because a respiratory sig-
nal promotes IME] expression and sporulation
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Fig. 3. Variation among oak strains relative to the oak parental strain (BC233) and vineyard
strains relative to the vineyard parental strain (BC240) show fixed and variable sporulation
efficiencies, respectively. Oak (converted) is the parental oak strain transformed with the four

causative nucleotides from the vineyard strain.
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(36), the vineyard allele likely reduces the func-
tion of Rsf1.

In total, we identified four nucleotide changes
causing variation in sporulation efficiency by di-
rectly affecting three transcription factors gov-
erning pathways that regulate the initiation of
sporulation. Our QTL model (table S2) includes,
however, potentially undiscovered linked alleles
that could account for some of the variation.
Therefore, we engineered yeast strains isogenic
to each parent but carrying the causative alleles
from the opposite parent (Fig. 2D) (29). The
vineyard parental strain, which sporulates at 3.5 +
0.1%, increases to 78 + 2% when carrying all
four oak alleles. In the oak parent, the replace-
ment of these four nucleotides reduced sporula-
tion efficiency from 99 + 0.2% to 14.9 + 1% and
places the phenotype of the oak strain background
within the range normally seen only among vine-
vard strains (Fig. 3).

Our QTL model also predicts that the four
causative nucleotides will interact. We therefore
compared the phenotypes of strains isogenic to the
oak background carrying all possible permutations
of the four oak and vineyard alleles. We chose the
oak strain background for this experiment because
isolates of other species of yeast sporulate effi-
ciently, supporting the idea that the oak strain re-
sembles the ancestral state of sporulation efficiency
from which we hypothesize the vineyard parent
alleles arose. This is further supported by the fact
that three of the four vineyard alleles reducing
sporulation [/MEI(L325M), IME1(4-548G), and
RSFI(D181G)] are derived (fig. S2).

Analysis of the allele replacement strains
revealed extensive interactions among the four
nucleotides as all possible two-, three-, and four-
way interactions are statistically significant in an
analysis of variance (table S3). The interactions
indicate that the vineyard alleles work synergisti-
cally to reduce sporulation efficiency. For example,
the IME] coding and noncoding polymorphisms
interact and double the sum of their individual
effects (Fig. 4A). The strongest interactions ob-
served occurred between RME!(del-3084) and
the two polymorphisms at IME] (Fig. 4B). The
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of the two causative nucleotides in IME1 (JMEI haplotype) is greater when the
vineyard RME1(del-308A) allele is also present. (C) The effect of the RSF1(D181G)
allele is greater when the vineyard alleles occur at /IMEZ (IME1 haplotype). A full
list of interactions is available in table S3. Error bars, £1 SD.
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RSFI vineyard allele, which causes less than a
3% change on its own, also was found to interact
synergistically with the other vineyard alleles
(Fig. 4C) and was responsible for 11%, 13%, and
16% drops in sporulation efficiency through its
two-way interactions (table S3). These results il-
lustrate mechanisms by which combinations of
alleles can produce a phenotypic change larger
than expected from individual effects.

Genetic interactions (epistasis) are ofien seen
between genomic regions affecting quantitative
traits (37), and this study demonstrates how a
small number of nucleotides can create complex,
quantitative variation in phenotype highlighting
the importance of single nucleotides on epistasis.
This emphasizes the need to incorporate genetic
interactions into models that seck to accurately
predict phenotype from genotype. If prevalent,
genetic interactions between nucleotides will be a
major hurdle in the endeavor to connect genetic
and phenotypic variation in humans (3&). Our iden-
tification of epistasis between RME/! and IME]
supports the idea that a search for epistasis should
incorporate previous knowledge of functional re-
lationships between genes and proteins (39).

We found that alleles reducing sporulation
efficiency were at varying frequencies in addi-
tional vineyard strains (table S4). The RMET poly-
morphism was found to be ubiquitous, whereas
the /IME! polymorphisms were the rarest. More
than half of the vineyard strains harbor at least
two of the alleles reducing sporulation, which
suggests that the two-way interactions we iden-
tified may be producing phenotypic change in
nature. However, the four nucleotides we identi-
fied are not sufficient to predict all of the dif-
ferences in sporulation efficiency among vineyard
strains. For example, strain UCDS1 sporulates
less efficiently than M34 and M15 (Fig. 3), de-
spite carrying fewer of the alleles reducing sporu-
lation that we identified (table S4). This suggests
that additional alleles reducing sporulation effi-
ciency remain to be identified in the vineyard
population.

All four sporulation-reducing alleles were
absent from all oak isolates, consistent with
the possibility that selection for high sporula-
tion efficiency occurs in woodland environments.
This hypothesis was supported by the spectrum
of polymorphism in IME/, a positive regulator of
sporulation (table S5). In oak strains, we observed
a lower rate of nonsynonymous substitution rel-
ative to synonymous substitutions—which is con-
sistent with purifying selection (Z test, P < 0.01)
(29). In vineyard strains, the rate of nonsynon-
ymous substitution was not lower than the rate of
synonymous substitution, which suggests relaxed
selection in vineyard strains (Z test, P = 0.99).

Variation at RSF'/ is consistent with selection
reducing sporulation efficiency in the vineyard
strains. A McDonald-Kreitman test (40) reveals
an excess of nonsynonymous polymorphisms in
the S. cerevisiae RSF1 gene relative to its ortholog
in Saccharomyces paradoxus (Fisher’s exact test,
P < 0.001). These substitutions occurred almost
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entirely in the vineyard strains, as eight of nine
oak isolates sequenced show no polymorphism at
this locus (table S6). This result alone is consist-
ent with relaxed selection on sporulation effi-
ciency, but relaxed selection should still result in
a rate of nonsynonymous substitutions lower or
equal to the synonymous rate. Instead, the rate of
nonsynonymous substitution at RSF/ in the vine-
yard strains is significantly greater than the syn-
onymous rate (Z test, P < 0.02) (29). This result
cannot be explained by relaxed selection and in-
stead suggests selective pressure favoring derived
alleles of RSF in vineyard strains.

Selection is hypothesized to favor genetic
changes with limited pleiotropy (&). Deletion of
RSFI causes a severe growth defect when yeast
are raised on glycerol (35), and some vineyard
strains harbor frame-shifts and premature termi-
nation codons in RSF/ that likely affect both spor-
ulation efficiency and growth rate on glycerol
(table S6). We tested whether the D/8/G poly-
morphism affected growth rate in glycerol and
found no effect in the oak parent (¢ test, P=0.99,
N = 3) or the vineyard parent (¢ test, P = 0.60,
N = 3). This suggests that the D/8/G allele is
not a complete loss-of-function allele and may
alter only a subset of RSF/ functions.

A major challenge in studying phenotypic
change 1s to find predictable patterns among the
genetic differences that create diversity. In this
particular case, the causative polymorphisms in-
cluded both rare and common alleles and occur in
both coding and noncoding sequences. One com-
monality underlying these effects, however, is that
all of the changes occur in transcription factors
and thus exert their effects through the differen-
tial expression of downstream-regulated genes.
We argue that change in these transcription factor
genes was predictable. /ME/ and RME! regulate
a battery of functionally related genes whose ex-
pression is specific to a single cell type: sporu-
lating cells (41, 42). Therefore, the roles of IME]
and RMET are analogous to those of transcription
factors controlling “differentiation gene bafteries”
that drive terminal cell differentiation in animal
development (43). Because these transcription
factors coordinately regulate the expression of
functionally related genes, changes in their func-
tion have the potential for large phenotypic effects
(“coordinated pleiotropy™) (2). Furthermore, evo-
lution is hypothesized to favor changes in this type
of transcription factor, because their role in a spe-
cific cell type limits the potential for deleterious
consequences (8, 43, 44). Our results point to tran-
scription factor polymorphism as a major source
of natural phenotypic diversity within species.
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It has been unclear whether the TCR gen-
erates similar signals for the development of ef-
fector and memory T cells. Our results and others’
(3—5) suggest that effector and memory differen-
tiation require a different set of signals. Our data
are consistent with a two-lineage model where
memory or effector development is determined
very early during the immune response by co-
ordinating the recruitment of fate-determining pro-
teins at the level of the IS.

Our studies suggest that different T cell pro-
grams are triggered by qualitatively distinct TCR
signals, which implies that unique signaling path-
ways are important for T cell memory development.
Several molecules, such as B cell lymphoma—6
(Bcl-6), the B and T lymphocyte attenuator
(BTLA), and methyl-CpG binding domain protein
2 (MBD?2), are selectively important for memory
development but not for eflector differentiation
(21-23). Along the same lines, mutant T cells are
uniquely defective in memory development and
NF-xB signaling. Several studies have reported a
role for members of the NF-xB signaling
pathway in memory development (24, 25).

Our studies emphasize the importance of the
TCR in regulating the NF-xB signal required for
memory development. We show here that effec-
tor and memory programming can be dissociated
by the induction of a different arrangement of

TCR signals in CD8" T cells. Studying how these
TCR signals are modulated by inflammatory
signals or CD4" help will be important in the
design of better vaccination regimes.
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Secondary Replicative Function
of CD8" T Cells That Had Developed
an Effector Phenotype

Oliver Bannard, Matthew Kraman, Douglas T. Fearon*

Models of the differentiation of memory CD8" T cells that replicate during secondary

infections differ over whether such cells had acquired effector function during primary infections.
We created a transgenic mouse line that permits mapping of the fate of granzyme B
(gzmB)—expressing CD8* T cells and their progeny by indelibly marking them with enhanced
yellow fluorescent protein (EYFP). Virus-specific CD8" T cells express gzmB within the first 2 days
of a primary response to infection with influenza, without impairment of continued primary
clonal expansion. On secondary infection, virus-specific CD8" T cells that became EYFP* during

a primary infection clonally expand as well as all virus-specific CD8" T cells. Thus, CD8" T cells that
have acquired an effector phenotype during primary infection may function as memory cells

with replicative function.

uring a primary immune response, naive,
D pathogen-specific CD8™ T cells replicate

and generate effector cells that control
the primary infection, and “memory” cells that
persist after resolution of the primary infection
and respond to secondary infections. Two types
of memory cells have been identified: a subset

Wellcome Trust Immunclogy Unit, Department of Medicine,
University of Cambridge, Medical Research Council Centre,
Hills Road, Cambridge CB2 2QH, UK.

*To whom correspondence should be addressed. E-mail:
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that resides in the peripheral tissues and has
immediate effector function, such as production
of interferon-y (IFN-y) and cytolytic activity, but
cannot replicate, and a subset that maintains a
capacity for clonal expansion and generation of
effector cells that are required for control of
secondary or persistent infections (/). Because
a single, antigen-specific CD8" T cell can give
rise to primary effector cells and both types of
memory cells (2), only two models are possible
for the development of memory cells with rep-
licative potential: They arise directly from naive
CD8" T cells and avoid effector differentiation

(3), perhaps by a process of asymmetrical divi-
sion (4), or they come from proliferating cells
that have acquired effector function but have not
irreversibly lost replicative capability (3, 6). De-
termining which model is correct is necessary to
guide experimental approaches to defining op-
timal vaccine strategies. We generated a mouse
model that enables conditional, irreversible mark-
ing of CDR™ T cells that have acquired an ef-
fector function, the expression of the cytolytic
granule protein, granzyme B (gzmB). In the
asymmetrical division model, gzmB expression
is considered to identify the daughter T cell that
is committed to loss of secondary replicative
function (4).

We created a transgenic mouse line using a
bacterial artificial chromosome (BAC) contain-
ing the gzmB gene, which had been modified
by inserting at the start codon the tamoxifen-
inducible, site-specific recombinase, CreER™
(fig. S1) (7, ). We crossed this gzmBCreER™
BAC transgenic line with the ROSA26EYFP
reporter line in which enhanced yellow fluo-
rescent protein (EYFP) is expressed following
CreERT2-mediated excision of a loxP-flanked
stop codon (9). Thus, in gzmBER">/ROSAEYFP
mice, cells that transcribe the gzmB gene will
express CreER™, but such cells may become
EYFP" only in the presence of tamoxifen. This
enables the fate-mapping of such cells with-
out the need for adoptive transfer, which may
alter the dynamics of clonal expansion (/0).
Furthermore, a BAC transgene containing the
gzmB gene for regulating expression of the
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Electron Cryomicroscopy of E. coli
Reveals Filament Bundles Involved in
Plasmid DNA Segregation

Jeanne Salje,*t Benoit Zuber, Jan Lowe

Bipolar elongation of filaments of the bacterial actin homolog ParM drives movement of newly
replicated plasmid DNA to opposite poles of a bacterial cell. We used a combination of vitreous
sectioning and electron cryotomography to study this DNA partitioning system directly in native,
frozen cells. The diffraction patterns from overexpressed ParM bundles in electron cryotomographic
reconstructions were used to unambiguously identify ParM filaments in Escherichia coli cells. Using
a low—copy number plasmid encoding components required for partitioning, we observed small
bundles of three to five intracellular ParM filaments that were situated close to the edge of the
nucleoid. We propose that this may indicate the capture of plasmid DNA within the periphery of
this loosely defined, chromosome-containing region.

ne of the simplest known mechanisms
Oby which newly replicated DNA mole-
cules are moved apart is encoded by the
bacterial low—copy number plasmid RI. This
type Il plasmid partitioning system includes three
components that are both necessary and sufficient
to confer genetic stability and are encoded in a
tight gene cluster (/). ParM is an actin-like
adenosine triphosphatase (ATPase) protein that
forms double-helical filaments (2—4) and exhibits
dynamic instability from both ends in the pres-
ence of ATP (). Upon addition of both the small
DNA-binding protein ParR and the centromere-
like DNA region, parC, a ParRC protein-DNA
complex caps and stabilizes both ends of the
ParM filament (6-&). Thus stabilized, the ParM
filament elongates at both ends and drives the
plasmid-attached ParRC complexes to opposite
poles of the bacterial cell. This system has been
extensively studied both in cells using light
microscopy (9-/7) and in vitro (3, 6), and here
we turn to a direct characterization of ParMRC-
driven DNA segregation in situ using vitreous
sectioning (/2) and electron cryotomography.
First, we set about characterizing ParM fila-
ments directly in Escherichia coli cells that had
been immobilized in a near-to-native vitreous
state by high-pressure freezing (/3). ParM was
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overexpressed to very high concentrations in the
absence of ParR or parC. ParM filaments form
spontaneously at these high concentrations. Tm-
ages of cryosections revealed that these cells con-
tained a large volume of tightly packed bundles of
filaments (Fig. 1A and fig. S1A). This packing is
probably due to the crowded environment of the
cell. A small amount of crowding agent is suffi-
cient to induce bundling of purified ParM filaments
(Fig. 1, B and C) (/4). Unlike actin, no additional
proteins that induce bundling by cross-linking
along the filaments of ParM are known or required.

To verify the identity of the bundles of fila-
ments as ParM protein, we compared the dif-
fraction patterns from electron cryomicrographs
of in vitro bundles with those extracted from in
situ electron cryotomography reconstructions.
The resulting lateral diffraction spacing corre-
sponds to packing of the roughly 80 A thick
filaments and was determined to be 83 A in the
tomogram slice (Fig. 1, D and E) and smeared
between 63 and 83 A for the in vitro bundles
(Fig. 1, E and F). This smear relates to the fact
that in vitro bundles were several filaments thick,
producing additional, smaller interfilament re-
peats in the diffraction pattern. The longitudinal
repeat of filamentous ParM was measured to be
53 A in the in vitro bundles (Fig. 1E), agreeing
with previous measurements on single filaments
(2, 4). We were able to measure the longitudinal
repeat in tomographic slices, and this ranged
from 41 to 53 A, depending on the angle of
rotation. The upper value confirmed the identity
of these filaments. Bundles of filaments persisted
in the presence of the MreB-depolymerizing drug

A22 (fig. SIB), ruling out the possibility that
these filaments were composed of the chromo-
somally encoded bacterial actin MreB.

As a comparison, we performed electron cryo-
tomography on whole, intact plunge-frozen cells
containing bundles of ParM (Fig. 1G). These
cells expressed an ATPase-deficient mutant form
of ParM [Asp' " — Ala'" (D170A)] (11), which
is unable to depolymerize, leading to strings of
cells with blocked septa. Even here the sample
was too thick to achieve resolutions comparable
to those obtained using thin cryosections, and the
longitudinal repeat in the diffraction pattern could
not be detected (compare Fig. 1, E and G).

Having identified ParM filaments directly
in cryo-immobilized cells, we next tumed to
studying intracellular ParM filaments that are
actively involved in segregating plasmid DNA.
We used three different systems, each moving
closer to the situation of the original R1 low-copy
plasmid system (Fig. 2A). The first system was
T7-driven ParM overexpression (see above).
Next, we put three copies of the ParMRC cluster
on a high—copy number plasmid (pBR322 rep-
licon). Finally, a low—copy number R1-derived
plasmid stabilized by a single copy of the PartMRC
partitioning complex was used (pKG491) (7, 15).
A marked decrease in ParM levels was observed,
moving from the overexpression system through
the high—copy number plasmid to the low—copy
number Rl-derived plasmid (Fig. 2A). Cross
sections through frozen cells overexpressing
ParM protein clearly revealed tightly packed
bundles of ParM (Fig. 2B, left, and fig. S1A).
These images told us that ParM filaments would
be best recognized in cross sections through the
filaments (Fig. 2C). Cells carrying the ParMRC-
containing high—copy number plasmid contained
a combination of small bundles and single fil-
aments within a single cell (Fig. 2B, middle, and
fig. S2, A to C). Moving to even lower ParM
concentrations using cells carrying the low—copy
number R1 plasmid pKG491, we anticipated that
observing filaments would be an extremely rare
event. Previous studies have shown that pole-to-
pole filaments of ParM can be observed in only
~40% of cells, with the others localizing in dis-
crete clusters or diffuse throughout the cell (/7).
Furthermore, our ParM overexpression experi-
ments told us that filaments could only be con-
fidently recognized in those sections where the
filament is exactly perpendicular to the imaging
plane. Given that cells are frozen and sectioned in
a semi-random orientation, we therefore imaged
300 to 400 cells.

www.sciencemag.org SCIENCE VOL 323 23 JANUARY 2009

509






















REPORTS

516

roles are also synergistic because the binding of
CPX by its central helix strategically positions
the accessory helix for clamping. The central helix
binds to residues in both the v- and t-SNARE
motifs present in the central and membrane-distal
portions of the SNARE bundle (9, 70), ensuring
that CPX can only begin to interfere with SNARE
assembly after the SNAREpin has zippered at
least halfway. The accessory helix then binds
weakly and therefore reversibly to sequences in
the membrane-proximal portion of the --SNARE,
ideal for a toggle switch.

We present a highly constrained but still
speculative molecular model (Fig. 4) for the
clamped state [details are in (24)] that establishes
the structural feasibility of the proposed clamped
state. The displaced sequences of VAMP2 in-
clude both the cleavage site and the protein rec-
ognition sequence for cleavage of VAMP2 by
BoNTB toxin, which can still act on VAMP2 in
the clamped state (4, /2), but the recognition
sequence for tetanus toxin is assembled into the
four-helix bundle in the model, explaining why
the CPX-clamped intermediate was found to be
resistant to this toxin. We note that, in addition to

its role as clamp, CPX is also positively required
for fusion in an earlier step that requires the
central helix and the N-terminal domain of 26
residues, but not the accessory helix (79). Ulti-
mately, high-resolution structural studies will be
needed to confirm the general outline of this
model and provide intimate details, although the
need for membrane insertion currently prevents
this, necessitating less direct but, we believe, still
forceful alternative approaches to central mecha-
nistic problems in the control of membrane fusion.
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Complexin Controls the Force
Transfer from SNARE Complexes to
Membranes in Fusion

Anton Maximov,* Jiong Tang,"t Xiaofei Yang,™? Zhiping P. Pang,™? Thomas C. Siidhof™%34%}

Trans—SNAP receptor (SNARE, where SNAP is defined as soluble NSF attachment protein, and

NSF is defined as N-ethylmaleimide—sensitive factor) complexes catalyze synaptic vesicle fusion
and bind complexin, but the function of complexin binding to SNARE complexes remains unclear.
Here we show that in neuronal synapses, complexin simultaneously suppressed spontaneous fusion
and activated fast calcium ion—evoked fusion. The dual function of complexin required SNARE
binding and also involved distinct amino-terminal sequences of complexin that localize to the point

where trans-SNARE complexes insert into the fusing membranes, suggesting that complexin
controls the force that trans-SNARE complexes apply onto the fusing membranes. Consistent
with this hypothesis, a mutation in the membrane insertion sequence of the v-SNARE
synaptobrevin/vesicle-associated membrane protein (VAMP) phenocopied the complexin
loss-of-function state without impairing complexin binding to SNARE complexes. Thus, complexin
probably activates and clamps the force transfer from assembled trans-SNARE complexes onto

fusing membranes.

of trans—SNAP receptor (SNARE, where

SNAP is defined as soluble NSF attachment
protein, and NSF is defined as N-ethylmaleimide—
sensitive factor) complexes (or SNAREpins) from
syntaxin-1 and SNAP-25 on the plasma membrane
and synaplobrevin/vesicle-associated membrane
protein (VAMP) on the vesicle membrane (/—3).
Ca®" then triggers fast synchronous synaptic ves-
icle fusion by binding to the Ca>*-sensor synap-
totagmin (4—6). Besides SNARE proteins and
synaptotagmin, fast Ca®"-triggered fusion requires
complexin (7). Complexin is composed of short
N- and C-terminal sequences and two central o

S ynaptic vesicle fusion is driven by assembly

23 JANUARY 2009 VOL 323 SCIENCE

helices. Complexin binds to SNARE complexes
via its central o helix, which inserts in an an-
tiparallel orientation into a groove formed by
synaptobrevin/VAMP and syntaxin-1 (8, 9).
Although multiple approaches have revealed an
essential role of complexin in synaptic fusion
(7, 10~13), the nature of this role remains unclear.
In vertebrate autapses, the deletion of complexin
selectively impairs fast synchronous neurotrans-
mitter release without changing asynchronous or
spontaneous release (7, /(). Conversely, in in
vitro fusion assays, the addition of complexin
causes a general block of SNARE-dependent fu-
sion, indicating that complexin is a SNARE clamp

(11-14). In Drosophila neuromuscular synapses,
the deletion of complexin produces a >20-fold in-
crease in spontaneous release but only a small
decrease in evoked release (/5). Thus, the role of
complexin in fusion is unclear. Moreover, even the
importance of complexin SNARE-complex bind-
ing remains uncertain (/6, /7). We addressed these
questions with two complementary approaches:
(i) RNA interference-mediated knockdown of
complexin with rescue and (ii) replacing wild-
type (WT) synaptobrevin with specific mutants
using synaptobrevin knockout (KO) mice (/8).
We knocked down complexin expression
in cultured cortical neurons with the use of a
short hairpin RNA (shRNA) that targets both
complexin-1 and -2, the only complexin isoforms
detectably expressed in these newrons (/9). For
this purpose, we used lentiviruses that simulta-
neously synthesize the complexin shRNA and
either green fluorescent protein (GFP), WT
complexin-1, or 4M-mutant complexin-1 that is
unable to bind to SNARE complexes because it
contains four amino acid substitutions [R48A/
R59AKE9A/YTOA; for these substitutions and
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the force generated by assembly of trans-SNARE
complexes onto the two fusing membranes (Fig. 4),
consistent with biochemical data (23). We postu-
late that after complexin binds to assembling
SNARE complexes, its N-terminal sequence ac-
tivates and clamps the force generated by SNARE-
complex assembly. The N terminus of complexin
might perform its activator function by pulling
the complex closer to the membrane, possibly
by binding to phospholipids, whereas the acces-
sory N-terminal a-helix might clamp the com-
plex by inserting into the space between the
v- and t-SNAREs or even substituting for one
of the SNARESs in the C-terminal segment of the
trans-SNARE complex (24). Once anchored on
the SNARE complex, the 40 N-terminal residues
of complexin both activate and clamp SNARE
complexes to control fast Ca™ -triggered neuro-
transmitter release in a process that is conserved
in all animals. Viewed in the broader picture,
complexin and synaptotagmin therefore operate
as interdependent clamp-activators of SNARE-
dependent fusion, with synaptotagmin exploiting
the activator effect of complexin and reversing its

clamping function (17, 21, 22). In this molecular
pas-de-deux, the functions of both proteins are
intimately linked: Their phenotypes are identical
both as activators and as clamps, and one does
not operate without the other.
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Widespread Increase of Tree Mortality
Rates in the Western United States

Phillip J. van Mantgem,™*t$ Nathan L. Stephenson,**t John C. Byrne,? Lori D. Daniels,’
Jerry F. Franklin,* Peter Z. Fulé,® Mark E. Harmon,® Andrew J. Larson,*
Jeremy M. Smith,” Alan H. Taylor,® Thomas T. Veblen”

Persistent changes in tree mortality rates can alter forest structure, composition, and ecosystem
services such as carbon sequestration. Our analyses of longitudinal data from unmanaged old
forests in the western United States showed that background (noncatastrophic) mortality rates have
increased rapidly in recent decades, with doubling periods ranging from 17 to 29 years among
regions. Increases were also pervasive across elevations, tree sizes, dominant genera, and past fire
histories. Forest density and basal area declined slightly, which suggests that increasing mortality
was not caused by endogenous increases in competition. Because mortality increased in small
trees, the overall increase in mortality rates cannot be attributed solely to aging of large trees.
Regional warming and consequent increases in water deficits are likely contributors to the

increases in tree mortality rates.

s key regulators of global hydrologic and
Acarb(m cycles, forests are capable of con-

tributing substantial feedbacks to global
changes (/). Such feedbacks may already be un-
der way; for example, forest carbon storage may
be responding to environmentally driven changes
in global pattens of tree growth and forest
productivity (2—4). Recent warming has been
implicated as contributing to episodes of forest
dieback (pulses of greatly elevated tree mortali-
ty), such as those mediated by bark beetle out-
breaks in western North America (5, 6). Yet little
effort has gone toward determining whether en-
vironmental changes are contributing to chronic,
long-term changes in tree demographic rates (mor-
tality and recruitment). Changes in demographic
rates, when compounded over time, can alter for-
est structure, composition, and function (7). For

example, a persistent doubling of background
mortality rate (such as from 1 to 2% year ') ul-
timately would cause a >50% reduction in aver-
age tree age in a forest, and hence a potential
reduction in average tree size. Additionally,
changing demographic rates could indicate
forests approaching thresholds for abrupt die-
back. Yet spatially extensive analyses of long-
term changes in tree demographic rates have
been limited to tropical forests, where mortality
and recruitment rates both have increased over
the past several decades, perhaps in response to
rising atmospheric CO, concentrations, nutrient
deposition, or other environmental changes (2, §).
Comparably extensive analyses have not been
conducted in temperate forests.

We sought to determine whether systematic
changes in tree demographic rates have occurred

recently in coniferous forests of the western
United States, and if so, to identify possible
causes of those changes. Although the western
United States has witnessed recent episodes of
forest dieback related to bark beetle outbreaks or
combinations of drought and outbreaks (3, 6),
most forested land continues to support seem-
ingly healthy forests that have not died back (9).
To minimize transient dynamics associated with
stand development and succession, we limited
our analyses to data from repeated censuses in
undisturbed forest stands more than 200 years old
(10). Old forests contain trees of all ages and
sizes (11, 12), and any large, persistent changes in
demographic rates over a short period (such as a
few decades) are likely to be consequences of
exogenous environmental changes (2, /3). In
contrast, in young forests rapid demographic
changes can sometimes result largely from
endogenous processes (such as self-thinning
during stand development) (/4), potentially
obscuring environmentally driven changes.
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[P <0.028, linear mixed model (LMM); fig. S1].
Thus, forest structural changes are consistent with
a slight decline rather than an increase in potential
for competition over the study period, which sug-
gests that increasing mortality rates cannot be
attributed to changes in forest structure.

Fire exclusion conceivably could affect mor-
tality rates through mechanisms unrelated to
forest structural changes, such as allowing in-
creases in insects or pathogens that were formerly
controlled by fire. We therefore classified plots
by their pre-fire exclusion fire return intervals:
short, intermediate, and long (<25 years, 25 to
250 years, and =250 years, respectively) (table
S1). If fire exclusion ultimately were responsible
for increasing tree mortality rates, we would
expect to see increases in plots with historically
short fire return intervals (which have experi-
enced substantial recent changes in fire regime)
and little or no change in mortality rates in plots
with historically long return intervals (which
have experienced little or no change in fire re-
gime). However, mortality rates showed compa-
rable increases in each of the three classes (Fig. 2
and Table 1); we therefore conclude that fire
exclusion is an unlikely cause of the observed
increases in mortality rates.

Mortality rates could increase if a cohort of
old trees begins to die and fall, crushing smaller
trees at an increasing rate [a mechanism related to
the proposed “majestic forest” effect; see refer-
ences in (&8)]. If such a mechanism were respon-
sible for the observed increase in tree mortality
rates, we would expect to see no parallel increase
in mortality rates of small trees that died standing
(i.e., trees <15 cm in diameter that died of causes
other than being crushed by falling trees from an
aging cohort), because such deaths are
independent of deaths in an aging cohort.
However, the mortality rate of small trees that
died standing increased rapidly in recent decades,

doubling in ~16 years (P < 0.0001, GNMM;
table S3); thus, other mechanisms must be acting.
Finally, mortality rates increased in all major
genera rather than being limited to those domi-
nated by a particular life history trait (such as
shade intolerance), which suggests that succes-
sional dynamics are unlikely to be primary driv-
ers of increasing mortality rates.

We conclude that endogenous processes are
unlikely to be major contributors to the observed
rapid, synchronous doubling of mortality rates in
our heterogencous sample of old forests at a sub-
continental scale. Moreover, the available evi-
dence is inconsistent with major roles for two
possible exogenous causes: forest fragmentation
and air pollution (/0).

‘We suggest that regional warming may be the
dominant contributor to the increases in tree
mortality rates. From the 1970s to 2006 (the
period including the bulk of our data; table S1),
the mean annual temperature of the western
United States increased at a rate of 0.3° to 0.4°C
decade ™', even approaching 0.5°C decade ' at
the higher elevations typically occupied by forests
(18). This regional warming has contributed to
widespread hydrologic changes, such as declin-
ing fraction of precipitation falling as snow (/9),
declining snowpack water content (20), earlier
spring snowmelt and runoff (27), and a conse-
quent lengthening of the summer drought (22).
Specific to our study sites, mean annual precip-
itation showed no directional trend over the study
period (P = 0.62, LMM), whereas both mean
annual temperature and climatic water deficit
(annual evaporative demand that exceeds avail-
able water) increased significantly (P < 0.0001,
LMM) (10). Furthermore, temperature and water
deficit were positively correlated with tree
mortality rates (P < 0.0066, GNMM; table S4).

Warming could contribute to increasing mor-
tality rates by (i) increasing water deficits and thus

Table 1. Fixed effects of generalized nonlinear mixed models describing mortality rate trends (10);
a is the estimated annual fractional change in mortality rate (10) and n is the number of forest plots

used in the model.

REPORTS

drought stress on trees, with possible direct and
indirect contributions to tree mortality (/3, 23);
(ii) enhancing the growth and reproduction of
insects and pathogens that attack trees (6); or (iii)
both. A contribution from warming is consistent
with both the apparent role of warming in epi-
sodes of recent forest dieback in western North
America (5, 6) and the positive correlation be-
tween short-term fluctuations in background mor-
tality rates and climatic water deficits observed in
California and Colorado (/3, 24).

The rapid and pervasive increases in tree mor-
tality rates in old forests of the western United
States are notable for several reasons. First, increas-
ing mortality rates could presage substantial
changes in forest structure, composition, and func-
tion (7, 25), and in some cases could be sympto-
matic of forests that are stressed and vulnerable to
abrupt dieback (5). Indeed, since their most recent
censuses, several of our plots in the interior region
experienced greatly accelerated mortality due to
bark beetle outbreaks, and in some cases nearly
complete mortality of large trees (/()). Second, the
increasing mortality rates demonstrate that on-
going, subcontinental-scale changes in tree demo-
graphic rates are not limited to the tropics (8).
Third, some of the changes in the western United
States contrast sharply with those in the tropics,
where increasing mortality rates have been par-
alleled by increasing recruitment rates and basal
area (2, &). In the western United States, recruit-
ment rates have not changed while forest density
and basal area have declined slightly. Fourth, our
results are inconsistent with a major role for en-
dogenous causes of increasing mortality rates.
Instead, the evidence is consistent with contribu-
tions from exogenous causes, with regional warm-
ing and consequent drought stress being the most
likely drivers.
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G and H, and table S5). Because mil/'SIP2 is
expressed in the mesoderm just lateral to the
midline (4), mil/SIP2 is proposed to function in
mesoderm over the YSL. Further, cardia bifida in
the spns2*’*7 mutant was restored by the in-
jection of sprs2 mRNA but not spns2(R1535)
mRNA into the YSL at shield stage (Fig. 4, 1 to
L, and table S6).

The rescue frequency by injection of spns2
mRNA into the YSL was slightly lower than for
injection into the blastomere (tables S2 and S6).
One explanation is that spns2 mRNA injected
into the blastomere at the one-cell stage is widely
distributed in the YSL because the YSL is con-
stituted by marginal blastomeres collapsing onto
the yolk around the 1000-cell stage. Another ex-
planation is that the function of Spns2 in em-
bryonic tissues as well as in the YSL may be
partly required for the migration of myocardial
precursors. Furthermore, transplantation analysis
showed that Spns2 at least functions in a cell-
nonautonomous manner, because ko/57-derived
donor cells were incorporated into single beating
hearts of wild-type recipients, and wild type—
derived donor cells were incorporated into one of
two beating hearts of ko/57 recipients (movies
S1 to S3). One attractive interpretation is that
Spns2 in the YSL regulates the STP export from
the yolk to the embryonic body, leading to the
activation of Mil/S1P; in mesoderm just lateral to
the midline (fig. S1). Recent reports have pointed
out the importance of ferroportinl ( fonl) as a
transporter of iron from the yolk to the embryonic
body (27) and the clinical relevance to hypochro-
mic anemia and hemochromatosis in humans
(22, 23).

By investigating characteristic features of the
zebrafish spns2*°’>” mutant and analyzing the
biological activity of Spns2, we have demon-
strated that Spns2 functions as a SIP transporter
and that Spns2 in the extraembryonic YSL is a
prerequisite for the migration of myocardial
precursors, presumably mediated by the S1P-
Mil/S1P, pathway. The identification of Spns2
not only contributes to our understanding of the
molecular mechanism of biological S1P delivery,
but may also elucidate the physiological impor-
tance of Spns2 in autoimmune disease (24), car-
diovascular diseases, and cancer (25) in which
S1P plays a central role.
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The Peopling of the Pacific from a
Bacterial Perspective
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Two prehistoric migrations peopled the Pacific. One reached New Guinea and Australia, and a
second, more recent, migration extended through Melanesia and from there to the Polynesian
islands. These migrations were accompanied by two distinct populations of the specific human
pathogen Helicobacter pylori, called hpSahul and hspMaori, respectively. hpSahul split from Asian
populations of H. pylori 31,000 to 37,000 years ago, in concordance with archaeological history.
The hpSahul populations in New Guinea and Australia have diverged sufficiently to indicate that
they have remained isolated for the past 23,000 to 32,000 years. The second human expansion
from Taiwan 5000 years ago dispersed one of several subgroups of the Austronesian language
family along with one of several hspMaori clades into Melanesia and Polynesia, where both

language and parasite have continued to diverge.

fter modern humans dispersed “out of
A Africa” about 60,000 years ago (60 ka)
(1), they reached Asia via a southem
coastal route (2). That route extended along the

Pleistocene landmass, known as Sundaland (i.e.,
the Malay peninsula, Sumatra, Java, Borneo, and

Bali), that was joined to the Asian mainland as a
result of low sea levels during the last ice age (12
to 43 ka) (3). Low sea levels also meant that
Australia, New Guinea, and Tasmania were con-
nected in a continent called Sahul, separated from
Sundaland by a few narrow deep-sea channels. It

seems Sahul was colonized only once, ~40 to
50 ka (3, 4). although backed-blade stone tool
technology and the dingo appear to have been
introduced from India at a later date (5, 6).
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America from North America. However, migra-
tions out of Afiica, from Central to East Asia, and
from East Asia to Taiwan were followed by
appreciable levels of return migration (Fig. 2A).

Molecular mutation rates are unknown for
most bacteria, so we cannot directly use IMa data
to calculate the dates of initial splits. Instead, we
calibrated against known dates for splits among
human populations. The archacologically attri-
buted split between Taiwan and the Pacific Clade
is 5 ka (8). Five other calibration dates are
presented in table S2. The time when populations
split (f) calculated by IMa varied lincarly with the
calibration dates (Fig. 2B). We used random
values within the range of five ¢ values that were
calculated for each split between all pairs of
populations (table S2) to construct 1000 boot-
strap trees using Treefinder (/7). These trees were
then used to calculate the age of the Sahulian
migration by rate-smoothing within the limits of
the six calibration dates (/4).

The dates and numbers of migrations to the
Sahul are controversial. According to our TMa
calculations, the population split leading to
hpSahul postdated the out-of-Africa migrations
but predated the splits that resulted in hpAsia2
(found in Central Asia) and hpEastAsia [East
Asia (hspEAsia); the Pacific (hspMaori); the
Americas (hspAmerind)]. The 95% confidence
limits of the date of the split between hpSahul
and the Asian populations were estimated as 31
to 37 ka and the split between hpSahul in New
Guinea and Australia as 23 to 32 ka. The com-
bined data presented here indicate that hpSahul
migrated only once from Asia toward Sahul, and
once between New Guinea and Australia, and
subsequent migration did not occur from Austra-
lia to New Guinea (Fig. 2A).

To verify the use of IMa for dating of popu-
lation splits in a bacterial species like H. pylori,
we also used a haplotype-based coalescent ap-
proach, which accounts for recombination with
unrelated sources of DNA, as implemented in the
program ClonalFrame (/8). ClonalFrame gener-
ated a haplotype tree whose branch order agreed
with the population tree generated by IMa (Fig.
3A). It also assigned individual haplotypes to
clades that are congruent with the population as-
signments, including the separation between
hpSahul and other populations. The observation
that all hpSahul strains clustered in a monophyletic
clade verifies a single colonization event and
confirms that modern Asians and the inhabitants
of the Sahul have undergone independent evolu-
tionary trajectories since they first split. The two
hpSahul clades in New Guinea and Australia are
also distinct, confiring a lack of migration
between the two areas.

Similarly to the IMa analyses, we observed a
linear relation between the calibration dates and
time of splitting calculated by ClonalFrame as
node heights (Fig. 3B). Applying the same rate-
smoothing calibration method as above, we
estimated that hpSahul split from the Asian
population 32 to 33 ka. Subsequently, hpSahul

23 JANUARY 2009 VOL 323 SCIENCE

from New Guinea and Australia split 23 to 25 ka.
Both estimates overlap with the range of IMa
estimates (31 to 37 ka and 23 to 32 ka, re-
spectively). The date of origin of hpSahul is
comparable to the estimated age of 32 ka for the
Q mtDNA haplogroup (4), but less than the 40 to
50 ky associated with the oldest archaeological
finding of human artefacts in Australia (3).

Qur results lend support for two distinct
waves of migrations into the Pacific. First, early
migrations to New Guinea and Australia accom-
panied by hpSahul and second, a much later
dispersal of hspMaori from Taiwan through the
Pacific by the Malayo-Polynesian—speaking
Lapita culture. Each sampling area yielded either
hpSahul or hspMaori haplotypes, but not both.
The lack of overlap between these populations
may reflect differential fitness of the parasite, as
has been inferred for the modern replacement of
hspAmerind haplotypes by European and Afii-
can H. pylori in South America (19, 20). Alter-
natively, hpSahul and hspMaori may still coexist
in unsampled islands of East Asia, Melanesia,
and coastal New Guinea, where their identifica-
tion might help to unravel the details of human
history in those areas.
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Rapid Membrane Disruption by a
Perforin-Like Protein Facilitates
Parasite Exit from Host Cells
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Perforin-like proteins are expressed by many bacterial and protozoan pathogens, yet little is known
about their function or mode of action. Here, we describe Toxoplasma perforin-like protein

1 (TgPLP1), a secreted perforin-like protein of the intracellular protozoan pathogen Toxoplasma
gondii that displays structural features necessary for pore formation. After intracellular growth,
TgPLP1-deficient parasites failed to exit normally, resulting in entrapment within host cells.

We show that this defect is due to an inability to rapidly permeabilize the parasitophorous
vacuole membrane and host plasma membrane during exit. TgPLP1 ablation had little effect on
growth in culture but resulted in a reduction greater than five orders of magnitude of acute
virulence in mice. Perforin-like proteins from other intracellular pathogens may play a similar role

in microbial egress and virulence.

brane attack complex (MAC) (comple-
ment proteins C6 to C9) are pore-forming
proteins of the innate and adaptive immune re-

Perforin (PF) and members of the mem-

sponse that constitute the founding members of
the MACPF domain family (/). Recent studies
(2, 3) have suggested a shared mechanism of
pore formation between the MACPF domain and
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type (WT) or plplko/PLPlnye and appeared to
contain multiple parasites (Fig. 2A). Parasites
were often encased by both the parasitophorous
vacuolar membrane (PVM) and the host cell
plasma membrane (HPM) (Fig. 2B), suggesting
an egress defect.

Indeed, following a 2-min treatment with the
calcium ionophore A23187, virtually all WT
parasites had egressed from infected host cells,
whereas plplko parasites remained inside their
vacuoles (Fig. 2, C and D). For a more detailed
view of this egress, we determined the kinetics of
ionophore-induced exit from infected host cells
with video microscopy (Fig. 2E). Thirty hours
after infection, WT parasites responded rapidly to
ionophore addition by initiating gliding motility
(average 1.1 = 0.7 min SD) and exiting from the
parasitophorous vacuole (PV) shortly thereafter
(1.4 £ 0.7 min). In contrast, plplko displayed a
substantially delayed and temporally heteroge-
neous egress (6.3 + 4.3 min), with many failing to
egress within the 10-min observation time. This
defect is not due to a failure to respond to iono-
phore because plplko parasites activated calcium-
dependent motility within the PV at approximately
the same time (1.9 £ 1.3 min) as WT parasites.
Although WT tachyzoites registered little resist-
ance in crossing the PVM during egress (movie
S1), plplko parasites often demonstrated vigor-
ous movement within the vacuole, prodding and
deforming the limiting membrane (movie S2).
Eventual escape appears to be the result of per-
sistent gliding motility. Additionally, during at-
tempted egress, some plplko vacuoles rounded
up into spherical structures that resembled those
seen following 48 hours of culture (movie S3).
The complemented plplko/PLP1myc strain dis-
played an intermediate phenotype with motility
activation (1.5 £ 1.7 min) similar to both WT and
plplko and egress timing (3.2 + 3.3 min) slower
than WT vet significantly faster than pip/ko. The
failure to fully restore the WT phenotype might be
due to the subnormal TgPLP1 protein levels (Fig.
1B) or possible interference by the C-terminal
epitope tag. This plplko egress phenotype was
clearly distinct from the previously described cal-
cium ionophore-response mutant MBEIL.1 (27),
which displayed a marked delay in motlity ac-
tivation (7.9 = 2.8 min) but exited the vacuole
shortly after becoming motile (8.3 = 3.4 min).

Coinfection of host cells with plplko and WT
parasites also restored normal egress of plplko
(Fig. 2F and movie S4). Afier egress of an initial
WT vacuole, piplko parasites egressed from the
same infected host cell with a delay indistinguish-
able from parasites that were from an additional
WT vacuole. No such complementation was seen
in adjacent infected cells, which suggests the effect
is local (fig. S5). This transfer of egress compe-
tency in coinfected cells implies that TgPLP1 can
act on both the luminal side of the PVM and the
cytoplasmic side of a second vacuole. A specific
role of TgPLP1 in this process is supported by the
persistent egress delay in cells infected with mul-
tiple plplko vacuoles, even after parasites leaving

an initial plplko vacuole had released micro-
nemal and PV contents into the host cytoplasm.

If TgPLP1 indeed facilitates egress by pore
formation, then its secretion should result in per-
meabilization of the PVM and possibly the HPM.
To test this, we treated cells at 30 hours after
infection with cytochalasin D to disable parasite
motility and then induced microneme secretion
with ionophore treatment. To detect disruption of
the HPM, we added the membrane-impermeant
nuclear dye propidium iodide (PI) to the medium.
After fixation and selective detergent permeabi-
lization of the HPM and PVM, we stained for a
soluble PV marker [T gondii dense granule pro-
tein 1 (GRAT)] to monitor PYM permeabilization
and a microneme protein [7. gondii subtilisin-like
protease 1 (SUB1)] to detect microneme secre-
tion. These three markers (PI, GRAT, and SUBI1)
enabled us to discern four distinct permeabiliza-
tion stages in cells infected by WT parasites.

In stage 0, PI remained excluded from the
host cell, GRA1 remained contained within the
PV, and no SUBI staining was observed, indi-
cating that both the HPM and PVM were intact
and that micronemes were not secreted (Fig. 3A).
Progression to stage 1 was marked by the release
of microneme proteins onto the parasite surface
(Fig. 3A, inset) and disruption of the PVM as
indicated by GRAT1 staining diflfusely throughout
the host cell, yet the HPM remained intact and
continued to exclude PL. By stage 2, the HPM
became permeable to PI, as indicated by labeling
of the host-cell nucleus. Nuclear labeling only
occurred after GRA1 diffusion from the PV,
never before, which suggests an inside-out dis-
ruption of the PVM first and the TIPM second.
The final stage (stage 3) was characterized by
diffusion of SUBI into the host-cell cytoplasm.
Although PVM permeabilization was often
(84.7%) observed in WT-infected cells, it was
rarely (8.2%) seen in plplko-infected cells (Fig.
3B). Similarly, HPM permeabilization occurred
in 73.0% of WT-infected cells and only 3.0% of
plplko-infected cells. The pip 1ko/PLP linyc com-
plementation strain showed partial restoration of
both GRAI release from the PV (47.4%) and
nuclear labeling (32.2%). Additionally, cells in-
fected with plp/ko displayed a distinct labeling
pattern (Fig. 3A, bottom row, second panel) not
observed in either WT or plplko/PLPlmyc,
marked by microneme secretion without the
concomitant release of the vacuolar contents
(stage 1'), which again suggests that TgPLP1 is
critical for PVM permeabilization, even when
other microneme contents have been secreted.

By expressing the soluble fluorescent marker
DsRed in the PV, we monitored PVM permeabi-
lization in real time. After calcium ionophore
addition, we observed a rapid redistribution of
fluorescence from cytochalasin D-immobilized
WT and plplko/PLP1mye vacuoles to the host-
cell cytoplasm (Fig. 3, C and D, and movies S5
and S6). No such fluorescence release was ever
observed from plp ko vacuoles (Fig. 3, C and D,
and movie S7) within the 10-min observation

REPORTS

window. These findings demonstrate that TgPLP1
is necessary to permit the escape of macro-
molecules from the PV, and also suggest that
mechanical disruption of the PVM by gliding
motility rather than a second pore-forming ac-
tivity (for example, TgPLP2) is responsible for
the residual egress of piplo.

Although deletion of plp! had no apparent
effect on in vitro intracellular growth (fig. $6), in
vivo studies revealed an attenuation of virulence
greater than five orders of magnitude (Fig. 3E).
Mice injected with 10 or more tachyzoites of WT
or plplko/PLPlmyc generally died within 15
days, but mice infected with up to 1 million
plplko tachyzoites survived to the endpoint.

We propose that pore formation in the PVM
weakens this membranous barrier to permit para-
site escape and/or acts as a conduit for additional
effector proteins that aid in egress. Also, an unchar-
acterized PLP expressed in malaria blood-stage
parasites (22) may play a role analogous to TgPLP1
in parasite egress from infected erythrocytes.
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Employment Opportunities

V WestVirginiaUniversity.

School of Medicine

Open Rank Faculty Research Positions

The Department of Pediatrics of the West Virginia
University School of Medicine is experiencing consid-
erable expansion and in summer of 2009 will open the
WVU Pediatric Research Institute. This new center
of excellence will focus on childhood obesity, diabetes
and asthma, with emphasis on perinatal exposures that
relate to the early origins of disease. Within this con-
text, investigators with interest and expertise in the fol-
lowing areas are particularly encouraged to apply for
faculty appointments: 1. Genomics and epigenomics of
environmental diseases; 2. Lung development and
organogenesis; 3. Stem cell approaches in cardiovascu-
lar and respiratory diseases; 4. Pediatric clinical and
translational research; and 5. Epidemiology of cardio-
vascular, respiratory and environmental diseases.

In addition to holding a Ph.D. and/or MD degree, ideal
candidates should have outstanding research creden-
tials, keen interest in mentoring graduate students and
postdoctoral fellows, genuine desire to participate in
collaborative research efforts, and strong motivation
for an academic career. Faculty appointed at the
Assistant Professor level are expected to achieve NIH
funding within 3-4 years. Faculty appointed at the
Associate or Full Professor level are expected to have
current NIH funding. Starting funds are available from
over $12 million in new endowments and will be used
primarily to hire research scholars, who along with the
existing team of investigators will create an integrated
infrastructure where interactions among the varied
research teams can be encouraged and supported.
Currently, about 60% of the WVU Department of
Pediatrics faculty are actively engaged in research
using more than 16,500 sq. ft. of space, and grant dol-
lars awarded to pediatric research at WVU has doubled
in the past 2 years. The new Institute will occupy a 3-
floor classroom and laboratory building on the Health
Sciences Campus.

WVU is a comprehensive, land grant, Carmegie-desig-
nated Doctoral Research/Extensive public institution,
with approximately 22,000 undergraduates plus 5,500
graduate and professional students. If interested, sub-
mit curriculum vitae with list of references to the Chair
of the Search Committee:

Laura F. Gibson, Ph.D.

Vice-Chair of Research, Department of Pediatrics
¢/o Laura Blake, Director, Professional Recruitment
Phone: (304) 293-6135, Fax: (304) 293-0230
Email: blakel@wvuh.com

Additional information about research and graduate
education at the WVU Health Sciences Center is avail-
able online at

www.hsc.wvu.edu/som/resoff/index.asp

WVU is an AAJEOE Employer. Minorities, persons with
disabilities and women are encouraged to apply.

UCL Research Department of Structural and
Molecular Biology

Lectureship in Biomolecular NMR
Spectroscopy

The Institute for Structural and Molecular Biology
(ISMB) is seeking applications to fill a lectureship in the
field of biomolecular nuclear magnetic resonance
spectroscopy.

We particularly want to recruit an outstanding individual
who is capable of developing world-class,
interdisciplinary research in the structural molecular
biology of cell signalling, metabolic regulation,
molecular cell biology and molecular microbiology. The
successful applicant will also be expected to make an
appropriate contribution to the affiliated departmental
portfolios of graduate and undergraduate teaching. A
PhD and postdoctoral experience in the field of
Structural and Molecular Biology is essential.

The ISMB (www.ismb.lon.ac.uk) is a centre of
excellence, which jointly consists of the School of
Crystallography at Birkbeck College and the Research
Department of Structural & Molecular Biology at
University College London (UCL). It was established to
foster closer links between the two departments and
also to provide a bridge with the Department of
Chemistry at UCL. The Institute provides a scientific
environment conducive to world-class research in the
field of biomolecular science. Work at the Institute
seeks to integrate the chemical and physical sciences
to reveal the molecular basis of protein function. The
ISMB also seeks to exploit the knowledge of protein
function to further our understanding of human
diseases.

The salary that is offered for this appointment will be
within either the University Lecturer A range (£35,239 -
£38,250 pa, inclusive of £2,781 pa London Allowance)
or Lecturer B range (£39,313 — £46,403 pa, inclusive of
£2,781 pa London Allowance), according to experience.
Further details can be found at
www.ismb.lon.ac.uk/JDTNMR.html and at the
respective departmental web sites
(http://www.biochem.ucl.ac.uk/ and
http://www.cryst.bbk.ac.uk/).

Applicants should send their CV and names and
addresses of three referees to Ms Emily Bellshaw,
Executive Officer, Research Department of Structural &
Molecular Biology, Division of Biosciences, University
College London, Gower Street, London, WC1E 6BT,
UK. CVs should contain an account of the applicant’s
current research activities together with a plan of future
research intentions. Please also provide details
requested at
http://www.ucl.ac.uk/hr/docs/download_forms/recruit
ment_selection_|.doc (Information Sheet and Equal
Opportunities Information).

The Head of the ISMB, the UCL Research Department
of Structural and Molecular Biology and of the Birkbeck
School of Crystallography is Professor Gabriel
Waksman. He can be contacted informally for general
information (email: g.waksman@ucl.ac.uk or
g.waksman@bbk.ac.uk).

Closing date: 15th March 2009.
UCL Taking Action for Equality.
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