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with more direct experience of fisheries tend
to stress the importance of incentives, of
which catch shares are the most common (but
not only) example (2). We agree with the
importance of incentives but distrust any
single-factor solutions to overfishing and
other fishery issues. In our experience, solu-
tions to most real-world fisheries problems
are likely to comprise a package of measures,
including (where appropriate) ITQs, spatial
management, effort and gear restrictions, as
well as removal of excessive subsidies.

TONY SMITH,* MARK GIBBS, DAVID SMITH
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Diverse Fisheries Require
Diverse Solutions

WE APPLAUD C. COSTELLO ETAL.'S REPORT “CAN
catch shares prevent fisheries collapse?” (19
September 2008, p. 1678) for empirically
evaluating one solution to fisheries collapses—
individual transferable quotas (ITQs)—but
worry about promoting a single, prescriptive
solution for diverse global fisheries based on
the overly simplistic premise of “getting
incentives right” (/-3). Examples of ITQs
considered by Costello et al. come from
developed countries with strong governance
and temperate or subtropical ecosystems with
low relative diversity; these conditions favor
single-species fisheries. Hence, the results do
not represent catch shares generally and can-
not be extrapolated globally to model the
recovery of the world’s predominantly small-
scale and data-poor fisheries.

ITQs raise social issues that should not be
ignored, such as the effects of consolidation,
lost livelihoods, restricted resource access,
allocation by historical privilege, and reduced
local investment (4). These undermine the
local stewardship and “individual incentives”
necessary for successful implementation of
ITQs (3). Without solutions to issues of
equity, population growth coupled with
increases in ITQ-managed fisheries could

lead fishers displaced from formerly open-
access areas to pursue illegal, unregulated,
and unreported fishing or to fish other
species within ITQ zones.

To stem collapse and begin recovery, the
world’s fisheries need diverse and practical
management measures, including ITQs as
well as marine protected areas, traditional user
rights, and minimum/maximum size limits,
among others (3, 6).
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KERRIE O'DONNELL,? JENNIFER C. SELGRATH?
Project Seahorse, University of British Columbia,
Vancouver, BC V6T 1Z4, Canada, ®Fisheries Centre,
University of British Columbia, Vancouver, BC V&T 124,

Canada. *Interdisciplinary Studies, University of British
Columbia, Vancouver, BC V6T 124, Canada.

*Present address: Australian Research Council Centre of
Excellence for Coral Reef Studies, James Cook University,
Townsville, QLD 4811, Australia.

1To whom correspondence should be addressed. E-mail:
n.ban@fisheries.ubc.ca

References

1. ]. R. Beddington, D. ]. Agnew, C. W. Clark, Science 316,
1713 (2007).

2. D.R. Griffith, Frontiers Ecol. Env. 6, 191 (2008).

3. C. Costello, 5. D. Gaines, . Lynham, Science 321, 1678
(2008).

4, ). D. Wingard, Human Org. 59, 48 (2000).

5. ]. M. Orensanz et al., Bull, Mar. Sci. 76, 527 (2005).

6. F. Berkes, R. Mahon, P. McConney, R. Pollnac,
R. Pomeroy, Managing Small-5cale Fisheries: Alternative
Directions and Methods (International Development
Research Centre, Ottawa, 2001).

Response

OUR REPORT (BY ].L., C.C., AND 5.D.G.)
should not be read as a blinkered push for
individual transferable quotas (ITQs). We
agree that ITQs are not a panacea; we simply
used them as a convenient subset of rights-
based management to test whether Worm et
al.’s prediction (/) of 100% collapse holds
true for rights-based fisheries. The data used
by Worm et al. are aggregated over large spa-
tial areas, and 1TQ fisheries are the only
rights-based fisheries that are implemented
on a similar scale.

We showed in our Report that, on average,
ITQ-managed fisheries are significantly less
prone to collapse than are non-1TQ fisheries,
However, simply switching to ITQs does not
guarantee ecological and social benefits: Total
allowable catches (TACs) must still be set
appropriately, and design must account for
social objectives. Fisheries are complex inter-
actions between ecosystems and human
societies where market incentives can fail for
a variety of reasons. For example, when
enforcement is inadequate, species with little
economic value may still be discarded. Quota
holders may support the depletion rather than

the sustainable harvest of species with excep-
tionally low productivity. Separation between
those who harvest the fish and those who set
the quota can compromise the incentives for
sustainable harvesting. Component popula-
tions may be depleted if the geographic scale
of management exceeds the geographic scale
of these populations.

Smith et al. raise a range of valid concerns
about the ecological impacts of ITQs (such as
bycatch and high-grading). However, ITQs
can result in quota holders encouraging more
restrictive TACs, reducing levels of bycatch,
and supporting conservation measures such as
marine protected areas (2—4). Branch et al. (5)
found no evidence that ITQs cause an increase
in high-grading. In Canada, multispecies
ITQs were observed to be no more expensive
to enforce than existing regulations (6).
Learning from this rich range of experience is
fundamental to improving fisheries manage-
ment generally and to applying rights-based
mechanisms in particular.

Similarly, Ban et al. raise justifiable con-
cerns about the socioeconomic impacts of
ITQ implementation. Potential for consolida-
tion and lost livelihoods should be part of any
discussion on implementing rights-based
management and balanced against expected
societal gains from enhanced management.
As noted by our Report, there are many rights-
based alternatives to ITQs.

Despite these caveats, we strongly dis-
agree that “getting incentives right” is an
overly simplistic premise. Our Report tested
and validated Hilborn et al.’s (7) hypothesis
that sustainable fishing will occur when insti-
tutional incentives encourage participants to
behave in ways that society considers benefi-
cial. Other premises (such as Ban ef al.’s
argument that equity is essential for sustain-
ability) should also be tested with the same
degree of rigor.
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Racing Forward: The Genomics
and Personalized Medicine Act

Sandra Soo-Jin Lee* and Ashwin Mudaliar

introduced the Genomics and Personalized

Medicine Act (GPMA) as S.3822 (/) and
again, with the cosponsorship of U.S. Senator
Richard Burr (R—North Carolina), in 2007 as
S.976 (2). Broad in scope, the bill outlines
measures that bolster governmental oversight
and create economic incentives to catalyze
translation of research into clinical care.
However, in the transition from S.3822 to
S.976, there were omissions that decouple
consideration of the implications of human
genetic diversity from legislation aimed at
building the infrastructure for genomic medi-
cine. This represents a missed opportunity to
engage critical issues with deep scientific,
social, and ethical implications.

Pharmacogenomic testing of individuals
may prevent adverse drug reactions and save
both lives and money. However, personalized
medicine remains in its nascency, and popula-
tions identified by race and ethnicity, rather
than individuals, remain the focus of current
pharmacogenomic research despite the domi-
nant view in anthropological genetics that race
is a poor predictor of genotype. A central ques-
tion in pharmacogenomics is which popula-
tions have greater frequencies of alleles associ-
ated with drug-metabolizing enzymes, drug
transporters, or drug targets. Although scien-
tists suggest that “race” in the context of genetic
research will be rendered obsolete once genetic
markers for the relevant phenotypes are found,
recent developments reflect growing use of
racial categories in efforts to translate basic
research into clinical practice (3, 4).

In 2005, the U.S. Food and Drug
Administration (FDA) approved BiDil as an
antihypertensive combination therapy for use
in “self-identified Blacks™ (5). Scholars have
challenged the scientific justification (6, 7) of
setting a precedent for race-specific drugs,
cautioning that conflation of genes, race, and
drugs undermines what many scientists
insist—that the sociopolitical concepts of race
and ethnicity are not genetic (8, 9) This nuance
is quickly lost in clinical translation and mar-

In 2006, then—U.S. Senator Barack Obama
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ket segmentation when race becomes a “cate-
gory of convenience” (/0). The roughly 700
drugs in the development pipeline aimed at
African Americans (/) signal an emerging
landscape of race-based therapeutics and
underline the risk of prematurely jumping
from genotype to phenotype.

A strength of $.3822 was its direct engage-
ment with the issue of genetic variation and
the rationale for using racial and ethnic cate-
gories in pharmacogenomic research. In a
dedicated section entitled, “Race, Genomics,
and Health,” the bill mandated that within 1
year of its passage, a newly formed Genetics
and Personalized Medicine Interagency
Working Group (IWG) would be charged with
(i) determining appropriate definitions and
use of categories of race and ethnicity, (ii)
determining ways to increase access to phar-
macogenomic and related clinical genetic
services for minority populations, (iii) provid-
ing research opportunities and funding sup-
port in the area of race and genomics, (iv)
enhancing integration of federal wide effort
and activities, and (v) recommending privacy
protection of genetic information.

The IWG was charged with leading a
national discussion that would have addressed
fundamental questions including the follow-
ing: What constitutes racial and ethnic differ-
ence in the context of human genetic variation
research? How are individuals designated as
members of a racial and ethnic group? What
should be the standards for evaluating claims of
race-based therapeutics? Perhaps most impor-
tant, how will guidelines regarding use of racial
and ethnic categories affect health disparities
among minority populations?

However, when S.3822 was revised and
reintroduced to Congress in 2008 as 5.976,
the entire section of “Race, Genomics, and
Health” and its provisions were deleted from
the bill. In S.976, there is no mention of “race,”
“ethnicity,” or “diversity,” and “minority” is
mentioned only once.

Many of the measures addressing genetic
variation and population diversity outlined in
S.3822 were added to the current version of
Minority Health Improvement and Health
Disparity Elimination Act S.1576 (/2), an
overarching bill to enhance efforts to elimi-
nate health disparities. Race and ethnicity are

A key section was eliminated from a bill
supporting research and development in
pharmacogenomics.

clearly defined in S.1576 by the census
categories of the Office of Budget and
Management, but the appropriateness of these
categories in the context of pharmacoge-
nomics remains a key question for the field. In
building an infrastructure for personalized
medicine, such questions are best addressed in
the context of the GPMA.

A feature outlined in S.3822 and S.976 is
the National DNA Biobanking Research
Initiative, which would facilitate collection
and integration of genomic data with environ-
mental and clinical health information. A man-
date in S.3822 was aimed at ensuring diverse
representation of the individuals included,
which would allow analysis of population sub-
groups. In S.976, this provision has been
dropped. This has implications for pharma-
cogenomics, where population stratification
issues and challenges to recruitment of minor-
ity populations persist.

An opportunity to provide clarity and lead-
ership on critical issues of human genetic vari-
ation from “bench” to “bedside” is lost in the
current GPMA., Direct engagement on these
problems within the context of specific legisla-
tion on pharmacogenomics is necessary in set-
ting a scientifically valid and ethically respon-
sible agenda for personalized medicine.
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ratory carbon dioxide, effectively pumping
carbon out of the atmosphere to the deep sea
(3). Metabolic suppression and anaerobic
metabolism, used by some migrators during
daytime forays into expansive oxygen mini-
mum zones, may reduce the efficiency of this
biological carbon pump in some regions (/4).
The efficiency of carbon pumping is simi-
larly reduced in the Southern Ocean, where
air-breathing mammals and birds are a key
component of the food chain. They respire
massive amounts of photosynthetically
derived carbon back into the atmosphere
(13). In contrast, larvaceans increase carbon
flux by concentrating particles in their mucus
feeding webs that then sink rapidly to depth
(15). All these processes depend on the
demand for energy, which varies between
species by up to three orders of magnitude
[see supporting online material (6)].
Despite their potential importance,
these and similar phenomena remain

poorly constrained for most oceanic taxa. It
is thus difficult to estimate or predict the
role of animal function in biogeochemical
cycles. The relevant processes must be rec-
ognized and quantified, their rates scaled
up, and put in the context of global elemen-
tal budgets. Wilson et al.’s important con-
tribution to our knowledge of the inorganic
carbon cycle will hopefully infuse a new
appreciation for the role of higher trophic
levels in ocean dynamics. Clearly, the field
is moving beyond the dismissive viewpoint
described by Horne, in which animals were
merely a source of “heterogeneity in the
sea” [(16), p. 239]. As he noted, “Our ele-
ment of seawater may well contain an
important second phase we have not men-
tioned—a fish” [(/6), p. 3].
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Beyond Biomineralization

Werner Kunz and Matthias Kellermeier

odern strategies to design
advanced materials are often
inspired by nature. For instance,

during biomineralization, living organisms
can impose highly complex shapes and tex-
tures with remarkable structural hierarchy
upon solid inorganic matter to produce
materials that often far exceed the perform-
ance of human-made counterparts (/, 2).
However, crystallization in purely inorganic
systems can also yield smoothly curved
forms that resemble those of biomaterials
(3). These so-called “biomorphs™ are
obtained by coprecipitation of barium car-
bonate (witherite) and silica from alkaline
media. A concerted self-assembly process
yields nanosized carbonate crystallites that
arrange in a highly ordered manner over
micrometer lengths, thereby shaping mor-
phologies such as regular helicoids on scales
up to millimeters—all in the absence of any
complex organic additive or surface scaf-
fold. On page 362 of this issue, Garcia-Ruiz
et al. use video microscopy to provide
insight into several steps decisive for struc-
ture evolution and identify a chemical feed-

Institute of Physical and Theoretical Chemistry, University
of Regensburg, Regensburg 90340 Germany. E-mail:
werner.kunz@chemie.uni-regensburg.de

back process as the driving force for the
observed self-organization (4).

A striking similarity between these abi-
otic biomorphs and most actual biominer-
als is their mode of construction, with hier-
archical structuring over many length
scales and preferential crystallographic
orientation, In turn, the chemistry and
preparation of the biomorphs are rather
simple, thus rendering them excellent
model systems to study multiscale interac-
tive self-organizing phenomena.

One of the principles of self-organiza-
tion explored by Garcia-Ruiz et al. is a
dynamic, pH-based coupling of equilibria,
which induces alternating precipitation of
the components. The sensitivity of silicate
and carbonate speciation to pH fluctuations
in alkaline media, together with pH gradi-
ents close to the mineralizing fronts and
opposite pH trends in solubility of silica and
barium carbonate, are fundamental prereg-
uisites in this context. In other words, an
acid and a base (i.e., hydrogen carbonate
and silicate) are alternately subject to local
neutralization, the latter being directly
linked to precipitation. Neutralizing one
leads to local conditions under which the
other is suddenly out of equilibrium—a sit-
uation somewhat reminiscent of the famous

Self-assembly of purely inorganic components
can also give rise to complex structures and
morphologies once thought restricted to
biological materials.

Belousov-Zhabotinsky reaction (3). Silica
thereby acts, via precipitation, as an
inhibitor for continued carbonate crystal
growth first, to stimulate renewed carbon-
ate nucleation later on.

This concept has obvious potential for
the design of systems that spontaneously
self-assemble to yield highly organized
materials. An interesting challenge will be
to look for other “acid-base” pairs that
would engage in a similar coupled process
if conditions are adjusted properly. Simple
substitutions such as replacement of bar-
ium by one of its alkaline-carth homologs
have already been done with success (6, 7).
However, the search for alternative reagent
pairs should also extend to phenomena
beyond those related to pH effects and pre-
cipitation; such pairs may be based on a
principle analogous to the pH-mineraliza-
tion feedback. This feedback process
teaches us an important lesson: Oscillating
precipitation does not necessarily imply
periodic structures. The latter arise as a
consequence of spatial oscillation, as
observed in common banded Liesegang
patterns (8). In the present case, oscillation
is only of a temporal nature, resulting
mainly in encapsulation of carbonate crys-
tallites by silica rather than formation of
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To investigate the relationship of DNA
sequence variation to genome structure and
function, Sasaki et al. obtained genetic
variation data by comparing the whole-
genome sequences from two divergent
strains of medaka. They also produced
high-quality functional genomic data to
define 11,654 transcription start sites, and
map 37.3 million genomic nucleosome
positions. When nucleotide substitution
and indel (insertion and deletion) rates
were examined around transcription start
sites, they observed a ~200-bp periodicity
corresponding to nucleosome positions.
Nucleosomes were most consistently
spaced downstream of the transcription
start sites, which coincided with the most
pronounced oscillation of substitution and
indel rates. Unexpectedly, indels and sub-
stitutions showed an opposing periodicity:
In the linker sequence, where the indel rate
peaked, the substitution rate reached a min-
imum. The authors conclude that the diver-
gence patterns are best explained by the
differences in mutational spectra or muta-
tion repair processes encountered by nucle-
osomes and linker regions.

Two recent studies in yeast also found
substantially lower substitution rates in
nucleosome linker regions than in core
regions (6, 7), and showed that this variation
(and by inference chromatin structure) is
maintained over considerable evolutionary
time scales (6), which is in itself a remark-
able observation. There are two possible
(nonexclusive) explanations for this pattern:
Either the mutation rate varies between
linker and core regions; or natural selection
has acted to eliminate more mutations from
the linker than from the core regions, indicat-
ing functional constraint on linker regions.

Both Sasaki er al. and Washietl er al. (6)
favor discordance in mutation rate between
core and linker regions as an explanation,
and they have shown that this is not simply a
result of the differences in average
nucleotide composition between these
regions (1, 6, 7). Warnecke et al. suggest that
the lower substitution rate in linker regions
is a consequence of purifying selection for
the preservation of nucleosome spacing. A
similar controversy has arisen in the field of
promoter evolution in primates (8, 9). The
rate of nucleotide substitution in primate
promoter regions exceeds that in neighbor-
ing and selectively neutral control sequences
(10). Again, this could be principally
explained by either the frequent action of
(diversifying) selection, or a higher rate of
mutation in promoter regions than in other
regions of the genome.

So are these observations best explained
by the predominant action of selection or
mutation? The proposition that nucleosomes
are precisely placed to allow or restrict the
binding of the transcription machinery
seems plausible for promoter regions. But
the periodic fluctuation in mutation rates is
not confined to promoter regions; it is
observed over most of the yeast genome,
including coding sequence (6, 7), and sub-
stitution rate oscillations are most pro-
nounced downstream rather than upstream
of the transcription start sites in both
medaka (/) and yeast (7). The observation
that indels are enriched in linker relative to
core sequence is also difficult to reconcile
with a model of linker sequence conserva-
tion, because sites that are constrained for
substitutions are also likely to be con-
strained for indel events (/7).

Although the action of purifying selec-
tion at many sites within linkers cannot be
excluded on the basis of current data, the
evidence seems to favor chromatin-medi-
ated mutational bias as the main cause of

periodic divergence patterns around consis-
tently positioned nucleosomes. This sug-
gests that the physical structure of the
genome can directly influence the rate of
mutation down to the single-nucleotide
level, with far-reaching implications for
genome evolution,
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Excitons Surf Along Conjugated

Polymer Chains

Jean-Luc Brédas' and Robert Silbey?

The energy carriers in an organic polymer semiconductor stay in phase when they move along a

single polymer chain at room temperature.

n electron excited by light in organic

semiconductors does not move about

freely; it is bound to a positively
charged carrier, or hole, left behind in the
valence band. This bound state of an electron
and hole—or exciton—can move through the
material, and the performance of organic
solar cells, photodiodes, and sensors (/-3)
largely depends on the efficiency of their
migration (4, 5). On page 369 of this issue,
Collini and Scholes (6) show that an exciton
can preserve its quantum coherence as it dif-
fuses along the chain of a conjugated polymer
(intrachain diffusion) at room temperature;
the exciton can glide from one chain segment
to an adjacent chain segment while maintain-
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ing the phase relation of its quantum mechan-
ical wave function. These features are in
marked contrast to the traditional view that
excitons in organic semiconductors move
between well-separated chain segments
through a series of independent hops, and that
any quantum coherence would survive only
at low temperatures.

The electronic and optical properties of
conjugated polymers lie in the p orbitals of
the backbone atoms, which overlap to form
delocalized © molecular orbitals. In mt-con-
jugated systems, any change in electronic
state caused by excitation or ionization
modifies the m-bond electron densities,
thereby modifying the bond lengths and tor-
sion angles between repeat units. This
strong connection between electronic and
geometric structure is referred to as strong
electron-vibration (phonon) coupling.

Once promoted to an excited state, the
conjugated system relaxes. When it reaches
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essential for meiosis (6). Prdm9
knockout mice exhibit defects in
meiosis and produce sterile mice
of both sexes. The meiotic defects
include abnormalities in gene
expression, chromosomal pair-
ing, double-strand break repair,
and male meiotic sex chromo-
some inactivation. But male
hybrid mice resulting from
crosses between the subspecies
had defects related to their steril-
ity that were identical to those of
the knockout mice, even though
the hybrid female mice had nor-
mal fertility. The Prdm9 gene net-
work functions normally within
each subspecies, interacting with
other components of the “genetic network”
to promote meiosis. But what genes does
Prdm?9 interact with in the hybrid animals to
cause male sterility? In hybrids, the normal
functional form of the gene from one sub-
species now finds itself in a genetic back-
ground that contains the genetic network
(related to meiosis; in this case, likely one or
more genes that are yet to be identified) from
another subspecies. Apparently, the gene
does not work within the latter situation. In
other words, whether or not the subspecies’
version of the Prdm9 gene functions depends
on the context—if the genetic background is
from its own subspecies, the mice are fertile,
whereas if one or more unknown genes from
the other subspecies are present, the male
mice are sterile. Important clues should
emerge once it is determined which genes
are modified and thus activated by Prdm?9.
Furthermore, when the complete hybrid
sterility gene network is revealed, it may also
be possible to discover why this incompati-
bility system has arisen in the first place.
Interestingly, the hybrid sterile form of
Prdm?9 is polymorphic within the mouse sub-
species in which it was found originally (7).
Perhaps experimental studies of the fitness
effects of these alleles in the wild, or popula-
tion genetic analyses of the DNA sequence
variations around this gene (8), will show
whether positive natural selection is acting
on this hybrid sterility gene.

The classical view of the evolution of
hybrid incompatibilities is that each successive
genetic change increases individuals® Darwin-
ian fitness (or has no effect within species), but
together they are incompatible in the hybrid
genetic background (4). An alternative, and
controversial, view is that hybrid incompatibil-
ities evolve because “intragenomic conflict”
enables so-called selfish genes to distort the
normal Mendelian mechanism of inheritance

www.sciencemag.org SCIENCE VOL 323

“On the theory of natural selection the
case [of hybrid sterility] is especially
important, inasmuch as the sterility of
hybrids could not possibly be of any
advantage to them, and therefore could
not have been acquired by the continued
preservation of successive profitable
degrees of sterility ... | hope, however, to
be able to show that sterility is not a spe-
cially acquired or endowed quality, but is
incidental on other acquired differences.”

—-DARWIN [(1), P. 245]

to their own advantage, perhaps by eliminating
gametes that carry the alternative allele. The-
ory suggests that such “meiotic drive” genes
can invade a species even if they reduce indi-
viduals’ fertility. Such genes are especially
likely to evolve if they are located on a sex
chromosome, and by inactivating gametes
with the alternative sex chromosome, lead to
highly biased sex ratios. This process can be
followed by the evolution of unlinked genes
(those on different chromosomes) that sup-
press the sex ratio distorter’s detrimental
effects, and restore Mendelian inheritance and
sex ratios to 50:50. Later, if such a species
interbreeds with another species that lacks the
suppressed system, meiotic drive can be
unleashed in the resulting hybrids, potentially
leading to hybrid sterility (9, 10).

The discovery by Phadnis and Orr that a
gene that causes sterility in male hybrids from
crosses between subspecies of a fruit fly
(Drosophila pseudoobscura) profoundly dis-
torts the normally Mendelian inheritance of
sex chromosomes directly challenges the clas-
sical view. Previous research had shown that
crosses between female flies from the Bogota,
Columbia, subspecies of D. pseudoobscura
and males from the United States subspecies
result in fertile female hybrids and hybrid
males that are almost completely sterile. These
hybrid males have almost no functional sperm
when young, but as they age, they occasionally
produce enough to make a few offspring. The
hybrid male sterility is caused by incompatibil-
ities between the Bogota versions of two genes
on the X chromosome and the U.S. versions of
two other genes (/7). Notably, when the almost
sterile hybrid male flies are able to reproduce,
they produce nearly all daughters.

Is the sex-ratio distortion related to the
hybrid sterility? Mapping of the hybrid steril-
ity genes showed that one of them resided in a
region of the X chromosome that also caused

PERSPECTIVES I

extreme sex-ratio distortion in the rare off-
spring of hybrid males (72). Was this linkage
merely a coincidence? Not according to Phad-
nis and Orr. They first isolated a tiny region of
the X chromosome harboring both the hybrid
sterility gene and the sex-ratio distorter (by
many generations of genetic crossing). Like
Mihola e al., they then used a series of trans-
genic experiments coupled with genetic
crosses to see which of the five genes in this
interval was responsible for the hybrid sterility
and sex-ratio distortion. Remarkably, they
show that a single gene, of previously
unknown function, encodes a product that
causes both hybrid traits, and hence they name
the gene Overdrive. DNA sequence compar-
isons of the two subspecies in the vicinity of
Overdrive indicate rapid evolution in the
Bogota lineage, consistent with an evolution-
ary history of sex-ratio distortion. How Over-
drive interacts with other genes to cause mei-
otic drive and hybrid male sterility remains
uncertain, but these dual effects suggest that in
this case, hybrid sterility has evolved by
genetic conflict, rather than as a side-effect of
adaptive evolution.

Further genomic studies should reveal
many more genes underlying hybrid sterility
and lethality in different species. Like
Prdm@, will such genes appear to have
evolved while maintaining important func-
tions for survival or fertility within species?
Or, like Overdrive, will they appear to have
evolved through conflicting, antagonistic
selection pressures between genes in differ-
ent regions of the genome? Darwin was
struck by how antagonistic ecological inter-
actions between species can drive adapta-
tion. He would have been fascinated to see
how analogous processes between genes
within genomes can drive speciation,
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(~350-km radius) partially liquid core. Further-
more, the field that magnetized 765335, which is
~300 million years older than that recorded by all
previously studied lunar samples, is from the
carly epoch when the Moon would have most
likely had a convecting core due to enhanced heat
flow and a possible cumulate overturn event (5.2).
Finally, the NRM in 76535 indicates that mini-
mum paleointensities were of order microteslas,
consistent with the theoretical expectations for a
lunar core dynamo (53). Our data and these
considerations suggest that at 4.2 Ga, the Moon
possessed a dynamo field, and by implication a
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Contribution of Fish to the Marine
Inorganic Carbon Cycle

R. W. Wilson,™ F. ]. Millero,* J. R. Taylor,? P. ]. Walsh,?3 V. Christensen,*

S. Jennings,® M. Grosell**

QOceanic production of calcium carbonate is conventionally attributed to marine plankton
(coccolithophores and foraminifera). Here we report that marine fish produce precipitated
carbonates within their intestines and excrete these at high rates. When combined with estimates
of global fish biomass, this suggests that marine fish contribute 3 to 15% of total oceanic
carbonate production. Fish carbonates have a higher magnesium content and solubility than
traditional sources, yielding faster dissolution with depth. This may explain up to a quarter of the
increase in titratable alkalinity within 1000 meters of the ocean surface, a controversial
phenomenon that has puzzled oceanographers for decades. We also predict that fish carbonate
production may rise in response to future environmental changes in carbon dioxide, and thus
become an increasingly important component of the inorganic carbon cycle.

he inorganic half of the marine carbon

cycle includes biogenic reaction of sea-

water calcium (Ca®") with bicarbonate
(HCO; "), producing insoluble calcium carbonate
(CaCOs3) in the process of calcification (/):

Ca®" + 2HCO; < CaCO;y + CO, + H,0

The vast majority of oceanic calcification is
by planktonic organisms (2). Coccolithophores
are considered to be the major contributor, but
foraminifera are also included in global carbonate
budgets (3). Upon death, their carbonate “skel-
etons” are released and rapidly sink to deeper
ocean layers. Based on observations and models,
estimates of global production of new CaCOj;

range from 0.7 to 1.4 Pg CaCO5-C year ' (4-7)
(Fig. 1).

It is less widely known that all marine teleosts
(bony fish) produce and excrete carbonate pre-
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Morphogenesis of Self-Assembled
Nanocrystalline Materials of Barium
Carbonate and Silica

Juan Manuel Garcia-Ruiz,* Emilio Melero-Garcia,* Stephen T. Hyde?

The precipitation of barium or strontium carbonates in alkaline silica-rich environments leads to
crystalline aggregates that have been named silica/carbonate biomorphs because their morphology
resembles that of primitive organisms. These aggregates are self-assembled materials of purely
inorganic origin, with an amorphous phase of silica intimately intertwined with a carbonate
nanocrystalline phase. We propose a mechanism that explains all the morphologies described
for biomorphs. Chemically coupled coprecipitation of carbonate and silica leads to fibrillation

of the growing front and to laminar structures that experience curling at their growing rim. These
curls propagate in a surflike way along the rim of the laminae. We show that all observed
morphologies with smoothly varying positive or negative Gaussian curvatures can be explained by
the combined growth of counterpropagating curls and growing laminae.

he theoretical morphology of classical
crystals is well accommodated within con-
ventional crystal growth theory, where the
development of various crystal faces is accounted
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for by the relative crystallographic surface ener-
gies at the atomic scale, and the overall symmetry
is imposed by the atomic-scale packing. The re-
lation between nonequilibrium crystal shapes and
their physical and chemical growth conditions is
also part of the general picture (/). In contrast,
despite numerous observations over the years (2)
that life is able to make precise, smooth, differ-
entiable shapes made of polycrystalline minerals
(shells, teeth, bones, ete.), we have a limited un-
derstanding of the morphogenetical mechanisms
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leading to the formation of these fascinating ar-
chitectures. The laboratory synthesis of actual self-
assembled structures mimicking the ability of life to
create sinuous noncrystallographic morphologies
with crystalline materials is still a challenge. Among
the few examples of synthetic self-organized nano-
crystalline materials known to display a wealth of
morphologies comparable to that of biominerals
are silica/carbonate biomorphs (3—3). Biomorphs,
like biominerals, exhibit nanoscale atomic ordering
but lack long-range positional order. As a con-
sequence, no characteristic faces or edges are ex-
pressed; rather, they are bounded by smoothly
curved surfaces. Thus biomorphs, whose mor-
phogenetic mechanism has remained unknown
(5-7), display a zoo of curvilinear morphologies,
often indistinguishable from the forms of bio-
materials found in vivo.

Silica/barium carbonate biomorphs can be
grown routinely by mixing barium chloride solu-
tions with silica solutions and gels within a pH
range from 8.5 to 11, at atmospheric pressure and
temperature (&). Under alkaline conditions, car-
bonate from dissolved atmospheric CO, reacts with
Ba>" to precipitate crystalline barium carbonate
(witherite) in the form of pseudohexagonal pris-
matic crystals tapered by bipyramidal faces (9).
However, it has been shown (3—7, 10, 1) that
when barium carbonate crystallizes from silica-
rich solutions or from silica gels, it forms poly-
crystalline aggregates displaying a variety of

www.sciencemag.org
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Broadband Ground-Plane Cloak

R. Liu,>* C. Ji,?* ]. ]. Mock,* ]. Y. Chin,? T. ]. Cui,>t D. R. Smith™t

366

The possibility of cloaking an object from detection by electromagnetic waves has recently become
a topic of considerable interest. The design of a cloak uses transformation optics, in which a
conformal coordinate transformation is applied to Maxwell's equations to obtain a spatially
distributed set of constitutive parameters that define the cloak. Here, we present an experimental
realization of a cloak design that conceals a perturbation on a flat conducting plane, under which
an object can be hidden. To match the complex spatial distribution of the required constitutive
parameters, we constructed a metamaterial consisting of thousands of elements, the geometry of
each element determined by an automated design process. The ground-plane cloak can be realized
with the use of nonresonant metamaterial elements, resulting in a structure having a broad
operational bandwidth (covering the range of 13 to 16 gigahertz in our experiment) and exhibiting
extremely low loss. Our experimental results indicate that this type of cloak should scale well

toward optical wavelengths.

ransformation optics is a method for the
I conceptual design of complex electro-
magnetic media, offering opportunities
for the control of electromagnetic waves (/. 2).
A wide variety of conventional devices can be
designed by the transformation optical approach,
including beam shifiers (3), beam bends (4), beam
splitters (3), focusing and collimating lenses (3),
and structures that concentrate electromagnetic
waves (6, 7). Whereas all of these devices have
properties that are unique to the class of trans-
formation optical structures, one of the most com-
pelling and unprecedented concepts to emerge
has been that of a medium that can conceal ob-
jects from detection by electromagnetic waves.
The prospect of clectromagnetic cloaking has
proven a tantalizing goal, with numerous con-
cepts currently under investigation (/, 2, 8-14).
In the transformation optical approach, one
imagines warping space so as to control the
trajectories of light in a desired manner. As an
example of this approach, a cloak can be de-
signed by performing a coordinate transforma-
tion that squeezes the space from within a sphere
to within a shell having the same outer radius.
Waves do not interact with or scatter from the
core because it is simply not part of the trans-
formed space. The form invariance of Maxwell’s
equations implies that the coordinate transfor-
mation can instead be applied to the permittivity
and permeability tensors, yielding the prescrip-
tion for a medium that will accomplish the de-
sired functionality. The resulting medium is
highly complex, being anisotropic and with spa-
tial gradients in the components of the permittiv-
ity and permeability tensors.
Such complicated gradient-index media are
difficult to create with conventional materials but
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are much easier to build with artificially struc-
tured metamaterials, in which spatial variations
of the material parameters can be achieved by
modifying the geometry and placement of the
constituent element. Even so, the large number of
elements required in an arbitrary cloak medium
can represent a substantial computational burden
resulting in long design cycles. To address this
time-consuming design step, we have developed
a systematic algorithm that is applied once the
spatial distribution of the constitutive parameters
has been determined by the transformation. Pre-
viously, metamaterial structures requiring spatial
gradients have been obtained by designing one
unit cell at a time until a library of unique meta-
material elements, whose constitutive parameters
span the range required by the transformation
optical design, is generated. In contrast, the
algorithm we use (/3) requires only a compara-
tively small number of simulations of the meta-
material element, relying on a regression scheme
to generate the functional dependence of the con-
stitutive parameters on the unit cell geometry.
The reduced number of simulations vastly speeds
the metamaterial cloak-design process and makes
the design of complex media possible.

The specification of a ground-plane cloak can
be determined in the manner described in (/6). 1f
waves are restricted to a single plane of inci-
dence, with the polarization of the waves being
transverse electric (electric field perpendicular to
the plane of incidence or parallel to the ground
plane), then the cloak parameters need only be
determined across a two-dimensional (2D) plane.
The domain of the problem is thus a 2D space,
filled with a uniform dielectric with refractive in-
dex value ny, and bounded by a conducting sheet.
A family of coordinate transformations that will
map a given nonplanar conducting surface to a
planar surface can be found; however, such trans-
formations generally lead to an anisotropic me-
dium with values of n, and », that vary as a
function of the spatial coordinate. Yet, given the
restricted geometry, it is possible to find a coor-
dinate map that minimizes the anisotropy in the
permeability components. Defining an anisotro-
py factor as o = max(ny/ny, n,/ny), transformations

can be found for which o is near unity so that the
isotropic refractive index value varies thronghout
the space. If n, in the original space is sufficiently
greater than unity, then the values for the refrac-
tive index of the cloaking structure are also greater
than unity. Under these conditions, nonresonant
metamaterial elements can be used, and the cloak
can exhibit a broad frequency bandwidth (75).

In our particular design, we followed the
optimization technique (/6) for the transforma-
tion region, in which a quasi-conformal coor-
dinate map is generated by minimizing the
Modified-Liao functional (/7, /8) with slipping
boundary conditions. The Jacobian matrix A that
relates the physical and virtual systems is then
computed numerically, from which the index
distribution n* = —-— of the cloak is found
(here, Tis the transxﬁolsc.: of the Jacobian matrix).
In our final dcsign‘ o = 1.04, which is treated as
negligible (that is, we assume n, = ny).

A photograph of the fabricated sample, a
color map indicating the transformed space, and
the associated refractive index distribution are
presented in Fig. 1. We assume that the entire
cloak is embedded in a background material with
refractive index m, = 1.331. Under these assump-
tions, the transformation leads to refractive index
values for the ground-plane cloak that range from
n=1.08 to 1.67 (values that can be achieved with
the use of nonresonant metamaterial elements).
On the right and left side of the sample in Fig. 1B,
the refractive index distribution is uniform (ny, =
1.331), taking the value of the background mate-
rial. Because the cloak is designed to be em-
bedded in a higher dielectric region, we add an
impedance matching layer (IML) that surrounds
the entire structure, for which the index changes
gradually and linearly from that of air to that of
the background index (/5). This step is taken to
minimize reflection from the cloak surface when
illuminated by a microwave beam within the
scattering chamber, which exists in an n = 1.0
(air) environment. The procedure for designing
the IML layer is described in (/3). Because of the
index gradient coupled with the cloak, we expect
no amplitude scattering and only a slight oftset of
the wave reflected from the ground-plane struc-
ture due to the refractive index change. The effect
should be similar to observing a mirror through a
layer of glass; objects on the top of the mirror,
within the cloaked region, remain hidden from
detection (visualized by ray tracing in Fig. 1D). It
is important to note that this type of cloaking
phenomena is distinct from current scattering sup-
pression technologies because it both eliminates
backscattering and restores the reflected beam.

To implement the cloak defined by the index
distribution presented in Fig. 1C and the asso-
ciated background material and IML in Fig. 1B,
the continuous theoretical constitutive param-
eter distribution must be approximated by a
discrete number of metamaterial elements. In
our design, the entire sample region is divided
into 2-by-2-mm squares, requiring more than
10,000 elements, about 6000 of which are unique.
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ing the optical. By merging the nascent technique
of transformation optics with traditional gradient-
index optics, we have shown that more functional
hybrid structures can be developed that enable us
to access previously unseen electromagnetic be-
havior while mitigating some of the inherent
limitations. Though transformation optical de-
signs are highly complex, metamaterial imple-
mentations can be rapidly and efficiently achieved
using the algorithms and approach described in
this report.
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Coherent Intrachain Energy
Migration in a Conjugated Polymer
at Room Temperature

Elisabetta Collini and Gregory D. Scholes*

The intermediate coupling regime for electronic energy transfer is of particular interest

because excitation moves in space, as in a classical hopping mechanism, but quantum phase
information is conserved. We conducted an ultrafast polarization experiment specifically designed
to observe quantum coherent dynamics in this regime. Conjugated polymer samples with
different chain conformations were examined as model multichromophoric systems. The data,
recorded at room temperature, reveal coherent intrachain (but not interchain) electronic energy
transfer. Our results suggest that quantum transport effects occur at room temperature when
chemical donor-acceptor bonds help to correlate dephasing perturbations.

umerous systems, such as natural photo-
synthetic proteins and artificial polymers,
organize light-absorbing molecules (chro-
mophores) to channel photon energy to create elec-
tronic or chemical gradients. The excitation energy
from the absorbed light is either transferred through
space or shared quantum mechanically among sev-
eral chromophores (/). The interplay among these
classical and quantum limits of electronic energy
transfer (EET) dynamics is dictated by the way the
chromophores communicate with each other via
long-range Coulombic interactions, as well as by
the strength of perturbations from the bath of fluc-
tuating nuclear motions in the molecular archi-
tecture and surrounding external medium (2-6).
An elusive intermediate EET regime is of par-
ticular interest because the excitation moves in
space—which is a deterministic, classical attribute
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yet a preferred path can be adopted through wave
function delocalization and associated interfer-
ence effects, which introduce quantum character-
istics to the dynamics (7). Together these attributes
may in principle allow phase information to be
transferred through space, with the electronic Ham-
iltonian of the entire system thereby steering EET.
By learning how to observe the intermediate cou-
pling case and thereafter to understand its proper-
ties, we could learn how to control excitation waves
in a complex, multichromophoric system. Here, we
present the results of an ultrafast spectroscopy ex-
periment specifically designed to probe quantum
coherent EET in the intermediate coupling case.
Rapid decoherence—the loss of memory of
the initial electronic transition frequency distribu-
tion in an ensemble, caused by random fluctua-
tions due to interaction of the system with its
surroundings—is the primary reason for the scarcity
of reports of coherent EET in complex condensed-
phase systems. In the following, |0) designates
the ground state, |/} is the donor, and |a) is the
acceptor. According to theory, the evolution of

the acceptor probability density in EET can be
written as a product of forward (|d) to |a)) and
reverse propagations of the system [e.g., (2)],
which allows us to describe how the competition
between electronic interaction and decoherence
determines the EET dynamics. In the strong coupl-
ing case, the electronic coupling period dominates
over decoherence; therefore, forward and reverse
donor-acceptor paths tend to be almost identical.
Phase is preserved over each path, and a kind of
standing wave connects the two states so that
their evolution is intimately entangled in a quan-
tum state. In the weak coupling case, the fluctua-
tions of the electronic transition frequency of a
chromophore occur faster than the characteristic
time of the donor-acceptor coupling. Owing to
the tremendous number of different possible tra-
Jjectories of transition energy fluctuations that can
occur, the forward and reverse donor-acceptor
propagations differ, so that decoherence domi-
nates and the excitation is localized on the donor
or acceptor at any one time—but not on both
simultaneously—and the EET dynamics follow
classical rate laws,

The rate of EET is often measured by tran-
sient absorption spectroscopy, where an ultrafast
laser pulse photoexcites the donor chromophores
and a probe pulse monitors the probability that
the excitation has been transferred to an acceptor
as a function of pump-probe delay time 7. When
the donor and acceptor chromophores have sim-
ilar excitation energies, they cannot be spectrally
distinguished, so we instead record anisotropy as
a function of 7. This technique has been exten-
sively exploited to study EET in various kinds of
multichromophoric systems (§—~/0). The anisot-
ropy decay is caused by any process that changes
the orientation of the chromophores probed rel-
ative to those initially photoexcited. For instance,
electronic excitation could pass between two seg-
ments that are oriented at an angle in space. Alter-
natively, an excited chromophore could physically
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Psmb1 gene was selected as a control because it is expressed at the same levels in prepubertal hybrid testis
(fig. S3). The probability (P) of the difference was determined by the Welsch's ¢ test; *P = 0.02.

(PWD x B6)F, males with the published
phenotypes of Prdm9 " mutants. Sterile hybrids
have small testes with spermatogenic arrest pre-
dominantly during pachytene and no sperm in the
seminiferous tubules (6, 19, 20) (Table 1). Rare
surviving primary spermatocytes at diakinesis—
metaphase I manifest two to six univalents and
frequent X-Y dissociation (6), resembling the im-
pairment of synapsis between homologous chro-
mosomes in the Prdm9 " mutants. Both sterile
hybrids and Prdm9 " mice display abnormal
sex-body formation in pachytene spermatocytes
(Fig. 2B). Prdm9 " pachytene spermatocytes
lack a sex body and exhibit patches of yYH2AX
over the synaptonemal complexes (/8). We ob-
served a comparable failure of sex-body forma-
tion with scattered YH2ZAX in 60% of pachytene
spermatocytes in sterile (PWD x B6)F,; hybrids
versus 7% in fertile hybrid controls (Fig. 2B).

The microrchidia 2b gene, Morc2b, or
49324114 10Rik, encoding a gonad-specific pro-
tein, is directly induced by Prdm9. Similar to
Prdm9" testis (18), we found that Morc2b
mRNA is barely detectable in sterile hybrids.
The Morc2b expression in hybrid males was
restored by the Prdm9-containing BACs (Fig.
2C). Transcription from Morc2b corresponds to
the amounts of histone H3K4 trimethylation
controlled by the enzymatic activity of PRDM9
(18). Chromatin immunoprecipitation revealed
decreased H3K4 trimethylation of Morc2b in
sterile hybrid testis (Fig. 3).

Two diflerences were observed between ster-
ile hybrids and Prdm9-null mutants. Following
Haldane’s rule (3), hybrid sterility is male-limited,
yet meiotic arrest of Prdm9 " mice affects both
sexes. This discordance could be explained by
incompatible domesticus-musculus epistatic inter-
action(s) of the Prdn9 gene in sterile hybrids in
contrast to the complete silencing of Prdm9 in the
knockout. Similar meiotic effects, sterility of both
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sexes or dominant male-limited sterility, have been
described for the null and missense mutations of
the Dmel gene (21), respectively. Second, the
Prdm9-null mutation acts independently, whereas
meiotic arrest in F; hybrids resulls from the epi-
static interaction of the Hst/ gene (Hst"*/HstI®)
with several independently segregating genes
(10). Hybrids between the consomic strain B6.
PWD-Chrl7 and B6 (22), as well as hybrids (B6
female x PWD male, Table 1), carry the “sterile”
Hst"™/Hstl® genotype but are fertile due to their
lack of an interaction of Fist/ with other hybrid
sterility genes (111, 23).

The parallel between the role of Hstl in mouse
hybrid sterility and the role of LAr in hybrid male
inviability of Drosophila is striking. In both cases,
a variant form able to rescue hybrid incompat-
ibility was found within a species. It behaved as
an autosomal locus, Hst ! within Mind and Lhr in
the case of D. simulans, and interacted with an
X-linked genetic factor (7, 23, 24). Finally, both
in the mouse and Drosophila, the two loci were
necessary but not sufficient to reconstitute the
hybrid incompatibility phenotype.

Our data show that Prdim9, known to activate
genes essential for meiosis by methylation of his-
tone H3 at lysine 4, is the only candidate for Hst/.
It is the only known gene located within the new-
ly defined 15.9-kb hybrid sterility 1 critical re-
gion, expressed at the right tissue and at the right
time of germ cell differentiation (primary sper-
matocytes). The pertubation of Prdm9 function
observed in sterile hybrid males corresponds to
the phenotype of the Prdm9™"~ mutants.

The genes that reduce hybrid fitness because
of their divergent evolution can be the cause or the
consequence of speciation, depending on whether
they evolved before or after the complete repro-
ductive isolation of the studied taxa (23, 26). The
advantage of our mouse model is that reproduc-
tive isolation of Mimm and Mmd is still incom-

REPORTS

plete. Thus, Prdm9 may be an essential component
of a Dobzhansky-Muller incompatibility that is
part of an incipient speciation event. It can lead us
to the Dobzhansky-Muller incompatibility gene(s)
that interferes with the normal meiotic function of
histone H3K4 methyltransferase. The meiosis-
specific fanction of Prdm9 can explain the break-
down of meiotic cells with no effect on somatic
tissues in intersubspecific hybrids. Uncovering
Prdm9 as a hybrid sterility gene will permit us to
search for the epigenetically regulated downstream
genes and their role in the hybrid sterility gene
network.
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A Single Gene Causes Both Male
Sterility and Segregation Distortion
in Drosophila Hybrids

376

Nitin Phadnis* and H. Allen Orr

A central goal of evolutionary biology is to identify the genes and evolutionary forces that cause
speciation, the emergence of reproductive isolation between populations. Despite the
identification of several genes that cause hybrid sterility or inviability—many of which have
evolved rapidly under positive Darwinian selection—Ilittle is known about the ecological or
genomic forces that drive the evolution of postzygotic isolation. Here, we show that the same gene,
Overdrive, causes both male sterility and segregation distortion in F; hybrids between the Bogota
and U.S. subspecies of Drosophila pseudoobscura. This segregation distorter gene is essential

for hybrid sterility, a strong reproductive barrier between these young taxa. Our results suggest
that genetic conflict may be an important evolutionary force in speciation.

sion ratio distorters) are selfish genetic
clements that manipulate Mendelian trans-
mission to their own advantage. Because they are
inherited by more than 50% of functional ga-
metes, such distorters can spread rapidly through
populations. Natural selection, however, favors
the suppression of distortion, especially if the
distorter locus resides on a sex chromosome and
biases sex ratios. Theory predicts that mutations
suppressing segregation distortion will invade
populations once distorter alleles are at a high
frequency or are fixed (7, 2). Bouts of distortion
and suppression could occur repeatedly and
often. If suppressors of distortion are less than
fully dominant, segregation distortion may reap-
pear in F; hybrids between species. And because
segregation distorters often act by destroying
gametes (3), such reexpression could result in
hybrid sterility (4, 5). The idea that intragenomic
conflict involving segregation distorters may
cause hybrid sterility is controversial (4-9). Al-
though it can explain both the observed rapid
evolution of most hybrid incompatibility genes
(10~15) and the preferential sterility of the hetero-
gametic sex [an aspect of Haldane’s rule (/6)], di-
rect empirical evidence is scarce [(/7) but see (§)].
Drosophila pseudoobscura pseudoobscura
and Drosophila pseudoobscura bogotana (here-
after USA and Bogota, respectively) are allopatric
subspecies that diverged just 155,000 to 230,000
years ago (/8). Crosses between Bogota females
and USA males produce F, hybrid males that are
nearly completely sterile, whereas all other F,
hybrids are fertile (/9). Hybrid sterility appears to
involve a single complex genetic incompatibility,
in which several loci are essential for the ex-
pression of full sterility. Bogota alleles at loci on
the right and left arms of the X chromosome (XR
and XL, respectively) interact with dominant

S egregation distorters (also called transmis-
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USA alleles on the second and third autosomes
to cause hybrid sterility (20). Because these
genes are essential for hybrid sterility, they
could not have evolved after the attainment of
complete reproductive isolation. These genes may
therefore be important components of ongoing
speciation.

When aged, F, hybrid males (previously
thought to be completely sterile) become weakly
fertile. These hybrid males produce progeny that
are almost all daughters (27). This sex-ratio dis-
tortion is not caused by hybrid inviability but by
an overrepresentation of X-bearing sperm among
functional gametes; consequently, X-bearing sperm
from F; hybrid males fertilize more eggs than do
Y-bearing sperm (2/). The precise mechanism of

segregation distortion may involve true meiotic
drive (which acts during meiosis) or gamete
killing or inactivation (which acts after meiosis);
in either case, the X chromosome carrying this
segregation distorter enjoys a selective advantage.

Male sterility and segregation distortion in
Bogota-USA hybrids both map to the same
chromosomal regions, and these regions show a
similar pattern of complex epistasis for both phe-
notypes (20, 21). A region on the Bogota XR that
is tightly linked to the visible mutation sepia (se,
XR-156.6) was identified as playing a large and
essential role in both hybrid male sterility and
hybrid segregation distortion. We tested if the
same genes cause hybrid sterility and hybrid seg-
regation distortion by genetically dissecting the
sepia region.

We generated 175 independent introgression
lines in which the USA sepia region was moved
into an otherwise pure Bogota background by
backcrossing to the Bogota subspecies for 28
generations (14 of which involved recombina-
tion) (Fig. 1A) (22). The resulting introgression
lines have genomes that derive almost entirely
from Bogota, except for a small chromosomal
region near sepia. We tested each introgression
line for hybrid sterility and segregation distortion
by crossing females from these introgression
lines with USA males. The resulting hybrid
males should be genetically identical to F; hybrid
males, except for the small chromosomal region
introgressed from USA. All 175 lines yielded
hybrid males that were both fertile and produced
normal (~50:30) sex ratios (Fig. 1B and figs. S1
and S2). This suggests that hybrid sterility and
hybrid segregation distortion are caused either by
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ctsd y se
— X 5 s
e 7
ct sd 568 s 58 cl sd y se
X E— X :
— ——
\ — 2y —
— [ —— s ™~
P — — -
. — . . 8
v’ —2 —
58
[ s | —
— X E—
~ :
e \_je_-
——
P X —
)/ .
(o-
: v 9470k
Dpse\GA23450 Dpse\GA19787 Dpse\GA19828 Dpse\GA19777
- B b -

Dﬁse\G A23843

Fig. 1. (A) The sepia region of the USA X-chromosome was introduced into an otherwise pure Bogota
background by using a crisscross design; recombination occurs in females, and the visible marker sepia
was selected in males. Bogota material is black and USA material is white. Females have two X
chromosomes, and males have one X chromosome and one Y chromosome (denoted by a hook). (B) When
crossed with USA males, heterozygous introgression females produce two types of hybrid males. All sepia
introgression hybrid males were fertile and showed normal segregation, whereas control F; hybrid males
were mostly sterile and showed segregation distortion, as expected. (C) Hybrid sterility and segregation
distortion both mapped to a region spanning ~20 kb that included five predicted genes, of which
GA19777 is the fastest evolving.
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The Dynamics and Time Scale
of Ongoing Genomic Erosion
in Symbiotic Bacteria

Nancy A. Moran,** Heather ]. McLaughlin,* Rotem Sorek?

Among cellular organisms, symbiotic bacteria provide the extreme examples of genome
degradation and reduction. However, only isolated snapshots of eroding symbiont genomes have
previously been available. We documented the dynamics of symbiont genome evolution by
sequencing seven strains of Buchnera aphidicola from pea aphid hosts. We estimated a
spontaneous mutation rate of at least 4 x 1077 substitutions per site per replication, which is
more than 10 times as high as the rates previously estimated for any bacteria. We observed a
high rate of small insertions and deletions associated with abundant DNA homopolymers, and
occasional larger deletions. Although purifying selection eliminates many mutations, some persist,
resulting in ongoing loss of genes and DNA from this already tiny genome. Our results provide
a general model for the stepwise process leading to genome reduction.

bligate symbionts and pathogens, which
Oha\*c evolved repeatedly from free-living

bacterial ancestors, show striking con-
vergence in fundamental genomic features. In
several symbionts of insects, most ancestral
genes are eliminated by deletion, resulting in
some of the smallest known cellular genomes
(1—4). Symbionts also display rapid evolution
at both the DNA and peptide sequence levels
and have highly biased nucleotide base com-
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Table 1. Description of sequence data.

positions, with elevated frequencies of adenine
and thymine (A+T). Because these genomes
are asexual and do not acquire foreign DNA,
each gene loss is irreversible (2, 5-7). These
genomic features have been ascribed to in-
creases in genetic drift associated with a host-
restricted life-style (8, 9) and, potentially, to an
increased mutation rate and biased mutational
profile stemming from the loss of DNA-repair
genes, which are among the gene categories most
depleted in symbiont genomes (/, /0).
Although numerous sequenced examples
of reduced genomes in obligate symbionts or
pathogens are available, these are too distantly
related to permit stepwise reconstruction of
genomic changes. As a result, the dynamics of
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ongoing genomic erosion, the extent to which
mutation rate is elevated, the effectiveness of
natural selection in purging mutations, and the
nature of the mutational events that lead to
further loss of DNA and metabolic functions
are unclear. To illuminate these evolutionary pro-
cesses, we sequenced several closely related
genomes of the obligate symbiont Buchnera
aphidicola from a single host species, the pea
aphid Acyrthosiphon pisum (Buchnera-Ap). A
previously sequenced genome of Buchnera-
Ap showed a gene set typical for an obligate
symbiont (/) lacking most ancestral genes, in-
cluding genes underlying transcriptional regu-
lation, biosynthesis of cofactors present in hosts,
DNA repair, and other processes. The 607 re-
tained genes encode machinery for replication,
transcription, translation, and other essential pro-
cesses, as well as biosynthetic pathways for es-
sential amino acids required by hosts (/).

A. pisum is native to Eurasia, but has been
introduced worldwide. It was first detected in
North America in the 1870s (/7). We sequenced
the genomes of seven Buchnera-Ap strains de-
scended from two colonizers of North America
(and hence diverging up to 135 years ago), in-
cluding two strains diverging in the laboratory
for 7.5 years. Solexa sequencing was com-
bined with verification by Sanger sequencing
(12), to determine genomic sequences of these
seven strains (Table 1). A total of 2392 po-
sitions (0.3% of sites on the 641-kb chromo-
some) showed a nucleotide substitution. These
single-nucleotide polymorphisms (SNPs) were
distributed approximately evenly around the chro-
mosome (fig. S1). We also detected a total of
149 insertion or deletion events (indels): 134

Tuc? 9-2-1 8-10-1 8-10-1 AZA 5AR 5A 7A
Source locality, Tucson AZ, Cayuga Co Cayuga Co Cayuga Co Logan UT, Derived from Madison WI, Cayuga Co
year 1999 NY, 2001 NY, 2001 NY, 2001 2003 5A, 2000 1999 NY, 2000
Average read 39 36 39 36 39 36 39 39
size
No. of initial 3,185,491 11,293,714 9,064,851 20,653,949 9,224,134 9,615,693 8,227,047 18,234,517
reads
No. of reads 1,024,330 6,731,726 4,432,760 12,977,253 7,088,978 6,944,135 4,448,342 12,150,323
mapped
Percent reads 32.16 59.61 48.90 62.83 76.85 72.22 54.07 66.63
mapped*
Fold genome 57.9 369.9 259.4 700.5 412.2 374.6 256.0 661.1
coverage
(average)

*Unmapped reads represent contaminating DNA, largely from the host genome,
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A Polymorphism in npr-11ls a
Behavioral Determinant of Pathogen
Susceptibility in C. elegans

Kirthi C. Reddy,™* Erik C. Andersen,?>* Leonid Kruglyak,?>t Dennis H. Kim't

The nematode Caenorhabditis elegans responds to pathogenic bacteria with conserved innate
immune responses and pathogen avoidance behaviors. We investigated natural variation in

C. elegans resistance to pathogen infection. With the use of quantitative genetic analysis, we
determined that the pathogen susceptibility difference between the laboratory wild-type strain N2
and the wild isolate CB4856 is caused by a polymorphism in the npr-1 gene, which encodes a
homolog of the mammalian neuropeptide Y receptor. We show that the mechanism of
NPR-1-mediated pathogen resistance is through oxygen-dependent behavioral avoidance rather
than direct regulation of innate immunity. For C. elegans, bacteria represent food but also a
potential source of infection. Our data underscore the importance of behavioral responses to
oxygen levels in finding an optimal balance between these potentially conflicting cues.

icrobes, including commensal orga-
Mnisms and pathogens, profoundly in-
fluence the immune and metabolic
physiology of host organisms (/). We used the
nematode Caenorhabditis elegans as an experi-
mental host to dissect the molecular basis of
interactions between host species and micro-
organisms. C. elegans exhibits diverse behaviors
in response to bacteria provided as a nutrient
source (2-4). Feeding behavior can be modulated
by environmental conditions, including oxygen
concentration (5). Some bacterial species are
pathogenic to C. elegans (6), and C. elegans re-
sponds by activating conserved innate immune
pathways (7-9) and avoiding pathogens (/0-/2).
We found that the standard laboratory strain
N2 (isolated in Bristol, England) and strain
CB4836 (isolated in Hawaii, USA) exhibited
a marked difference in susceptibility to the
human opportunistic pathogen Pseudomonas
aeruginosa strain PAl4 (Fig. 1A) (/3). The
mean time to 50% lethality (LT50) for CB4856
was shorter (50 £ 7.8 hours) than that for N2
(90 £ 13 hours). Using a collection of recombi-
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nant inbred lines (/4), we mapped the pathogen
susceptibility trait to a 774-kb region of the X
chromosome (LGX) containing npr-1, which en-
codes a G protein—coupled receptor related to
the mammalian neuropeptide Y receptor (Fig.
1B). The 215V npr-1 allele in N2 has increased
NPR-1 activity relative to the 215F npr-1 allele in
CB4856, and the 215V allele confers behavioral
differences that are dominant to those conferred
by the 215F allele (/5). To test the possibility that
npr-1 causes the difference in pathogen suscep-
tibility between the N2 and CB4856 strains, we
used mpr-1 loss-of-function mutants isolated in
the N2 background. Like the CB4856 strain, the
npr-1 presumptive null alleles ad609 and kyl3,
along with the reduction-of-function alleles 1r89
and n/3353, had enhanced susceptibility to killing
by PAl4 (Fig. 1C and fig. S1). The enhanced
susceptibility of mpr-1(ky/3) mutants was res-
cued by a transgene containing N2 wild-type
(WT) copies of npr-1, and an N2 npr-/ null
mutation failed to complement the pathogen
susceptibility phenotype of CB4856 (Fig. 1C).
Thus, the enhanced susceptibility to pathogen of
CB4856 is caused by the ancestral 215F allele of
npr-1. This finding is consistent with a recent
report by Styer et al. (16) that showed that loss-of-
function mutations in the npr-/ gene in the N2
background result in enhanced susceptibility to
pathogen killing.

The 215F npr-1 allele in CB4856 and loss-of-
function mutations in npr-/ confer a constellation
of related behavioral phenotypes that have been
termed “social feeding”—the animals associate

together in groups (clumping) and are often found
at the edge of the bacterial lawn (bordering) (/3).
The characterization of aerotaxis behavior in C.
elegans revealed that CB4856 and npr-1 loss-of-
function mutants prefer the decreased oxygen
concentrations found at the edge of the live bac-
terial lawn, which drives the bordering phenotype
(5, 17, 18). We hypothesized that differences in
behavior, instead of in innate immune responses
as recently proposed (/6), might underlie the ob-
served pathogen susceptibility differences caused
by the npr-/ polymorphism. By spending more
time on the bacterial lawn, CB4856 and npr-1
mutants would receive an increased dose of the
pathogenic bacteria, leading to higher mortality.
Multiple independent experiments support our
hypothesis.

First, mutations in the oxygen-sensing gua-
nylate cyclase gey-35 and the neuronal signaling
genes ocr-2 and osm-9, which are necessary for
npr-1-mediated bordering and aerotaxis behav-
iors (3, 19, 20), also suppressed the pathogen
susceptibility of mpr-1 mutants (fig. S2, A and B).
These data suggest that the clumping and bor-
dering behaviors mediated by responses to oxy-
gen concentration are necessary for the enhanced
susceptibility to the pathogen.

Second, we altered the standard slow-killing
pathogenesis assay (2/) by spreading the PA14
lawn to the edges of the agar plate. In this “big
lawn™ assay, there is no region of the plate in
which the animals can avoid pathogen. Under these
conditions, N2 displayed increased susceptibility
equivalent to both CB4856 and npr-I(ad609),
whereas the susceptibilities of npr-1{ad609) and
npr-1(ky13) were equivalent in both assays (Fig.
2A and figs. S3 and S4). These data demonstrate
that the pathogen susceptibility difference arises
not from differential activation of immune path-
ways, but rather from the aberrant acrotaxis
behavior of the N2 strain in the presence of the
pathogenic lawn that results in lower exposure o
the pathogen.

Third, we carried out the standard patho-
genesis assay at 10% oxygen concentration, which
suppresses bordering and aerotaxis behaviors in
CB4856 and npr-1 mutants (5, 18). We observed
that this reduced oxygen concentration also sup-
pressed the pathogen susceptibility phenotypes of
CB4856 and npr-1{ad609). Allowing CB4856 and
npr-1 mutants to disperse off of the bacterial lawn
results in survival that is equivalent to that observed
for N2.

In addition, we found that three dauer-
defective mutants that weakly aggregate and bor-
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Draxin, a Repulsive Guidance
Protein for Spinal Cord and
Forebrain Commissures

Shahidul M. Islam,™?* Yohei Shinmyo,™?* Tatsuya Okafuji,"t Yuhong Su,*??
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Axon guidance proteins are critical for the correct wiring of the nervous system during
development. Several axon guidance cues and their family members have been well characterized.
More unidentified axon guidance cues are assumed to participate in the formation of the extremely
complex nervous system. We identified a secreted protein, draxin, that shares no homology with
known guidance cues. Draxin inhibited or repelled neurite outgrowth from dorsal spinal cord and
cortical explants in vitro. Ectopically expressed draxin inhibited growth or caused misrouting of
chick spinal cord commissural axons in vivo. draxin knockout mice showed defasciculation of spinal
cord commissural axons and absence of all forebrain commissures. Thus, draxin is a previously
unknown chemorepulsive axon guidance molecule required for the development of spinal cord and

forebrain commissures.

Ithough axon guidance proteins, includ-
Aing netring, semaphorins, ephrins, and

Slits (also slits), and morphogens, such
as sonic hedgehog (Shh), Wnts, and bone
morphogenic proteins (BMPs), are known to
play roles in the correct wiring of the nervous
system during development (/—3), the immense
complexity of the nervous system makes it likely
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that there are more unidentified axon guidance
cues to be discovered. In our search for novel
axon guidance proteins, we performed signal se-
quence trap screening, which enabled us to
identify secreted and transmembrane proteins
(table S1). With this method, we have identified
a molecule named draxin (dorsal repulsive axon
guidance protein, fig. S1A) from a cDNA library
of enriched motoneurons, floor plate, and roof
plate of chick embryos. Chick draxin mRNA was
expressed transiently during development of the
brain and spinal cord (Fig. 1A), especially in the
roof plate and the dorsal lip of the dermomyo-
tome (Fig. 1B). Mouse draxin mRNA was
expressed in a manner similar to that of the chick
(fig. S2, A and B). We examined the expression
of draxin in the brain by p-galactosidase (B-gal)
staining of heterozygous mice (fig. S3). Mouse
draxin expression was observed in many brain
regions, including the olfactory bulb, cortex, mid-
brain, cerebellum, and pontine nuclei in postnatal
day 0 (P0O) mice (Fig. 1D and fig. S2, D and E).
The deduced draxin amino acid sequence
(fig. S1A) indicates that chick draxin consists of
349 amino acids with a putative signal peptide
sequence at the N-terminal end but no membrane
anchoring sequence, which suggests that draxin
is a secreted protein. We confirmed this hypoth-

esis via detection of the recombinant protein in
conditioned medium of COS7 cells transfected
with chick draxin expression vector (fig. S1B).
Immunohistochemistry using antibodies against
draxin (anti-draxin) revealed an interesting attri-
bute of the draxin protein. In addition to its de-
tection in mRNA-positive regions, draxin protein
was detected at the dorsolateral basement mem-
brane of the spinal cord (Fig. 1C and fig. S2C),
indicating that the protein diffuses from its site of
production and has high aflinity for basement
membranes.

To examine whether draxin has guidance
activity for commissural axons in the spinal cord,
we cultured dorsal spinal cord explants from
stages 19 and 20 chick embryonic spinal cords,
obtained from the thoracic level, in collagen gels.
Netrin-1 (4) was added to the cultures to stim-
ulate neurite outgrowth of commissural neurons
from the explants, Neurites emerged from dorsal
spinal cord explants, and dissociated cells were
stained with chick TAG-1 antibody (chick anti
TAG-1), a marker for commissural axons (fig. S4),
suggesting that they were commissural axons.
Neurite outgrowth from dorsal spinal cord ex-
plants was greatly inhibited in draxin-conditioned
medium (Fig. 2B), whereas there was robust
neurite outgrowth in the control mock-transfected
conditioned medium (Fig. 2A). After replacing
draxin-conditioned medium with fresh culture
medium, we observed robust neurite growth
within 24 hours (Fig. 2C). These data excluded
the possibility of a secondary effect of cell
death in the presence of draxin-conditioned me-
dium and indicated that draxin did indeed in-
hibit neurite outgrowth from dorsal spinal cord
explants. Purified recombinant chick draxin also
inhibited neurite outgrowth from dorsal spinal
cord explants in a dose-dependent manner (Fig.
2, D, E, and P). We co-cultured the dorsal spinal
cord explants with COS7 cell aggregates express-
ing chick draxin in collagen gels. Explants were
dissected without adjacent roof plate tissue for
radial outgrowth of neurites (5). When explants
were co-cultured with mock-transfected cell ag-
gregates, neurites grew radially from all sides of
the explants (Fig. 2, F and Q). In contrast, when
co-cultured with cell aggregates expressing
draxin, neurites did not grow out of the proximal
side to the COS7 cell aggregates; rather, they
grew out of the distal side (Fig. 2, G and Q). To
test whether draxin could induce growth cone
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S6, D to F). These data suggest that postcrossing
commissural axons are not sensitive to draxin.

To examine the function of draxin by in vivo
loss-of-function analysis, we established draxin
knockout mice (fig. S3). Homozygous draxin (—/—)
mice are viable and fertile. We analyzed projection
patterns of spinal commissural axons by TAG-1
staining at embryonic day 11.5 (E11.5). In homo-
zygous draxin (—~) mice, commissural axons
projected in a defasciculated manner toward the
floor plate (Fig. 4, Ba and Bb, and fig. S7, A and B),
resulting in expansion of the TAG-1-positive area
medially, whereas they projected in a tightly fas-
ciculated form in wild-type (Fig. 4, Aa and Ab, and
fig. 87, A and B) and heterozygous mice. In ad-
dition, thick bundles of TAG-1-positive axons
along the basement membrane were observed more
frequently in homozygous draxin (——) mice than in
wild-type littermates (compare arrows in Fig. 4, Ab
and Bb). Whole-mount anti-TAG-1 immunohisto-
chemistry of a dissected spinal cord in open-book
configuration also showed the defasciculation of
commissural axons in homozygous draxin (——) mice
(fig. 87, E and F) compared with those in wild-type
mice (fig. S7, C and D). Postcrossing commissural
axon projections seemed normal in homozygous
draxin (——) mice (fig. S8, A and B).

We next examined whether the projections of
brain commissures were impaired in the draxin
knockout mice with use of hematoxylin-eosin stain-
ing (Fig. 4, Ca to Dc and Ja to Kc) and immu-
nostaining for the axonal maker L1 (fig. $9, A' to
D™). All homozygous draxin (—/—) mice showed
abnormal development of the corpus callosum,
hippocampal commissure, and anterior commissure.
We classified these phenotypes info two groups,
depending on their severity. Severely affected mice
had complete agenesis of these commissures (Fig. 4,
Da to De and Ka to Kc and fig. §9, C' to D "), and
weakly affected ones had partial defects in the
formation of these commissures (table S2). About
half of the heterozygous draxin mice showed ab-
normalities in corpus callosum and hippocampal
commissure formation, and some showed complete
agenesis (table S2). Anterograde tracing by Dil
injection into the cortex revealed that, in the draxin
knockout mice, corpus callosum axons failed to
cross the midline and instead abnormally directed
ventrally before they reached the midline (Fig. 4F),
whereas corpus callosum axons in control mice
crossed the midline (Fig. 4E). Previous studies have
described that midline glial structures are interme-
diate targets of corpus callosum axons (7). To ex-
amine these structures, we coimmunostained with
an antibody against glial fibrillary acidic protein
(anti-GFAP) in wild-type and knockout mice at
P0O. All three midline glial populations—the glial
wedge, indusium griseum glia, and midline zipper
glia—were present in wild-type (Fig. 4G, n = 8)
and weakly affected draxin knockout mice (Fig, 41,
n = 4). In contrast, indusium griseum glia was
absent in strongly affected knockout mice (Fig.
4H, n = 6). This result suggests that the lack of
indusium griseum glia might correlate with the
severe defect in corpus callosum development. In
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the anterior pars of the anterior commissure, the
axons in control mice turned to the midline and
crossed toward the contralateral side, and this was
confirmed by DIl injection into the olfactory bulb
(Fig. 4L). The anterior commissure axons in
strongly affected knockout mice turned to the lateral
side but not the midline (Fig. 4, Ma and Mb),
whereas the majority of anterior commissure axons
in weakly affected knockout mice took a normal
course toward the midline but misprojected rostrally
at the midline (Fig. 4, Na and Nb). In addition, an-
terior commissure neurons were retrogradely labeled
in the olfactory bulb contralateral to the injection
site in wild-type mice (Fig. 4L); however, such la-
beled neurons were not detected in the correspond-
ing area of strongly affected knockout mice (Fig.
4Ma). In contrast to the severe defects in the fore-
brain commissure, the posterior commissure and
habenular commissure appeared to develop normal-
ly in the draxin knockout mice (fig. S8, D and F).

We next investigated draxin expression during
development of the spinal cord and forebrain com-
missures by B-gal staining of heterozygous mice.
B-gal expression was detected in the dorsal spinal
cord and commissural axons (fig. S10, A to F).
Antidraxin staining revealed draxin protein expres-
sion in the same area and heavy deposition in the
lateral basement membrane (fig. S10, G to L). In the
case of forebrain commissures, f-gal expression
was observed in the regions that surround the corpus
callosum, hippocampal commissure, and anterior
commissure, such as the midline glial cells, indu-
sium griseum glia, and glial wedge, whereas B-gal
expression was not detected in these commissural
axons (fig. S11). Antidraxin staining and draxin-AP
binding on sections revealed the presence of draxin
proteins and its receptors in the forebrain commis-
sural axons (fig. S12).

Spinal cord commissural axonal growth has
been well studied and found to be guided by the
attractive cues netrin-1 (8, 9) and Shh (/0), which
emanate from the floor plate, and also by the re-
pulsive cues BMP7 and growth differentiation fac-
tor 7 (GDF7), which emanate from the roof plate
(11, 12). Our in vitro and in vivo gain-of-function
data suggest that draxin is a chemorepulsive guid-
ance protein for commissural axons. The homozy-
gous draxin (——) mouse showed defasciculated
projections of commissural axons toward the floor
plate (Fig. 4 and fig. S7). This defasciculation
might be due to the deficient repulsive activity of
environmental draxin, mainly in the lateral base-
ment membrane. Immunochemical analyses in-
dicate expression of draxin mRNA and protein in
commissural axons (fig. S10). The importance of
this expression is unknown, although draxin may
function in an autocrine manner to regulate the
sensitivity of commissural axon to draxin in the
surrounding milieu.

The data presented here demonstrate that draxin
is required for the midline crossing of forebrain
commissures (Fig. 4 and fig. S9). draxin is expressed
in midline glial cells, which have been thought to act
as intermediate guideposts for corpus callosum
axons via the expression of axon guidance mole-

cules (13), such as Slit2 (74) and Wnt5a (15). In ad-
dition, draxin repels neurite outgrowth from cortical
explants at E17 (Fig. 20), when corpus callosum
axons cross the midline. These results suggest that
draxin is a chemorepulsive molecule that is respon-
sible for corpus callosum development in midline
glial cells. We speculate that misprojection of cor-
pus callosum axons at the midline, observed in
almost all of the knockout mice (Fig. 4F), is caused
by the deficient draxin repulsive activity from the
glial wedge. A similar presumption probably applies
to the draxin roles in anterior commissure and hip-
pocampal commissure development, as judged from
analyses of the draxin expression and the mutant
phenotypes. Thus, we propose that draxin repulsion
from the regions surround the trajectories of fore-
brain commissures is essential for proper guidance
of their commissural axons, preventing them from
misprojecting before reaching the midline. Because
all forebrain commissures were frequently mispro-
Jjected at the midline in the knockout mice, midline
cells expressing draxin may be particularly critical
for the midline crossing, Furthermore, corpus callo-
sum axons in the knockout mice are defasciculated
in the ipsilateral side (Fig. 4F). draxin is expressed in
deep cortical layers and cingulate cortex, in addition
to the midline glial cells. Because most of corpus
callosum axons arise from neurons in layers 2/3 and
5, some of the projecting neurons may express
draxin. Thus, draxin is required for the fasciculation
of corpus callosum axons in a paracrine and/or
autocrine manner, which may be consistent with
draxin functions on spinal commissural axons. It is
also important to note that indusium griseum glia is
missing only in the severely affected knockout mice
(Fig. 4H). This result suggests that not only the de-
ficient repulsive activity from the glial cells but
also the lack of indusium griseum glia might be
involved in the disruption of the corpus callosum
formation. Further investigation is needed to clarify
draxin functions on the formation of indusium
griseum glia and its involvement on the commis-
sure formation.
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Here, we show that endogenous AP elements
promoted reverse transcription and integration of
LCMV RNA after infection. These findings im-
pinge on the design of RNA vectors and indicate
alternative mechanisms for the coevolution be-
tween host, endogenous retroviral elements, and
exogenous viruses.

Formation of DNA complementary to the
LCMV RNA genome (cLCMV) after infection
of MCS57G cells can be detected in about 1 in
10° to 10* cells (/). To analyze the events lead-
ing up to cLCMV formation, we serially sub-
cloned LCMV-infected MC57G cells to derive
two stable cell lines (MC57.18 and M(C57.23)
that contained genetic material complementary
to LCMV GP (cGP) (Fig. 1) (13). It is important
to note that LCMV could not be detected in the
supernatants of these cell cultures after the
subcloning procedure (/4).

Using a combination of long-range and in-
verse polymerase chain reaction (PCR) (/3), we
isolated the LCMV-GP-derived genetic mate-
rial, including the flanking sequences from both
clones (Fig. 1). In both cell lines, the virus-derived
genetic material consisted of a full-length c¢GP
gene that was joined at the 3' end to sequences
derived from murine TAP retrotransposon (Fig, 1).
In both cases, homology with TAP ended within
the 3' region of the IAP polymerase/integrase
gene, albeit at different locations and in oppo-
site orientations. The 5’ ¢GP-flanking sequences
of MC57.18 shared 99% homology with the
C57BL/6 mouse chromosome 10 (NT_039500.7,
nucleotides 3856133 to 3859091). The 5" and 3’
¢GP flanking sequences of MC57.23 were 99%
homologous to chromosome 7 from C57BL/6
mice (NT_039413.7, nucleotides 34906498 to
34909015 and 34905113 to 34906423, respec-

tively), with an intemal deletion of 49 base pairs
near the integration site.

Analysis of the homologies between the ¢cGP
sequences and the small genomic RNA of LCMV
revealed that both the 3" and 5" homology break-
points were almost at the same position [+ 1 nu-
cleotide (nt)] (fig. S1, A and B). At the 5 end,
homology with LCMV always ended in the 5’ un-
translated region. Both 3' homology breakpoints
were located within the stop codon of the LCMV-
GP open reading frame. No target site duplication
was found at the site of integration in MC57.23,
suggesting that integration of the cLCMV/IAP
sequences was not catalyzed by a classical retro-
viral integrase activity. In addition, the multiple
deletions shown in Fig. 1 indicate that integra-
tion of the cLCMV/IAP recombination product
might have occurred at sites of DNA damage [sup-
porting online material (SOM) text 1].

From these results, we hypothesized that IAP
elements were catalyzing the reverse transcrip-

Table 1. Correlation between IAP expression and LCMV ¢DNA formation. Human (Hela), green
monkey (Vero), canine (MDCK), and Chinese hamster (CHO) cells were infected with LCMV at a
multiplicity of infection of 0.001 (+) or left untreated (-). One day later, plasmids expressing the
indicated functional IAP element (15) or a control plasmid expressing EGFP were transfected. The
number of cultures displaying cGP formation per total number of cultures tested is indicated.

Plasmids containing functional wild-type

Virus/cell line IAP elements

tion and subsequent integration of the cGP genes.
To obtain more formal proof, we transfected a
series of plasmids encoding for functional IAP
retrotransposons (213P12, 440N1, 920123, and
26212) (15) into LCMV-infected cell lines from
four different species (human, green monkey, dog,
and Chinese hamster) that do not display cGP

Negative controls ) - ;
formation (/) after LCMV infection (Table 1).

213P12 440N1 92123 262)21 pEGFP-N3 Mock As a control, we transfected a plasmid encoding

LCMV ~ ; ~ N ~ . ~ N ~ . ~ . enhanced green fluorescence protein (EGFP) or

we left the cells untreated. Three days later, we

Hela 0/3 33 03 33 03 23 05 4/5 05 05 05 05 isolated genomic DNA and tested for the pres-
Vero 02 02 072 vz 02 072 05 4/5 05 05 05 05  enceof cGP by nested PCR (Table 1).

MDCK 0/3 23 03 23 03 03 05 5/5 05 05 0/5 05 Untransfected or LCMV-infected cells trans-

CHO 02 22 02 22 02 22 072 12 02 0/2 0/2 0/2 fected with the control EGFP plasmid did not

make ¢GP [0 out of 34 independent transfec-

Total 0/10 7/10 0/10 810 0/10 4/10 0/17 14/17 0/17 0/17 0/17 0/17  tion experiments (0/34)]. Transfection of non-

% cGP+ 0% 70% 0% 80% 0% 40% 0% 82% 0% 0% 0% 0% infected cells with the panel of IAP elements

Table 2. IAP-derived RT activity is required for LCMV GP ¢DNA formation. Vero cells were infected with
LCMV at a multiplicity of infection of 0.001 (+) or left untreated (—). One day later, plasmids containing
a functional 1AP element (440N1), RT-deficient IAP elements (440N1ART and LinkerStopRT), or the
HIV-1 Gag-Pol plasmid pCMVARS were transfected. Mock transfection was performed as an additional
negative control. The number of cultures displaying ¢GP formation per total number of cultures tested

is indicated.

also failed to produce ¢GP sequences (0/47). In
contrast, transfection of LCMV-infected cells
with [AP-expressing plasmids resulted in the
formation of ¢GP sequences with a frequency of
70.2% (33/47). Some [AP variants (e.g., 262J21
and 440N1) mediated ¢GP formation more ef-
ficiently (=80%) than others (e.g., 92123, with
40% efliciency), confirming that expression of
functional IAP elements is required for the for-

Functional No functional IAP RT HIV-1 Gag-Pol Control ~ mation of LCMV c¢DNA.
Virus/cell line : IAP clements lacking (440N1ART) or hav-
440N1 440NIART  LinkerStopRT  HIV-LpCMVARE  Mock oy oo oot 440N LinkerStopRT) pol
LCMV - + - + - + - + - + gene failed to mediate ¢GP formation in LCMV-
Vero 010 1114 01 016 04 o8 04 118 o/ o1z niected Vero cells (Table 2). We also found
% cGP+ 0% 78.6% 0% 0% 0% 0% 0%  5.6% 0% 0% atin the absence of gag, cGP formation did

Fig. 2. ¢NPNAP and ¢GP/IAP recombinations detected in vitro and in vivo in mice
after LCMV infection. Recombination products for cNP/IAP (A) and cGP/IAP (B)
amplified from genomic DNA of the indicated source and sample number. Genes
are shown as labeled open boxes, gray boxes indicate insertion sequences derived
from the intergenic region of the small genomic RNA of LCMV, black boxes
indicate IAP LTR-derived sequences, and a gray triangle indicates the inverted
repeats of the IAP LTR. Gray normal-faced letters represent nucleotides derived
from the LCMV intergenic region, and bold-faced ones represent the direct repeat
of the IAP LTR. Red boxes and letters indicate sequences derived from tRNA™™.
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not occur (0/2).

The underlined nucleotides GT are only found in the tRNA™ and not in the IAP
primer-binding site. Blue bold letters indicate the NP and GP stop codons. Orange
letters and boxes indicate the nucleotides bridging between the IAP LTR and the
primer-binding site (fig. 52). Green letters and boxes indicate nucleotides at
the homology break points that cannot unambiguously be assigned to either
tRNAT/IAP LTR or LCMV small RNA. The center of the maps showing the re-
combination site is proportional to the depicted ruler, but large portions of the
LCMV NP, IAP LTR, and IAP wenv genes were omitted because of limited space
and are indicated by interrupted gene symbols (A).
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To further investigate the detailed molec-
ular events giving rise to LCMV/IAP hybrid
DNA formation, we designed nested PCR ap-
proaches that detect recombined cLCMV/TAP
hybrid sequences (/3). We were able to am-
plify both ¢cNP/IAP and ¢GP/IAP recombination
events directly from infected murine MC57G
cells (Fig. 2). We also detected ¢GP/TAP recom-
bination events in vivo in splenocytes of an
acutely infected C57BL/6 mouse and in pe-
ripheral blood mononuclear cells of RAGI ™
mice persistently infected with LCMV (Fig. 2B),
demonstrating that recombination between IAP
retrotransposons and LCMV was not an artifact
of immonrtalized cells but also occurred sponta-
neously in vivo.

The abundance of IAP elements in the mu-
rine genome (2) makes a detailed interpretation
of sequence data difficult, as the exact sequence
of the IAP element involved in LCMV hybrid
formation is not known. We generated a recom-
binant HeLa cell line (HG4) in which all the
TAP elements were derived from a single molec-
ular clone 92L.23Neo® (75) and that reliably
formed cLCMV upon infection.

Three days after LCMV infection of HG4
cells we amplified several different cNP/IAP and
c¢GP/TAP recombination events mvolving the
92L.23Neo®™ IAP element (Fig, 2). All amplified
recombination products were sequenced and
analyzed for homologies to 92L.23Neo® and the
LCMV genome. In contrast to the sequences ob-
tained from the subcloned infected MC57G cell
lines MC57.18 and MC57.23, where 1AP and
LCMV sequences were directly joined to each
other (Fig. 1), we observed insertions of addi-
tional nucleotides at the site of recombination in
cLCMV/TIAP hybrid DNA amplified from in-
fected HG4 and MC57G cells (Fig. 2). These
insertions, consisting of up to 14 nts displayed
homology to the 3’ end of the 76-nt-long phenyl-
alanine tRNA (tRNA™, GenBank accession
number K02684), which has previously been
shown to act as primer for the reverse transcrip-
tion of [AP elements (SOM text 2) (/7).

We showed that endogenous retroviral ele-
ments can recombine with exogenous nonretro-
viral RNA viruses presumably by copy choice
during reverse transcription (SOM text 2) to
yield cDNA complementary to both the endog-
enous retrovirus and the exogenous RNA virus,
Such recombinant cDNA has the potential to in-
tegrate into the genome of the infected cell, and
because IAP elements have been shown to trans-
pose most efficiently in the thymus and in the
LCMV-sanctuaries (/8) of the testicles (11, 12),
such recombinations theoretically could lead to
germline transmission of viral genes from RNA
viruses. Therefore, nonretroviral RNA viruses may
have contributed more substantially and directly
to the evolution of mammalian genomes than
has been assumed so far (SOM text 3). However,
extensive database analysis of the murine genome,
which was determined with DNA from LCMV-
free mice, did not yield substantial homologies
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to the LCMV-genome. In humans, there is some
evidence to suggest that at least one subgroup of
the human endogenous retrovirus-K family may
be active (19, 20). Thus, the potential risk of
somatic integration into host cells during human
gene therapy using RNA virus vectors should be
experimentally assessed by nested PCR.
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Molecular Mechanisms of
HipA-Mediated Multidrug Tolerance
and Its Neutralization by HipB

Maria A. Schumacher,™* Kevin M. Piro,* Weijun Xu,* Sonja Hansen,?

Kim Lewis,? Richard G. Brennan*

Bacterial multidrug tolerance is largely responsible for the inability of antibiotics to eradicate
infections and is caused by a small population of dormant bacteria called persisters. HipA is a
critical Escherichia coli persistence factor that is normally neutralized by HipB, a transcription
repressor, which also regulates hipBA expression. Here, we report multiple structures of HipA and a
HipA-HipB-DNA complex. HipA has a eukaryotic serine/threonine kinase—like fold and can
phosphorylate the translation factor EF-Tu, suggesting a persistence mechanism via cell stasis. The
HipA-HipB-DNA structure reveals the HipB-operator binding mechanism, ~70° DNA bending, and
unexpected HipA-DNA contacts. Dimeric HipB interacts with two HipA molecules to inhibit its
kinase activity through sequestration and conformational inactivation. Combined, these studies
suggest mechanisms for HipA-mediated persistence and its neutralization by HipB.

acteria that are resistant or tolerant to
B antibiotics are an increasing threat to hu-

man health. Indeed, ~60% of infections
in the developed world are caused by biofilms,
which exhibit multidrug tolerance (MDT) (/, 2).
MDT is caused by the presence of dormant bacte-
rial cells called persisters, which account for only
10 ®to 10 * cells in a growing population, making
MDT difficult to study (3-5). Persisters are not
mutants but phenotypic variants of wild-type cells
that evade killing by somehow adopting a tran-
sient dormant state (6, 7). Dormancy provides
protection because bactericidal antibiotics kill by

comrupting their active targets into producing toxic
byproducts. These protected persisters can then
switch back to the growth phase after the removal
of antibiotics, allowing the bacterial population to
survive. The first high-persistence allele, hipA7
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nucleoid where the HipA-HipB-DNA complex
would reside, suggests that HipB-DNA bind-
ing may also inactivate HipA by its sequestra-
tion (30).

These studies have provided important insight
into the mechanisms by which HipA mediates
persistence and HipB neutralizes HipA. The high
conservation of HipA among Gram-negative bacte-
ria indicates its central role in the development of
persistence. Thus, inhibitors that specifically target
the substrate-binding sites of HipA, may prove
effective against persistence and MDT.
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Chromatin-Associated Periodicity in
Genetic Variation Downstream of
Transcriptional Start Sites

Shin Sasaki,** Cecilia C. Mello,? Atsuko Shimada,? Yoichiro Nakatani,® Shin-ichi Hashimoto,”
Masako Ogawa,® Kouji Matsushima,” Sam Guoping Gu,? Masahiro Kasahara,®

Budrul Ahsan,® Atsushi Sasaki, Taro Saito,! Yutaka Suzuki,® Sumio Sugano,’ Yuji Kohara,®
Hiroyuki Takeda,® Andrew Fire,?t Shinichi Morishita™t

Might DNA sequence variation reflect germline genetic activity and underlying chromatin
structure? We investigated this question using medaka (Japanese killifish, Oryzias latipes), by
comparing the genomic sequences of two strains (Hd-rR and HNI) and by mapping ~37.3 million
nucleosome cores from Hd-rR blastulae and 11,654 representative transcription start sites

from six embryonic stages. We observed a distinctive ~200—base pair (bp) periodic pattern of
genetic variation downstream of transcription start sites; the rate of insertions and deletions longer
than 1 bp peaked at positions of approximately +200, +400, and +600 bp, whereas the point
mutation rate showed corresponding valleys. This ~200-bp periodicity was correlated with the
chromatin structure, with nucleosome occupancy minimized at positions 0, +200, +400, and
+600 bp. These data exemplify the potential for genetic activity (transcription) and chromatin
structure to contribute to molding the DNA sequence on an evolutionary time scale.

utation and repair characteristics of
MDNA sequence in experimental sys-

tems have been shown in a number of
cases to reflect structures in chromatin. For one
well-studied experimental system, ultraviolet-
irradiated yeast (Saccharomyces cerevisiae),
repair rates for a set of DNA nucleosome core
regions are lower than in the surrounding linker
regions (/-4). Correlations between chromatin
structure and mutation rates have also been sug-
gested in analysis of human and yeast genomes
(5—7). The draft genome sequences of two inbred
medaka strains, Hd-rR and HNI (&), provide a
remarkable opportunity for extensive comparison
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between genomic variation and structural features
in the genome. The two strains are cross-fertile, yet
their genomes are substantially different [~3.42%
single-nucleotide polymorphism (SNP)] (8). For
analysis of chromatin and transcriptional effects on
genelic variation, tissue samples including totipo-
tent (germline tissue) would be most relevant, as
mutational events in the germ line would uniquely
contribute to shaping the genome over evolu-
tionary time (9-/1).

To characterize transcriptional activity patterns
from the medaka genome at embryonic stages, we
collected 25-nucleotide (nt) 5'-end mRNA tags
for 1-, 2-, 3-, 5-, 10-, and 14-day Hd-rR medaka
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embryos (/2). Among a total of ~38.5 million
5'end tags collected, ~26.2 million (68.14%)
were successfully aligned to unique positions in
the medaka genome (fig. S1). Starting with a
rough assumption that one cell contains ~300,000
mRNA molecules (/3), single-copy-per-cell RNAs
would be represented by ~100 of the ~26.2 million
tags. To define a set of active transcription start
sites (TSSs), we used a clustering algorithm yield-
ing 11,654 =100-tag clusters. More than 98.4%
of neighboring clusters were separated by =100
base pairs (bp) from their nearest neighbor (fig.
S3B). A reference TSS for each cluster was de-
fined as the position with the most 5'-end tags.
The substitution and indel rates within 1000
bp of the reference TSSs in the 11,654 TSS clus-
ters tend to reach a valley at the TSSs (Fig. 1A),
suggesting relative selective constraint within
promoters. This is consistent with reports of high
conservation around TSS regions in mammals
(/4). Our analysis in medaka uncovers an
additional pattern: The substitution rate (blue
line) showed peaks at +100 and +300 bp and

*Department of Computational Biology, Graduate School of
Frontier Sciences, the University of Tokyo, Kashiwa, 277-0882,
Japan. “Departments of Pathology and Genetics, School of
Medicine, Stanford University, Stanford, CA 94305-5324,
USA. *Department of Biological Scences, Graduate School of
Science, the University of Tokyo, Tokyo, 113-0033, Japan.
“Deparlmenl of Molecular Preventive Medicine, School of
Medicine, the University of Tokyo, Tokyo, 113-0033, Japan.
*Department of Medical Genome Sciences, Graduate School of
Frontier Sciences, the University of Tokyo, Tokyo, 108-8639,
Japan. bCenter for Genetic Resource Information, National
Institute of Genetics, Mishima, 411-8540, Japan. /Bioinfor-
matics Research and Development (BIRD), Japan Science and
Technology Agency (JST), Tokyo, 102-8666, Japan.

*Present address: Mitsubishi Research Institute, Inc., Tokyo,
100-8141, Japan.

1To whom correspondence should be addressed. E-mail:
afire@stanford.edu (A.F.); moris@cb.k.u-tokyo.ac.jp (5.M.)

16 JANUARY 2009

401




























































By Antfer
Science
http://digitalbanca.blogspot.com


	Flash01
	Flash03
	Flash04
	Flash05
	Flash07
	Flash08
	Flash09
	Flash10
	Flash11
	Flash12
	Flash13
	Flash14
	Flash15
	Flash16
	Flash17
	Flash18
	Flash19
	Flash20
	Flash21
	Flash22
	Flash25
	Flash26
	Flash27
	Flash28
	Flash29
	Flash30
	Flash31
	Flash32
	Flash33
	Flash34
	Flash35
	Flash36
	Flash37
	Flash38
	Flash40
	Flash41
	Flash42
	Flash43
	Flash44
	Flash45
	Flash46
	Flash47
	Flash48
	Flash49
	Flash50
	Flash51
	Flash52
	Flash53
	Flash54
	Flash55
	Flash56
	Flash57
	Flash58
	Flash59
	Flash60
	Flash61
	Flash62
	Flash63
	Flash64
	Flash65
	Flash66



