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The Time to
Demand Funding

THE FUNDING CRISIS FOR SCIENCE MAY FIND
its solution, however unfortunately, in the
recession at hand. There will be a need for
federal spending on real infrastructure proj-
ects to rescue the economy. NIH and NSF
should be among the foremost beneficiaries.
In the 1930s, cultural and artistic endeavors
were among the beneficiaries of economic
stimulus programs through the Works Pro-
gress Administration. That was before the
existence of NIH or NSF. Surely, science is
among the highest achievements of human
culture. Spending on NIH and NSF can res-
cue our endangered scientific infrastruc-
ture and save the scientific careers of what
will otherwise be a lost generation. The
proposals are ready to go in the form of
thousands of unfunded but worthy grants,
thus meeting the criterion of immediate
implementation necessary for a stimulus
package. And the public should welcome
this. Increased spending on research is vir-
tually certain to benefit us, our children,
and their children.

Disappointingly, despite unprecedented
opportunities for research in diverse areas
that promise transformative and life-saving
advances, we scientists seem rather quiet
these days. We seem to be begging for scraps
of funding that will keep us alive, rather than
advocating for the steady diet of research
support necessary to ensure that the engines
of innovation keep running. If the United
States can spend $700 billion on a Wall
Street bailout and another $700 billion on
the military and wars this year, can it not
spend S10 to 20 billion more annually on
rescarch? This would be an investment in
knowledge and life, not war and accumula-
tion of personal wealth. It is time for the sci-
entific community to speak out boldly and
loudly for such funding.

CRAIG C. MELLO! AND JOHN V. WALSH2*

Letters to the Editor

Letters (~300 words) discuss material published

in Science in the previous 3 months or issues of
general interest. They can be submitted through
the Web (www.submit2science.org) or by regular

mail (1200 New York Ave., NW, Washington, DC
20005, USA). Letters are not acknowledged upon
receipt, nor are authors generally consulted before
publication. Whether published in full or in part,
letters are subject to editing for clarity and space.
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Autistic Phenotype from
MEF2C Knockout Cells

IN THEIR RESEARCH ARTICLE (“IDENTIFYING
autism loci and genes by tracing recent
shared ancestry,” 11 July 2008, p. 218), E.
M. Morrow et al. showed that gene expres-
sion associated with autism-spectrum disor-
ders (ASD) is controlled by MEF2 transcrip-
tion factors and hypothesized that autistic
phenotypes result from abnormal activity-
dependent regulation of synapse develop-
ment caused by altered MEF2 signaling.

However, other studies suggest that the
defects in MEF2 activity may be important
even earlier in development, in embryonic
neural progenitor/stem cells (NSCs). We
recently showed that knockout of MEF2C in
NSCs produces neurodevelopmental defects
similar to ASD (/). In adulthood, these mice
displayed autistic phenotypes resembling
Rett syndrome in that they manifested
altered anxiety and increased stereotypy
(purposeless movements) on neurobehav-
ioral testing, representing key characteris-
tics of ASD. Coupled with our report that
activated MEF2C drives the formation of
neurons from NSCs (2), this work indicates
that MEF2C plays a pivotal role in early
neuronal differentiation. Additionally, mice
with MEF2C conditionally knocked out
at the NSC stage exhibited fewer, smaller,
and more compacted neurons (7), similar
to findings in Rett syndrome (3). When
MEF2C was knocked out later in develop-
ment, although synapse formation was
altered, neurogenesis was not affected and
no autistic behaviors resulted (4). Taken
together, these reports are consistent with
the idea that ASD may be initiated at the
NSC stage and thus represent a defect in
neurogenesis, of which one aspect is syn-
apse formation. This suggests a broader role
for MEF2 in neurogenesis and ASD than
was previously appreciated.

STUART A. LIPTON,* HAO LI,

JEFFREY D, ZAREMBA, SCOTT R. MCKERCHER,
JIANKUN CUI, YEON-JOO KANG, ZHIGUO NIE,
WALID SOUSSOU, MARIA TALANTOVA,
SHU-ICHI OKAMOTO, NOBUKI NAKANISHI

Del E. Webb Center for Neuroscience, Aging, and Stem Cell
Research, Burnham Institute for Medical Research, La Jolla,
CA 92037, USA.
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slipton@burnham.org
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Science Should Stick
to Science

THE NEWS OF THE WEEK STORY “SCIENTISTS
plant grass-roots effort for Obama in final
days of contest” by E. Kintisch (31 October
2008, p. 658) would have been fine in a
newspaper, where we expect to find cam-
paign articles. It was surprising and unwise
in a magazine that reports on science.

Science did attempt to represent both
candidates. Kintisch states that little or
no grass-roots scientist effort for McCain
was found. An objective piece about the
observed differences in the parties’ degree
of support among scientists would have
been more appropriate than the partisan
tone of the piece as written.

There is a risk in publishing articles sug-
gesting that only the politically like-minded
are welcome readers of Science. It is in the
long-term interest of the scientific enterprise
that scientists do not make those who iden-
tify with other political parties uncomfort-
able in their midst. It is important to continue
to judge scientists by their work in science.
Likewise, it is important to keep Science
aboul science. ANN MARIE THRO
21298 Steptoe Hill Road, Middleburg, VA 20117, USA.

Science Careers: Where
Does Advocacy Fit?

IN HIS PRESIDENTIAL ADDRESS ("A GLOBAL
perspective on science and technology,” 24
October 2008, p. 544), D. Baltimore
warned against erosion of U.S. leadership
in the biological sciences, acknowledging
the entire scientific community’s lack of
involvement and personal responsibility in
our government,

As a graduate student training for a
career in the academe, I wonder at what
point in my career it will be most appropri-
ate to begin thinking about exercising
responsibility for my nation’s actions.
Clearly, there are good reasons why scien-
tists and engineers need to consider step-
ping outside our laboratories to serve our
nation (/). Yet, there are few moments on
the road to tenure where it would be wise
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from trade then do not derive from Ricardian
specialization but from expansion of dynamic
sectors. From this perspective, the potential
gains from trade liberalization are large, but
they will materialize only if complemented by
policies promoting development of industry
(16, 17).

Where Are the Gains from Trade?

The World Bank has generally supported the
WTO in pursuing trade liberalization, and its
arguments often invoke the results of simulations
based on computable general equilibrium (CGE)
models. However, there are many problems with
these models and their use.

In an influential World Bank study, several
scenarios of trade liberalization were consid-
ered (/8). The most realistic scenario projected
welfare gains in 2015 of only $96 billion
[roughly one-fifth of 1% of world gross domes-
tic product (GDP)]. Rich countries stand to
gain $80 billion (82%), compared with $16 bil-
lion (18%) for developing countries. A major
portion of the gains for developing nations ben-
efits large countries such as Brazil and China,
whereas sub-Saharan African countries are
expected to be net losers. A CGE model-based
agricultural trade scenario concluded that rich
countries would gain $19 billion; China and
South Asia, $1 billion each; while other devel-
oping countries would lose $3 billion (79).

Polaski (20) introduced unemployment and
separated agricultural labor markets from
urban unskilled labor markets in a CGE model.
The analysis suggested that global gains from
further trade liberalization are, at 0.2% of world
GDP, similarly modest, but—in sharp contrast
to the World Bank’s full employment models—
developing countries’ gains stem largely from
increased market access for theirmanufactures.
Again, the largest gains accrue to countries
such as China, whereas the poorest (in sub-
Saharan Africa) are net losers.

Other investigators, including Ackerman
(21), have also criticized the theory and
methodology in CGE-based estimates. Taylor
and von Arnim (22) and Kraev (23) showed the
problematic effects of underlying assumptions,
particularly full employment. Whatever the
right assumptions are, all the different models
come to essentially the same conclusion:
Global gains of a Doha trade agreement are
miniscule relative to world GDP and mostly
accrue in large and more developed countries.
The poorest countries might very well lose.

This insight was belatedly invoked in 2005
to generate support for “aid for trade™ as a sop
to induce developing countries to accept further
trade liberalization. Bhagwati (24) has argued
that aid for trade needs to be ramped up to
maintain global support for further liberaliza-
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tion. First, governments need to be compen-
sated for loss of tariff revenue, which can
account for up to half of total tax revenue in the
poorest countries. Second, producers, workers,
and others have to be compensated for loss of
“uncompetitive” production capacities in agri-
culture, industry, and even services. Third, funds
are needed to help develop new internationally
competitive capacities and capabilities. Such
recognition of the need to compensate for the
loss of revenue and economic capacities, as well
as the high and uncertain costs of developing
alternative economic capacities, underscores
the limitations of traditional trade theory.

The Reality of Trade Negotiations
By 1994, the WTO replaced the General Agree-
ment on Tariffs and Trade (GATT), which gave the
WTO enhanced powers and significantly broad-
ened scope. The WTO trade agenda now includes
services and gives greater attention to agriculture.
The broadening of the scope of multilateral nego-
tiations has made it even harder for developing
countries to be represented by expert negotiators.
Perhaps most important, membership in the
WTO involves a single undertaking, requiring
compliance with all WTO agreements—unlike
the previous option under GATT of signing
up on an agreement-by-agreement basis. The
WTO has also created and strengthened
processes and mechanisms for dispute settle-
ment that have tended to favor corporate inter-
ests and rich-country governments, which can
better afford the legal and lobbying resources
to pursue their interests. Similarly, liberaliza-
tion of services has mainly involved financial
services, rather than construction or maritime
services where developing countries are better
able to compete. Also, the Agreement on
Trade-Related Aspects of Intellectual Property
Rights (TRIPs) has given transnational cor-
porations greater powers than provided by
the World Intellectual Property Organization
(WIPO) and has limited developing countries’
abilities to adapt and to imitate.

The Latest Doha Round

In July 2008, negotiations for a Doha Round trade
deal collapsed again, this time over provisions to
allow developing countries to protect the liveli-
hoods of subsistence farmers. Premature trade lib-
eralization undermines the policy space necessary
for investment and technology policies for devel-
opment. Further agricultural trade liberalization
will undermine food security in most developing
countries, many of which have been transformed
from net food exporters into net food importers.
Contrary to the claims of advocates of agricultural
trade liberalization, eliminating agricultural and
export subsidies in the Organisation for Economic
Co-operation and Development would, at least

temporarily, increase food prices in food-importing
countries! The supposed gains from agricultural
trade liberalization are likely to bring greater
benefits to a few rich agriculture-exporting coun-
tries, rather than to most of the developing world,
let alone the bulk of the poor.

The current multilateral negotiations, the
Doha Development Agenda, were conceived
in the spirit of promoting global cooperation
and under the banner of helping developing
countries do just that—develop. A return to
these principles is of utmost importance for
successful conclusion of the round.
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the experiment of Kawakami et al.? Some par-
ticipants hearing the racist comment might
identify with their own racial group, feeling
emotions of pride and smug superiority to
blacks. (Such an identification is no doubt
what a real-life originator of a racist comment
would be trying to elicit.) A second possibility,
predicted by most forecasters, involves identi-
fication as a liberal, egalitarian person and per-
ception of the racist as a violator of important
norms of tolerance (or, at the very least, sup-
pression of inappropriate speech). Such identi-
fication triggers distress and outrage and may
also result in feelings of empathy toward the
innocent black target of the comment (&).

A third potential identity, not tied to mem-
bership in any particular social group, is sim-
ply that of an experimental participant. The
“research participant” identity in experimen-
tal situations is highly constraining. In the
famous obedience study by psychologist
Stanley Milgram, for example, people hated
delivering presumed electric shocks to the
“learner” as they were instructed, but most
found it impossible to tell the experimenter
that they refused to do so (9). The constraints
of being in an experiment are very real to peo-
ple experiencing the situation but are much
less salient for forecasters, who therefore mis-

predict their reactions (4). From the perspec-
tive of an experimental participant, the racist
comment is merely an unusual occurrence in
the experimental context, able to be reinter-
preted or minimized, and so eliciting little
negative emotion or action, This appears to be
the identity taken on by most experiencers in
the study of Kawakami et al. Thus, it is not so
much that forecasters mispredicted the emo-
tional reactions that experiencers would feel,
as that they mispredicted the identity that
would be most salient in the actual situation.
This represents a failure of identity forecast-
ing rather than affective forecasting.

These results illustrate the flexibility of our
social identities in the face of fluid social con-
texts. The Kawakami ef @/, study results sug-
gest that the racist remark becomes the focal
feature of the situation for some people, but it
is easily dismissed as an oddity for individuals
who categorize themselves in a different way.
The results also show the power of categoriza-
tion to determine whether someone takes on a
proud racial identity that derives esteem from
seeing blacks as inferior or a more egalitarian
identity that leads to distress at a racist com-
ment. We are not prisoners of our group mem-
berships, inevitably drawn to ethnocentric
thinking that glorifies our own racial or other

ingroups and derogates outgroups. Instead,
our flexible social categorizations can lead us
to reject fellow group members who violate
norms of tolerance and egalitarianism, and to
avoid—and perhaps, in an ideal world, even to
confront—those individuals (/0). And it is
often our emotional reactions that first clue us
in, sometimes to our surprise, to the identity
that is guiding our perceptions and reactions
in a given situation.

References and Notes

1. K. Kawakami, E. Dunn, F. Karmali, ). F. Dovidio, Science
323, 276 (2009).

2. D.T. Gilbert, E. C. Pinel, T. D. Wilson, S. ). Blumberg,

T. P. Wheatley, J. Pers, Soc, Psychal. 75, 617 (1998).

3. T.D. Wilson, D. T. Gilbert, in Advances in Experimental
Social Psychology, M. Zanna, Ed. (Elsevier, 5an Diego,
CA, 2003), pp. 345-411.

4, E.W. Dunn, T. D. Wilson, D. T. Gilbert, Pers. Soc. Psychol,
Bull. 29, 1421 (2003).

5. D. M. Mackie, E. R. Smith, D. G. Ray, Soc. Pers. Psychol.
Compass 2, 1866 (2008).

6. E. R.Smith, C. R. Seger, D. M. Mackie, ]. Pers. Soc.
Psychol. 93, 431 (2007).

7. M. B. Brewer, ]. G. Weber, J. Pers. Soc. Psychol. 66, 268
(1994).

8. E. Subasic, K. ). Reynolds, ). C. Turner, Pers. Soc. Psychal.
Rev. 12, 330 (2008).

9. S. Milgram, J. Abnorm. Soc. Psychol, 67, 371 (1963).

10. C.W. Leach, A. lyer, A. Pedersen, Pers. Soc. Psychol. Bull.
32,1232 (2006).
11, Supported by NSF (grant BCS-0719876).

10.1126/science. 1168650

CHEMISTRY

Extending Polymer Conjugation
into the Second Dimension

Dmitrii F. Perepichka'? and Federico Rosei?*

rganic materials are typically insula-

tors, but polymers with backbones

containing extended networks of con-
Jjugated 1 bonds can exhibit semiconducting
behavior. Conjugated polymer semiconduc-
tors are used as active materials in optoelec-
tronic devices, particularly in applications in
which high speed is not critical. Their advan-
tages versus traditional inorganic materials
include simpler and cheaper processing and
tunable properties. Yet the trade-off is a lower
mobility of charge carriers in these more dis-
ordered systems. Conjugated polymers are

Department of Chemistry, McGill University, 801
Sherbrooke Street West, H3A 2K6 Montréal, Québec,
Canada. 2Centre for Self-Assembled Chemical Structures,
JInstitut National de la Recherche Scientifique, Energie,
Matériaux et Télécommunications, Université du Québec,
1650 Boulevard Lionel Boulet, 13X 152 Varennes, Québec,
Canada. E-mail: dmitrii.perepichka@mcgill.ca; rosei@
emt.inrs.ca

? JANUARY 2009 VOL 323 SCIENCE

one-dimensional (1D) chains, so the charge
carriers are slowed down as they hop between
chains and across disordered chain fragments.
Efforts are under way to create polymers with
conjugation in two dimensions, because they
may have enhanced carrier mobility or other
favorable properties.

The extremely high carrier mobility of
graphene—a completely conjugated single
sheet of graphite (/, 2)—suggests that high
mobilities might be achieved in 2D organic
polymers. Although their carrier mobilities
would likely be lower than for graphene, the
greater variety of possible structures could
allow for tuning of electronic properties and
may confer advantages in processing. For 1D
polymers, mobilities can be comparable to
that of amorphous silicon [~1 square cen-
timeter per volt per second (cm? V' s71)] but
are still well below that of surface-bound
graphene (which can be as high as 20,000

Crystal surface templates may improve the
electronic properties of conjugated polymers
by linking them into two-dimensional networks.

cm? V-'s ™). Some 2D polymers might also
have zero band gap and potentially exhibit
metallic conductivity.

The properties of 2D conjugated polymers
have been explored theoretically for more
than two decades (3-5). However, experi-
mental efforts aimed at creating and charac-
terizing such materials are more recent. The
challenges include the design of properly
functionalized monomers that can react in
two independent directions without sterically
hindering each other, and identifying a suit-
able template to guide the formation of a con-
tinuous 2D network. Because rigid and planar
2D conjugated polymers will certainly be
insoluble, classical solution polymerization
and characterization techniques are not likely
to be suitable. Atomically flat single-crystal
surfaces can act as templates to confine
polymerization reactions epitaxially in two
dimensions and enable in situ characterization
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sediment cores from the major regions of water
column denitrification (Arabian Sea and eastern
tropical Pacific) provide strong evidence for
reduced denitrification during the last glacial
period (6), suggesting that the major input (nitro-
gen fixation) and output (denitrification) terms
of the oceanic nitrogen budget were both much
lower under glacial conditions. This suggests a
close coupling between these fluxes and feed-
back stabilization of oceanic nitrogen content,
perhaps mediated by competition for nutrients
between nitrogen fixers and other plankton (3).

Second, the results provide evidence of sub-
tle but intriguing differences in the vertical dis-
tribution of nitrogen fixation through time.
Many foraminiferal species have restricted
depth ranges. Ren et al. used these species-spe-
cific characteristics to investigate the vertical
distribution of nitrogen isotopes. The data show
aclear isotopic separation of three foraminifera
species during the last glacial period. In con-
trast, modern samples of the same three species
have very similar 8'°N values, despite occupy-
ing different depth ranges of the upper water

column. This difference could arise through
behavioral changes through time, but a more
likely explanation is that these amoebae re-
corded a real change in the isotopic gradient of
the upper water column. This shift appears to
reflect both a reduced overall rate of nitrogen
fixation in the North Atlantic and an upward
shift in the vertical distribution of nitrogen fix-
ation during the glacial period. In contrast, in
today’s ocean, nitrogen fixation is carried out
by various organisms distributed throughout
the upper water column of warm, nutrient-
depleted waters (9-11).

Ren et al. have shown that foraminifera
shells can be used to elucidate the past nitro-
gen cycle. The apparent reduction of both the
denitrification and the nitrogen fixation rate
in the glacial ocean suggests that these pro-
cesses may be linked in a way that makes sub-
stantial imbalances in the nitrogen budget
unlikely, at least on millennial time scales.
The nature of these linkages remains unclear,
but the old new nitrogen trapped in foraminifera
shells provides an important record of the

oceanic nitrogen cycle and a valuable tool for
investigating the controls on nitrogen fixation
in the ocean.
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DEVELOPMENTAL BIOLOGY

Pluripotent Chromatin State

Andrew S. Chi'?? and Bradley E. Bernstein'2*

mbryonic stem cells have the unique
Eabilily to self-renew and to develop into

any cell type, making them an essential
model for developmental biology and a prom-
ising source for cell transplantation therapy.
How embryonic stem cells maintain this sus-
pended state of pluripotency is the subject of
intense investigation.

Embryonic stem cell identity is specified
by a network that principally involves the
transcription factors Oct4, Sox2, and Nanog.
Adult somatic cells can be reprogrammed to
pluripotent embryonic stemlike cells by over-
expressing certain transcription factors in this
network (7). It has been suggested that
embryonic stem cells represent a “ground
state” for a mammalian cell based solely on
the activities of these transcription factors
and a “freedom” from extrinsic signals for
cell differentiation (2).
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Chromatin—the DNA and proteins that
comprise chromosomes—might also affect
this ground state as its components include fun-
damental regulators of development. Indeed,
chromatin in embryonic stem cells differs from
that in lineage-restricted cells in several respects.
Embryonic stem cell chromatin is decon-
densed, such that major structural proteins,
such as histone H1, are loosely bound and ex-
hibit hyperdynamic binding kinetics (3). High
expression levels of Polycomb-group repressor
proteins and methylation of histone 3 (H3) ona
specific lysine (K27) are present, most notably
associated with silenced developmental gene
loci (4, 5). These target loci also exhibit features
of active chromatin (regions where DNA is
being transcribed into RNA), including histone
3 methylation on lysine 4, which may ready
genes for subsequent expression (6, 7).

Despite its unique properties, the function
of chromatin in embryonic stem cells remains
uncertain. Embryonic stem cell lines that lack
critical chromatin regulators, including DNA
methyltransferases, histone methyltrans-
ferases, chromatin-remodeling proteins, and
Polycomb-group proteins (8), tend to exhibit
defective differentiation, which may reflect
roles for these components in differentiation-

Chromatin in pluripotent embryonic stem cells
may act as a buffer to transcriptional noise.

associated remodeling and/or the subsequent
engagement of lineage-specifying epigenetic
controls. Yet, the viability of these mutant
embryonic stem cells implies that chromatin
regulation may paradoxically be dispensable
for maintaining embryonic stem cell identity.
Nonetheless, a growing body of research
highlights an essential function for chromatin
in buffering variability in transcription, a con-
trol of “noise™ that is almost certainly an indis-
pensable feature of the embryonic stem cell
ground state. An embryonic stem cell occupies
a precarious position—ready to respond to dif-
ferentiation signals with extensive transcrip-
tional changes. To maintain a pluripotent state,
it must minimize stochastic extrinsic and intrin-
sic signals that create noise in gene expression
and may initiate differentiation (see the figure).
Biochemical, genetic, and computational
studies indicate that chromatin can buffer tran-
scriptional noise (9—13). Chromatin consists of
nucleosomes, which contain DNA wrapped
around histone proteins. Transcription factors
compete with histones for access to DNA, and
the binding energy of several factors is typi-
cally required to displace one nucleosome.
This “collaborative competition” between tran-
scription factors and chromatin has profound
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inheritance implied by the Lamarckian process.
The undirected nature of variation was clarified
both through the study of large populations by
Galton and through the breeding studies of the
geneticists. Although it took some time for the
geneticists to accept the situation, their studies
of mutation ultimately endorsed Darwin’s
claim that the only way the environment could
affect the population was by selection. Modern
evolutionary developmental biology has reop-
ened the question of whether variation and
evolution can be quite as open-ended as Darwin
and his followers believed. But the non-
Darwinian vision of evolution unfolding to an
orderly, predictable plan has been essentially
marginalized by acceptance of the key insights
on which Darwin based his theory of natural
selection.

The Struggle for Existence

One of the most disturbing aspects of Darwin’s
theory was its appeal to the struggle for existence
as the natural process that equates with the breeder’s
activity as a selecting agent. This very harsh vision
of nature certainly threatened the traditional belief
in a benevolent Creator. The term “struggle for
existence” occurs in Thomas Robert Malthus’s
An Essay on the Principle of Population, although
used in the context of tribal groups competing
for limited resources. Darwin saw that population
pressure would lead to competition between in-
dividuals and was perhaps the first to realize that
it might represent a means by which the popu-
lation could change through time (79, 20). The
process worked by eliminating the least fit var-
iants within the population and allowing the bet-
ter adapted to survive and breed. This was what
the philosopher Herbert Spencer would later refer
to as the “survival of the fittest.” Strictly speak-
ing, natural selection requires only differential re-
production among variants, but Darwin thought
that the pressure of competition was necessary to
make it effective. It seems that without the input
from Malthus, he would not have come up with
the theory.

The idea of struggle was pervasive in the
literature of the period, but could be exploited
in many different ways. In the 1850s, Spencer
had already seen how competition could be turned
into a very different, and in some respects less
disturbing, mechanism of progress (2/). For
Spencer, the interaction between individuals stim-
ulated their efforts to adapt to the changing so-
cial and physical environment. He then invoked
Lamarck’s concept of the “inheritance of ac-
quired characteristics” to explain how these self-
improvements accumulated over many generations,
leading to biological evolution and social progress.
Spencer’s self-improvement model of progress be-
came immensely popular in the later 19th century,
and because it too seemed to rely on struggle as the
motor of change, it was ofien confused with the
Darwinian mechanism. In fact, Spencer thought
that all humans will eventually acquire the faculties
needed to interact harmoniously with one another.

But his occasional use of highly individualistic
language allowed him to be perceived as the
apostle of free enterprise. Much of what later
became known as “social Darwinism” was, in
fact, Spencerian social Lamarckism expressed
in the terminology of struggle popularized by
Darwin.

This point is important in the context of the
charge raised by modermn opponents of Darwinism
that the theory is responsible for the appearance
of a whole range of unpleasant social policies
based on struggle. Darwin exploited the idea of
the struggle for existence in a way that was
unique until paralleled by Wallace nearly 20 years
later. Their theory certainly fed into the movements
that led toward various kinds of social Darwinism,
but it was not the only vehicle for that transition
in the late 19th century. It did, however, highlight
the harsher aspects of the consequences of strug-
gle. The potential implications were drawn out
even more clearly when Galton argued that it
would be necessary to apply artificial selection to
the human race in order to prevent “unfit” indi-
viduals from reproducing and undermining the
biological health of the population. This was the
eugenics program, and in its most extreme man-
ifestation at the hands of the Nazis, it led not just
to the sterilization but also to the actual elimi-
nation of those unfortunates deemed unfit by the
state. Did Darwin’s emphasis on the natural elim-
ination of maladaptive variants help to create a
climate of opinion in which such atrocities be-
came possible?

It has to be admitted that, by making death
itself a creative force in nature, Darwin intro-
duced a new and profoundly disturbing insight
into the world, an insight that seems to have
resonated with the thinking of many who did not
understand or accept the details of his theory.
Darwinism was not “responsible” for social
Darwinism or eugenics in any simple way. After
all, some early geneticists endorsed eugenics by
analogy with animal breeding even while dis-
missing natural selection as the mechanism of
evolution. And the Nazis wanted to purify a fixed
racial type, which they certainly did not want to
admit had evolved gradually from an ape
ancestry. But by proposing that evolution worked
primarily through the elimination of useless var-
iants, Darwin created an image that could all
too easily be exploited by those who wanted
the human race to conform to their own pre-
existing ideals. In the same way, his populariza-
tion of the struggle metaphor focused attention
onto the individualistic aspects of Spencer’s
philosophy.

Modern science recognizes the importance
of Darwin’s key insights when used as a way
of explaining countless otherwise mysterious
aspects of the natural world. But some of those
insights came from sources with profoundly
disturbing implications, and many historians
now recognize that the theory, in turn, played
into the way those implications were devel-
oped by later generations. This is not a simple

matler of science being “misused” by social
commentators, because Darwin’s theorizing
would almost certainly have been different
had he not drawn inspiration from social, as
well as scientific, influences. We may well
feel uncomfortable with those aspects of his
theory today, especially in light of their sub-
sequent applications to human affairs. But if
we accept science’s power to upset the tradi-
tional foundations of how we think about the
world, we should also accept its potential to
interact with moral values.
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spectral function can be written as a convolu-
tion of contributions from the left and right
branches. Universal function A(g) in Eq. 1 is
related to D(y) as

A(a}=Ii.u!rD(yJB(a—.rJ{s—y)’%": L1

One can analytically obtain limiting behavior
of D(y) for y—=1 from Egs. 9 to 11 as D(y)=c
(1Fy)*™ for y — *1, where

— 8+ 2_ — — 8+ 2_ -
(12)

At moderate interaction strength, @, = > 0,
function A(e) diverges at € = 1. Then the ratio
of the prefactors above and below the singular
line is universal,

im A(1+ |8¢]) _ r[(%}z] r[]_(z_];}z]
[se|—0 A(1-|8g]) r[@pg} r[l—(;’;)ﬁ]

(13)

To evaluate D(y) away from the edges, one
should be able to calculate the dynamics of chiral
vertex operators (/7). For a nonlinear spectrum,
this is a very nontrivial problem, the analytic
solution of which is not known. Similar cor-
relators have attracted attention recently (/2, /3),
and their connection to the nonlinear quantum
shock wave dynamics and nonlinear differential
equations has been discussed. Although it might
be possible to proceed similarly for the evalua-
tion of D(y), it is not clear whether nonlinear
differential equations obtained this way will have
an analytic solution. We use an alternative ap-
proach of (74, 15), which allows us to develop a
representation of D(y) in terms of certain
determinants built of single-particle (rather than
many-body) states. These determinants can be
evaluated numerically, which practically solves
the problem of finding D(y). Representative
results for [ y) and A(g) for K = 4.54 are shown
in Fig. 3.

The universal Hamiltonian given by Eqs. 2
and 5 can be also used to describe gapless
bosonic and spin —1 systems away from particle
hole symmetric ground states. We present main
results on singularities of their dynamic re-
sponse functions in SOM (/7).

We have constructed universal low-energy
theory of a wide class of interacting 1D quantum
liquids without resorting to the simplifications of
the Tomonaga-Luttinger model accepted in the
phenomenological LL description. Unlike the
latter, we keep the nonlinear dispersion relation
of the fermions intact. The replacement of the
dispersion relation by a linear one, m = vp, results
in an artificial introduction of Lorentz invariance
into the system. Although not affecting the low-
energy behavior of local properties (such as the
local nneling density of states), the introduced

www.sciencemag.org SCIENCE VOL 323 9 JANUARY 2009

symmetry alters qualitatively the predictions for
the momentum-resolved quantities, such as the
spectral function. Keeping the nonlinearity
allows us to find the generic low-energy behavior
of the dynamic response functions of a system of
interacting fermions, bosons, and spins. Possible
extensions of our theory should be able to
describe the effects of finite temperature, spin
systems at particle-hole symmetric points, sys-
tems with long-range interactions, and fermions
with spin.
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Direct Measurement of Molecular
Mobility in Actively Deformed

Polymer Glasses

Hau-Nan Lee, Keewook Paeng, Stephen F. Swallen, M. D. Ediger

When sufficient force is applied to a glassy polymer, it begins to deform through movement of the
polymer chains. We used an optical photobleaching technique to quantitatively measure changes
in molecular mobility during the active deformation of a polymer glass [poly(methyl
methacrylate)]. Segmental mobility increases by up to a factor of 1000 during uniaxial tensile
creep. Although the Eyring model can describe the increase in mobility at low stress, it fails to
describe mobility after flow onset. In this regime, mobility is strongly accelerated and the
distribution of relaxation times narrows substantially, indicating a more homogeneous ensemble of
local environments. At even larger stresses, in the strain-hardening regime, mobility decreases with
increasing stress. Consistent with the view that stress-induced mobility allows plastic flow in
polymer glasses, we observed a strong correlation between strain rate and segmental mobility

during creep.

lasses form when molecular motion be-
comes slow, and thus liquidlike flow in
a glass would seem impossible by defi-
nition. Nevertheless, polymer glasses under stress
can yield and undergo plastic flow (7). In this
process, the glass dissipates enormous amounts
of energy without breaking. This toughness is

Department of Chemistry, University of Wisconsin—Madison,
Madison, WI 53706, USA.

the critical design requirement in many applica-

tio

ns, and efforts to understand it go back more

than 70 years. In 1936, Eyring (2) proposed a
model in which external loading lowers the
energy barriers for molecular motion and thus
effectively transforms a glass into a viscous
liquid. Other workers (/, 3—7) have modified
Eyring’s approach in important ways while main-

tai

ning the central idea that stress can induce

molecular mobility.
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grained polymer glass (/8). Our results confirm
that stress-induced mobility allows polymer glasses
to flow; a 1000-fold increase in mobility very
nearly resulted in a 1000-fold increase in the flow
rate. These results also strongly support the reli-
ability of probe reorientation as an indicator of
polymer mobility during deformation. Figure 3
only includes data from single-step creep exper-
iments; data from recovery and multistep creep
experiments do not fall on the same curve. This
finding suggests that no mechanical variable uni-
versally exhibits a simple relation with molecular
mobility.

Because we measured the strain and seg-
mental mobility locally, we were able to perform
simultaneous measurements in different parts of
an inhomogeneously deformed sample. Mobility
changes in three different positions of a sample
that necked during deformation are shown in
Fig. 4. Plots of sample width and local strain
versus time are shown in Fig. 4, A and B, and
illustrate necking that begins at position a and
then propagates toward positions b and c.
Changes in mobility at positions a, b, and ¢
are shown in Fig. 4C. At each position, mobil-
ity accelerates as the local strain rate increases;
data from all three positions are quantitatively
consistent with the master curve in Fig, 3. In a
necked sample, molecular mobility is fastest in
the shoulder, rather than the neck, even though
the true stress in the neck is greater than any
other region in the sample.

Polymer glasses are nonequilibrium thermo-
dynamic systems, and we briefly discuss how
this influences the interpretation of our measure-
ments. Physical aging describes the change in
mechanical properties that occurs over time be-
cause of the very slow molecular rearrangements
in a glass (//); molecular motions have been
shown to slow during physical aging (29). Me-
chanical experiments on polymer glasses have
sometimes been interpreted as a reversal of phys-
ical aging, or “rejuvenation™ (/, 9-12). We alttri-
bute the changes in mobility in our experiment to
the combination of deformation-induced mobility
and physical aging/rejuvenation. Tt appears that
deformation-induced mobility is the much greater
effect in these experiments. For example, the
green curve in Fig. 4C shows a small mobility
decrease in the first 30,000 s, which we attribute
to physical aging. This mobility decrease is sim-
ilar in magnitude to the decrease caused by phys-
ical aging in the undeformed sample during the
same time period.

Concepts from the jamming field might be
useful for describing the behavior of polymer
glasses under stress (8). According to this view,
one can unjam glasses either by raising the tem-
perature or applying stress (8, /8, 30). In our
experiments, temperature and stress had a qual-
itatively different effect on molecular mobility.
A 1000-fold increase in mobility by deformation
at constant temperature changed the KWW f to
about 0.8 (Fig. 1D). In the absence of deforma-
tion, a 1000-fold increase in mobility occurred

when the temperature was increased by 18 K,
but at this temperature p was unchanged at 0.32.
Thus, stress not only increased mobility but
also, in contrast to temperature, sharpened the
distribution of relaxation times. In the low-stress
regime in Fig. 2, temperature and stress both
increased mobility without narrowing the dis-
tribution of relaxation times.

QOur results quantify mobility changes in an
actively deformed polymer glass and establish
a quantitative connection between molecular
mobility and macroscopic deformation. We find
that mobility is not a function of instantaneous
stress alone but can also depend on strain and
the deformation history. Plastic flow appears to
modify spatially heterogeneous dynamics in the
glass, which suggests that there is a complex
interplay between microscopic motions and flow.
We anticipate that quantitative measurements of
molecular mobility during deformation, coupled
with appropriate microscopic theory, will lead to
substantially improved predictions of the non-
linear deformation behavior of polymer glasses.
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Suppression of Metallic Conductivity
of Single-Walled Carbon Nanotubes
by Cycloaddition Reactions

Mandakini Kanungo,* Helen Lu,? George G. Malliaras,* Graciela B. Blanchet®*

The high carrier mobility of films of semiconducting single-walled carbon nanotubes (SWNTs) is
attractive for electronics applications, but the presence of metallic SWNTs leads to high off-currents
in transistor applications. The method presented here, cycloaddition of fluorinated olefins,
represents an effective approach toward converting the “as grown” commercial SWNT mats into
high-mobility semiconducting tubes with high yield and without further need for carbon nanotube
separation. Thin-film transistors, fabricated from percolating arrays of functionalized carbon
nanotubes, exhibit mobilities >100 square centimeters per volt-second and on-off ratios of
100,000. This method should allow for the use of semiconducting carbon nanotubes in commercial
electronic devices and provide a low-cost route to the fabrication of electronic inks.

ingle-walled carbon nanotubes (SWNTs)
are potential candidates for application in
electronic devices (/—4). The most se-
vere drawback in this effort has been that the
as-synthesized SWNTs are a mixture of semi-

conducting (SC) and metallic (M) tubes, hin-
dering their application in thin-film transistors
(TFETs), where high mobility and on/off ratios
are essential. The nascent SWNTs also form as
bundles that need to be further dispersed. Numer-
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ricate percolating semiconducting arrays. We pro-
pose that, in the low concentration regime (¢ <
0.02), cycloaddition provides an effective method
to anchor molecules to the carbon nanotube
framework and to either eliminate or transform
metallic tubes. The data presented here suggest
that ¢ ~ 0.018 fluorination level is sufficient to
achieve the complete conversion of the metallic
tubes without degrading the semiconducting tubes.
The latter is a necessary step for the production of
semiconducting inks suitable for printable elec-
tronics. While the cycloaddition reaction provides
the anchoring sites, the long, highly fluorinated
side chains are quite effective in exfoliating the
ropes, thus enabling the effective conversion of
M-SWNT even deep inside the ropes, as is nec-
essary for achieving high-performance devices.
We demonstrated the utility of the method by
fabricating TFTs using percolating arrays of func-
tionalized carbon nanotubes as the semiconduct-
ing layer with mobilities of 100 em*Vsec and
on/off ratios of 10°.
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Self-Organization of a
Mesoscale Bristle into Ordered,
Hierarchical Helical Assemblies

Boaz Pokroy, Sung H. Kang, L. Mahadevan, Joanna Aizenberg*

Mesoscale hierarchical helical structures with diverse functions are abundant in nature. Here

we show how spontaneous helicity can be induced in a synthetic polymeric nanobristle
assembling in an evaporating liquid. We use a simple theoretical model to characterize the
geometry, stiffness, and surface properties of the pillars that favor the adhesive self-organization
of bundles with pillars wound around each other. The process can be controlled to yield highly
ordered helical clusters with a unique structural hierarchy that arises from the sequential assembly
of self-similar coiled building blocks over multiple length scales. We demonstrate their function
in the context of self-assembly into previously unseen structures with uniform, periodic patterns
and controlled handedness and as an efficient particle-trapping and adhesive system.

on-centrosymmetric chiral, coiled, and
Nspira] configurations are ubiquitous in

nature, spanning from amino acids to
mollusk shells to galaxies (7). On a mesoscopic
scale, such structures are abundant in biology,
and these are usually composed of helical fibers
that are often further assembled into higher-order
hierarchical materials. Natural examples include
DNA helices, amyloid fibers (2), cellulose fibrils
in wood (3), hierarchy in bone (4, 5), and chirally

School of Engineering and Applied Sciences, Wyss Institute for
Biologically Inspired Engineering, Harvard University, Cam-
bridge, MA 02138, USA.
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spinning nodal cilia (6), to name a few, with im-
plications on a variety of functions from informa-
tion transfer to mechanical integrity and control of
the body symmetry in morphogenesis. Man-made
coiled and spiral materials and designs on a mac-
roscopic scale are widely used in our everyday
life—from ropes and bolts to helicopter rotors.
On the molecular scale, chirality plays a critical
role in asymmetric chemical synthesis and ca-
talysis (7), liquid crystals (8), supramolecular chem-
istry (9, 10)), and organic and inorganic crystal
engineering (/7). Artificial coiled structures at the
mesoscale are rare, and these usually have sim-
ple geometries of one-dimensional helical fibers
and ribbons (7, 810, 12). At any length scale,
twist and handedness in superstructures gener-
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ally originate from either the assembly of non-
centrosymmetric building blocks or the application
of a chiral field or template (/-5, §-/3). Here
we report on the induction of capillarity-driven
self-organization of a nanobristle into helical
clusters and demonstrate the fabrication of non-
trivial, hierarchically assembled, coiled meso-
structures over large areas, in which neither the
assembling elements nor the environment are
chiral, guided by and consistent with simple the-
oretical considerations.

Our approach is presented in Fig. 1A, We
consider a periodic array of nanopillars, each
of which is anchored at one end on a substrate
and free at the other. A locally stable configu-
ration of the bristles is just a uniform array of
non-interacting straight pillars (first-order struc-
tures). However, this is not necessarily a global-
ly stable state: When the array is immersed in a
liquid that is then evaporated, capillary forces
associated with the liquid/vapor menisci between
the free ends of the geometrically soft bristles
may cause them to deform laterally and adhere
to each other. The effect of elastocapillary co-
alescence (/4) has been described for a well-
known phenomenon of clumping in wet hair
(15) or paintbrush immersed in paint (/6). Sim-
ilar clustering behavior is observed in nature in
the examples of the tarsi of beetles (/7) and
spiders (/&). The morphology and dynamics of
the ensuing structures are a result of the com-
petition between intrapillar elasticity and inter-
pillar adhesion (/4—/6). Individual pillars that
are long enough can bend easily to accommodate
the capillary forces associated with the menisci
between adjacent pillars.
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from the conformal attachment of microscopic
fibers to surfaces and objects and their subse-
quent entanglement (/7, 28). The observed me-
chanical interlocking in our artificial, spirally
assembling bristle can be used in a similar man-
ner and may lead to an effective adhesive and
particle-trapping system. Figure 5 shows micro-
spheres that are captured through conformal
wrapping and twisting of the nanobristle, The
adhesion is extremely stable, and the particles
remain attached even after rigorous sonication.
The process is equally applicable for attaching
to objects with arbitrary shapes and surfaces
with various topographies.

Though lateral adhesion is known to occur
in high—aspect ratio structures such as photo-
resists and soft lithographic stamps (29, 30), ar-
rays of catbon and ZnO nanotubes (3/, 32), and
biomimetic setal adhesives (33), this process has
been generally described as an unwanted out-
come that leads to the uncontrolled collapse of
the structures. The clustered features were usual-
ly irregular in size, and no order over the large
area was observed unless templating was used
(34). Here we have demonstrated that the pro-
cess can, in fact, be finely tuned to yield organized
nontrivial, helical assemblies with controlled size,
pattern, hierarchy, and handedness over large
areas. These mesoscale coiled structures may be
useful in a number of applications: They have the
ability to store clastic energy and information
embodied in the adhesive pattems that can be
created at will. Additionally, they may be used as
an efficient adhesive or capture-and-release sys-
tem, provide the foundation for hierarchically
assembled structural materials, and be used to
induce chiral flow patterns in the ambient flow and
thus be applied for enhanced mixing and directed
transport at the micron and submicron scale. These
structures may serve as the seed for the spontane-
ous breaking of symmetry on large scales, just as

chirally spinning cilia ultimately control the lefi-
right asymmetry in vertebrate morphogenesis

(6).
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Historical Warnings of
Future Food Insecurity with
Unprecedented Seasonal Heat

David. S. Battisti' and Rosamond L. Naylor?

Higher growing season temperatures can have dramatic impacts on agricultural productivity, farm
incomes, and food security. We used observational data and output from 23 global climate models
to show a high probability (=90%) that growing season temperatures in the tropics and subtropics
by the end of the 21st century will exceed the most extreme seasonal temperatures recorded from
1900 to 2006. In temperate regions, the hottest seasons on record will represent the future norm
in many locations. We used historical examples to illustrate the magnitude of damage to food
systems caused by extreme seasonal heat and show that these short-run events could become long-
term trends without sufficient investments in adaptation.

he food crisis of 20062008 demonstrates
the fragile nature of feeding the world’s
human population. Rapid growth in de-
mand for food, animal feed, and biofuels, cou-

pled with disruptions in agricultural supplies
caused by poor weather, crop disease, and export
restrictions in key countries like India and Ar-
gentina, have created chaos in international mar-

kets (7). Coping with the short-run challenge of
food price volatility is daunting. But the longer-
term challenge of avoiding a perpetual food crisis
under conditions of global warming is far more
serious. History shows that extreme seasonal heat
can be detrimental to regional agricultural pro-
ductivity and human welfare and to international
agricultural markets when policy-makers inter-
vene Lo secure domestic food needs.

We calculated the difference between pro-
jected and historical seasonally averaged temper-
atures (2) throughout the world by using output
from the 23 global climate models contributing to
the Intergovernmental Panel on Climate Change’s
(IPCC) 2007 scientific synthesis (3). Our results
show that it is highly likely (greater than 90%
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rope. Record high daytime and nighttime temper-
atures over most of the summer growing season
reduced leaf and grain-filling development of key
crops such as maize, fruit trees, and vineyards;
accelerated crop ripening and maturity by 10 to
200 days; caused livestock to be stressed; and
resulted in reduced soil moisture and increased
water consumption in agriculture (3, 73) (SOM).
Italy experienced a record drop in maize yields of
36% from a year earlier, whereas in France maize
and fodder production fell by 30%, fruit harvests
declined by 25%, and wheat harvests (which had
nearly reached maturity by the time the heat set
in) declined by 21% (35). These production short-
falls hwt the region’s farmers economically, al-
though global food trade, subsidies, and insurance
compensation helped to avert serious price hikes or
reductions in regional or global food security.

By comparison, extremely high summer-
averaged temperature in the former Soviet Union
(USSR) in 1972 contributed to disruptions in
world cereal markets and food security that
remain a legacy in the minds of food policy
analysts to this day. What sticks in most people’s
minds is the towering price spike between 1972
and 1974 that occurred within a long-term trend
decline in grain prices during a 50-year period
after World War I1. Nominal prices for wheat—
the crop most affected by the USSR weather
shock—rose from $60 to $208 per metric ton in
international markets between the first quarters of
1972 and 1974, and real prices more than tripled
(14). Although extreme summer averaged tem-
perature in the USSR was among several factors
contributing to the international price spike, this
climate event was largely responsible for setting
the dynamics in motion (/35).

The prolonged hot period in the summer of
1972 in southeast Ukraine and southwest Russia—
major breadbaskets in the former USSR—ranks
in the top 10% of temperature anomalies over the
observational period 1900-2006. Summer tem-
peratures in this region ranged from 2° to 4°C
above the long-term mean. The vast majority of
news reports at the time focused on drought as
opposed to extreme heat, although fully one-third
of summers in this area over the past 100 years
were drier than in 1972 (only 0.5 standard de-
viations below the long-term mean). A peak of
high temperatures exceeding 30°C set in during
July and August during key crop development
stages for wheat and coarse grains, causing a
13% decline in grain production from a year
carlier for the USSR as a whole (/6) (SOM).
Such high summer temperatures in the region
will likely be the norm in 2050 and well below
the median of projected summer temperature by
the end of the century (Fig. 2B).

The USSR had long been known for its
variable climate and crop yields. What changed
in 1972 was the Soviets” unexpected intervention
in international markets to compensate for antic-
ipated crop shortfalls—a marked shift from their
carlier policy of internal adjustments through the
culling of livestock herds (/6). The USSR en-

tered the world grain market at a time when
import demand was rising rapidly in Asia be-
cause of expanding populations, low-yield growth,
and (in the same year) weak monsoon rains (/5).
Governments in several developing countries,
particularly in Asia, feared political instability
with rising grain prices and implemented food
self-sufficiency (minimum trade) policies that
remained in effect for decades.

A major lesson from this case and the recent
food crisis is that regional disruptions can easily
become global in character. Countries ofien re-
spond to production and price volatility by
restricting trade or pursuing large grain purchases
in international markets—both of' which can have
destabilizing effects on world prices and global
food security. In the future, heat stress on crops
and livestock will occur in an environment of
steadily rising demand for food and animal feed
worldwide, making markets more vulnerable to
sharp price swings. High and variable prices are
most damaging to poor households that spend the
majority of their incomes on staple foods.

Another region at risk from higher temper-
atures is the Sahel, where crop and livestock pro-
duction play an essential role in the region’s
economy, employing roughly 60% of the active
population and contributing 40% to gross nation-
al product (/7). The Sahel suffered a prolonged
drought from the late 1960s to the early 1990s
that caused crop and livestock productivity to
plummet, and which contributed to countless
hunger-related deaths and unprecedented rates of
migration from north to south, from rural to ur-
ban areas, and from landlocked to coastal coun-
tries (/8). Although the Sahel’s climate disaster
was largely one of extended drought, the specter
of high and rising temperature lurks in the back-
ground. Year-to-year temperature variability in
the Sahel has been low during the past century
(particularly in comparison with temperate coun-
tries like France and Ukraine), but the growing
season temperature has been very high, with
long-term daily averaged summer temperature
ranging from 25°C in the south to 35°C in the
north, Moreover, temperatures have trended up-
ward since 1980. Despite rains returning to some
locations of the Sahel during the past 15 years,
the growing season for staple crops has been
reduced, maize yields have remained far below
varietal potential, and millet and sorghum yields
continue to stagnate (/&). Hundreds of thousands
of children and infants in the region still die each
year from hunger-related cavses, and malnu-
trition contributes to long-term mental and phys-
ical disabilities. Over recent decades most of the
region’s poorest households have lost their live-
stock or other assets; they remain net consumers
of food and struggle to purchase staples even
when they are available in the market. These
households farm at an extreme disadvantage ir-
respective of climate change, with limited access
to improved crop varieties, seed supplies, fertil-
izers, credit, and irrigation and transportation in-
frastructure (79).

REPORTS

Most worrisome for the Sahel is that average
growing season temperatures by the end of this
century, and even earlier for some parts of the
region, are expected to exceed the hottest seasons
recorded during the past century (Fig. 2C). Such
heat will compound food insecurity caused by
variable rainfall in the region, and it will increase
the incidence of agricultural droughts (as op-
posed to meteorological droughts) defined by
elevated evapotranspiration, low soil moisture,
and high rates of water runoff from hard pan soils
when it rains. Even today, temperatures in the
Sahel can be so high that the rain evaporates
before it hits the ground (/8). New bounds of
heat stress will make the region’s population far
more vulnerable to poverty and hunger-related
deaths and will likely drive many people out of
agriculture altogether, thus expanding migrant
and refugee populations.

These historical examples illustrate the pro-
found damage that can be caused (or in the near
future may be caused) by high seasonal heat, but
they also represent short-run impacts. We chose
France (2003) and Ukraine (1972) as examples
specifically because temperature deviations were
large in comparison to precipitation deviations
relative to the observational record. In the Sahel
case, drought and heat stress are tightly coupled,
with heat stress becoming increasingly important
during the past decade. The threats to food se-
curity and human lives caused by unusually high
seasonal temperature in France, Ukraine, and the
Sahel in the 20th century were ameliorated when
the extreme temperatures subsided, when mar-
kets balanced acute regional food deficits with
food surpluses from other locations, and when
farmers autonomously adapted their practices or
migrated. The future, however, could be entirely
different. If growing season temperatures by the
end of the 21st century remain chronically high
and greatly exceed the hotlest temperature on
record throughout the much of the world, not just
for these three examples, then global food
security will be severely jeopardized unless large
adaptation investments are made.

Climate model projections from the IPCC
2007 assessment suggest that this outcome is
indeed very likely (Fig. 3). Figure 3A shows that,
as early as 2050, the median projected summer
temperature is expected to be higher than any
year on record in most tropical areas. By the end
of the century, it is very likely (greater than 90%
chance) that a large proportion of tropical and
subtropical Asia and Africa will experience
unprecedented seasonal average temperature, as
will parts of South, Central, and North America
and the Middle East (Fig. 3B). High seasonal
temperatures beyond what has been experi-
enced during the past century will thus become
widespread.

Three important conclusions can be drawn
from these projections. First, tropical countries
experience less year-to-year temperature ex-
tremes than do temperate countries and therefore
will be the first to experience unprecedented heat
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stress because of global climate change. By the
end of the century, however, the seasonal grow-
ing temperature is likely to exceed the hottest
season on record in temperate countries (e.g.,
equivalent to what France experienced in 2003),
and the future for agriculture in these regions will
become equally daunting.

Second, the projected seasonal average tem-
perature represents the median, not the tail, of the
climate distribution and should therefore be
considered the norm for the future. Indeed, the
probability exceeds 90% that by the end of the
century, the summer average temperature will
exceed the hottest summer on record throughout
the tropics and subtropics (Fig. 3B). Because
these regions are home to about half the world’s
population, the human consequences of global
climate change could be enormous.

Lastly, with growing season temperatures in
excess of the hottest years on record for many
countries, the stress on crops and livestock will
become global in character. It will be extremely
difficult to balance food deficits in one part of the
world with food surpluses in another, unless ma-
jor adaptation investments are made soon to de-
velop crop varieties that are tolerant to heat and
heat-induced water stress and irrigation systems
suitable for diverse agroecosystems. The genet-
ics, genomics, breeding, management, and engi-
neering capacity for such adaptation can be
developed globally but will be costly and will
require political prioritization (3, 8, 9, 20). Nation-
al and international agricultural investments have
been waning in recent decades and remain in-
sufficient to meet near-term food needs in the
world’s poorest countries, to say nothing of

longer-term needs in the face of climate change
(/). History provides some guide to the magni-
tude and effects of high seasonal averaged tem-
perature projected for the future. Ignoring climate
projections at this stage will only result in the
worst form of triage.
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Foraminiferal Isotope Evidence of
Reduced Nitrogen Fixation in
the Ice Age Atlantic Ocean

H. Ren,** D. M. Sigman,* A. N. Meckler,? B. Plessen,> R. S. Robinson,* Y. Rosenthal,® G. H. Haug®”

Fixed nitrogen (N) is a limiting nutrient for algae in the low-latitude ocean, and its oceanic
inventory may have been higher during ice ages, thus helping to lower atmospheric CO, during
those intervals. In organic matter within planktonic foraminifera shells in Caribbean Sea sediments,
we found that the *>N/**N ratio from the last ice age is higher than that from the current
interglacial, indicating a higher nitrate **N/**N ratio in the Caribbean thermacline. This change
and other species-specific differences are best explained by less N fixation in the Atlantic during
the last ice age. The fixation decrease was most likely a response to a known ice age reduction in
ocean N loss, and it would have worked to balance the ocean N budget and to curb ice

age—interglacial change in the N inventory.

he sources of fixed N to the ocean are
terrestrial runoff, atmospheric deposition,
and, most important, marine N fixation.
The main sinks are sedimentary denitrification,
mostly in continental shelf sediments, and water
column denitrification in the eastern tropical
Pacific and the Arabian Sea. Sediment records

from modern denitrification zones show clear N
isotopic evidence of reduced water column de-
nitrification during the Last Glacial Maximum
(LGM) relative to the current interglacial (Holo-
cene) (/, 2). The history of other processes, es-
pecially N fixation, has proven more difficult to
reconstruct.

Decreased denitrification and/or

increased N fixation would have raised the N
inventory of the ocean during the LGM, thereby
strengthening the ocean’s biological pump and
contributing to the observed reduction in at-
mospheric CO; during the ice age (/-5).

N fixation produces oceanic fixed N with
89N values between —2 and 0 per mil (%o), close
to that of atmospheric N, (6, 7). Sedimentary
denitrification removes nitrate (NOs3") from the
ocean with minimal isotope discrimination (§).
In contrast, water column denitrification leaves
residual nitrate enriched in >N that raises the
8"*N of mean ocean nitrate above that of newly
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our data for the Atlantic. However, we have not
constrained the history of N fixation in the Indo-
Pacific, where iron is typically more scarce.
Moreover, although our results demonstrate a
response from N fixation that works to stabilize
the N budget, they do not preclude a glacial-to-
interglacial decrease in the N inventory. Recon-
struction of N fixation in the other basins and
better information about the timing of changes
should help to quantify the strength of the N
fixation feedback and the limits that it places on
the ocean N inventory. Foraminifera-bound N
will facilitate this effort.
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Drosophila Stem Cells Share a
Common Requirement for the Histone
H2B Ubiquitin Protease Scrawny

Michael Buszczak,* Shelley Paterno, Allan C. Spradlingt

Stem cells within diverse tissues share the need for a chromatin configuration that promotes
self-renewal, yet few chromatin proteins are known to regulate multiple types of stem cells.

We describe a Drosophila gene, scrawny (scny), encoding a ubiquitin-specific protease, which is
required in germline, epithelial, and intestinal stem cells. Like its yeast relative UBP10, Scrawny
deubiquitylates histone H2B and functions in gene silencing. Consistent with previous studies of
this conserved pathway of chromatin regulation, scny mutant cells have elevated levels of
ubiquitinylated H2B and trimethylated H3K4. Our findings suggest that inhibiting H2B
ubiquitylation through scny represents a common mechanism within stem cells that is used to
repress the premature expression of key differentiation genes, including Notch target genes.

tem cells are maintained in an undiffer-
entiated state by signals that they receive
within the niche and are subsequently
guided toward particular fates upon niche exit
(7). Within embryonic stem (ES) cells and during
differentiation, cell state changes are controlled at
the level of chromatin by alterations involving
higher-order nucleosome packaging and histone
tail modifications (2). Polycomb group (PcG)

and Trithorax group (rxG) genes influence key
histone methylation events at the promoters of
target genes, including H3K27 and H3K4 modi-
fications associated with gene repression and
activation, respectively, but few other genes with
a specific role in stem cells are known.

Histone H2ZA and H2B monoubiquitylation
play fundamental roles in chromatin regulation,
and H2A ubiquitylation has been linked to PcG-

mediated gene repression and stem cell main-
tenance. The mammalian Polycomb repressive
complex 1 (PRC1) component RINGIB is an
H2A ubiquitin ligase that is required to block the
elongation of poised RNA polymerase IT on bi-
valent genes in ES cells (3). Mutations in the
PRC1 component BMI-1, which complexes with
RING1B, cause multiple types of adult stem cells
to be prematurely lost (4). The role of H2B ubig-
uitylation in stem cells is unclear, however. In
yeast, ubiquitylation of histone H2B by the
RAD6 and BREI ligases controls H3K4 meth-
vlation (H3K4me3) (5, 6), a process that requires
the polymerase accessory factor PAF1 (7, 8). Con-
versely, H2B deubiquitylation by the ubiquitin-
specific protease (USP) family member UBP10
is required for silencing telomeres, ribosomal
DNA, and other loci (9). The Drosophila
homolog of BRE1, dBRE], also is needed for
H3K4 methylation, which suggests that this
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tant, which has its three serine phosphorylation
sites mutated to alanine, stays primarily in the
nucleus (5, 7) (fig. S9). The transfected cyto-
plasmic HDAC4-L175A mutant preserved rd/
rods until at least P70 (Fig. 3, N and Q), whereas
the nuclear HDAC4-3SA mutant failed to rescue
rd! rods even at P50 (Fig. 3, O and R).

HIF la plays a central role in the regulation of
oxygen homeostasis (20). HIFla protein is not
detectable in the mature mouse retina (27). Ex-
posure of retinas to hypoxia stabilizes HIF1a
and protects photoreceptors from light-induced
retinal degeneration (2/7). HIF1a protein stability
is decreased by lysine acetylation. Acetylation of
HIF1a by the acetyltransferase ARD1 enhances
its degradation (22). HIFla stabilization thus
might provide a mechanism for HDAC4-induced
photoreceptor protection in #d/ mice. HIF 1o pro-
tein was detected by immunohistochemistry in
the OS of wild-type photoreceptors after HDAC4
electroporation (Fig. 4, A to D). No HIFla im-
munoreactivity was detected after overexpres-
sion of HDACG (Fig. 4, E and F). Likewise,
expression of HDAC4, but not that of HDAC6
(Fig. 4, I and J), led to the detection of HIF 1 o« that
appeared nuclear or perinuclear in the photorecep-
tors of the #d! retina (Fig. 4, G and H). Expression
of a dominant negative HIFla (dnHIFla) con-
struct (23) with pCAG-HDAC4 in the rd] reti-
na negated the photoreceptor survival effect of
HDAC4 (Fig. 4, K to N). A plasmid with an
shRNA directed to HIF 1@ also blocked HDAC4-
mediated photoreceptor survival (fig. S10). Thus,
HIFlu appears to be required for the HDAC4
survival effect.

To determine whether acetylation of HIFla
might influence rod death in the »d/ retina, we
expressed HIF1oKS532R, an acetylation mutant
of HIFla that is more stable than its wild-type
form (22), and the wild-type HIFla in the rd]
retina. Wild-type HIFla preserved a few rods
(Fig. 4, P and T) and HIF1aK532R preserved
more (Fig. 4, Q and U). HDAC4 was the most
effective in saving rod photoreceptors (Fig. 4, R,
V, and W). No additive effects were seen when
HDAC4 was coexpressed with HIF1oK532R
(fig. S11). The greater efficacy of HDAC4 relative
to HIF1aK532R might result from HDAC4 having
target(s) in addition to HIFlg, or HIF1aK532R
could be less effective than deacetylated wild-
type HIF lo.

In the mouse retina, HDAC4 has an essential
role in neuronal survival. From a therapeutic per-
spective, HDAC4 prolonged photoreceptor sur-
vival in mice undergoing retinal degeneration.
HDACS did not lead to increased abundance of
HIF1a protein or promote rod survival in mice,
although it rescued degeneration in Drosophila
(19). Therefore, more than one pathway for neu-
ronal survival may be regulated by HDACs.
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Genetic Code Supports Targeted
Insertion of Two Amino Acids

by One Codon

Anton A. Turanov,’* Alexey V. Lobanov,’* Dmitri E. Fomenko," Hilary G. Morrison,?
Mitchell L. Sogin,? Lawrence A. Klobutcher,? Dolph L. Hatfield,* Vadim N. Gladyshev't

Strict one-to-one correspondence between codons and amino acids is thought to be an essential
feature of the genetic code. However, we report that one codon can code for two different amino
acids with the choice of the inserted amino acid determined by a specific 3’ untranslated region
structure and location of the dual-function codon within the messenger RNA (mRNA). We found
that the codon UGA specifies insertion of selenocysteine and cysteine in the ciliate Euplotes
crassus, that the dual use of this codon can occur even within the same gene, and that the
structural arrangements of Euplotes mRNA preserve location-dependent dual function of UGA when
expressed in mammalian cells. Thus, the genetic code supports the use of one codon to code for

multiple amino acids.

Ithough codons can be recoded to spec-
Aify other amino acids or to have ambig-

uous meanings (/, 2), and stop codons
can be suppressed to insert amino acids (3), in-
sertion of different amino acids into separate po-
sitions within nascent polypeptides by the same
codeword is believed to be inconsistent with

ribosome-based protein synthesis. In ciliated pro-
tozoa from the Fuplotes genus, cysteine (Cys) is
encoded by three codons, UGA, UGU, and UGC
(4. 5). UGA is a stop signal in the universal
genetic code, and this codon can also code
for the 21st amino acid, selenocysteine (Sec)

(6).

Metabolic labeling with *Se showed that E.
crassus contains multiple selenoproteins (fig. S1).
To identify the codon used for Sec, we sequenced
15,000 E. crassus expressed sequence tags (ESTs)
(fig. S2) and the full-length eGPx1 cDNA se-
quence. The eGPx1 ¢cDNA encodes a 22-kD pro-
tein with a single in-frame UGA codon (Fig. 1A)
and a Sec insertion sequence (SECIS) element (7)
in its 3’ untranslated region (3'UTR) (Fig. 1B),
which suggests that this UGA encodes Sec.
Therefore, UGA may be used for both Cys and
Sec insertion in Euplotes. Expression of eGPx1
as a fusion protein with green fluorescent pro-
tein (GFP) in human embryonic kidney (HEK)
293 cells revealed specific "Se incorporation
(Fig. 1C). The corresponding full-size protein
was also detected by Western blotting (Fig. 1D).
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tasselseed1 Is a Lipoxygenase
Affecting Jasmonic Acid Signaling in
Sex Determination of Maize

Ivan F. Acosta,’* Héléne Laparra,’ Sandra P. Romero," Eric Schmelz,? Mats Hamberg,?
John P. Mottinger,* Maria A. Moreno, Stephen L. Dellaportat
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Sex determination in maize is controlled by a developmental cascade leading to the formation of
unisexual florets derived from an initially bisexual floral meristem. Abortion of pistil primordia
in staminate florets is controlled by a tasselseed-mediated cell death process. We positionally
cloned and characterized the function of the sex determination gene tasselseed1 (ts1). The TS1
protein encodes a plastid-targeted lipoxygenase with predicted 13-lipoxygenase specificity, which
suggests that TS1 may be involved in the biosynthesis of the plant hormone jasmonic acid. In the
absence of a functional ts1 gene, lipoxygenase activity was missing and endogenous jasmonic acid
concentrations were reduced in developing inflorescences. Application of jasmonic acid to
developing inflorescences rescued stamen development in mutant ts1 and ts2 inflorescences,
revealing a role for jasmonic acid in male flower development in maize.

ost flowering plants produce perfect
Mﬂ(lwers containing both the male or-

gans (stamens) and female organs
(pistils). In maize, which has physically sep-
arated male and female inflorescences, floral
meristems become unisexual through sex de-
termination [reviewed in (/, 2)]. The basic
unit of the maize inflorescence, called a spike-
let, contains one upper and one lower flower
(known as florets in grasses). Each floret ini-
tiates a series of floral organs including three
stamen primordia and a central pistil primor-
dium (3, 4). These initially bisexual florets be-
come exclusively staminate in the tassel (by
abortion of pistil primordia) and exclusively
pistillate in the ear (by arrest of developing
stamens) (3, 5). Each ear spikelet produces a
solitary functional pistil in the upper floret
due to abortion of the pistil in the lower floret
(3-5).

Mutations altering the sexual fate of florets
in maize indicate that sex determination is
under genetic control. The nonhomeotic (as-
selseed (ts) mutations ts/ and #s2 result in the
conversion of the tassel inflorescence from
staminate to pistillate (6, 7). Both ¢s/ and ts2
are required to eliminate pistil primordia through
cell death (8, 9). The #52 gene encodes a short-
chain dehydrogenase/reductase (7)) with broad
activity, which has complicated the discovery
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of its natural substrate (/7). It is unknown
how s genes mediate pistil cell death, although
it has been suggested that the dehydrogenase/
reductase activity of #52 may produce a pro-
apoptotic signal or metabolize a substrate re-
quired for cell viability (8, /7). Even less is
known about the ts/ gene. TS2 transcripts are
low or undetectable in s/ mutant tassels, which
suggests that #s/ may act upstream of 52 by
regulating 152 RNA levels and possibly other
sex determination genes (8).

We positionally cloned and mapped ts/ (12)
(fig. S1), which is located in a region with ex-
tensive synteny with rice (/3). The #s/ syntenic
interval within the sequenced genome of rice
contains nine genes (/2). We found no maize
orthologs for four of these genes, and another
three mapped to locations unlinked to the s/
locus in maize. Maize homologs of the remain-
ing two rice genes, one encoding a putative glu-
tamate decarboxylase and the other encoding
a putative lipoxygenase, were confirmed to
be contained within the ts/ physical interval
(fig. S1).

Sequencing showed that the gene encod-
ing glutamate decarboxylase was monomorphic,
whereas the gene encoding lipoxygenase in
the ts/-ref line showed an 864-base pair (bp)
insertion in the predicted first exon with com-
plete linkage with the s/ phenotype in mapping
populations. To confirm that the lipoxygenase
corresponded to the s/ gene, we analyzed
eight ts/ mutant alleles. Each contained an in-
dependent mutation in the gene encoding lipox-
ygenase (Fig. 1A and table S1). Complementary
DNA sequence analysis showed that the ts/
gene contains seven exons with a coding se-
quence of 2757 bp (Fig. 1A). A closely related
gene was also identified in the database of the
TIGR AZM 4.0 assembly and by Southern
blot analysis (fig. S2). This gene. named ts/b,
has an identical exon-intron structure to that of
ts] and shares 93% nucleotide similarity. The

tslbh gene is located on maize chromosome
10S, a segmental duplication of chromosome
28 (14). The TSI protein displays 38 to 60%
similarity to plant lipoxygenases and contains
two conserved domains characteristic of this
family: a beta-barrel (cd01751) and a catalytic
helical bundle (pfam00305) (/5) (Fig. 1B and
fig. S3).

Lipoxygenases are nonheme iron—containing
fatty acid dioxygenases that catalyze the per-
oxidation of polyunsaturated fatty acids such as
linoleic acid, a-linolenic acid, and arachidonic
acid. They are classified according to the posi-
tional specificity of linoleic acid oxygenation,
which occurs at carbon 9 of the hydrocarbon
backbone for the 9-LOX types and at carbon
13 for the 13-LOX types; a further subdivision
(classes 1 and 2) has been recognized for 13-
lipoxygenases without or with a putative chlo-
roplast transit peptide (cTP), respectively (/6).
According to ChloroP, a neural network-based
method for predicting cTPs, the N-terminal 48
amino acids of the TSI protein contain a ¢TP
(/7) (Fig. 1B and fig. S3). Additionally, TS1
contains a conserved phenylalanine (Phe®6) pre-
viously identified as a determinant of 13-LOX
regiospecificity (18, 19). Therefore, the primary
structure of TSI suggests that it is a member of
the class 2 plastid-localized 13-lipoxygenases.
This prediction was supported by Bayesian
and maximum parsimony phylogenetic analy-
ses of plant lipoxygenases, which placed TSI
and TS1b in a clade including characterized
and predicted class 2 13-lipoxygenase (Fig. 1C
and fig. S4).

The tissue-specific expression of both s/
and ts/bh was established by quantitative re-
verse transcription polymerase chain reaction
(RT-PCR) analysis of root, stem, leaf, tassel,
and ear transcripts. The ts/ RNA was detected
in all maize tissues examined, whereas ts/bh
RNA was detected at very low levels (less than
that of s/ by a factor of 90 to 500) (Fig. 2A).
The low expression of fs/b may explain why
it does not also appear to be a component of
sex determination in #s/ mutant plants. The
broad expression of ts/ was unexpected be-
cause ils mutant phenotype suggests a sex-
specific function. Although no alterations in
other tissues have been reported, it is possible
that additional phenotypes for the ts/ mutation
may be uncovered by more careful analyses.
The ts2 gene was expressed almost as broadly
as s/, except in stem tissue, where expression
was less than that of 15/ by a factor of ~35.

In situ hybridization showed that TS/
transcripts form stripes following the borders
of the central inflorescence axis and projecting
toward the spikelet attachment points (Fig. 2,
B and D). In spikelet adaxial views, TS/ ex-
pression domains surround the spikelets, de-
lineating their base (Fig. 2C). None of these
expression patterns were observed in a homo-
zygous fs/-Mu(! deletion mutant line con-
taining a functional ts7b gene (Fig. 2E). These
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FW, respectively (Fig. 3B). Homozygous ts/-
refits 1-ref tassels showed an average JA con-
centration of 4.3 = 2.1 ng/g FW (Fig. 3B),
significantly below that of the wild type in a
Kruskal-Wallis test and pairwise comparisons
with a Bonferroni correction (P < 0.0001). There-
fore, we estimate that the £s/ mutation reduces
JA levels by a factor of ~10, indicating a role
for the hormone in the pistil cell death pro-
cess. Note that JA levels of wild-type and mu-
tant £s/ tassels are similar to those of wounded
and nonwounded maize seedlings, respec-
tively (22), which supports the notion that JA
is actively synthesized during normal tassel
development.

The developmental timing of the pistil abor-
tion process occurs in tassel inflorescences
when they are 1.0 to 3.0 cm in length (23),
which was also the stage at which s/ expres-
sion occurred in the subtending glumes (Fig. 2,
B to D). We applied 0.005% ethanol with or
without 1 mM JA to tassels of ~1 cm in wild-
type (tsi-refi+) or ts! mutant (ts/-refitsl-ref)
sibling plants (/2). In ¢s/ mutant plants, JA
application reversed feminization, as evidenced
by the presence of staminate spikelets mostly
in the mid- to apical regions (Fig. 3D). Wild-
type rescue in s/ mutants was observed in the
appearance of subtending floral bracts (glumes)
about 3 to 4 weeks after treatment. JA-treated
glumes in #s/ mutants were elongated, were
covered with numerous trichomes, and had a
ring of anthocyanin deposited at the base (Fig.
3D), all three characteristics of wild-type
staminate spikelets. Later in floral development,
stamens emerged from JA-treated #s/ mutant
spikelets (fig. S5B).

Staminate florets from rescued JA-treated
ts1/ts] plants produced viable pollen, which
was used for both self-pollination and test
crosses to untreated s //ts I mutant sibs. All test
cross progeny (n > 100) were homozygous for
the ts/-ref allele and displayed a complete ts/
mutant phenotype. The JA-rescued phenotype
of the tassel inflorescence was incomplete in
that some spikelets were bisexual (fig. S5A),
containing both pistils and stamens, and others
(mainly those located at the base of the inflo-
rescence) were pistillate. These effects, how-
ever, may have been due to the timing of JA
treatments, because the stage of floral matu-
ration differs in a positionally dependent fashion
throughout the inflorescence. Rescued stami-
nate spikelets were never observed in blank-
treated s I-refits I-ref plants (Fig. 3C, fig. S5D,
and table §2), nor did JA treatment affect het-
erozygous ts/-ref/+ sibs (table S2). The similar
phenotype of {5/ and ts2 mutations indicates
that both genes may act in the same metabolic
pathway. Therefore, we also applied JA to mu-
tant ts2-refits2-ref and ts2-ref+ plants, which
responded in the same manner as the JA-treated
(s mutants (Fig. 3E, fig. S5C, and table S2).
These results indicate that JA can restore the
wild-type phenotype in both #s/ and #52 mutant

plants. Moreover, this suggests an unexpected
role for TS2 in JA biosynthesis, perhaps as one
of the yet-unidentified enzymes catalyzing a
series of B-oxidations in this metabolic path-
way (Fig. 4) (24).

Genes regulating meristem determinacy
early in maize inflorescence development are
expressed at the boundary of the meristem and
the inflorescence axis rather than within the
meristem itself. These genes, such as ramosal,
ramosa3, and barren stalkl (25-27), probably
act non-cell-autonomously by producing a dif-
fusible signal at the base of the meristem (27).
Analogously, ts/ expression at the boundary
of developing spikelet initials and inflorescence
axis produce the hormone JA, which may dif-
fuse within the spikelet to regulate sexual de-
velopment. This situation parallels JA-mediated
anther dehiscence in Arabidopsis, where JA
biosynthetic genes are highly expressed in
the anther filament where it signals develop-
ment both in the filament and within the
anther (28, 29). We previously reported that
the expression of ts2 is reduced in s/ mutants
(8). The finding that 52 may be involved in
the same biosynthetic pathway as #s/ is not
necessarily at odds with our previous observa-
tion, as most genes encoding enzymes of the
JA biosynthetic pathway are transcriptionally
up-regulated by JA in a characteristic positive
feedback loop (21).

JA signals plant responses to biotic and
abiotic stresses (2/7) and regulates plant devel-
opmental processes such as root growth (30)
and mechanotransduction (31). In Arabidopsis,
JA is required for male fertility because pollen
maturation and anther dehiscence are blocked
in mutations that impair JA biosynthesis (28, 29).
JA may promote anther dehiscence by signal-
ing degeneration of the stomium, a group of
specialized cells that run along the length of
the anther and are necessary for dehiscence
(32, 33).

The plant hormone ethylene has been ob-
served to promote feminization in cucumber
[reviewed in (34)]. Recent genetic and bio-
chemical evidence has confirmed the role of
ethylene in sex determination of melon, a re-
lated species (35). Conversely, gibberellin has
masculinizing effects in cucumber but pro-
motes feminization in maize (36), and auxin
also has opposing effects in cucumber and
Mercurialis annua (34). The present results
imply a role for JA in maize sex determination,
wherein JA is necessary for signaling the
tasselseed-mediated pistil abortion and the ac-
quisition of the male characteristics of staminate
spikelets. The diverse mechanisms of hormo-
nal control in plant sex determination support
the notion that the systems have evolved inde-
pendently multiple times (37).
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Structure of a Type IV Secretion
System Core Complex

Rémi Fronzes,® Eva Schifer,™ Luchun Wang,™* Helen R. Saibil,*

Elena V. Orlova,* Gabriel Waksman™?t

Type IV secretion systems (T4SSs) are important virulence factors used by Gram-negative bacterial
pathogens to inject effectors into host cells or to spread plasmids harboring antibiotic resistance
genes. We report the 15 angstrom resolution cryo—electron microscopy structure of the core
complex of a T4SS. The core complex is composed of three proteins, each present in 14 copies and
forming a ~1.1-megadalton two-chambered, double membrane—spanning channel. The structure
is double-walled, with each component apparently spanning a large part of the channel. The
complex is open on the cytoplasmic side and constricted on the extracellular side. Overall, the T45S
core complex structure is different in both architecture and composition from the other known
double membrane—spanning secretion system that has been structurally characterized.

romolecular nanomachines utilized for the

transport of proteins or DNA across the
bacterial cell envelope of Gram-negative bacteria
(1, 2). The archetypal Agrobacterium tumefaciens
T4SS comprises 12 proteins named VirB1through
11 and VirD4. T4SSs in other bacteria can display
additional components or have homologs for only
a subset of those proteins (/). T4SSs likely span
the periplasm and both bacterial membranes. An
extracellular pilus is associated with some T4SSs
and is composed of a major (VirB2) and a minor
(VirB5) subunit. Three adenosine triphosphatases
(ATPases), VirB4, VirB1 1, and VirD4, are in-
volved in substrate secretion and in system as-
sembly. VirB6, VirB8, and VirB10 may form an
inner membrane channel (3, 4). At the outer mem-
brane, the composition of the pore is unknown.
The periplasmic protein VirB9 in complex with
the short lipoprotein VirB7 could be part of this
structure (3, 6). However, no transmembrane re-
gion could be found or predicted in either protein.

Type IV secretion systems (T4SSs) are mac-
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Moreover, VirBY proteins share no sequence sim-
ilarities with outer membrane secretins. Protein-
protein interaction studies have identified a core
T4SS complex consisting of four proteins, VirB7,
8,9, and 10 (1, 7). Together with VirB4, this T4SS
core complex is the minimal functional entity
(8, 9). Here, we provide structural and functional
insights on the equivalent core T4SS complex
encoded by the plasmid pKM101.

The virB7-1() gene cluster of the pKM101
plasmid was cloned and expressed (/0). In this
cluster, these genes are named raN, trak, traO,
and fral; respectively. For clarity, each gene and
protein will be named hereafter using both the
Tra and VirB nomenclatures. Cloning of the
traNvirB7-traF/virB10 cluster introduced a
Strep-tag at the C terminus (C-ST) of TraF/VirB10
(TraF/VirB10¢ g7) (fig. S1, A and B). Induction
of gene expression, preparation of the membrane
fraction followed by solubilization of membrane
proteins, and a two-step purification procedure
resulted in the purification of a complex contain-
ing TraN/VirB7, TraO/VirB9, and TraF/VirB10¢gt
[the “wild-type core” complex (Fig. 1A) (/10)].
TraE/VirB8 (although strongly expressed) was
not present in the purified complex. The stoi-
chiometry of the different components of the core
complex was shown to be 1:1:1 (fig. S1C) (10).
The core TraN/VirB7-TraO/VirB9-TraF/VirB10

Fig. 1. Purification of the pkM101- A Purified Complexes B
encoded T45S5 complex core. (A) 1.2
SDS-polyacrylamide electropho- Cells Wild-type Digested
resis analysis of the noninduced kD _ 1
(NI) and induced (1) cells (left), E
the pure wild-type core complex 60- 3 808
(middle), and digested D1and D2 W | 50- & = “ -TraF/ a

X . G| 40-38 Vire10 O s
complexes (right). (Right) The top < < o .Tra0/ 2 5 B
left band, a, contains a C-terminal @ | S0- / ;,-I:_-Sg - a
fragment of TraF/VirB10 and full- g 5- = ® Jrgg e E i
length TraO/VirBY; the top right @ | 20~ . ﬁ " i@
band, b, contains a C-terminal 15- o] '
fragment of TraF/VirB10, and the 10 - -TraN/ = &8 -TraN/
middle band, ¢, which contains a v NI | VIlB7  y pp VIrB7

C-terminal fragment of TraO/VirB9.

complex purified as a ~1100-kD complex (Fig. 1B)
(10). Wild-type core complexes were then visual-
ized by negative-stain electron microscopy (EM)
(10)). We observed ringlike and multilayered par-
ticles, corresponding to end and side views of the
complex, respectively (fig. S2A). Rotational sym-
metry analysis of end-view class averages revealed
a clear 14-fold symmetry (fig. S2) (/0). Thus, the
T4SS core complex is formed of 14 copies each of
three proteins.

The importance and role of TraN/VirB7 lip-
idation on core complex formation and local-
ization were examined. TraN/VirB7 becomes
acylated on Cys'® (/7). This residue was mu-
tated to Ser (TraNcyqisser) (fig. 83A), and the
resulting (raNAVirB7 ¢,y sse-traFhvirBl0¢ sy clus-
ter was expressed (/0). A complex (AL1) similar
in size to the wild-type core complex was pu-
rified (fig. S3A). Thus, lipidation of TraN/VirB7
is not required for core complex formation. We
next examined the membrane localization of the
AL1 core complex and established that both
the wild-type and AL1 core complexes reside
in the inner membrane; however, only the wild-
type core complex is found in the outer membrane
(fig. S3A) (10). Thus, lipidation of TraN/VirB7
is required for targeting of the core complex to
the outer membrane. This interpretation was con-
firmed by accessibility studies on whole cells
(fig. S3B) (10). Finally, we investigated the role
of each of the genes in the raNAirB7-tralAirB1()
cluster by deleting them one at a time and dem-
onstrated that TraE/VirB8 is not involved in the
assembly of the core complex but that TraN/VirB7,
TraO/VirB9, and TraF/VirB10 are essential for
the formation of the 14-oligomer ring complex
(fig. S3) (10).

To obtain a detailed view of the three-
dimensional (3D) structure of the TraN-TraO-
TraFc.gr complex, a cryo—electron microscopy
(cryo-EM) data set was collected and used to
reconstruct a 15 A resolution 3D map of the
complex with 14-fold symmetry (fig. S4) (10).
The final structure is shown in Fig. 2. The T4SS
core complex has an overall dimension of 185 A
in both height and diameter (Fig. 2). It is made of
two main layers, labeled inner (I) and outer (O)
with reference to the orientation, which will be

— Wik rype Gl
D1 compiax

D2 complex (\

1000
Melecular mass in kD

The content of the a, b, and ¢ bands was assessed by mass spectrometry and N-terminal sequencing. (B) Gel filtration of the wild-type, D1, and D2 complexes.
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deleted, caused rounding of HeLa cells similar to
that produced by wild-type VopS (Fig. 1B). As
expected, VopSA30-H348A did not cause any
obvious changes in the actin cytosketon of trans-
fected cells (Fig. 1B). Thus, VopS cell-rounding
activity is independent of its signal sequence but
requires a wild-type Fic domain.

To elucidate the biochemical mechanism
used by VopS to inhibit Rho family GTPases,
we produced soluble recombinant GST-VopSA30
and GST-VopSA30-H348A that lacks the largely
hydrophobic 30-amino acid signal sequence. Al-
though 3*S-radiolabeled Rac (**S-Rac) did not
interact with GST-VopSA30, it did interact with
GST-VopSA30-H348A (Fig. 2A). In addition,
GTP loading of the 33S-Rac increased the amount
of ¥*S-Rac that interacted with recombinant
VopSA30-H348A (Fig. 2A), reminiscent of the
conformation-dependent interaction of GTP-bound
Rac with its downstream effector PAK (10).
When we loaded *S-Rac with GTP, more
33S-Rac interacted with GST-PAK PBD (Fig.
2A). Many type T effectors use a catalytic mech-
anism to alter eukaryotic signaling pathways, and
in some cases the catalytically inactive form of
the effector can act as a substrate trap (//). The
VopSA30-H348A mutant might act as a trap by
binding its substrate, the active GTP-bound Rac,
but failing to release a product.

To further analyze the possibility that GTP-
bound Rho family GTPases might be substrates
for VopS, we produced the **S-radiolabeled con-
stitutively active form of Rac (**S-DA-Rac). We
pre-incubated 33$-DA-Rac with 25 pmol of pu-
rified recombinant VopSA30 or VopSA30-H348A

VopS + + -

VopS-H348A - - -

DARac - + -

DA-Rac-T35A - -— +

a-*P-ATP_+ + +
“P-AMP-DA-Rac » -

1 2 3

and then tested whether the *°S- DA-Rac was able
to interact with its downstream effector GST-PAK
PBD. Although ¥*S-DA-Rac pre-incubated with
the mutant VopSA30-H348A interacted with GST-
PAK PBD, **S-Rac pre-incubated with VopSA30
was unable to interact with GST-PAK PBD (Fig.
2B). We then pre-incubated *3S-DA-Rac with se-
rial 10-fold dilutions of purified recombinant
VopSA30 (125 to 0.125 pmol) for 15 min and
tested whether the **S-DA-Rac could bind to
GST-PAK PBD (Fig. 2C). Incubation of *°S-
DA-Rac with as little as 1.25 pmol of VopSA30
prevented the binding of **S-DA-Rac to GST-
PAK PBD (Fig. 2C). As expected, the incuba-
tion of DA-Rac with decreasing amounts of
VopSA30-H348A had no effect on the ability
of DA-Rac to bind to GST-PAK PBD (Fig. 2C).
Next, we incubated **S-DA-Rac with a limiting
amount of VopSA30 (0.25 pmol) over 1 hour.
By 40 min, no °S-DA-Rac interacted with GST-
PAK PBD (Fig. 2D). Thus, VopS uses an enzy-
matic activity to inhibit the interaction of Rho
family GTPases with their respective downstream
effectors.

To determine the activity that VopS exerts
on the Rho family GTPases, we expressed histidine-
tagged DA-Rac either alone (DA-Rac) or with
active GST-tagged VopSA30 (DA-Rac/VopS).
Both forms of recombinant DA-Rac could be
loaded with *S-radiolabeled GTP-y-S, a non-
hydrolyzable form of GTP, eliminating the pos-
sibility that VopS inhibited the Rho family of
proteins by preventing GTP binding (fig. S2A).
To determine whether DA-Rac was altered by
coexpression with VopS, we measured the mass

REPORTS I

of recombinant DA-Rac by mass spectrometry.
Although DA-Rac had the expected molecular
weight, DA-Rac/Vop$S had an increase in molec-
ular weight of 329 daltons (fig. S2, B and C). As
expected, DA-Rac coexpressed with the mutant
WVopS did not show an increase in molecular weight.
The increase of 329 daltons is consistent with the
mass of adenosine 5"-monophosphate (AMP).
To identify where this putative covalent modifi-
cation occurred on Rac, we analyzed tryptic and
AspN peptides using liquid chromatography fol-
lowed by tandem mass spectrometry (LC-MS/MS).
When the samples were digested with AspN, pep-
tide A [amino acids 11 to 37, mass-to-charge ratio
(m/z) = 1488.7 when z = 2] was observed for
DA-Rac (Fig. 3A). For DA-Rac/VopS, only the
maodified form of peptide A was observed [amino
acids 11 to 37, with a mass increase of 329.1
daltons, m/z = 1653.3 when z = 2] (Fig. 3B).
Peptide A contained a covalent modification of
329 daltons on Thr™* (Fig. 3C), a conserved res-
idue located in the effector loop of the switch T
region of Rho family GTPases that plays a role
in GTP, Mg>", and effector binding (Fig. 3D)
(10, 12). Thus, VopS modifies the Rho family
GTPases with AMP, which prevents Rho GTPases
from binding to downstream effectors by steric
hindrance.

To test directly whether VopS functions as
an enzyme to modify Rho family GTPases with
AMP, we performed an in vitro labeling assay
with **P-ai-labeled adenosine triphosphate (ATP).
Incubation of purified recombinant VopSA30 with
recombinant DA-Rac and *2P-u—labeled ATP re-
sulted in VopS-dependent modification of DA-Rac

Fig. 4. In vitro AMPylation of Rho family GTPases by VopS. (A) Recom-
binant VopSA30 and VopSA30-H348A were incubated with or without

DA-Rac or DA-Rac-T35A in the presence of *?P-u—labeled ATP. (B) Recom-
binant VopSA30 or VopSA30-H348A were incubated with GTP-Rho, GTP-Rac,
or GTP-Cdc42 in the presence of *2P-o—labeled ATP. (C) 5100 Hela cell
lysates or boiled, denatured 5100 Hela cell lysates were incubated with
#2p-g—labeled ATP or *?P-y—labeled ATP in the presence or absence of

VopSA30 (125 pmol). Samples in lane 4 and 8 were treated with A-
phosphatase (A-Ppase, 400 units) in the last 5 min of incubation. Samples
were separated by SDS-PAGE and analyzed by autoradiography.

= o B VopS - - - 4+ + + - = =
+ o+ 4 VopS-H348A - - - - - - + + +
- B GTP-Rho + - - + - - + - -
- o GTP-Rac - + - - 4+ - = 4 =
GTP-Cde42 - - + - - + = = &
+ _+ 4+ kDa PPATP + 4+ 4+ + + 4+ 4+ 4+ 4+
o kDa
_a35 -60
-35
o5 2P.AMP-Rho,_
2P AMP-Race — 25
~18  «p.AMP-Cdc42” - s
4 5 6
1 2 3 4 5 6 7 8 9
c Lysate + + - + + + - 4+
Lysate (boiled) - - 4+ = - - % -
VopS - + - = O -
A-PPase - - - + - - - o+
SPPAIP = = = = o F = $
WWa-ATP_+ + + 4+ - - - -
kDa
-100
-60
- . -
— -35
-
-
15
1 3 7 8
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(Fig. 4A). VopSA30 did not modify DA-Rac-
T35A, confirming that the AMP modification is
specific for Thr*® (Fig. 4A). As expected, DA-Rac
incubated with VopS-H348A was not modified
(Fig. 4A). To confir that VopS modifies other
members of the Rho family GTPases, we repeated
the in vitro labeling assay using Rho, Rac, and
Cde42. In the presence of Vop$, all of the GTPases
were modified with AMP, whereas they were not
modified in the presence of *2P-u—labeled ATP
alone or by VopS-H348A (Fig. 4B). Thus, VopS
modifies Rho GTPases with AMP. We now refer
to this activity as AMPylation and the enzyme as
an AMPylator. VopS uses this posttranslational
modification of AMPylation to hinder signaling
between Rho GTPases and their downstream
effectors by blocking the effector binding site on
the switch I region of the GTPase with AMP.

Both VopS and protein kinases use ATP to
modify substrates, but the phosphate attached to
the substrate is distinct. Kinases use the y phosphate
of ATP to modify their substrates on tyrosine,
threonine, and serine residues, whereas VopS uses
the « phosphate linked to adenosine to modify its
substrate on a threonine residue. This type of post-
translational modification on eukaryotic proteins
has not previously been observed. However, it
has been observed for bacterial glutamine synthe-
tase, albeit autocatalytically on a tyrosine residue,
resulting in the sensitization of end-product inhi-
bition (/3, /4). Because bacterial type 111 secreted
effectors often mimic eukaryotic mechanisms, the
observation of AMPylation by a bacterial effector
prompted us to investigate whether eukaryotes use
this posttranslational modification. Incubation of
S100 HeLa cell lysates with *2P-y-labeled ATP
predictably revealed many phosphorylated protein
substrates (Fig. 4C). This modification, phospho-
rylation, was labile in the presence of a phos-
phatase (Fig. 4C). To test whether the same type
of experiment would reveal AMPylated protein
substrates, we incubated S100 lysate with **P-o-
labeled ATP. A number of radiolabeled proteins
were observed but were insensitive to phosphatase
treatment (Fig. 4C). The addition of purified
recombinant VopSA30 to the reaction using *P-o—
labeled ATP, but not 3?P-y—labeled ATP, specif-
ically increased labeling at the predicted size of
the Rho GTPases (Fig. 4C). Thus, VopS is not a
promiscuous AMPylator but rather targets the
Rho family of GTPases. Consistent with this obser-
vation, phosphorylation and AMPylation did not
occur in the presence of denatured protein (Fig.
4C). Thus, eukaryotic proteins can use ATP to
modify proteins by AMPylation.

VopS contains a C-terminal Fic domain, and
mutation of an invariant histidine residue within
this domain led to the discovery of the catalytic
activity of modifying proteins with AMP. The
conserved histidine is critical for the AMPylation
activity. The limited eukaryotic distribution of Fic
resembles that of other components of signal trans-
duction machinery and might support a role for
AMPylation by eukaryotic Fic domains in sig-
naling. Structures of Fic domains place the con-

served polar residues of this motif within a cleft
that could represent an active site, with conserved
side chains (from E and N) forming polar con-
tacts with a phosphate in one structure (fig. S3A)
(15). A P hairpin located near the motif’ binds
peptide in another structure, placing a side chain
of the peptide within van der Waals contact of the
motif histidine (fig. S3B). Although enzymes,
such as an activated E1, form AMP-bound co-
valent enzyme intermediates to drive chemical
ligation reactions (/6), AMP has not previously
been shown to be used as a stable posttransla-
tional modification for a protein. This activity
represents an ideal posttranslational modification
because it (i) uses a highly abundant high-energy
substrate, ATP; (ii) results in the formation of a
reversible phosphodiester bond; (iii) is bulky
enough to bind to an adaptor protein and be used
in dynamic multidomain signaling complexes; and
(iv) alters the activity of the protein it modifies.
It is intriguing that we observed this modification
on threonine because this residue is used in many
other modifications that might compete with
AMPylation. The identification of the substrates
and enzymes involved in eukaryotic AMPylation
will undoubtedly add a new layer to the expand-
ing complexity of our information about cellular
signal transduction.
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Simpson’s Paradox in a Synthetic

Microbial System

John S. Chuang,* Olivier Rivoire, Stanislas Leibler

The maintenance of “public” or “common good” producers is a major question in the evolution of
cooperation. Because nonproducers benefit from the shared resource without bearing its cost of
production, they may proliferate faster than producers. We established a synthetic microbial system
consisting of two Escherichia coli strains of common-good producers and nonproducers. Depending on
the population structure, which was varied by forming groups with different initial compositions, an
apparently paradoxical situation could be attained in which nonproducers grew faster within each
group, yet producers increased overall. We show that a simple way to generate the variance required for
this effect is through stochastic fluctuations via population bottlenecks. The synthetic approach
described here thus provides a way to study generic mechanisms of natural selection.

simple general principle has emerged
A from theoretical and experimental studies

of common-good producer—nonproducer
interactions: For producers to be selected and
maintained, they have to be the privileged re-
cipients of the common good (/—/18). Producers
may become privileged recipients by virtue of
kinship or spatial proximity or discrimination
through reciprocity or some distinctive feature
(15,9, 10, 14).

In this work, we considered the scenario in
which producers and nonproducers are dis-
tributed heterogeneously into subpopulations
of varying composition, some starting with higher
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and some with lower fractions of producers. As
each of these subpopulations grows, its fraction
of producers falls. Yet, it is possible for the over-
all fraction of producers to rise. This phenome-
non, usually analyzed in terms of kin selection or
group selection (3), can be distilled into an ele-
mentary mathematical feature known as Simpson's
paradox (5, 19, 20) (Fig. 1). Because the global
producer proportion is a weighted sum of the
subpopulation proportions, when there is suflicient
covariance between growth rate of a subpopu-
lation and its fraction of producers, a counter-
intuitive behavior of the whole population can be
observed: Producers increase overall.

A similar situation may arise in natural micro-
bial systems (7, &, /3), but the effects associated
with population heterogeneities are difficult there
to assess quantitatively. In addition, in natural sys-
tems, evolutionary pressures may have selected
for genetic backgrounds that limit the spread of
nonproducer mutants and ensure that producers
have the growth advantage (//). We have taken a
synthetic approach (2/-25), which circumvents
the difficulties of quantifying the interactions in
natural populations. Having no evolutionary his-
tory, a synthetic system can furthermore be engi-

neered to minimize pleiotropic effects, enabling
measurement and control of other parameters.
We constructed two Escherichia coli strains
that recapitulate the interaction of producers and
nonproducers (26) (fig. S1). The common good
in this system is a membrane-permeable (27) Rhl
autoinducer molecule (fig. S1), rewired to activate
antibiotic (chloramphenicol; Cm) resistance gene
expression. Otherwise isogenic, green fluorescent
protein (GFP)}-marked producers synthesize the
Rhl autoinducer constitutively, whereas nonfluo-
rescent nonproducers do not. The system, denoted
rhl-catLVA (fig. S1), exhibited the expected proper-
ties for public-good producers and nonproducers.
First, in antibiotic-containing media, producers grew
in a density-dependent manner (fig. S2, left) that
was abolished when a synthetic auntoinducer was
exogenously supplied (fig. S2, right), indicating that
autoinducer production was limiting. Second, when
started from the same initial density, pure cultures
of nonproducers grew slower than pure cultures
of producers in antibiotic (fig. S3). However, ad-
dition of either synthetic autoinducer or cell-free
conditioned medium (containing autoinducer made
by producers) increased nonproducer growth in
antibiotic-containing media (fig. S3).

Fig. 1. Principle of Simp- GLOBAL POPULATION
son's paradox. Simpson's
paradox (5, 19, 20) refers to p 0.50

a situation in which several
groups, composed of two
types of elements, P and
NP, evolve so that the pro-
portion of P elements de-
creases within each group
but nevertheless increases in
average overall. The right
side shows the evolution of
three hypothetical subpopu-
lations represented by pie
charts of P (green) and NP
(white) slices; the initial and
final subpopulations are
connected by solid black
arrows. The left side shows
the corresponding compo-
sition of the initial and final
global population formed by
these three subpopulations

Ap >0

(dotted lines). As a whole, p 0.533

the figure illustrates the par-

adox of P decreasing in each

subpopulation (Ap; < 0 for

every group i) but increasing p — initial global proportion of P P,
overall (Ap > 0). This “para- p' — final global proportion of P p;
dox” is a purely statistical Ap — change in global proportion of P

effect, based on the fact that
the global proportion of P is
a group size—weighted av-
erage that differs from the

nonweighted average. In general, if we start from n groups of equal sizes and
proportions p; of P (i = 1,..., n), whether Simpson's paradox is observed
depends on the changes in proportion of P within each group, Ap;, and on the
overall growth of each group, w;. The global variation of the proportion of P,
Ap, satisfies (29) (w;)Ap = coviw;,p;) + {(w;Ap;), where {.) denotes a non-

ie Ap=p'-p
n — number of subpopulations w;

Simpson's Paradox:
Ap >0 even though
Ap; <0 forall i

—(WiA\py).

REPORTS I

When cultures containing preincubated mix-
tures of producers and nonproducers were diluted
into antibiotic-containing medium, both the rela-
tive growth of the two strains within a mixture
and the growth of the whole mixture depended
on the initial proportion of producers (Fig. 2A).
In our system, nonproducers proliferated faster
than producers within each mixture, indepen-
dently of the initial composition, as verified by
flow cytometry (Fig. 2A). The slower growth of
producers can be attributed to the cost of produc-
tion of the autoinducer, together with the linked
GFP reporter. Furthermore, cultures with a higher
proportion of producers grew to larger population
sizes during the course of the selection phase (12
to 13 hours, 30°C) in antibiotic, and ending sub-
population size was strongly cormrelated with the
initial producer proportion (» = (.988 in 21 trials).

The relative growth advantage of nonpro-
ducers versus producers within a mixture, com-
bined with the observed correlation between the
overall growth of a mixture and the initial propor-
tion of producers, implied that a situation de-
scribed by Simpson's paradox could be observed
(Fig. 1). To test this, we measured the global pro-
portion of producers in the 10 nonpure cultures

SUBPOPULATIONS

— initial proportion of P in group i

— final proportion of P in group i

Ap; — change in proportion of P in group i
ie. Ap;=p/-p;

— growth of group i

weighted average over the groups, ()= (Xx)n, and coviw;p;) =
{wipi) — (w;)p;) represents the covariance between w; and p;. Simpson's
paradox corresponds to having Ap; < 0 for all groups i, but Ap > 0 globally,
and requires sufficient correlation between w; and p;, viz, coviw;,p;) >
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Fig. 3. Poisson dilution conditions can generate sufficient variance to satisfy
Simpson's paradox. (A) Effect of Poisson mean on the global change in
producer proportion. A 50:50 mixture of producers and nonproducers was
strongly diluted into three 96-well plates per treatment and first grown
without Cm. Then, at time 0, the mixtures were diluted 1/100 into 6.25 pg/ml
of Cm for 12 hours at 30°C. The change (Ap) in producer proportion for the
global population (288-well pool) is shown for different dilutions, which
resulted in the indicated values of A, the mean number of founder cells per
well. Note that the x axis is not to scale. Red circles, showing the observed
change in separate subpools of each of the three individual plates (96-well
pools), provide an estimate of the variation arising from pooling smaller

reversing the direction of selection in growing
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numbers of wells. (Insets) Histogram show the distributions of initial (time 0)
producer proportions (p;) resulting from Poisson dilution conditions. (B)
Iteration of Poisson dilution conditions and growth in Cm. A 10% producer
mixture underwent five successive rounds of the dilution and growth described
in (A). After each round, the three 96-well plates were pooled (288-well pool),
analyzed for global producer proportion (p), strongly rediluted, and then
aliquoted to three new 96-well plates for the subsequent round. The Poisson
mean % ranged from 2 to 3 in each round. Red circles are as described in (A).
Resulting from stochastic effects, the larger variation observed in earlier
rounds (red circles) is expected because p is small. Note that, in general, the
variation also depends on A and the number of pooled wells.
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Mispredicting Affective and
Behavioral Responses to Racism

Kerry Kawakami,™* Elizabeth Dunn,? Francine Karmali,® John F. Dovidio®

Contemporary race relations are marked by an apparent paradox: Overt prejudice is strongly
condemned, yet acts of blatant racism still frequently occur. We propose that one reason for this
inconsistency is that people misunderstand how they would feel and behave after witnessing
racism. The present research demonstrates that although people predicted that they would be very
upset by a racist act, when people actually experienced this event they showed relatively little
emotional distress. Furthermore, people overestimated the degree to which a racist comment would
provoke social rejection of the racist. These findings suggest that racism may persevere in part
because people who anticipate feeling upset and believe that they will take action may actually
respond with indifference when faced with an act of racism.

ontemporary race relations are marked by
‘ an apparent paradox. On one hand, racism

is strongly condemned (/-3), and being
labeled a “racist” has become a powerful stigma
of its own (4). On the other hand, acts of blatant
racism against blacks still occur with alarming
regularity. A recent survey (5) found that 67% of
blacks indicated that they often face discrimina-
tion and prejudice when applying for a job, and
50% reported that they experienced racism when
engaging in such common activities as shopping
or dining out. For many blacks, derogatory racial
comments are a common occurrence, and almost
one-third of whites report encountering anti-black
slurs in the workplace (6). Why would whites ex-
hibit such overt racism if this behavior was sure to
provoke anger and social rejection from others of
their own race?

We suggest that social deterrents to racism
may be weaker than public rhetoric implies. First,
even if people are upset by an act of racism, they
may not penalize individuals for violating egal-
itarian social norms because enforcing such norms
can be costly (7-9). Confronting a racist or even
confronting someone who does not rebuke racists
can consume cognitive and emotional energy. Sec-
ond, people may be less upset and less likely to take
action in response to racism than they themselves
would anticipate. This possibility is supported by
research demonstrating that people often make
inaccurate forecasts related to their emotional
responses (/(), /1), exhibiting a robust proclivity to
overestimate how upset they would feel in bad
situations (/2—14). This research has focused on
affective, and not behavioral, predictions. The pri-
mary goal of the present research is to investigate
discrepancies between how people imagine they
would feel and behave and how they actually feel
and behave upon hearing a racist comment.

“Department of Psychology, York University, 4700 Keele
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Psychology, University of British Columbia, 2136 West Mall,
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According to aversive racism theory, even
individuals who embrace egalitarian beliefs may
continue to harbor nonconscious negative feelings
toward blacks (75, 76). Recent research demon-
strates that, whereas egalitarian beliefs typically
guide thoughtful, deliberative responses, linger-
ing negative feelings toward blacks often emerge
in the context of more spontancous responses
(1, 3, 17-19). When contemplating their own
responses to hypothetical situations, people tend
to adopt a relatively deliberative mindset (10, 20),
suggesting that people are likely to draw on their
conscious egalitarian values in imagining how
they would respond to an act of racism (27). Yet,
when faced with actual racism, people’s sponta-
neous feelings and behavior may reveal latent
bias toward blacks. In accordance with this frame-
work, we hypothesized that people who imagined
hearing a racist comment would expect to be more
upset and would overestimate the degree to which
they would reject the racist compared with people
who actually heard the comment.

In an initial study investigating participants’
actual and anticipated responses to an anti-black

Fig. 1. Differences in
emotional distress [on a

scale from 1 (low distress) 97
to 9 (high distress)] as a g
function of role (forecast-
€rs Versus experiencers) % 71
and comment (extreme g 6
racist versus moderate rac-  ®
ist versus no comment). & 5 -
Error bars represent SE  ©
with n = 19 to 21 partic- 5 41
ipants in each condition. @ 3|
The predicted two-way %
interaction was signifi- § 2 7

cant ()"-2‘1]3 =755 P<
0.001). Forecasters were

slur, we assigned 120 participants who self-
identified their race/ethnicity (e.g., black, Asian,
Pakistani) to the role of “experiencer” or “fore-
caster” and exposed them to an incident involving
no racial slur, a moderate racial slur, or an extreme
racial slur. Because our goal was to examine how
people who do not belong to the target group
respond to racial slurs, black participants were
not included in this study (22). Upon entering the
laboratory, the experimenter introduced the ex-
periencers to two male confederates—one black
and one white—who posed as fellow participants,
and then the experimenter exited the room. Shortly
thereafler, the black confederate left the room,
ostensibly to retrieve his cell phone, and gently
bumped the white confederate’s knee on his way
out. In the control condition, this incident passed
without comment. In the moderate slur condition,
once the black confederate had left the room, the
white confederate remarked, “Typical, | hate it
when black people do that.” In the extreme racial
slur condition, the white confederate stated, “clumsy
“N word.” Within minutes, the black confederate
returned, followed by the experimenter, who asked
everyone to complete an initial survey, which in-
cluded items assessing current affect. Next, the
experimenter asked the real participant to select
one of the confederates as a partner for a subse-
quent anagram task and to report their choice orally
to the experimenter. Finally, all participants com-
pleted the anagram task in another room with the
person they had selected. In the forecaster con-
dition, participants were presented with a detailed
description of the events that experiencers actually
encountered. Forecasters were asked to predict in
writing how they would feel if they were in the
experiencer’s position and to predict which con-
federate they would choose as a partner.

As shown in Fig. 1, forecasters in the extreme
and moderate racist comment conditions antici-
pated being more upset than forecasters in the
no comment condition. Experiencers, however,

m Forecaster
o Experiencer

influenced by the type of 04
comment (F;57 = 26.62,
P < 0.001), but experi-
encers were not (Fz57 =

No comment

Extreme racist
comment

Moderate racist
comment

1.86, P = 0.16). Simple effects analyses demonstrated that forecasters in the extreme and moderate racist
comment conditions anticipated being more upset than in the no comment condition [ts(38 and 37) = 5.68

and 7.31, s < 0.001].
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reported little distress regardless of the type of
comment. Likewise, as shown in Fig. 2, role and
racist comment conditions influenced the choice
of task partner (22). Across the two racist comment
conditions, a significant minority of forecasters
predicted choosing the white (17%) over the black
confederate, whereas in the no comment condi-
tion, forecasters showed a nonsignificant preference
for the white (68%) over the black confederate.
Experiencers were somewhat more likely to
choose the white (63%) over the black confederate
across the two racist comment conditions, but they
did not differ in their choice of the white (53%)
versus black confederate in the no comment con-
dition. Additional analyses further demonstrated
that, whereas experiencers were significantly
more likely to choose the white confederate than
forecasters predicted in the racist comment con-
ditions, experiencers’ and forecasters’ choices
did not differ in the absence of a racist comment.
In sum, consistent with our hypotheses, forecast-
ers substantially mispredicted the extent to which
a racist comment would provoke distress and
social rejection.

As expected, distress was unrelated to partner
choice in the no comment condition [correlation
coefficient (36) = -0.24, P = 0.14]. However,
participants who felt or expected to feel more
distress were less likely to choose or predict
choosing the white confederate in the moderate
and extreme racist comment conditions [correla-
tion coefficients (38 and 40) > —0.40, and Ps <
0.01, respectively]. Furthermore, when role, distress,
and their interaction were entered into a logistic
regression predicting partner choice in the racist
comment conditions, the interaction did not ap-
proach significance, logistic regression coefficient
B(1, N = 82 participants) = —0.33, P = 0.47, sug-
gesting that affect predicted partner choice in sim-
ilar ways in both the forecaster and experiencer
conditions.

We used standard mediational analysis pro-
cedures to examine whether differences in fore-
casted and experienced affect could statistically
explain the observed differences in forecasted
and experienced partner choice (23). Specifically,
when role and distress were entered into a logistic

regression predicting partner choice in the racist
comment conditions, the effect of role was elim-
inated, whereas distress continued to predict
partner choice (22). Although these analyses do
not prove causality, the results suggest that
people may erroneously believe that they would
reject a racist in part because they overestimate
the emotional distress that a racist comment
would evoke.

One potential alternative interpretation for our
partner choice findings is that experiencers’ re-
sponses may have been driven by a motivation
to avoid the black confederate because of con-
cerns about how the black person might re-
spond or feelings of guilt. However, because the
black confederate was unaware of the comment
and because no differences in partner choice were
found between the no comment and racist comment
conditions, this explanation does not readily ac-
count for the observed results. Furthermore, ad-
ditional analyses revealed that feelings of guilt
and embarrassment did not mediate the partic-
ipants” partner choice and that participants who
felt greater general distress afler the comment
were more, not less, likely to choose the black
confederate (22).

Even though the results from experiment
1 directly supported our hypotheses, the fact that
experiencers did not respond negatively to the rac-
ist slur is counterintuitive. Consistent with many
other studies in the affective forecasting literature
(24), forecasters received a full description of the
events that transpired, yet they were not presented
with the events in the same vivid way as experi-
encers. To remedy this situation, a second study
included a forecaster-video condition in which
participants were presented with a video showing
a precise enactment of the experiencer condition
from the experiencers’ visual perspective.

In this study, 76 participants assigned to the
experiencer, forecaster-text, or forecaster-video
conditions were exposed to the moderate slur uti-
lized in experiment 1. As predicted, after a racist
comment, participants in both the forecaster-text
and forecaster-video conditions anticipated feeling
more emotional distress than experiencers reported
[¢(51) = 10.54, P < 0.001, and £(46) = 6.99, P <

B Forecaster
O Experiencer

Fig. 2. Percentage of  _ 100,
participants who choose @ |
the white racist partneras 2
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and comment (extreme rac- £
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nificant interaction was o 30-
found between role and g’ 20/
comment conditions on  §
choice of task partner [lo- £ 104
. . . . [H]
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ent B(1, N = 120) = 3.48,
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No comment
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0.001, respectively] (22). In addition, whereas a
minority of participants predicted that they would
choose the white partner in both the forecaster-
text (25%) and forecaster-video (17%) condi-
tions, most experiencers actually preferred the white
(71%) over the black confederate [x°(2, N=73) =
17.80, P < 0.001]. Replicating experiment 1, me-
diational analyses suggested that experiencers
were less likely to reject the white partner than
forecasters anticipated because experiencers were
less upset after hearing a racist comment than
forecasters imagined.

Another possible difference between forecast-
er and experiencer conditions is that forecasters
may not have perceived the racist situation to have
been as real as experiencers who actually en-
countered the event. Our paradigm, however, mir-
rors standard affective forecasting procedures that
have shown similar forms of misprediction, regard-
less of whether participants are presented with real
or hypothetical events (/4, 20, 25). Furthermore,
this distinction does not explain why, in the present
research, forecasters were more distressed and
influenced by the event than experiencers. Con-
ceptually one would assume that the more “real”
one perceives the situation, the more impact it
will have. Still, to address this issue empirically,
we presented forecasters (N = 40) with the same
moderate slur video used in experiment 2. For
half of the participants, the video was described
as a real situation with actual students; for the
other half, the video was described as a hypothet-
ical situation with actors. Regardless of whether
the situation was described as real or hypothetical,
forecasters anticipated feeling highly distressed
and only a minority predicted that they would
choose the white confederate as a partner (22).
These findings replicate previous results and sug-
gest that differences between forecasters and ex-
periencers cannot readily be explained by the
belief that the situation is real or hypothetical.

Taken together, our findings reveal that people’s
predictions regarding emotional distress and be-
havior in response to a racial slur differ drastically
from their actual reactions. Whereas participants
who imagined themselves in the situation antici-
pated being very upset and distancing themselves
from a person who made a racist comment, those
who experienced this event did not differ from
control participants who were not exposed to a
racist comment. Remarkably, this pattern of re-
sults emerged even when the comment included
a racial slur widely regarded as one of the most
offensive words in the English language (26).

Although previous experimental research has
provided some evidence that targets of prejudice
may overestimate the anger they would exhibit in
response to experiencing harassment (27, 28), the
present research sheds light on anticipated and
actual responses by individuals who are not part
of'the target group. Despite an impressive history
of social psychological research on intergroup
relations (2), theorists are just beginning to under-
stand how lay people react to prejudice toward
other groups. Investigating responses by majority
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and other groups to overt prejudice against blacks
may be critical to understanding the continued
existence of racism. Our research suggests that,
although people anticipate feeling upset and taking
action upon witnessing a racist act against an out-
group, they actually respond with indifference.
The present findings also suggest a potential link
between affective and behavioral responses to
racism (29) and complement current theorizing
on the role of emotion in prejudice and discrim-
ination (2, 30).

Because of the socially sensitive nature of
investigations related to reactions to racism, an
alternative explanation for the current findings
involves social evaluative concerns and demand
characteristics. Participants in the role of forecaster
might have readily recognized the social demands
dictated by widespread egalitarian norms and
responded in ways that they believed were socially
or contextually acceptable rather than according to
their true inclinations. However, both experiencers
and forecasters were assured of the anonymity of
their affective responses (which then predicted
partner choice), and because partner selection was
made publicly by experiencers but privately by
forecasters, social evaluative concerns about ap-
pearing racist should have made experiencers
more likely than forecasters to reject the white
partner. Furthermore, additional analyses related
to study 3 (22) showed that forecasters’ responses
were unrelated to individual differences in social
evaluative concems.

It is also important to note that our results
dovetail with previous research on less socially
sensitive issues that show that people commonly
overlook their own ability to reconstrue bad sit-
uations in the best possible light (/4). In the
present context, upon hearing a racist comment,
participants may have actively reconstrued it as a
joke or harmless remark to stem the tide of neg-
ative emotions. In addition, we posit that partic-
ipants may have mispredicted their emotional
responses to witnessing a racist comment because
of their own ambivalent racial attitudes. Recent

research suggests that, although forecasters may
have relied on their conscious egalitarian attitudes
when predicting their future emotions, the actual
emotions of experiencers may have been shaped
more by nonconscious negative attitudes (1, 70, 20)).

Besides providing a conceptual contribution,
the present studies also have immediate practical
relevance, In particular, despite current egalitar-
ian cultural norms and apparent good intentions,
one reason why racism and discrimination re-
main so prevalent in society may be that people
do not respond to overt acts of racism in the
way that they anticipate: They fail to censure
others who transgress these egalitarian norms.
These findings provide important information on
actual responses to racism that can help create per-
sonal awareness and inform interventions, there-
by helping people to be as egalitarian as they
think they will be.
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