A bid to commercialize a rare ‘ Beryllium bonding in a crystalline Changing transcription over the
natural blue—ethically p. 1100

compound pp. 1106 & 1147 life span of Drosophila p 1145

£15

16 JUNE 2023
SPECIAL ISSUE
sclence.arg

RYAAAS

LIGHT
, . POLLUTION

g
-




SPECIAL SECTION

1116

LOSING THE

NARKN

By Keith T. Smith, Bianca Lopez, Sacha Vignieri, and Brad Wible

or most of history, the only lights made by humans were naked
flames. Daily life was governed by the times of sunrise and sun-
set, outdoor nighttime activities depended on the phase of the
Moon, and viewing the stars was a common and culturally im-
portant activity. Today, the widespread deployment of outdoor
electric lighting means that the night is no longer dark for most
people—few can see the Milky Way from their homes. Outdoor
lighting has many legitimate uses that have benefited society.
However, it often leads to illumination at times and locations
that are unnecessary, excessive, intrusive, or harmful: light pollution.

This special issue examines the effects of light pollution on the nat-
ural world, human health, and the night sky. It discusses how the level
of light pollution can be measured and what could be done about it.

Both the amount of light pollution and its geographic extent are
increasing rapidly, causing worsening impacts on the environment.
This wasted light emission consumes vast amounts of electricity, with
associated financial costs and greenhouse gas emissions. Although
streetlights are the most obvious form of outdoor lighting, light pollu-
tion often arises from buildings, vehicles, advertising, sports facilities,
and many other sources.

Fortunately, light pollution does not accumulate in the environ-
ment; it can be halted by simply turning off the lights, although that
is not always practical. Often, those responsible for poor lighting do
not realize that it is causing pollution that harms the environment.
Careful design, appropriate use of technology, and effective regula-
tion can ensure that we retain the benefits of artificial light at night
while minimizing its harmful effects. If we fail to do so, we will
lose what little darkness remains. 10.1126/science.adi4552
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The city of Chicago, seen from above through scattered clouds with the
shoreline of Lake Michigan at the bottom. Extensive light pollution is visible
from sources including streetlights, commercial buildings, vehicles, and leisure
facilities. The light escaping into the sky performs no useful function but is
bright enough to reveal the layout of the city and penetrate through the clouds.
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Regulating light pollution:
More than just the night sky

Impacts on ecology, health, energy, and climate are critical

By Martin Morgan-Taylor

rtificial light at night (ALAN), or light

pollution, causes a broad spectrum

of problems. Emerging scientific re-

search describes energy waste exac-

erbating the climate emergency, and

harm to human (Z) and ecological
health (2). Despite these broad effects, the
problems of light at night are usually couched
in terms of the loss of the night sky in the
media, leading the public to believe that light
pollution is an issue primarily concerning
astronomy and star gazing, rather than be-
ing more immediately relevant to the average
person through broader adverse effects. This
public perception may be contributing to the
relatively modest priority thus far placed on
addressing ALAN in many jurisdictions. Yet
all of these issues warrant regulation, which
is evolving in response to research findings,
across the world. We examine below the
types of regulation in existence, and their
merits, then offer suggestions to aid the call
for further regulation.

Leicester De Montfort Law School, De Montfort University,
Leicester, UK. Email: mart@dmu.ac.uk
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The types of regulation that exist today
vary depending on the source of the law, and
how it goes about regulation. Sources vary
from “hard law”—binding law from suprana-
tional, national government, or regional bod-
ies—to “soft law;” which may take the form of
non-legally binding guidance. Laws explicitly
dedicated to light pollution may be drafted,
or ALAN-oriented elements may be “bolted
on” to existing legislation that is not ALAN
specific. Regulation may act proactively to
stop problems in the first place—by, for ex-
ample, preventing the sale of or use of cer-
tain types of lighting—or limit light outputs
or spill. Or it may act reactively to lighting
problems once they exist, such as light shin-
ing into windows. It is possible to combine a
hard law core with soft law supporting guid-
ance, involving a mix of the above. Notably,
any regulation requires enforcement, which
in turn requires the resources for and the
buy-in of the bodies tasked with enforcement.

Policy-makers must view regulation as
worthwhile, and this means that voters must
see the value. The burden imposed by regula-
tion must be set against the negative effects
of ALAN. So, regulation must be based on a
full understanding of how the benefits and

l'
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A national law regulating artificial light affects m| Upd:

Koreans, particularly in cities such as Seoul, ‘
where local authorities have power to impose fines.

disadvantages of light at night might be effec-
tively balanced. It must cover the spectrum of
problems caused by light at night and be en-
forced in practice. And it must be as simple,
easy to understand, and as cheap as possible
to enforce. Underpinning this is a need for
a proper understanding of the problems and
practical solutions, which may be aided with
scientific evidence. A general understanding
is required of the wider problems that ALAN
may cause us all, not just the loss of the night
sky. Perceptions of need and economics, in
the eyes of the public, policy-makers, and en-
forcement bodies, are all critical.

EXAMPLE REGIMES

Supranationally, the United Nations Envi- .
ronment Programme has recently published
draft light pollution guidance for birds and
bats (3). Also, a growing number of nations
are adopting national laws, with France and
the Republic of Korea serving as excellent
examples of jurisdictions that have adopted
hard law approaches. Some US states have
hard law, and other jurisdictions, such as
those in the UK, have adopted “bolt on” ap-
proaches. We will examine initiatives in the
European Union (EU), France, Korea, and the
UK as examples.

European Union

Light pollution was on the agenda of the
Czech Republic Presidency of the EU in 2022.
An outline of European initiatives was com-
missioned (4), listing 18 out of 32 European
nations as having some form of national
legislation, and the emerging underlying
physical, ecological, social, and health scien-
tific research that states the case for regula-
tion. Light pollution is also beginning to be
addressed by the EU block itself; the EU’s
Green Public Procurement Criteria for Street
Lighting and Traffic Signals provides street-
lighting recommendations, which includes
addressing light pollution (5), for policy-
makers and lighting professionals. This re-
port recommends dimming and selective
switching off, subject to the EN13201 lighting
standard. Primarily designed to save energy,
these standards also serve to reduce all other
negative effects of ALAN. The Zero Pollu-
tion Action Plan of the European Green Deal
names light pollution as an emerging pollut-
ant for monitoring (6). Similarly, light pollu-
tion is named as a cause of pollinator decline
in the EU Pollinators Initiative (7). Although
such recognition is good, progress is slow in
actually reducing light pollution. Continuing
scientific research of these fields will support
calls for further regulation.
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France

France adopted a decree in 2018 that cov-
ers the broad spectrum of ALAN problems,
including disturbing humans, fauna, and
ecology, as well as cutting energy waste and
protecting the night sky. Framed in terms of
energy waste and the environment, this de-
cree can appeal to businesses and the public
as a response to financial, energy, and climate
challenges. The decree augments France’s ex-
isting environmental code, as well as com-
mitments to buildings and town planning,
and broader commitments to the Paris agree-
ment and the EU Green Deal. It also defines
and gives extra protection to 11 astronomi-
cally important areas. Aiming to be preven-
tive, the decree provides a scheme of design
and use, for all lighting, but does not cover
the sale of lighting. Unlike its 2013 precursor,
it applies to private consumer lighting as well
as that from the commercial and public sec-
tors. It is built on a review and understand-
ing of the underlying scientific research into
the broad problems, provided by the French
astronomical community.

The decree includes curfews on external
and internal lighting, which are easy to un-
derstand and to enforce; limiting blue-rich
light at night (implicated in harm to human
and ecological health) to a color tempera-
ture of 2400 to 3000 K; and banning laser
lights that exceed 100,000 lumens in many
areas. The decree also limits upward light
into the night sky and cutting glare, which
will reduce astronomical light pollution and
intrusive light, and limits “excessive intrusive
light into dwellings” from all lights, including
domestic “security” lights. But “excessive” is
not defined, leaving tension over the right to
self-determination.

Republic of Korea

The Republic of Korea has also adopted
a dedicated law (8), mainly to cut energy
waste and nuisance lighting, especially from
billboards. It uses metrics based on the In-
ternational Commission on Illumination’s
international standard (CIE 150). These met-
rics are clear and transparent, and because
they set maximum lighting levels, provide
less scope for subjective judgments about
what is reasonable. This is good for lighting
designers and commercial users as it helps
minimize enforcement conflict that might
arise as a result of uncertainty and ambigu-
ity. The transparency means that consumers
have access to metrics to determine whether
they have a case, rather than risk financial re-
sources on uncertain legal action. However,
metrics require the use of light meters, which
provides a cost and training burden on regu-
lators, and this law does not prevent the sale
of certain lighting types. As such this is not a
fully preventive law.

SCIENCE science.org

The metrics classify areas into four envi-
ronmental zones (E zones) ranging from E1l
(the darkest) to E4 (the brightest, city areas).
This law is likely to be seen as directly rel-
evant to many city-dwelling Koreans, such
as those facing illuminated billboards shin-
ing into their windows. A disadvantage of
a zone-based policy is that like noise, light
travels across different zones. This can be
a particular problem in densely populated
countries, such as many in Europe and Ko-
rea. Similarly, cities include mixed-use areas
containing both commercial and residential
buildings. These areas often have illumi-
nated billboards. The Korean law uses the
same maxima recommended under CIE 150
(9). However, it is possible that the law could
in time also adopt the curfews used by the
French law, so that illuminated billboards
and other lights must be switched off. Such a
law would combine the best elements of the
curfew and metrics system.

Effective regulation needs enforcement
powers with penalties for violators. Under the
Korean law, local authorities have enforce-
ment powers to fine and/or impose a compli-
ance order. Fines rise with the severity of the
breach, and the number of offences, ranging
from roughly USD$50 to roughly USD$1000.
Increasing fines is an effective way to ensure
compliance. It remains to be seen whether lo-
cal authorities will allocate resources to the
lowest levels of breach.

United Kingdom
The UK is not a single jurisdiction, but rather
consists of several “home countries” with au-
tonomy in specified areas, including the en-
vironment (devolution). The law in England
will be discussed here, as it has the highest
population (70). All UK jurisdictions have
adopted the bolt-on approach, rather than
dedicated laws, because it was the quickest,
cheapest method, and possibly because it was
not deemed to warrant the time and cost of
a dedicated law. Consideration of light pol-
lution has been added to the planning stage
requirements for new buildings, and for the
nuisance effects under statutory nuisance
laws. These methods offered the best fit to
existing laws. There has been a Royal Com-
mission in 2009 (II), and there is a current
all-party parliamentary group (APPG for
Dark Skies) (12), with both recommending
regulatory changes. These were in response
to representations from the astronomical
community, including star counts showing
the impact on the night sky, and so do not
reflect the full spectrum of the problems with
ALAN, which might explain the lack of a ded-
icated law.

Light pollution is now a factor for con-
sideration when applying for planning per-
mission for land development under the

National Planning Policy Framework, to
“limit the impact of light pollution from ar-
tificial light on local amenity, intrinsically
dark landscapes and nature conservation.”
However, this framework tends to highlight
dark landscapes and nature conservation,
which may conflict with the aims of the light-
ing to address safety and security, commer-
cial interests, and so on. So this measure is
not especially helpful in tackling the broader
problems of light at night.

This bolt-on approach has weaknesses, as
it tries to incorporate light pollution into an
existing framework for something else, which
may reduce effectiveness. For example, plan-
ning law only covers “development,” which is
limited to lighting in existing buildings that
affects daytime visual appearance. This is be-
cause the planning system is interested in the
visual appearance of the light fittings, rather
than the problems they might cause.

Supplementary guidance from the light-
ing industry and other environmental inter-
est groups can also play a substantial role in
bolt-on regulation. For example, the UK’s In-
stitution of Lighting Professionals regularly
updates its Guidance Notes for the Reduction
of Obtrusive Light (GNO1, 2021), with clear
guidance on avoiding overlighting, and pro-
vides diagrams on how to design and install
light fittings correctly. This guidance is well
respected in the UK.

ALAN was added to the list of possible stat-
utory nuisances in 2006. These are criminal
offences to protect society generally, but it re-
quires an act or omission that is either “prej-
udicial to health” or a “nuisance,” under the
Environmental Protection Act 1990. Scien-
tific evidence clearly indicates that harming
sleep harms human health, and the emerging
research indicates that exposure to light at
night might harm sleeping. So the health ele-
ment might cover loss of sleep caused by light
shining into bedroom windows. However, the
most fundamental problem with bolting light
onto existing nuisance legislation is that light
pollution causes problems far wider than the
narrow scope of the nuisance regime’s second
(nuisance) element. This only covers interfer-
ence relating to everyday use of land, not the
broader environmental ecological or night
sky concerns that ALAN may cause. So, nui-
sance has had little effect in combating light
pollution.

A WAY FORWARD

Light pollution is an issue that can elicit a
response in favor of light at night that is just
as emotional as the response to the problems
that it can cause. This may to some degree
be because a lot of the emotion derives from
myths and misconceptions, or rests on beliefs
not necessarily borne out by the evidence.
These issues may center on an emotional fear
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of the dark and a belief that light offers safety
and security. In this view, more light is always
better, possibly explaining instances in which
residents object to the dimming or switching-
off of some streetlights. Moreover, it might be
that light is regarded as an intrinsic part of
liberty, where one is entitled to string up as
many security lights as desired. The percep-
tion that light is good has led to the common
interpretation of “well lit” to mean brightly
lit. Concerns over attempts to reduce lighting
may also center on the safety of women at
night. These all are very valid concerns. And
this state of affairs may explain the some-
what piecemeal regulatory response to light
pollution. Continued research can help sup-
port or refute these beliefs.

One notable gap in the literature is the lack
of recent, reliable economic analyses of the fi-
nancial costs of light pollution. Such analyses
could better inform the levels and timescales
of change required, and consideration of pos-
sible financial incentives such as subsidies. A
2010 paper indicates that ALAN cost USD$7
billion annually in the US alone (13). But what
is “waste” light? Recent satellite mapping re-
search has mapped upwardly escaping light,
but not as yet quantified its cost. Neverthe-
less, greater understanding and awareness of
the long-term savings offsetting the costs of
retrofitting lighting is possible. For example,
in 2002, Calgary retrofitted its streetlighting
to “full cut off lights” (which do not emit light
above the horizontal), and recouped the costs
within 6 to 7 years, before saving roughly
USD$2 million a year (14).

Calls for regulation often center on the
night sky. For example, a leading interna-
tional body in raising awareness and push-
ing for change (including excellent templates
and guidance for regulation) is named the
International Dark-Sky Association. The UK
All-Party Parliamentary Select Committee is
named the APPG for Dark Skies. Although
the night sky is clearly the most graphic
victim of ALAN, the average person may be
unlikely to prioritize it among the reasons
to light in the first place. Hence, a night-sky
focus may be limiting public awareness and
political will. An unintended consequence of
the growing number of well publicized dark-
sky accredited places has led to suggestions
that if the night sky is protected in reserves,
then there is no need to protect it in city
and urban areas, with their perceived higher
lighting needs for safety, security, commerce,
and so on.

A slight change in tactics might better
put ALAN on the radar of the general pub-
lic (and so the politicians and regulators).
The issue could be reframed around aspects
more relevant to the lives of the general pub-
lic. Education can describe how addressing
light pollution is a readily achievable balance
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between the competing interests of the need
to light against the adverse consequences,
not simply a call to turn off all the lights to
look at the night sky. Education could em-
phasize how this involves cutting energy
waste and carbon emissions in a time of an
energy and climate crisis, may reduce harm
to human and ecological health, and may aid
safety and security by cutting glare. “Well lit”
might come to be understood not to mean
brightly lit, but instead the use of more suit-
able and efficient lighting, aiming to light to
a level actually required and that is on when,
and only illuminating where, needed. These
are issues that society is more likely to see as
relevant to everyday life, and more worthy of
action; and the night sky gets protected as a
direct consequence.

What sort of regulation is likely to be the
most effective? Dedicated laws, specifically
drafted to address light pollution, such as
in France and Korea, offer the most effective
control. These could be supported by bolt-on
laws where relevant. However, light pollution
also needs preventive, guidance, and educa-
tional elements. Lighting should be consid-
ered at the design and build stage, to avoid
light pollution from occurring in the first
place, which in turn reduces the regulatory
need and cost. Design and build also should
be based on a full understanding of the en-
tire light pollution problem, particularly the
levels of lighting, the color spectra, light spill
controls, and the way that the lighting can be
installed physically (to avoid direct glare and
upwardly escaping light).

Education is critical so that all light users
and regulators are cognizant of the problems
of ALAN and how a balance may be struck.
Ownership of the balance may be best placed
in the hands of stakeholder interest groups
on all sides, who can contribute to the debate,
to the creation and evolution of regulation,
and to the drafting of guidance that might
supplement hard law. There is also a need
for further research to address the myths and
misconceptions surrounding light at night.
Education must break down preconceptions
such as “the brighter the better” and “well lit”
means brightly lit. Or that lighting is always
needed, all the time, and that any form of
lighting control is an unjustifiable fetter on
personal autonomy. These attitudes could be
replaced with understanding, namely, “the
right amount of light, of the right type, where
needed, when needed” Education should
also lead to ALAN issues being taken more
seriously by enforcement bodies. Education
may help to shift some existing attitudes to
lighting shown by the public and commerce.
For example, changing recognition of the cost
and value of lighting should lead to chang-
ing purchasing habits, for example, reducing
the demand for lighting such as ultrabright

floodlighting. The International Dark-SKky
Association offers a wealth of excellent exem-
plar ordinances and underpinning education
for regulators (15).

The public and regulators must recognize
the benefits and value of the restrictions and
burden that come with regulation. To this
end, the most fruitful approach might be to
lead on the adverse effects of light at night
that are most relevant to everyday life, rather
than the loss of the night sky. This needs to
be bolstered with ongoing interdisciplin-
ary research and active co-operation with
stakeholders. In particular, education and re-
search might center on the emotive matters
that promote the use of light at night, such
as the belief that light at night always cuts
crime, and so the more light the better. Esti-
mating the financial and carbon cost of light
pollution would be beneficial as well. The

result will be an evidence-based, and not an -

emotion-based, use of lighting.
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REVIEW

Measuring and monitoring light pollution:
Current approaches and challenges

Miroslav Kocifaj?*, Stefan Wallner'*, John C. Barentine*

Understanding the causes and potential mitigations of light pollution requires measuring and monitoring
artificial light at night (ALAN). We review how ALAN is measured, both from the ground and through
remote sensing by satellites in Earth orbit. A variety of techniques are described, including single-
channel photometers, all-sky cameras, and drones. Spectroscopic differences between light sources
can be used to determine which are most responsible for light pollution, but they complicate the
interpretation of photometric data. The variability of Earth’s atmosphere leads to difficulty in
comparisons between datasets. Theoretical models provide complementary information to calibrate
experiments and interpret their results. Here, we identify several shortcomings and challenges in
current approaches to measuring light pollution and suggest ways forward.

reserving the environment and ensuring

sustainability are worldwide challenges.

They include the phenomenon of light

pollution caused by artificial light at

night (ALAN). Light pollution primarily
consists of misdirected light emission, illumi-
nating outdoor areas not intended or required
to be lit. It also includes overillumination—the
use of lights with much higher brightness than
necessary—and the use of harmful light colors,
such as lighting that emits radiation at short
optical wavelengths (blue light). Light pollution
produces “light domes” visible in the night sky
near cities, brightening the sky over wide areas
and reaching into otherwise dark areas, such
as protected natural spaces (I). The adverse
consequences of light pollution include detri-
mental effects to flora and fauna and to human
health (2-4). Increased night sky brightness
(NSB) also impairs astronomical observations
of celestial objects (5, 6).

Reducing the negative impacts of light pollu-
tion requires environmentally responsible urban
development. This is often taken to include the
widespread conversion of lighting systems from
inefficient incandescent or high-intensity gas
discharge lamps to light-emitting diodes (LEDs)
(7, 8). However, current trends in the spatial and
temporal distribution of ALAN show that switch-
ing to LEDs has been counterproductive for light
pollution, with observations showing contin-
uous growth in illuminated areas and upward-
directed radiance worldwide, both being ~2%
per year (9). In inhabited locations, the rate of
increase can be even higher, with contempo-
raneous citizen-science data pointing to an in-
crease in observed NSB of nearly 11% per year
(10). Mapping NSB across the globe provides a
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baseline for investigating the worldwide emer-
gence of lighted areas (11).

It is necessary to identify sources and quan-
tify the impact of ALAN, particularly to guide
regulations and other mitigation strategies
(12, 13). A multitude of measurement techniques
are available, providing either single snapshots
of lighting conditions and influences or long-
term monitoring and remote sensing of ALAN.
Many measurement devices are available, all of
which have advantages and shortcomings (74-17).
‘We review the methods behind quantifying light
pollution and ALAN, focusing on the diverse
functions. We consider current challenges in

“...outdoor lighting design
should minimize the amount
of blue light emitted...”

determining light pollution influences at ar-
bitrary places and predicting how it will change
over time. We also provide recommendations
on how the measurements can be used more
comprehensively in the future.

Quantifying light pollution

Light pollution research uses a large variety of
measurement techniques and devices. The right
method, instrument, and analytical approach
must be chosen for each application in analyzing
ALAN and its effects.

Some light pollution parameters can be mea-
sured directly from the night sky itself. The en-
hancement of NSB caused by ALAN is generally
called skyglow (Fig. 1A), most commonly oc-
curring in and around densely inhabited areas.
A clear night sky background without any
ground-based light pollution has a luminance
of ~200 ucd m™2 (I15), equivalent to a value of
22.0 mag arc sec 2 in astronomical magnitudes
(an inverted logarithmic scale) (18). Observa-
tions that include luminous celestial objects
within the instrumental field of view show
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brightest parts of the Milky Way are ~2.5 ti....c
as bright as the surrounding night sky (19).
Although the highest NSB values are measured
within the light domes above cities, absolute
measurements are highly dependent on the
distance from (and proliferation of) individual
light sources as well as the observed field of
view on the night sky. The zenith—the point
on the sky directly overhead—is often used as
a local reference direction to characterize the
approximate sky quality.

Figure 2 shows a comparison of different
NSB measurement techniques. Photometric
measurements are usually one-dimensional,
having no angular resolution (20), and may be
either portable for single readings or perma-
nently installed as part of monitoring networks
(21, 22). Figure 2 includes an illustration of an
NSB measurement process using devices with a
specified field of view directed toward the zenith _
to collect continuous NSB data throughout a
night. This technique is widespread—used by
researchers and activists—because of its gen-
erally low data-acquisition cost and high ac-
curacy. However, to collect information about
the entire night sky rather than small fields
of view, additional techniques are required to
analyze skyglow. Two methods predominate.
First, the horizontal illuminance of the overall
radiation field can be measured using a simple
light-to-frequency counter. Second, all-sky imag-
ing techniques measure the entire hemisphere
of the sky simultaneously (23, 24) (also illus-
trated in Fig. 2). All-sky imaging has the advan-
tage of not only measuring any NSB increases
over time but also identifying the spatial distri-
bution and relative contributions of individual
light domes around the horizon. Combined with
calibration software (25, 26), the resulting night
sky luminance matrices provide sufficient infor-
mation to identify light pollution sources and
the night sky quality at the time of observation.

ALAN directed toward the sky (directly or
indirectly) can also be measured by spaceborne
instruments (Fig. 1B). Whereas the ground-
based techniques discussed above provide data
on local conditions, satellite observations probe
much larger spatial scales (27, 28). Satellite re-
mote sensing measures upward-directed radi-
ance from light sources on Earth’s surface (Fig. 2)
with the goal of analyzing whole cities, countries,
or other large areas. These data are particularly
useful for studying extensive conversions of exist-
ing lighting systems, including potential changes
in their total luminous flux, radiation angles, and
other properties (29). They can also identify the
type of lights installed on the ground (30).

Returning to smaller observational scales on
the ground, ecological light pollution is wide-
spread. The techniques used to study it depend
on both the light source and the organism or
ecosystem being investigated. When these
conditions are clearly defined, light pollution
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measurements can be used to assess impacts
on selected species of flora and fauna, caused
by either single or multiple light emissions into
the nighttime environment (31, 32) (Fig. 1C).
These measurements must consider the spe-
cific detector parameters required, for example,
to provide analogs of animal eyes and the sen-
sitivity to radiation of different origins (33, 34).
Light traps are often used to observe ground-
based wildlife, and unmanned aerial vehicles
(drones) are used to recreate the influence of
ALAN on flying animals (35) (Fig. 2).

In urban management, outdoor lighting is a
tool used to improve safety, provide orienta-
tion, and improve wayfinding. However, its
use is not usually subject to meaningful public
oversight. During the planning process, lumi-
nance and illuminance analyses (Fig. 1D) can
be used to determine how to achieve those goals
(36). Parameters, including the spatial distribu-
tion and illuminance, are adjusted as needed for
site-specific requirements. However, influences
such as light scattering effects and nonideal
construction of light fixtures potentially lead
to unexpected results and can cause light pol-
lution. Therefore, determining luminance and
illuminance is necessary in urban engineering.
Within cities, individual light fixtures can be
optimized on the basis of such analyses (37), and
in dark areas, ecological light pollution can be
explored using the same approach (38).

The impact of ALAN on the environment
depends not only on its luminous flux but also

its spectral power distribution. Exposure to
short-wavelength (blue) light at night has
negative consequences for many organisms
(3, 39). Even at very low illuminances, blue
light disrupts the human sleep-wake cycle and
suppresses secretion of the hormone melatonin,
whose dysregulation is associated with meta-
bolic diseases and certain cancers (40). To mini-
mize potential harm, outdoor lighting design
should minimize the amount of blue light
emitted wherever possible. There are two ap-
proaches for quantifying this aspect of light
pollution. First, individual lamps are character-
ized by their spectra (Fig. 1E), and the emission
at shorter wavelengths is analyzed. Second, sky-
glow retains information about the light sources
on the ground that generated it, which allows
spectrographic measurements of ALAN (Fig. 2).

To forecast changes in light pollution, or its
effect under varying ground-based conditions
(e.g., lighting conversions and meteorological
changes), theoretical modeling is applied. Sev-
eral computational methods have been devel-
oped (25, 41, 42) to simulate ALAN and its
spatial and temporal distribution at arbitrary
locations and chosen input parameters. The
accuracy of these models is limited by the (typ-
ically) large number of lights in cities, which
differ in lumen outputs, spectral compositions,
directional emissions, and spatial distributions,
resulting in a nontrivial cumulative light emis-
sion pattern. Modeling of the angular distri-
bution of urban photons has sometimes used a

Fig. 1. Topical areas that require quantification of light pollution. Six areas that quantify the impacts of
ALAN are illustrated: (A) Higher levels of NSB, also called skyglow. (B) Satellite remote sensing of upward-
directed radiance from Earth’s surface. (C) Ecological light pollution. (D) Surface illuminance resulting from
individual light sources—the colors indicate the brightness levels on an illuminated building. (E) Emission

spectra of individual lighting fixtures. (F) Computational modeling. For each application, different techniques
and analysis methods are necessary.
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simple analytical formula, combining direct
upward emissions with an assumed fraction of
ground-reflected light (43). This approach has
been improved by adding an extinction factor
that accounts for light-blocking obstacles near
the horizon (44). Although this approach works
for some cities, the angular distribution of emitted
light is generally more complex, requiring a
combination of several model functions (I1).
The spectral composition of light escaping an
urban area changes with direction as a result
of the variety of light sources. These limita-
tions in modeling source emissions affect NSB
across the modeling domain.

Current challenges in measuring light pollution

Although there are many different methods
of quantifying the impact of ALAN, they each
have shortcomings. Despite the variety of in-
struments available to observe skyglow, radi-

ance, or other characteristics, there are several

common problematic aspects. Because light
pollution is affected by the scattering of light
in the lower atmosphere, it is influenced by the
spatial and temporal instability of the atmo-
sphere. Each night is potentially different from
its predecessor or successor, depending on atmo-
spheric and meteorological conditions, so mea-
surements obtained on different dates might
not be directly comparable. This primarily
affects long-term analyses from monitoring
stations because both NSB and atmospheric
conditions must be recorded simultaneously
and considered together. This applies to all mea-
surement techniques; for example, fog affects
satellite remote sensing as well as ground-based
illuminance measurements of a single lighting
fixture. Ecological light pollution studies are
particularly affected because the atmospheric
conditions change the spatial distribution of
ALAN (45). Solutions to this problem can use
data from atmospheric monitoring stations, if
present near the measurement sites, but those
are usually not available, so researchers must rely
heavily (or solely) on theoretical models (46).
Other factors also cause light pollution mea-
surements to vary. The types and flux density
of lighting sources change over time—even
during a single night, as lights are switched on
and off—and vary spatially as a result of the
influence of local topographical features. Pa-
rameters, including the albedo of the illuminated
surface and shadowing by physical obstructions,
affect the resulting light pollution and its anal-
ysis (47). These variations can be incorporated
into a mathematical description known as the
emission function (EF) (48). It is not possible
to obtain sufficient data to determine the EF
completely, but it is commonly used as an
input for data analysis and processing. Several
approaches have been developed to approxi-
mate the EF of urban areas (49, 50).
Technical limitations of available devices
also affect light pollution measurements. The
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All-sky approaches

One-dimensional radiance measurements

Spectroscopic approaches

Satellite
observations

Fig. 2. lllustration of available measurement techniques for light pollution analyses. The variety of methods for measuring light pollution, their domains of
applicability, and related observables are shown. All-sky approaches (purple semicircle) collect information originating in the upper hemisphere; spectroscopic
approaches (blue line) provide information on the wavelengths of light; one-dimensional radiance measurements (orange cone) typically sample a small region around
the zenith; satellite observations (black dashed lines) observe radiance from sources on the ground escaping to space; and airborne drones (red triangles) measure
(spectral) radiance and irradiance in multiple directions.

differing spectral sensitivities of different de-
vices combine with the potentially varying
spectral power distributions of light sources
(discussed above) in complex ways that affect
the measurement. If the types of ground-based
light sources are unknown and not included as
avariable in the analysis, then the measurement
conditions before and after a lighting conversion
might not be directly comparable (57). This is
also true for comparisons between different
instruments. Satellite observations are partic-
ularly affected by this issue. For example, the
main source of orbital ALAN data, with global
coverage and nightly temporal cadence, is in-
sensitive to light with wavelengths shorter
than 500 nm (52). Space-based measurements
are also influenced by the emission angle of
ground-based light sources. Ground-based mea-
surements have shown that zenithal observations
can differ substantially from those obtained at
low elevation angles (53, 54). The lower signal-to-
noise ratio of measurements taken in low-light
environments makes them less reliable than
locations with high levels of light pollution, and
complex corrections because of natural night
airglow are required (55). Portable instruments,
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such as cameras or drones, can be easily main-
tained, but permanently installed devices are
susceptible to meteorological conditions, such
as rain and snow. Solar radiation during the
daytime has been shown to affect the optics
of instruments, causing an aging effect that
influences nighttime measurements (56).

There is a wide range of instrumental and
environmental influences that affect light pol-
lution measurements, which must be consid-
ered during data processing. The wide range
of techniques can be advantageous for tack-
ling different research goals, but the lack of
measurement standards contributes to dif-
ficulty in comparing results and the need for
complex interpretations. Yet, measurements
made consistently with well-designed proto-
cols over long periods of time can yield infor-
mation of distinct value to light pollution
researchers and dark-sky activists alike. Pro-
vided that data are obtained with care and
the instrumental limitations are understood,
light pollution measurements can be confi-
dently applied to situations involving urban
planning, land management, natural resource
conservation, and more.

16 June 2023

Using data more comprehensively
There is great potential for extracting more in-
formation from measurement data than is typical
at present, for example, through long-term obser-
vations of NSB, which are scarce and generally
only consist of zenith radiance data. Monitoring
networks routinely operate single-channel optical
instruments to gather time series of zenith ra-
diance for trend analysis (57). However, such data
contain more information than is inferred from
simple trend statistics. Exploiting more of the
information content of zenith radiance measure-
ments has been demonstrated in nighttime mo-
nitoring of atmospheric aerosols using differential
photometry (58). Zenith radiances obtained in
rough or irregular terrain, from two measuring
stations separated in elevation, have been used to
characterize the turbidity of the atmospheric
layer between the stations. Conventional mea-
surements, when taken under suitable config-
urations or spatial arrangements, can therefore
provide additional information about the night-
time environment (58).

Aerosols—tiny particles suspended in the air—
are a large source of uncertainty in quantifying the
impacts of ALAN. Several measuring techniques
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and tools for retrieving aerosol properties have
been developed to determine the aerosol optical
depth (AOD), a parameter used in, for example,
modeling the influence of ground-based light
sources. Multiple techniques are in use to deter-
mine AOD, but only a few of them are applicable
at night, and most are difficult for inexperienced
experimentalists to use. One method useful for
light pollution measurements relies on an empir-
ical relationship between the zenith brightness
and AOD; it can be implemented with low-cost
optical devices during moonless nights (21).

Simple measurement techniques are prefer-
able for use in monitoring programs at many
locations. As discussed above, local atmosphere
data are highly advantageous to interpret light
pollution measurements, but the instrumenta-
tion for measuring atmospheric conditions is not
present at most sites. For example, ceilometers—
devices that use lasers or other light sources to
determine the height of a cloud ceiling or cloud
base—can provide useful information on local
atmospheric conditions that can be used as
inputs for light pollution analyses and skyglow
modeling (59). When systematically used, mea-
surements of cloud base altitude and backscatter
from aerosols provide complementary informa-
tion to light pollution data.

Spectral data are usually required to char-
acterize light sources (60) and to quantify light
field distributions for a broad range of atmo-
spheric conditions (61). Such measurements are
rarely available. Ground-based spectral measure-
ments are infrequent (62) because optical sys-
tems with the required sensitivity are expensive.
Space-based spectral measurements require
highly sensitive detectors with high spectral and
spatial resolutions. Orbital remote sensing of
ALAN mostly uses the Day-Night Band—part of
the Visible Infrared Imaging Radiometer Suite
(VIIRS) instrument aboard the Suomi spacecraft
(16)—which can be used to map directional out-
puts from cities for a range of zenith viewing
angles (63). The collective effect of the whole-city
lights (i.e., its cumulative angular emission pat-
tern) is a required input for, for example, eco-
logical light pollution measurements or forecast
approaches, but is difficult to determine exper-
imentally. Exploitation of satellite data for this
purpose is a challenge for both experimentalists
and theorists. VIIRS does not have a multi-
spectral capability with both sufficient sensitivity
and panchromatic response in the optical range.
Multiple-angle remote sensing could be used for
extended diagnosis of the atmosphere and
artificial lights (53).

Conclusion and outlook

Experiments and theoretical studies are equally
useful to investigate light pollution because they
provide complementary information about the
nighttime environment. Field experiments can
never be performed under fully controlled con-
ditions; the data gathered by optical systems are
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therefore not free of errors or the effects of other
physical phenomena. Measurements are only
possible in discrete locations because data ac-
quisition in an arbitrary spatial pattern is im-
practical. Theoretical studies are required to
address these issues. Models are also useful in
determining the isolated effect of single pa-
rameters on the light field, improving our un-
derstanding of their impacts on the measured
quantities. However, the models are accurate
only within the limitations of the theories used.
Experimental data and theoretical models are
complementary, providing incomplete informa-
tion if isolated from each other. Theories can fill
data gaps, whereas experimental data are nec-
essary to test the theories.

The development of new models and exper-
imental techniques should go hand in hand be-
cause the outcome of one drives progress in the
other and can generate new applications. Un-
derstanding the processes of light emission and
propagation allows for more-specialized field
experiments that more fully use the information
content of nighttime light measurements. For
example, the polarization of light at night is
largely unexplored in light pollution research.

Light pollution has drawn increasing atten-
tion from the scientific community in recent
decades, and we expect that trend to continue.
There is a need for more-accurate devices, data
acquisition, and study management—all activities
that have high technical demands. As the num-
ber and diversity of instruments available for
field light pollution measurements continue to
increase, we question whether a technical stan-
dard for absolute calibration of their data can be
achieved. Given the need for more global col-
laboration in the interdisciplinary field of light
pollution research, we feel that standardization
of measurement protocols will be necessary.
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SPECIAL SECTION

LIGHT POLLUTION

Effects of anthropogenic light on species
and ecosystems

Annika K. Jiagerbrand'* and Kamiel Spoelstra®

Anthropogenic light is ubiquitous in areas where humans are present and is showing a progressive increase
worldwide. This has far-reaching consequences for most species and their ecosystems. The effects of
anthropogenic light on natural ecosystems are highly variable and complex. Many species suffer from adverse
effects and often respond in a highly specific manner. Ostensibly surveyable effects such as attraction and
deterrence become complicated because these can depend on the type of behavior and specific locations. Here,
we considered how solutions and new technologies could reduce the adverse effects of anthropogenic light.
A simple solution to reducing and mitigating the ecological effects of anthropogenic light seems unattainable,

because frugal lighting practices and turning off lights may be necessary to eliminate them.

rtificial light is ubiquitous in areas where
humans are present and inevitably ex-
tends to our natural environment. This
has far-reaching consequences for most
species and their ecosystems. The ability
of humankind to produce electric light has en-
abled us, a naturally diurnal species, to dispel
darkness and extend our activities into the
night. However, artificial light has serious side
effects that are commonly referred to as light
pollution. Light pollution is defined as the sum
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Animal Ecology, Netherlands Institute of Ecology (NIOO-KNAW),
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A Preindustrial revolution

R

Fig. 1. Anthropogenic light through history and possible futures. (A) During
the preindustrial revolution, few light sources were used for outdoor activities
during darkness. Natural light sources dominated the natural environment, bats
foraged and commuted along forest edges, migrating birds were undisturbed
by strong light sources, and there was no sky glow from cities. (B) In the
Anthropocene, anthropogenic lighting is used where it is needed to enhance
human activities, attracting insects, migrating birds, and foraging bats and
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B Anthropocene

total of all of the adverse effects of artificial
(hereafter referred to as anthropogenic) light (7).
Ecological light pollution was originally defined
as artificial light that alters the natural patterns
of light and dark in ecosystems (2) that are caused
by exposure to near and distant light sources
and sKky brightness. Light-polluted skies have
become a global reality, affecting most of the
world’s economically developed areas (3). Sky
brightness has increased over time, eroding
natural darkness and encroaching on protected
terrestrial and marine areas. Anthropogenic
light not only worsens climate change through
energy consumption but also poses serious
challenges across species and ecosystems (4).
Over the past 15 years, there has been a
substantial amount of research on the ecolog-

C Poorly managed future
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ical effects of anthropogenic lighting ac %f;)eci
the globe (5, 6). Most of these studies ....C
focused on direct light exposure. Research on
broad-scale spatial patterns has become pos-
sible by combining remote sensing data on
light emitted upward with digitalized biolog-
ical data such as information on species occur-
rence and migration routes.

The deleterious effects of anthropogenic light
have been reviewed for several species groups,
including bats (7), insects (8-11), seabirds (12),
fish (5), vertebrates (13), and marine, shore-
line, and estuarine species (14-16). Effect sizes
for numerous species have also been reviewed
(6). These reviews line up numerous studies
that have led to substantially more knowledge
about the effects on different species groups,
the diverse nature of such effects, and how they
manifest across trophic levels, thereby increas-
ing awareness about this environmental problem.

Commonly recommended solutions to mit- _
igating the ecological effects of anthropogenic
light include reductions or adaptations in light
intensity, distribution, spectra, and duration.
New technologies, such as light-emitting diodes
(LEDs), can aid in reducing the effects of an-
thropogenic light on the natural environment.
However, these solutions have limitations and
may not safeguard against deleterious effects
on all species.

Herein, we review the ways in which an-
thropogenic light affects species and ecosys- *
tems, discuss the research progress made in
recent years, and describe various light pollu-
tion management solutions.

D Well-managed future

causing visible sky glow. (C) As anthropogenic lighting is increasingly used,
light pollution will also increase and result in higher mortality in insects and
migrating birds, habitat loss for light-repelled bats, and increased foraging
opportunities for synanthropic bats. Barrier effects and fragmentation of dark
ecosystems will decrease habitat quality. (D) A well-managed future conserves
dark areas and limits light use in several ways, thereby minimizing the effects of
anthropogenic light on birds, insects, and bats and numerous other species.
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Effects of anthropogenic light on species groups
Birds

One of the most established effects of anthro-
pogenic light on birds is their response to it
during migration (Fig. 1). Many birds, includ-
ing otherwise diurnal species, migrate at night.
They are attracted to light and disoriented by
it, especially strong light sources and bright
spots in dark areas. This attraction to light can
not only cause them to collide with buildings,
lighthouses, oil rigs, and ships (17), but may
also divert them from suitable stopover loca-
tions (I18). Migratory routes are often close to
illuminated urban areas (19). In areas with
dark surroundings, such as islands, light sources
attract seabird fledglings (12). These effects
can directly result in high mortality and ex-
haustion. Many other effects are less pervasive
but still problematic; for example, light may
induce stress and disturb sleep (20, 21). Many
bird species in temperate zones depend on the
accurate seasonal timing of breeding and the
accurate daily timing of song activity and for-
aging, so light disturbance of this temporal
organization is problematic [(22, 23); Fig. 2].

Mammals

Most bat species are highly nocturnal and re-
spond strongly to light. This response is driven
by the fear of predators or the foraging ecol-
ogy. For example, fast-flying, agile bats are
less frightened by light and forage on accumu-
lated insects around light sources, whereas
slow-flying bats stay in sheltered locations (24)
(Fig. 3). Bats are particularly vulnerable be-
cause they use linear landscape elements such
as forest edges, hedgerows, and streams to guide
them in foraging and commuting. Light along
commuting and foraging routes can act as a
barrier, thereby amplifying its negative effects
by fragmenting habitat networks. Anthropo-
genic light in or near bat roosting sites can lead
to delayed emergence or roost abandonment,
which has negative consequences for the sur-
vival of populations (7).

A commonly accepted assumption is that,
like bats, other nocturnal mammal species’ re-
sponses to light are driven by fear of predators. A
decrease in the activity of nocturnal species by
light at night has been reported in numerous
laboratory experiments. Many mammal species
reduce activity in response to moonlight (25, 26)
and show a comparable response to anthropo-
genic light (27). Likewise, anthropogenic light
can change the spatial behavior of rodents (28)
and, even in the absence of predation, reduce
longevity and reproduction (29). Larger mam-
mal species such as deer and predators may also
change their spatial activity (30). On a larger
scale, the deterrent effects of light on infrastruc-
ture may have far-reaching effects because mam-
mals may stop using passage structures (3I).
As is the case with many other species, anthro-
pogenic light can have profound effects on
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mammals’ daily and seasonal rhythms of ac-
tivity, physiology, and reproduction (32).

Invertebrates

The attraction of insects to light is a well-
known phenomenon (Fig. 1). In naturally dark
environments, insects can be attracted to low
light intensities (33), and the extent of attrac-
tion to a light source depends on the presence
of surrounding lights (34). Insect’s flight-to-
light may be a maladaptive response to the
original orientation toward moonlight (35)
and is related to color composition. Blue light
(<500 nm) attracts more insects than the yel-
low and red parts of the spectrum (36). The
attraction of insects to anthropogenic light
may cause mortality and exhaustion, which may
play a substantial role in global insect declines.
This has been corroborated by the fact that
phototactic nocturnal species that fly toward
light have shown strong population declines
(37). Indeed, light posts have been found to affect
local moth caterpillar abundance (38). Moreover,
insect declines can be caused by the negative
effects of light on reproduction and development
(10). Insects that depend on bioluminescent sig-
naling, such as fireflies, are especially vulnerable
to anthropogenic light and are directly impaired
in reproduction (1I). Anthropogenic light de-
prives insects such as aquatic insects and dung
beetles of their ability to use light cues for ori-
entation (39). For several other invertebrate
groups, the effects of light are well documented,
including opportunistic foraging around light
sources by spiders (40) and slugs (41). Finally,
anthropogenic light can change species com-
position in invertebrate communities (42).

Ampbhibians

Early field observations have provided evidence
that anthropogenic light affects the reproduction,
visual performance, and activity patterns of am-
phibians (2). In toads, exposure to anthropogenic
light has been found to cause reduced activity
levels, altered energy allocation, and decreased
juvenile growth and metamorphic duration (73).
Anthropogenic light can also alter breeding be-
havior and reduce the fertilization success of toads
(43). In frogs, although mate choice behavior ap-
pears to be unaffected by anthropogenic light, it
has been shown to shorten the calling season
and shift the daily calling period (13).

Reptiles

Knowledge about the impact of anthropogenic
light on reptiles in general is limited, but its
effect on marine turtle populations is widely
known. Hatchlings are highly susceptible to
disorientation caused by light when crossing
the beach to reach the sea, leading to high mor-
tality rates. Furthermore, even at low levels, an-
thropogenic light can disrupt the on-beach
orientation of turtles, resulting in suboptimal
selection of nesting sites (74). Turtle nests have

16 June 2023

declined in lit areas across several species, with
turtles using lit beaches less frequently or avoid-
ing them altogether (75). Some diurnal reptiles,
such as geckos, are able to forage at night in the
presence of anthropogenic light (44). Likewise,
green anole lizards (Anolis carolinensis) express
part of their normal daytime foraging and dis-
play activity during the night (45).

Fish

Compared with terrestrial organisms, fish have
received less attention in studies investigating
the effects of anthropogenic light (5). Such light
may affect fish populations through changes in
survival rates, spawning, hatching success, and
physiology, and can alter the temporal and spa-
tial activity of fish and increase their energy ex-
penditure. This can stimulate various behaviors
such as nest-guarding activity, higher nocturnal
activity, overall activity during both day and night,
increased time spent in open areas, and main-
taining position in an area. Fish species can be
attracted or repelled by light. For example, posi-
tive phototaxis can lead to the aggregation of
smaller fish around lighting, thereby providing
easy prey for predatory fish. Some species may
benefit from foraging under brighter conditions,
but whether the benefits outweigh the costs over
time is still being determined (5). Very low light
levels can have effects on fish behavior. For ex-
ample, rainbow trout (Oncorhynchus mykiss)
are attracted to low levels of bridge illumination,
which further depends on various environmen-
tal factors, making it a complex issue (46).

Plants

Although the effects of anthropogenic lighting
on commercially grown plants are well docu-
mented, there is a gap in the knowledge about
its effects on plants and plant-mediated re-
sponses in the natural environment. Lighting
close to trees can lead to increased photosyn-
thesis and morphological changes through the
relocation of biomass from roots to leaves (47).
In deciduous trees, exposure to anthropogenic
light advances the emergence of leaf buds and,
together with temperature, delays the color-
ing of leaves (48). Species-specific variations
in responses to anthropogenic light have also
been demonstrated in herbs and grasses (49).

Ecosystem effects of anthropogenic light

Nocturnal environments are dominated by moon-
light because it is the strongest and most abundant
natural light source. Light from anthropogenic
sources differs from natural light in magnitude,
color composition, and temporal and spatial pres-
ence. Moonlight intensities at midlatitudes can
be as high as 0.2 lux depending on the position
above the horizon and the amount of cloud
cover (50). In many areas, however, the amount
of anthropogenic light surpasses moonlight.
Anthropogenic light sources usually have a
spectral composition that differs substantially
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Fig. 2. Examples of disturbance of daily and seasonal rhythms by anthropogenic light. Nocturnal rodents
are less active, and diurnal species can be restless in illuminated nights. Birds advance their dawn song, and bats
delay emerging until the evening. Light at night can disrupt the perception of day length in birds, causing them to

breed earlier in spring.

from natural nocturnal light: Outdoor LEDs
typically have a peak in the blue spectral range,
resulting in a cooler, white light compared with
the yellowish light of the moon. Traditional
light sources, such as high-pressure or orange
low-pressure sodium lamps, are different from
natural light because they have very little or no
blue light. The intensity and distribution of
natural nocturnal light vary as the night pro-
gresses and are also influenced by changes in
the lunar phases and weather conditions. By
contrast, anthropogenic light is often constant
and concentrated around human settlements.

Terrestrial landscapes vary in topography
and in the heights of physical objects, which
result in variations in light distribution and
exposure to organisms.

Forest ecosystems are generally darker as light
is filtered through and absorbed by the vegeta-
tion, and only a small proportion of ambient light
reaches the ground. Species that inhabit forests
are believed to have adapted to darker noctur-
nal environments (57). In open environments,
light can propagate far from the source, and even
a single strong light can be a conspicuous ele-
ment in the landscape, resulting in glare and
difficulties in seeing details in the surroundings
and stars in the night sky. In general, open en-
vironments are perceived as brighter when larger
parts of the naturally lit sky and the ground can
be viewed. Low-growing and light-green vege-
tation such as grasses, bushes, and herbs can
reflect a high proportion of light, which increases
the luminance of the landscape.

In aquatic ecosystems, anthropogenic light
is reflected on water surfaces and thus has a
high probability of propagating widely over
open water and may affect large areas.

Many human structures in or near aquatic
ecosystems, such as ports, ships, and oil rigs, use
high-intensity lighting with insufficient restric-
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tions, often resulting in large amounts of light
spilling into the surroundings. In water, light
changes with depth. Water and its particulates
absorb and scatter light, reducing light inten-
sity, altering color composition, and changing
the degree of polarization. Clear ocean waters
absorb ultraviolet, red, orange, and yellow wave-
lengths at the top of the water column, allowing
blue light to penetrate the deepest, which results
in a bluer color at greater depths. Coastal and
freshwater systems often contain suspended
particulates and phytoplankton, which selective-
ly absorb the light, causing the water to appear
more yellow-green, orange, or brown in color.
Aquatic species have adapted their eye morphol-
ogy to natural variations in intensity and color
composition with photoreceptors that match
the color of light, thereby increasing photon
absorption (52). For example, deep-sea fishes
have a visual pigment that matches the color of
downwelling oceanic light, whereas fish species
found in yellow-green coastal waters and in-
land freshwater lakes have photoreceptors with
absorption peaks at longer wavelengths. Be-
cause light diminishes with depth, organisms in
the mesopelagic zone have adapted to more dim
light conditions with larger eye size and wider
pupils. Aquatic species are expected to be vul-
nerable to anthropogenic light at night because
of their high photosensitivity at low illuminance
(53), which is an adaptation to decreased light
intensity as light is filtered out by water.

Effects of anthropogenic light on
temporal organization

Light is the key driver of the most important
temporal niches in nature. The contrast be-
tween high light levels during the day and low
levels at night enables species to share the same
habitat within a 24-hour cycle. For most spe-
cies, photic conditions are essential for their
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ability to survive (24). Organisms need to op-
timally schedule activity, rest, and sleep in
(species-specific) natural light conditions.
The disturbance of rhythms in natural sys-
tems by light at night has attracted increasing
interest (54), particularly in laboratory studies.
For example, great tits (Parus major) exposed to
low light levels during the dark phase of the light
cycle were found to advance the start of their
daily activities [e.g., (55)]. Rhythms in laboratory
mice were shown to be weakened by dim light at
night, and their hormonal rhythms were affected
(56). Light at night has also been shown to disrupt
circadian gene expression in great tits (57). In the
field, an advanced onset of dawn song has been
observed for several bird species, and individual
blackbirds (Turdus merula) exposed to higher
levels of anthropogenic light begin their activity
earlier in the day (58). By contrast, nocturnal spe-
cies respond to light by delaying their activity.

For example, least horseshoe bats (Rhinolophus

pusillus) emerge later, when their roost is illumi-
nated (59). Bird species that normally start their
dawn song relatively early during still low light
levels, such as the robin (Erithacus rubecula), re-
spond more strongly to the presence of artificial
light compared with other birds (e.g, the blue
tit, Cyanistes caeruleus) that start dawn song
later in the morning [(23); Fig. 2].

In temperate zones, anthropogenic light in-
terferes with the annual cycle of species. Trees
delay shedding leaves from branches close to
streetlights (60). Anthropogenic light can ad-
vance reproduction in birds (22), delay repro-
duction in mammals (61), and prolong yearly
reproduction in insects (62).

Anthropogenic light affects interactions
and trophic levels

Changes in the population of a species caused
by anthropogenic light inevitably cause changes
in the food web. Light can facilitate foraging
for predators by concentrating prey species,
such as for synanthropic bat species that catch
light-attracted flying insects (Fig. 3) (63). Such
changes in the predator-prey interaction may,
however, be part of a trade-off for bats because
they need to prevent exposing themselves too
much (64). Foraging may be further facilitated
by providing better visual detection of prey,
as was shown for burrowing owls (Athene
cunicularia), which could expand their for-
aging habitat into urbanized areas using the
presence of anthropogenic light (65). Con-
versely, prey species may avoid illuminated,
otherwise suitable habitat or change forag-
ing behavior. Such changes have been shown in
jerboas (Allactaga sibirica), which spend less
time searching for food in illuminated condi-
tions (66). Likewise, in aquatic systems, light
at night can counteract the benefits of shelter
material for amphipods (Gammarus fossarum)
seeking shelter from the predatory Eurasian
perch (Perca fluviatilis) (67).
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Complex effects have been reported about the
interaction of urbanization with the response
to light. In urban areas, mule deer (Odocoileus
hemionus) use illuminated foraging grounds but
are then exposed to predation by cougars (Puma
concolor) (30), which potentially results in an
ecological “trap” in which species may do worse
in an ostensibly beneficial situation.

Trophic interactions can form the basis of key
ecosystem services such as pollination by insects.
Nocturnal pollination is strongly affected by
anthropogenic light, and reduced nocturnal pol-
lination rates are compensated for by diurnal
insects (68). The disturbance of trophic interac-
tions by light at night in plant-herbivore com-
munities can be complex and depend on species
and color composition (69). To understand
ecosystem-wide changes, a better understand-
ing of trophic interactions is essential.

Anthropogenic light affects species at
different time scales

The attraction of animals to light is a well-known
direct response. Anyone who is attentive will no-
tice the accumulation of insects around light
sources. Attraction has been reported in many
other species groups, such as marine turtles, birds,
and amphibians, and often has direct conse-
quences for survival (8, 12, 17) and subsequently
for populations. Because the removal of light
sources is very rare, it is important to assess ef-
fects that may only manifest after a long period
of time. Several studies have shown indirect ef-
fects of anthropogenic light on many insect spe-
cies (9). Adult fireflies survive light sources in
proximity but fail to attract mates (70), which
eventually results in population decline. Moth
species, in addition to the agony of being trapped

near light sources, are burdened by impaired
reproduction and development (38). Light at
night affects gonadal growth in blackbirds,
which manifests only during the second year
of exposure (71). Ultimately, light at night
may cause adaptive changes, but evidence is
limited to just a few studies (9). These include
the examples of potential adaptation in spiders
(Larinioides sclopetarius) with the innate pref-
erence for building webs around anthropo-
genic light sources (40) and in urban moths
that show reduced flight-to-light behavior
compared with rural conspecifics (72).

The way forward

Given the varied and substantial impacts of
anthropogenic light, there are no simple solu-
tions for its reduction and mitigation in
natural systems. Continued increases in the
nocturnal use of anthropogenic lighting will
exacerbate its impact on our natural environ-
ment (Figs. 1C and 4, A to E), causing major
changes to ecosystems, such as further de-
clines in insect populations, loss of habitats
of nocturnal mammals, and disruption of food
web interactions. These changes will lead to
the loss of biodiversity and potential feedback
effects, including impaired ecosystem services
such as the pollination of crops. Keeping natural
areas dark, limiting light emissions from near
and distant light sources, and thereby reducing
sky brightness are therefore of utmost impor-
tance. Strategies to prevent light emissions into
nature conservation areas are therefore proposed
to be urgently implemented to ensure the long-
term survival of protected species, preferably by
combinations of different light mitigation mea-
sures (53, 73). To effectively implement these

Fig. 3. Light at night drives species interactions. Many species are nocturnal because of fear of predators, for
example by barn owls (Tyto alba). The middle and right species (Natterer's bat, Myotis nattereri, and the brown long-eared
bat, Plecotus auritus) are examples of slow-flying bats that need to be extra wary of predators. These bats thrive in
darkness, emerging late in the evening and foraging in sheltered places. The common pipistrelle (Pipistrellus pipistrellus)
avoids light as well, but has a more agile flight and dares to forage on accumulated insects close to street lights.
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measures, both national and international col-
laborations are essential. In protected areas, the
aim should be to reduce light emissions from
anthropogenic light sources to natural nocturnal
light conditions. Current international guidelines,
such as the “Guide on the limitation of the effects
of obtrusive light from outdoor lighting installa-
tions” (74), can be used as the first step in ensuring
that light emissions are below the recommended
threshold values in protected areas.

Several technical and practical adaptations
of lighting designs can be used to reduce their
effects on local ecosystems (53, 73). These in-
clude luminaire shielding, time-restricted and
adaptive lighting, light intensity reductions,
and tuning color composition.

Luminaire shielding or special optics can be
used to prevent light being emitted in un-
wanted directions (53). Standardization to re-
strict spill light is urgently needed to prevent

the negative effects of upward light and light _

outside of intentionally lit areas in vulnerable
and exposed ecosystems such as open and
aquatic environments (Fig. 4, A and B). Natu-
ral barriers, such as dense vegetation, can also
be used to hinder light emission. The ecolog-
ical benefit of time-restricted lighting may be
limited, because the human demand for light
during the first part of the night coincides
with the peak activity of many nocturnal spe-
cies. For example, bats are particularly active
after dusk, reducing the potency of part-night
lighting schedules (75). Adaptive road lighting
is a promising solution to reduce ecological
effects, but it is most effective for roads with
low traffic. However, dedicated lighting sched-
ules in more unique situations can be highly
effective, for example, the intermittent off-
switching of the lighting setup at the National
9/11 Museum’s “Tribute in Light” in lower
Manhattan to release thousands of light-trapped
migratory birds (I7). Decreasing light intensity
is essential to preventing its ecological effects
because many species are highly photosensi-
tive even at extremely low illuminance levels
due to their adaptation to dark nocturnal eco-
systems. However, little is known about the
intensity thresholds of many species, which
may vary according to exposure duration, life
history stages, and habitat structure. The in-
stallation of dimmable LED lighting is there-
fore very important because light levels can
be adjusted after installation. A good exam-
ple is the city of Rotterdam in the Netherlands,
where all 100,000 light posts are currently fit-
ted with LED fixtures that can be remotely ad-
justed for light intensity at any time of night.
Because of the problematic identification of
threshold light intensity levels, a pragmatic
approach may be to keep light levels below
lower moonlight illumination levels, which
range from 0.05 to 0.1 lux (76). Finally, the color
composition of light sources must be carefully
chosen because it can modulate ecological
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Examples of anthropogenic light
A Road lighting

Examples of affected taxa
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Fig. 4. Examples of anthropogenic light, affected taxa, and mitigation measures. (A) Terrestrial species can be affected by road lighting, which can be
reduced through various measures to control light spill. (B) Bridge lighting can affect both aquatic and terrestrial species, and light spill outside the bridge

should therefore be restricted. (C) Aesthetic lighting on trees can affect species that use trees for habitats or foraging, so this lighting should be removed or
time restricted. (D) Upward facade lighting on buildings can affect several terrestrial species, and downward lighting should be used instead unless bats are present.
(E) Even low levels of sky glow—reflected light from remote anthropogenic light sources—can affect species in natural habitat.

consequences. The current worldwide tran-
sition to LED lighting poses both challenges
and opportunities. White LED lamps often con-
tain a high proportion of blue light (~450 nm)
and, although the responses of species are di-
verse, there is a general tendency to caution
against the high emission of blue light. By
utilizing diodes that produce different colors,
and with the application of phosphor conver-
sion techniques, the amount of blue light in a
light source can be reduced. This is effective in
protecting animal species because the red part
of the color spectrum attracts fewer insects
(86) and has a less disturbing effect on the
activity of bats (63). Highly adapted spectra
should, however, be used cautiously because
they may create ecological traps for species
that are unable to sense the light and therefore
think they are in a safe environment. In addi-
tion, technical and practical lighting design
adaptations presumably need adjustments
to better compensate for variations in eco-
system properties and topography.
International initiatives have been formed
to establish policy frameworks aimed at reduc-
ing light pollution, such as the Convention on
the Conservation of Migratory Species of Wild
Animals (CMS). Work is underway in the In-
ternational Commission on Illumination (Com-
mission Internationale de I'Eclairage, CIE) to
develop guidelines for minimizing the effects
of anthropogenic lighting on the natural envi-
ronment. Furthermore, some countries have
implemented national guidelines aimed at
reducing ecological light pollution. Currently,
outdoor lighting is not included in the 2030
Agenda for Sustainable Development, which has
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been adopted by all the members of the United
Nations. This is very unfortunate because many
Sustainable Development Goals are markedly
affected by outdoor lighting and light pollution.
For ecological sustainable development, it should
be an urgent priority to keep naturally dark en-
vironments dark and to protect species from
the adverse effects of anthropogenic light. This
should be a strong motivator for national and
local governments to include effects of anthro-
pogenic lighting in planning and decision mak-
ing toward a sustainable future.

Future recommendations for ecological pro-
tection should aim to establish numerical thresh-
old values on the basis of illuminance or
luminance of current light sources and technol-
ogies. This will facilitate the translation of new
research findings into practical guidelines for
lighting design and the upgrading of existing
lighting systems. Given the variation in species
responses to both spectral differences and inten-
sities, a simple solution to mitigating the effects
of anthropogenic light on all species may be
challenging. Therefore, investigating different
types of mitigation measures and their effec-
tiveness in different species and environments
is an important mission for future research.

It is important to recognize that even when
the most advanced current technologies are
used, light can still spill into the natural en-
vironment and sky because of reflections from
surfaces. This reflected light may affect aerial
species and contribute to sky glow (Fig. 4E).
However, guidelines for outdoor lighting or
light pollution rarely address restrictions on
reflected light. Given the difficulty of effec-
tively reducing the ecological effects of an-
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thropogenic light, it may be necessary to adopt
more frugal lighting practices and, in some cases,
turn off lights altogether, despite the potential
discomfort to humans that this may cause.
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Reducing nighttime light exposure in the urban
environment to benefit human health and society

K. M. Zielinska-Dabkowska'* 1, E. S. Schernhammer?>4+, J. P. Hanifin®t, G. C. Brainard®t

Nocturnal light pollution can have profound effects on humans and other organisms. Recent research indicates
that nighttime outdoor lighting is increasing rapidly. Evidence from controlled laboratory studies
demonstrates that nocturnal light exposure can strain the visual system, disrupt circadian physiology, suppress
melatonin secretion, and impair sleep. There is a growing body of work pointing to adverse effects of outdoor
lighting on human health, including the risk of chronic diseases, but this knowledge is in a more nascent
stage. In this Review, we synthesize recent research on the context-specific factors and physiology relevant to
nocturnal light exposure in relation to human health and society, identify critical areas for future research, and
highlight recent policy steps and recommendations for mitigating light pollution in the urban environment.

ighttime outdoor lighting provides many
important functions in urban societies
including aiding wayfinding, supporting
feelings of safety and security, enabling
outdoor activities, revealing historical and
architectural heritage, and promoting economic
development by bringing people together (7). At
the same time, cycles of light and darkness are
important physiological cues for key bodily func-
tions. Exposure to too much light in the evening
and nighttime has the potential to disrupt cir-
cadian physiology, suppress melatonin secretion,
impair sleep, and stress the visual system (2).

With 4.4 billion humans currently living in
cities, nighttime lighting is rising worldwide, es-
pecially in urban environments, and
it is now visible even in remote lo-
cations. A recent study shows that
the extent of electrical light at night
has increased by almost 10% an-
nually over the past 12 years—much
more than previously thought (3).
It is known that electrical light from
local and more distant sources produces light
pollution, i.e., outdoor light levels that differ
from those occurring naturally. This results in
over-illumination, urban sky-glow, light tres-
pass, and glare, all of which have been linked
to adverse effects on various living organisms,
including humans (2, 4).

The Commission Internationale de L'Eclairage
(CIE, or International Commission on Illumina-
tion), an organization that sets standards for the
lighting industry and lighting professionals,
describes light pollution as “the sum total of
all adverse effects of artificial light” (5). Effects
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“...Nighttime
light can disrupt
circadian
rhythms...”

on flora, fauna, human health, and society com-
prise this “sum total,” so a more comprehensive
definition may be warranted. Light emitted by
any type of electrical light source has the poten-
tial to contribute to light pollution. The intro-
duction of light-emitting diodes (LEDs) in the
early 2000s continues to transform outdoor
lighting, as traditional high-pressure sodium
and metal halide lamps for street and area
lighting are changed to LED light sources, be-
cause of their promised energy-saving poten-
tial and longevity. As with earlier light sources,
the overuse of lighting, as well as poor luminaire
design and placement, can elicit unwanted ad-
verse effects.

In this Review, we synthesize re-
cent research on the context-specific
factors and physiology relevant
to nocturnal light exposure and
their impact on human health and
society. We also identify critical
areas for future research and high-
light recent policy steps and rec-
ommendations for mitigating light pollution to
benefit human health and well-being.

Nighttime light exposure and human health

Demographic shifts toward increasingly urban
living mean that most humans are exposed to
higher levels of light at night. Behaviorally, hu-
mans have considerably extended their daytime
and consequently shortened their nighttime. We
experience increased nighttime light exposure
from lighting in the home before bedtime, from
computers, mobile phones, and television screens,
as well as from light entering the home from
street lighting, security lighting, externally il-
luminated buildings, and brightly illuminated
advertisements. Excessive light exposure in
the evening and nighttime can be problematic
as it strains the eyes, stresses the visual system,
and can cause circadian, neurobehavioral, and
neuroendocrine problems such as circadian
desynchrony, sleep disruption, and suppres-
sion of melatonin secretion from the pineal
gland (2, 6-8).
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systems in the eye (Fig. 1A). Classically, huL-ml.J-
light perception has been thought to be me-
diated exclusively by rod and cone photorecep-
tors. These form the entire photoreceptor layer
of the retina and detect visible light to support
the sensory capacity of vision and visual reflexes
(Fig. 1A). In addition, there is a set of intrinsically
photosensitive retinal ganglion cells (ipRGCs),
which contain the photopigment melanopsin
(9, 10). The ipRGCs play roles in visual responses
such as contrast detection, and, just as rods and
cones, can contribute to physiological responses
(6, 9). Numerous human and animal laboratory
studies have quantified the impact of light on
circadian phase shifting, melatonin regulation,
and pupillary light reflex, as well as sleep, alert-
ness, and mood responses (6, 9-12). Recently, a
study showed that melatonin suppression and
circadian phase shifting appear to have a strong
cone input at the start of a 6.5-hour light expo-
sure, but over most of the exposure, ipRGCs are
the primary photoreceptors for circadian and
neuroendocrine light detection (Z3).

Early research on human exposure to light at
night came from individual-level studies of night
workers. This work showed that nighttime light
can disrupt circadian rhythms, thereby increas-
ing breast cancer risk (74). Today, the effects of
individual nighttime light exposure on the cir-
cadian system and physiology central to chronic
disease and the immune system are well demon-
strated (75-17). Indeed, in nighttime workers,
exposure to light at night has been described not
only as a likely cause of cancer, but also as a risk
factor for cardiovascular disease, type 2 diabetes,
hypertension, obesity, depression, and more (8).
Additionally, evidence reveals more immediate
adverse effects of night work, ranging from sleep
problems to work errors and injuries.

Researchers have attempted to identify health
impacts of ambient outdoor light pollution. Im-
ages of nighttime light emissions (the extent
of sky glow and overlighting) in the outdoor en-
vironment can be obtained through satellite-
based remote sensing (Fig. 2), and this has been
used in some epidemiological studies. Most of
these studies on light pollution from outside the
home are either purely ecological or multilevel,
when prospective cohorts with individual-level
data are investigated but light exposure is used
as an aggregate measure. These studies have
yielded mixed findings, with some showing a
higher risk of breast cancer, obesity, diabetes,
cardiovascular diseases, and sleep problems or
disorders (15, 17-19). Support is also still mixed
about the physiological effects of excess ambient
nighttime light exposure on melatonin levels,
perhaps in part due to inherent variability in
individuals’ sensitivity to light (4, 20, 21).

Unlike night worker studies, in which metrics
capturing the intensity and duration of night
work exposure tend to provide a more viable es-
timate reflective of circadian misalignment, light
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Fig. 1. The human eye has two distinct, interconnected sensory systems. (A) Simplified diagram illustrating
that the human eye supports two distinct photoreceptive pathways. The primary optic tract (POT) delivers
information about environmental light to regions of the brain involved in vision and visual reflexes. The
retinohypothalamic tract (RHT) delivers information about light and darkness to nuclei in the brain that regulate
circadian, neuroendocrine, and neurobehavioral effects of light. ipRGCs have the capacity to influence certain
visual responses, and rods and cones have the ability to contribute to biological and behavioral responses. The list
of effects is not comprehensive. (B). Graph illustrating the relative quantum efficiency of the photopic visual
system for color vision (with a peak at ~555 nm) versus the melanopsin ipRGC system (with a peak at ~480 nm),
which supports circadian, neuroendocrine, and neurobehavioral regulation in humans.

pollution studies using light exposure as an ag-
gregate measure are currently fraught by their
broad and imprecise measurements. For exam-
ple, it has remained difficult to ascertain if the
nighttime light pollution measured outdoors
results in consistent lighting conditions in the
bedrooms of exposed individuals, considering
that individuals vary in their use of shutters
and curtains to block light, additional indoor
lighting exposure, and whether and when they
sleep (22). It is challenging to obtain compos-
ite assessments of evening and nighttime inte-
rior lighting across a whole community, and only
a few examples exist in which indoor nighttime
light measurements have been attempted using,
e.g., self-reported ambient light levels in pri-
vate bedrooms while sleeping or portable light
meters, linking this data with breast cancer
and depressive symptoms (23, 24).
Furthermore, some elements of light pollution
cannot be quantified with satellite data owing to

Zielinska-Dabkowska et al., Science 380, 1130-1135 (2023)

lack of resolution, failure to detect shorter wave-
lengths of light, complex three-dimensional struc-
ture of light sources, and cloud cover in the
Northern Hemisphere (25). More recent studies
of nighttime light pollution have made a greater
distinction between indoor and outdoor lighting
(26). They show that exposure to outdoor light
at night with light rich in the blue-appearing
spectrum is associated with increased breast,
prostate, and colon cancer risk. Future empirical
studies on the physiological and health effects
of outdoor nighttime lighting should incorpo-
rate these considerations.

The direct impact of outdoor lighting has
rarely been measured. One study with a small
sample size examined car drivers, pedestrians,
and people exposed to light trespass from street-
lamps. Each group was exposed to solid-state
light sources with differing spectral emissions.
The spectrum of the light sources tested at rec-
ommended roadway exposure levels did not
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statistically affect salivary melatonin levels (20).
In another study, scientists measured light ex-
posure and wrist temperature among residents
of an urban area and noted circadian effects on
wrist temperature linked to the timing of envi-
ronmental light exposure, although the contri-
bution of outdoor light sources after dark was
minimal (27). Glare from bright light sources
such as unshielded LEDs is a growing public
concern (7). Recently, a new approach for eval-
uating the discomfort glare of pedestrian-scale
applications has been developed (28). A more
in-depth study of temporal light modulation
(flicker) at frequencies that may have ad-
verse health effects is needed (29). There re-
main sparse direct, empirical measurements
of the capacity of urban street, building, outdoor
sport facility, and illuminated advertisement
lighting to evoke detrimental visual, circadian,
neuroendocrine, or neurobehavioral responses

in healthy humans under naturalistic outdoor

conditions.

The physiological effects of light exposure
have been shown to be dependent on light spec-
trum, quantity, length of exposure, and the time
of day (6, 9, 15). In addition, differences between
individuals influence their susceptibility to de-
veloping disease when exposed (i.e., variation in
“shift work tolerance” in night workers). Impor-
tant determinants of such variability include
age, gender, chronotype, and ethnicity (15). Al-
though evidence is currently inconclusive, there
is some suggestion that there are stronger effects
of light on sleep in younger persons. An impor-
tant recent study showed that a >50-fold var-
iability exists between individuals regarding
their sensitivity to evening light, suggesting that
future studies should take interindividual dif-
ferences into account (30).

Recently, other potentially relevant effects
of light on human physiology have been de-
scribed. These relate to daily oscillations of the
gut microbiome, the relative abundance of gut
microbes under normal conditions, and al-
tered composition under modified dark-cycle
conditions, including dim light at night (31). It
is increasingly recognized that gut microbiota
are involved in human physiology, affecting
metabolism, neurodegeneration, and mental
health, and interventions that modulate gut
microbiota may mitigate the impact of light
exposure on health outcomes associated with
nighttime light (31). During the COVID-19 pan-
demic, studies showed that people became in-
fected more often, more severely, and for longer
periods of time when they were sleep deprived
and/or worked at night or they resided in areas
that had high levels of outdoor electrical light
emissions at night (32, 33).

Owing to the pronounced effects of noctur-
nal light on flora and fauna, indirect effects on
human health, although even more difficult to
measure, are practically inevitable (34). Urban
light at night can attract and repel animals
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and cause changes in their behavior, potentially
providing more opportunities for vector-borne
diseases to spread to humans, including through
zoonoses. In addition, light at night has been
implicated in the recently observed insect die-
off, because of decreased reproduction and a
fatal attraction to car headlights, streetlights, or
other lighting (35). Insect decline has numer-
ous downstream effects that are detrimental to
human health, as insects control pest species,
help decompose waste, and pollinate more than
a third of our food (35).

Typically, light that supports human vision
in daylight is quantified inside and outside of
buildings in terms of photopic illuminance or
lux. Information about light and darkness is also
detected by photosensitive ipRGCs and trans-
mitted to nuclei in the brain that regulate cir-
cadian, neuroendocrine, and neurobehavioral
effects (Fig. 1A). Quantifying light that regulates
human physiology, however, requires a differ-
ent method of measurement.

Scientific consensus and an international stan-
dard, balloted by the CIE, selected the mea-
surement of melanopic equivalent daytime
illuminance (melanopic EDI) at eye level as a
better means than photopic lux for quantifying
light relative to the regulation of human phys-
iology, and ultimately, health and well-being
(6, 9, 36). Because this is an emergent field and
the relative contribution of rods, cones, and
ipRGCs remains unknown, the CIE recom-
mends assessing and reporting all five a-opic
photoreceptor values (36). Different spectral
sensitivities of the photopic visual system ver-
sus the melanopic ipRGC photoreceptor have
been demonstrated (Fig. 1B).

Social burden of light pollution

Understanding the drivers and consequences
of light pollution is critical to moving society
toward a humanity-centered (supporting the
rights of all of humanity and the entire ecosys-
tem) and sustainable lighting approach. Al-
though there are numerous needs for nighttime
lighting, some social and cultural miscon-
ceptions can contribute to poorly executed
lighting, which, in turn, can lead to unneces-
sary light pollution.

Such misconceptions include the notion that
increased electric light outdoors is seen as a sign
of wealth and prosperity. Economic growth, for
example, has been estimated through satellite
imagery of Earth at night to record visible
illumination and correlated to gross domestic
product (GDP), even though most relevant ac-
tivity actually occurs during the day, thereby
reducing the accuracy of these estimates (37).

The fear of darkness and the associated per-
ception that bright lighting provides safety and
security have limited research support (38). In
fact, unshielded, glary lighting can be momen-
tarily blinding, making it more difficult to iden-
tify objects and potential threats, navigate the
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terrain, and adjust to low-contrast surrounding,
consequently decreasing safety (7).

An absence of lighting, as well as poorly exe-
cuted lighting, also can be a sign of social injustice
in terms of wealth prospects and opportunities
(39). In the rural populations of developing,
low-income countries worldwide, there is no
electricity in most schools and households, but
without education it is difficult to escape pov-
erty. Basic lighting relies on unsustainable
sources of energy, e.g., wood, coal, or kerosene,
and these can negatively affect wide-ranging
aspects of children’s health, such as respiratory
problems or chemically related pneumonia from
kerosene lamps, eye disease, or accidents from
using candles while learning in bed. To avoid
this, children often gather in publicly lit areas
with streetlights to study and do homework. By
contrast, in the Western world, the introduction
of lower illuminance levels is seen as a sign of
commitment to environmental protection and
sustainability (40, 41). In recent decades, af-

“...there are better ways to
manage light pollution for
the benefit of public
health and society in the
urban environment...”

fluent citizens (who generally live in safe neigh-
borhoods) have enjoyed more natural darkness
and considerably less light pollution from well-
designed lighting on their own properties or in
nearby natural park areas, compared to people
in less affluent suburbs. Indeed, studies have
emerged that highlight light pollution inequi-
ties, with more disparate exposure to light at
night based on race and socioeconomic status
(42). Moreover, in mixed-use urban developments
that encompass two or more types of land uses
(e.g., residential, commercial, retail), light tres-
pass from outdoor lighting might include street
lighting, media architecture, or LED advertise-
ments shining through bedroom windows (43).
This can disrupt sleep, requiring people to sleep
in another room to escape light pollution, and in
some cases, residents have even had to move to
another apartment—an affordable option, how-
ever, only for a certain segment of the population.

How a lack of night sky visibility might con-
tribute to the lack of healthy urban living has
been studied in the past (44). Urban residents
have been disconnected from nature and the
cosmos such as major constellations, planets,
and the Moon, with the Milky Way being hid-
den from more than one-third of humanity
(Fig. 2) (45). Other studies also indicated that
stargazing can be a stress reliever, possibly re-
ducing anxiety and depression (46).

Another concern is that light pollution has
increasingly obscured the celestial culture of
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Indigenous communities, many of whom rely
on visual celestial clues that are supported by
stories passed down across generations (47).
Some have even expressed concern that the
eradication of starlore and the disconnection
from the heavens as a result of light pollution
could contribute to the decline of entire groups
by impeding their history and culture (47).

Every citizen should have the right to access
darkness and quality, responsible outdoor
lighting for improved health and well-being,
a better social life, and nocturnal sustainability
(48). To help facilitate positive change, more
empirical evidence is required to determine the
amount, and also the quality of outdoor lighting
necessary to ensure visibility, safety, and the
confidence of end users (49).

Current actions and recommendations for
managing and regulating light pollution

Countries such as the Czech Republic, France,
Germany, South Korea, and Slovenia are taking
regulatory and policy measures against light
pollution by adopting laws, regulations, and
action plans to protect human health, the en-
vironment, and biodiversity (50). Despite such
encouraging initial steps, most countries have
no regulatory infrastructure to monitor or reg-
ulate light emissions at night.

Furthermore, there are currently no rec-
ommendations for urban outdoor lighting
standards that specifically address circadian,
neuroendocrine, and neurobehavioral effects of
light, nor are there properly developed frame-
works for assessing the health effects of light
pollution (40). A scientific consensus position
published in 2014, which evolved into an in-
ternationally balloted CIE standard in 2018,
provides guidance to the lighting and scientific
communities on how best to quantify light
exposure in an SI-compliant system for regulat-
ing human physiology and ultimately health
(6, 36). Based, in part, on an analysis of 19 pub-
lished studies, a consensus view was published
in 2022, with target lighting recommendations
of melanopic EDI levels for indoor ocular light
exposures measured at the eye, to best sup-
port physiology, sleep, and wakefulness in day-
active healthy adults (9, 51). Specific melanopic
EDI values were given for daytime minimum
amounts, as well as evening and nighttime
maximum exposures (9). These last two ele-
ments are relevant for outdoor electrical lighting
at night. Studies on the effects of outdoor night-
time light exposure on human health would be
best served by characterizing the spectral power
distribution (SPD) of the light and all five a-opic
EDI values for rods, cones and ipRGCs (6, 9, 36).
Although several metrics for quantifying out-
door lighting exist (e.g., photon flux, irradiance,
luminance, photopic and scotopic illuminance,
and sky brightness factor), to understand whether
and how light pollution affects human neurophys-
iology, it is important to measure all five o-opic
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EDI values. The published recommendations
for evening and nighttime light exposures de-
scribed above could be considered as pre-
liminary guidance for limiting outdoor light
trespass into residences or other indoor spaces
(9). Notably, studies with nocturnal rodents
show circadian and neuroendocrine sensi-
tivities well below 1 melanopic lux, and there
are indications that the same may be true for
humans (52).

Rather than providing assistance in estab-
lishing plans or restrictions for electric light in
terms of quantity, spectrum, timing, geometry,
and the duration of exposure, current guide-
lines instead focus on energy efficiency. In
fact, there are better ways to manage light
pollution for the benefit of public health and
society in the urban environment, including the
driver-pressure-state-impact-response (DPSIR)
framework, which is based on work of the
European Environment Agency (Fig. 3). It pro-

A Current nighttime state -~

vides a structure of the indicators needed to
enable feedback for policy-makers on light pol-
lution, public health, and the resulting impact of
current or future political choices.

Recent changes in the SPD of street lighting
sources have sparked an intense debate over
the possible ill effects of LED lighting. The
American Medical Association (AMA) produced
two reports: one that details the impacts of
inappropriate exposure to excessive light at
night with a call for more research, and an-
other, more recent document that recommends
the use of roadway lighting with lower cor-
related color temperature lamps (<3000 K,
which emit fewer short wavelengths of light)
to minimize potential harmful effects to human
health (53, 54). The more recent AMA recom-
mendation resulted in a strong reaction from
the lighting industry and the US government,
which disagreed with elements of that policy
(55). Several initiatives, measures, and policies

B Future scenario

Fig. 2. Exposure to excess light at night has the capacity to influence human health, other organisms,
and ecological systems. (A) Image of Europe from space at the current nighttime state shows increased

light pollution typical of many urban areas across the globe. Sky glow above cities caused by over-illumination
affects not only humans but also the migration and behavior of various animal species. Excess nighttime lighting
can have an indirect impact on animals and plants and may contribute to insect decline and the emergence

of zoonoses. (B) A future scenario in which anthropogenic light pollution is reduced to improve human, animal,
and environmental health. Protecting ecosystems in urban areas can reduce humanity's environmental
footprint, improve quality of life, and provide a cultural connection to the night sky.
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have subsequently evolved as a means to prevent
the excessive use of electrical light at night, and
many are still being enacted and developed.
Data-driven design recommendations have
been developed to match illumination levels to
the needs of vehicle users, reducing extraneous
light while maintaining a level of safety for pe-
destrians and residents (56).

Because of the energy crisis, many cities have
begun to change their energy policies and in-
troduce lighting curfews. Even if saving energy
is the main driver behind the switch-off of light-
ing rather than the goal of minimizing the other
impacts of exposure to light, these actions are
a positive example for other governments to
follow. CIE recommendations to limit light
trespass on properties (e.g., windows) exist;
however, these may not be effective enough.
For maximum values of vertical illuminance in-
cluding the sum of all area lighting installations
in well-inhabited urban and rural settlements
(medium district brightness, environmental
lighting zone E3), there is an allowance of 10
lux (pre-curfew) and 2 lux (post-curfew) (41).
For town and city centers including other com-
mercial areas (high district brightness, light-
ing zone E4), there is an allowance of 25 lux
(pre-curfew) and 5 lux (post-curfew) (41). Addi-
tionally, an evidence-based consensus should
be developed on the maximum light levels al-
lowed in outdoor urban residential areas for
limiting light trespass.

With the many problems faced by the world’s
urban inhabitants, it is common for city author-
ities to wonder how to improve the quality of
life and health of citizens. Human-generated
light pollution, which affects people in the
evening and at night, however, has often been
omitted even in the forward-looking develop-
ment strategies proposed by the World Health
Organization, such as Healthy Cities (57). There-
fore, proposed and implemented well-balanced
responsible urban lighting strategies and mas-
terplans that allow for the integration of dim-
ming and/or the temporary switching off of
street, area, and decorative lighting could im-
prove the existing situation (40). The City of
London’s recently adopted lighting strategy is
a step toward a new approach to urban light-
ing and nocturnal sustainability for the built
environment. Prior to this, the brightness of
decorative and advertisement illumination of
buildings was not properly regulated in terms
of the adverse impact of light trespass on the
health and well-being of residents (43).

Contrary to widespread outdoor light pollu-
tion, which a single person cannot change, over-
lighting can easily be reduced and prevented in
the home. Individuals can take action by either
changing their light sources—e.g., to amber or
warm white (with fewer short wavelengths
light)—or by using only red light at night (with
zero short wavelengths of light), or by turning
lights off or dimming them in the evening using
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sensors and/or timers on their balconies, in gar-
dens, and on facades. They can also become active
members of various citizen groups, such as one
advocating for a thorough investigation into the
evidence of the impact of outdoor illumination
(58). Recently, such citizens’ actions resulted in
an inquiry into the effects of electrical light on
human health by the UK House of Lords (59).

In 2020, citizens, active members of the In-
ternational Dark-Sky Association (IDA), and
lighting professionals representing the Illumi-
nating Engineering Society (IES) joined forces
to protect the night from light pollution, and a
consensus was reached between these stake-
holders. This alliance created the Five Princi-
ples for Responsible Outdoor Lighting, which
were adopted by the board of directors of both
organizations (60). Another recent initiative,
the Responsible Outdoor Lighting at Night
(ROLAN) Manifesto, has further expanded
and applied this knowledge (61). It provides
10 core principles for external illumination
with easy-to-follow actions to minimize the im-
pact of outdoor nighttime lighting on human
health and well-being, and also to preserve dark-
ness and humanity’s access to the stars at night.
It has been adopted by leading international
professional lighting bodies such as the Inter-
national Association of Lighting Designers
(TIALD) and the IES, which demonstrates that
dark sky protection is starting to be accepted.

Effective reductions in light pollution ulti-
mately require more comprehensive regulatory
controls. Therefore, of utmost importance is
that all concerned stakeholders understand
the consequences of excess light exposure at
night and work together to develop measures
that standardize urban lighting.

Conclusion

Detailed scientific knowledge of how overex-
posure to light at night affects individuals on
the physiological, population, and community
levels is complex and incomplete. Further re-
search is required to facilitate the prevention
and management of light pollution and to de-
velop best practices for safer and healthier
nighttime outdoor illumination.

There is a critical need for field studies on
the physiological impact of nighttime electri-
cal outdoor light to validate the concepts dis-
cussed above. These studies should (i) achieve
an improved characterization of the SPD of both
indoor and outdoor light, and the melanopic
EDI measured at eye level; (ii) identify the
minimum levels of illuminance and luminance
affecting human vision as well as other orga-
nisms and ecological systems; (iii) differentiate
between the health consequences of excess
nighttime light exposure, air pollution, and
other environmental exposures; (iv) resolve fac-
tors that contribute to, or are a consequence of,
individual variations in physiological responses
to nighttime light such as sleep timing, the

Zielinska-Dabkowska et al., Science 380, 1130-1135 (2023)

duration and timing of outdoor light exposure,
and genetic variations; and (v) investigate health-
related societal impacts of light pollution.
Furthermore, a collaboration between the
research community and the lighting profes-
sion is essential so that relevant issues can be
effectively identified to guide future research.
Resultant findings can then be integrated into
outdoor illumination projects, as well as into
regulatory frameworks. In addition, it is essen-

[

/

1 ANTHROPOGENIC DRIVERS

Anthropogenic light pollution connected to human
activities that influence environmental change and
public health via:

+ Over-illumination

« Urban sky glow

« Light trespass/light spill

* Glare

2 PRESSURES
Stressors that human activities (light pollution)
place on the environment and public health

3 STATE
The state of the environment and socioeconomic status

The condition of the environment and public health and
well-being

tial to foster evidenced-based lighting design
approaches and technological solutions includ-
ing light sources, luminaire design, lighting
controls, and measurement methods that sup-
port the health and well-being of humans and
entire ecosystems, as well as Indigenous and
cultural astronomy. It is hoped that this Review
provides helpful guidance for lighting profes-
sionals and for addressing gaps in light pol-
lution research, as well as for the organizations

—

. 4

4 IMPACTS
Effects on public health and society

5 RESPONSES
Responses by society to the
environmental/public health situation

« Light pollution laws, regulations and action plans
« Lighting impact assessments
« Qutdoor lighting standards and guidelines

« Responsible urban lighting masterplans and
lighting strategies

« Public inquiries/surveys

« Five Principles for Responsible Outdoor Lighting
(IES/IDA)

« Responsible Outdoor Lighting at Night (ROLAN)
Manifesto

Fig. 3. DPSIR framework for nighttime light exposure based on work by the European Environmental
Agency, modified to benefit public health and society in the urban environment. This effective tool
consists of five indicators that interreact with human activities in a closed loop of action, encouraging society or
individuals to change their practices regarding the use of light at night. Appropriate responses (5) by society to
anthropogenic drivers (1) such as light pollution can prevent or minimize their occurrence. Moreover, these
behaviors can alleviate pressure (2) by reducing the extent of light pollution from excessive lighting, as these
responses strive to understand the factors affecting this environmental change and impact on public health.

By using appropriate tools such as public surveys that are based on expert interviews, testimony and evidence can
be gathered along with adequate evidence of conditions so that the state (3) of the nighttime environment as
well as public health and well-being can be partially restored to what it was before the use of electrical outdoor
lighting. Lastly, impacts (4) in the form of public health and societal effects can be adapted to environmental
conditions through the introduction of appropriate regulatory frameworks and the application of recommendations
in the form of light pollution laws, lighting standards, guidelines, and other tools.
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that set lighting standards. An approach that
integrates the needs of all stakeholders opens
the door to improve outdoor lighting to promote
and support the long-term welfare of humanity.
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REVIEW

The increasing effects of light pollution
on professional and amateur astronomy

Antonia M. Varela Perez"?*

The starry sky has been a source of inspiration throughout human history. Astronomy has been a
common element in all cultures and civilizations, being used to establish calendars, navigate and
discover new lands, and drive numerous scientific and technical breakthroughs. This Review discusses
how it is becoming increasingly difficult for professional and amateur astronomers to observe the
night sky because of light pollution. Artificial light at night, radio interference, and the deployment of
satellite constellations are all rapidly increasing and are having adverse impacts on astronomical
observations, limiting scientific discoveries, cultural connections to the night sky, and opportunities
presented by astrotourism. Potential mitigation strategies to preserve the night sky are discussed.

ince ancient times humans have illuminated
their settlements using fire for safety or
nighttime activities such as travel or trade.
These were later replaced by longer-lasting
oil lamps and wicks. Public electric lighting
was developed in the late 19th century and soon
spread around the world. These early forms of
lighting (fire, then incandescent bulbs) emitted
light with an approximately black body spec-
trum and low color temperature, consisting
mostly of red light and very little blue content.
During the 20th century, street lighting
adopted high-intensity discharge lamps and
then metal vapor lamps, powered by electric
discharge tubes containing metals such as mer-
cury or sodium. These produce visible light with
discrete emission lines, which contaminate ob-
servations of those lines (or others with similar
wavelengths) in astronomical sources. In the
21st century, these technologies are being re-
placed by more efficient light-emitting diode
(LED) lighting, which produces a broader spec-
trum with substantial blue content (). These
developments in lighting technology affect the
amount of light pollution produced.

Increasing levels of light pollution

In recent decades the increasing global popu-
lation, economic growth, and reduction of illu-
mination costs due to the use of LEDs and the
bluer light they emit are all contributing to
rapidly increasing impacts on the natural night
sky. The improvements in lighting efficiency
have indirectly led to increased light pollution.

Outdoor lighting in cities alone consumes
19% of global electricity (predicted to reach 27%
by 2040), costing 30 to 50% of a typical city’s
energy bill (2). Generation of that electricity
produces greenhouse gas emissions, which con-
tribute to climate change. Global lighting ac-
counts for emissions equivalent to 1471 million
tons of CO, per year, equivalent to 18% of total
emissions in China or 27% in the US, the two

UInstituto de Astrofisica de Canarias, 38205-La Laguna, Tenerife,
Spain. “Starlight Foundation, 38205-La Laguna, Tenerife, Spain.
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countries with the highest greenhouse gas
emissions (3). There is little public awareness
of the link between lighting and CO, emissions.

Overillumination—the deployment of light-
ing that is unnecessary, brighter than required,
or switched on at inappropriate times—has
become widespread, affecting most towns and
cities worldwide. This wasteful overuse of light-
ing causes unjustified energy consumption,
needless economic expense, and excess emis-
sion of greenhouse gases.

83% of the world's population lives under
light-polluted skies (4); 23% of the world's land
surface between 75°N and 60°S is light-polluted
(4), and this number is growing at 2% per year,
i.e., doubling in about 35 years (5). By 2050 the
world population is predicted to reach 9.6 bil-
lion people, of which 68% are expected to live in
urban areas (6). Currently 733 million people lack

Fig. 1. Example of light pollution. The night sky photographed from the island of Salvora in northern Spain, part of
the Atlantic Islands of Galicia National Park and a certified Starlight Tourist Destination. The Milky Way extends
diagonally across the image. The bright sky glow in the lower left is produced by light pollution, mainly from the
use of white and blue LEDs and poorly shielded light fixtures from the towns located on the mainland coast of Rias
Baixas, Galicia. Compare the number of stars visible in the lower left and upper right parts of the image.
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electricity supply and another 2.4 billion dg Chec
have access to clean cooking fuels and tech.... |
ogies (7). If current lighting practices are con-
tinued, the combination of population increase
and economic development will lead to rapid
increases in the levels of light pollution.

Sales of LEDs had a compound annual growth
rate of more than 18% between 2017 and 2022
and are estimated to grow by another 15% be-
tween 2022 and 2027, reaching 141 million
USD per year (8). Many types of LED lighting
involved in this market expansion are not com-
patible with preserving the night sky because
they have inappropriate color temperatures
that emit large fractions of blue light, which is
more strongly scattered in the atmosphere.

Light pollution is increasing worldwide at
an estimated rate of 9.6% per year (9), reduc-
ing darkness everywhere, even at the most re-
mote observation sites. The increasing levels
of light pollution produced by the glow of ar-
tificial light at night (ALAN) is erasing the stars
from our visible skies. This deterioration will
leave a legacy with scientific, cultural, environ-
mental, and aesthetic repercussions. Over-lighting
also causes glare—the decrease in visual capacity
or distortion of perception due to the presence
of high luminance—and spectral light pollution,
the emission of light at wavelengths that are
useless for the intended purpose. Figure 1shows
an example of light pollution on the night sky.

Light pollution at astronomical observatories

Astronomical observations require dark skies
and any sky glow can overwhelm the faint sig-
nal from astronomical objects, preventing their
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Fig. 2. Number of active satellites in orbit between 1957 and 2022. Data from (18). The number of
maneuverable (blue) and nonmaneuverable (yellow) active satellites are plotted as a function of time. The pink
circle indicates the beginning of the LEO communications constellation Starlink (pink). The three categories are
additive. Between 2020 and 2022 the number of active satellites has grown by more than 50%.

detection. This problem becomes more acute
for fainter astronomical objects or when ob-
serving with the naked eye. Because light pol-
lution is generally worse in urban areas with
high levels of economic development, dark skies
are now mostly restricted to rural areas, often
in more economically impoverished regions
that are at risk of depopulation. In some of
those places, access to dark skies is the basis
for sustainable local economic development
through star tourism, also known as astro-
tourism. Others have been chosen to host the
large telescopes of professional observatories.
Even remote locations used for professional
astronomical observatories or astrotourism no
longer have pristine skies with natural levels of
darkness. Light pollution is gradually encroach-
ing everywhere as are radio signal interference
and artificial changes to weather patterns caused
by climate change and modifications to land use.
Astronomical observations are also compro-
mised by bright trails produced by increasing
numbers of satellites orbiting Earth (discussed
below). Two-thirds of major professional obser-
vatories are affected by light pollution at levels
that exceed the target set by the International
Astronomical Union (IAU) of 10% increase in
radiance above the expected natural levels (Z0).
Ground-based astronomical observations con-
tinue to drive major, high-impact discoveries
in astrophysics and fundamental physics. They
are often essential to interpret observations
from space-based telescopes. Ground-based
optical telescopes can be built at a substan-
tially larger size and roughly two orders of
magnitude lower cost (per unit collecting area)
than those launched into orbit. There are more
than 40 ground-based optical telescopes with
mirror diameters of 3 meters or larger, located in
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Australia, Chile, China, India, South Africa, Spain,
Russia, and the United States, which constitute a
substantial worldwide investment (7). The only
space telescope of the same size is the James Webb
Space Telescope (JWST), which took several dec-
ades to design, construct, and launch at a total
cost of ~10 billion USD (72). The next generation
of large ground-based optical telescopes cur-
rently under construction (the Giant Magellan
Telescope, the Thirty-Meter Telescope, and the
Extremely Large Telescope) will have apertures
ranging from 3 to 6 times larger than JWST,
are expected to be completed this decade, and
have much smaller budgets (12, 13).

Some types of astronomical data cannot be
obtained from orbit, such as for planetary de-
fense and space debris tracking. Arrays of
light-collecting dishes similar in size to large
radio antennas are deployed in remote loca-
tions (including in the United States, Namibia,
Spain, and Argentina) to capture the faint flashes
of blue Cherenkov radiation produced when
high-energy gamma rays hit the top of Earth’s
atmosphere. These cannot be replaced with
space-based telescopes.

Protecting sites for astronomy

Recognizing their importance for the local
economy, some governments of regions that
host astronomical observatories have intro-
duced laws to limit light pollution, such as the
1988 Ley del Cielo (Iaw of the skies) enacted by
the Canary Islands to protect observatories on
the islands of La Palma and Tenerife. Similar
regulations have been introduced in other areas
including Chile and Hawaii. However, the in-
creasing impact of light pollution on observa-
tories demonstrates that existing regulations
are insufficient to halt the ongoing damage.
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To do so, it is necessary to reduce, stop, and
then reverse the growth of ALAN at its main
sources (human population, agricultural, and
industrial centers) within the next decade
(11, 12). The TIAU recommends that the total
contribution of ALAN (quantifiable with sky
glow measurement instruments and theoret-
ical models) should be kept substantially be-
low 10% of the natural dark sky level at an
elevation of 45° in any azimuthal direction.
Bluer photons are more strongly scattered in
the atmosphere with the amount of scattering
being inversely proportional to the fourth power
of the wavelength. Therefore, reducing sky glow
requires the reduction or removal of lighting
that emits blue wavelengths: The blue light
content (the amount of light emitted at wave-
lengths below 500 nm as a fraction of the total
light emitted) should be as close as possible to
zero (I1). Recommended lighting sources should
be quasi monochromatic and have their maxi-
mum radiant flux (in watts per nanometer) in the
range of 570 to 605 nm (yellow-orange), simi-
lar to sodium vapor lamps (1I). It is necessary
for emissions to be at wavelengths longer than
555 nm—the astronomical 7-band filter—which
is already affected by emission lines as a result of
oxygen and sodium that add to the natural night
sky brightness.

Dark sky areas should be established around
critical locations such as observatories and na-
ture reserves, with zonal light output limits
(similar to air quality zones). Close to these
zones there should be no artificial light unless
the need is clearly demonstrated. In this case,
monochromatic illumination is strongly pre-
ferred (narrow-band amber), or when white
light is required for safety LEDs, color temper-
atures of 1800 K should be used.

In addition to color, orientation and intensity
also affect the amount of sky glow produced.
Outside the area intended to be directly illumi-
nated by the light source, the visible intensity
should be as close as possible to zero even at low
altitudes above the horizon (74). Light pollution
could be further reduced by dimming lights,
turning them off later in the night, or using mo-
tion sensors to increase brightness only when
the lights are actually needed.

Wherever such regulations have been im-
plemented, they have resulted in energy and
economic savings as well as reductions in
greenhouse gas emissions. Public administra-
tions that host astronomical observatories
are aware of the importance of protecting the
night sky for science and to benefit the local
economy.

The impact of satellite constellations

The deployment of large numbers of satellites
in low Earth orbit (LEO) has had an unantic-
ipated impact upon astronomy. Several com-
munication providers have begun launching or
are in advanced stages of planning networks
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of communications satellites referred to as
constellations or mega constellations. Tens of
thousands of these satellites are anticipated,
orbiting at low altitudes from 400 to 1200 km
(15). When a prototype batch of 60 satellites
was launched in May 2019, astronomers were
surprised by how bright they appeared from
the ground. Between 5 and 10% of satellites
are present above astronomical sites at any
given time, with a proportion of those being
illuminated by the Sun in a dark sky (76). With
plans for up to 400,000 satellites in such con-
stellations by 2030, thousands will be visible
from any location at any time.

Although these constellations have legiti-
mate goals of providing communication access
even in remote areas, they have damaging ef-
fects for the astronomical community. The use
of LEO means that even small satellites are
bright enough to be observable with the naked
eye, especially at low elevations above the hori-
zon and during twilight (close to dawn and
dusk). Satellites are illuminated by the Sun,
remaining in sunlight for longer than the
ground, with the resulting brightness also de-
pending on the season and latitude of the
observer. Satellites in lower altitude orbits
generally appear brighter from the ground,
whereas those in higher altitude orbits are
illuminated for longer periods before and after
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<25MHz

80 MHz

SKA Frequencies

73-74.6 MHz

Current
ITU allocations
<30 GHz

Frequency

VHF 30-300 MHz

100 MHz 200 300

twilight. Therefore, in general, constellations
in higher orbits are expected to be more dam-
aging to astronomical observations.

Figure 2 shows the number of active satellites
in orbit since 1957. The number has increased
rapidly, from 2200 in May 2019 to 5000 in
May 2022, with another 58,000 satellites pre-
dicted to be launched by 2030. Including inactive
satellites, this increases the total number in
orbit to ~8000 in 2023.

Satellite constellations affect optical and in-
frared astronomy as a result of their brightness
and the number of spacecraft involved. At op-
tical wavelengths and viewed from the ground,
each spacecraft appears as a moving source with
apparent visual magnitudes (as perceived by
the human eye, smaller magnitudes indicate
brighter objects) of about +3 to +4 mag during
the deployment process and +6.5 to +9 mag in
their final orbits. Several thousand satellites
have already been deployed (Fig. 2) and hun-
dreds of thousands more are proposed. The
number of satellites visible above the horizon
from an observatory is anticipated to be ~1600
immediately after sunset, decreasing to 1100 at
the end of astronomical twilight (16). Of those
satellites, 85% would be close to the horizon
(below 30° elevation) but that still leaves more
than 100 across the higher elevations commonly
used for astronomy. That study assumed 26 thou-

UHF 300 MHz - 3 GHz

120 MHz

’ USA 915 MHz
Hz

s co-2ccne {111 SR
EUROPE

sand satellites (16); since then the number of
proposed LEO spacecraft has increased by
more than a factor of 10. Satellite mega con-
stellations also produce a diffuse sky brightening
due to the scattering of sunlight from satellite
debris. Assuming 65,000 satellites, this contri-
bution has been estimated as ~0.5% of the dark
sky, and the sunlight scattering of the upcom-
ing satellites from the mega constellation into
debris would create an additional ~10% over
the dark sky brightness (17). This limit (~10%)
was adopted in 1979 by the International As-
tronomical Union for the light pollution level
not to be exceeded at the sites of astronomical
observatories (10).

There is currently no regulation of the impact
on astronomy by satellite mega constellations.
The astronomical community did not become
aware of the issue until spacecraft were already
being launched. The impacts are expected to be
particularly adverse for observations at low _
elevations or during twilight and automated
surveys searching for moving objects (such as
potentially hazardous asteroids) (16). Survey
telescopes with wide fields of view will be se-
verely affected. Twilight images taken with short
exposure times (1 s) are essentially unaffected
by satellite trails, but those with medium (100 s)
or long (1000 s) exposures are contaminated
by satellite trails in up to 0.5 and 1% of the

Downlink

South Africa 100 MHz - 25.6 GHz
Australia 70 MHz - 25.5 GHz

322-328.6 MHz
406.1-410 MHz
608-614 MHz
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Fig. 3. Comparison of radio frequencies used for astronomy with sources of radio interference. Specific bands reserved for astronomy by the International
Telecommunication Union (ITU) are shown up to 30 GHz, compared with observational ranges of the SKA and the radio quiet zones (RQZs) established by the
host governments. Icons indicate the radio bands used for (from left to right) amateur radio, television, aviation, mobile telephony, bluetooth, wifi, 5b Band, and LEO
satellites downlink. Black boxes indicate the frequency bands used for VHF (very high frequency) transmission, UHF (ultra high frequency) transmission, and ISM

(industry, science, and medicine).
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pixels, respectively (16). Up to 30% of wide-field
exposures on a large telescope would be lost
during the early evening pre-dawn hours, and
nearly 50% of twilight exposures would be
contaminated (I6). The under-construction
Vera C. Rubin Observatory, designed to per-
form wide-field surveys, is predicted to have
up to 40% of its images be unusable due to
satellite trails or saturation of the detectors
(16). Even telescopes with smaller fields of view
would have ~10% of images affected during
twilight (76, 19). Those studies considered
the current satellite constellations so
those rates will be higher if the an-
ticipated numbers of spacecraft are
launched.

Astronomical observations would
greatly benefit if planned satellite con-
stellations use as few spacecraft as
possible (with the optimal number
being zero), and to keep the satellite
orbits low so that they enter the shad-
ow of Earth soon after sunset. Astron-
omers and satellite operators have
started to explore ways to mitigate
their effects but there is an urgent
need for national and international
regulations. Several expert working
groups (I1, 12) have made more than
40 specific recommendations to var-
ious stakeholders (observatories, in-
dustry, astronomy community, science
funding agencies, national and inter-
national policy-makers) for technical
and political steps required to limit
the impact on astronomy.

Radio interference impacts on
radio astronomy

Radio astronomy involves observing
the Universe at wavelengths that are
also used by human-generated radio
communications. The increasing band-
width and transmission powers used
by radio communications have led to
increasing levels of radio frequency
interference with astronomical obser-
vations. Satellite constellations also
generate radio emissions. Some ra-
dio bands have been protected for astronomy
by international agreements but transmitters
always have some level of leakage into the
protected bands, resulting in interference.
Radio quiet zones (RQZ) are regulatory zones
around radio telescopes where human-generated
radio emissions are controlled, established by
local governments and the International Tele-
communication Union (ITU) (20). These have
been effective in reducing nearby radio emis-
sions on the ground but do not protect against
radio transmissions by spacecraft in orbit pass-
ing overhead. Until recently, satellite transmis-
sions at frequencies between 10 and 80 GHz
were generated mostly by satellites in geo-
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stationary Earth orbit (GEO), with lower con-
tributions from LEO satellites. The deployment
of LEO constellations will produce hundreds
of fast-moving sources of bright radio inter-
ference, visible to radio telescopes at all times
of day (12).

Figure 3 compares the radio frequency bands
reserved for astronomy by ITU and those used
by common sources of radio interference, both
from ground-based technology and LEO sat-
ellites. For comparison, it also shows the ob-
serving ranges of the Square Kilometre Array

Fig. 4. Photograph of Comet C/2020 F3 (NEOWISE) contaminated by
satellite trails. The image was taken by Daniel Lopez from Tenerife using
amateur astronomer equipment. The comet is visible but so are numerous
streaks generated by the passage of ~30 satellites through the field of
view. Some of the streaks have gaps as a result of the multiple exposures
that were stacked to produce the image.

(SKA), an international radio observatory cur-
rently under construction in Australia and
South Africa, and the radio quiet zones that
have been authorized at the telescope sites.
This local ground-based protection of the ob-
servatory extends beyond the bands allocated
by ITU for astronomy. However, it does not
protect the observatory from radio interfer-
ence produced by satellites. One exception is
in Germany, where the government has an
agreement with the Starlink satellite con-
stellation to avoid the spacecraft transmit-
ting while they pass over the Effelsberg radio
telescope. Similar agreements will be necessary
for other radio observatories.
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Amateur astronomy and astrotourism
Approximately one million people are active
in amateur astronomy, two orders of magni-
tude larger than the number of professional
astronomers (21). ALAN and LEO satellite con-
stellations will also affect amateur astronomy,
particularly in the areas of professional-amateur
scientific research programs, astrophotography,
and astrotourism.

Amateur astronomers discover comets, search
galaxies for supernovae, perform variable star
and meteor tracking campaigns, and confirm
candidate exoplanets (12). These ac-
tivities are particularly vulnerable to
light pollution because amateur astro-
nomers do not have access to the
economic and technological resources
required to mitigate its effects. In-
creasing levels of light pollution se-
riously compromise these activities,
which will become practically impossi-
ble in the next decade if current trends
continue.

The trails of LEO satellites affect
amateur astrophotography. Figure 4
shows an image of Comet C/2020 F3
(NEOWISE) taken using a digital re-
flex camera. The photographer ob-
tained a series of 30-second exposure
images, then stacked them to reach
sufficient depth to see the comet. How-
ever, 90% of the exposures showed
satellite trails that contaminated the
image. Amateur astronomers use cam-
eras and telescopes with wider fields
of view than large professional tele-
scopes and so are more likely to have
artificial satellite trails in their images.

Degradation of the night sky af-
fects wider society, as the night sky
has inspired developments in philos-
ophy, art, culture, and religion. Cul-
tural interpretations of the stars have
been developed worldwide through
generations, expressed in legends, folk-
tales, stories, and other traditional
practices; many of these are at risk of
extinction (22).

The night sky is a resource to be
safeguarded not only for science but also for
its value to culture, the environment, biodi-
versity, human health and quality of life, and
as a driver of sustainable economy through
astrotourism (23). Astrotourism combines
night- and day-time sky observations, outreach,
and leisure activities related to astronomy. It
is intended to be a sustainable form of tour-
ism and is suitable for territories that are less
economically developed, which often means
less light-polluted (24).

Areas where dark night skies are legally pro-
tected are known as dark sky oases (Z7). Similar
to physical oases, these locations are distinguished
by the abundance of a resource surrounded by
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scarcity. Dark skies oases are intended to foster
implementation of environmentally friendly
and sustainable lighting solutions. There are
currently more than 200,000 km? of terri-
tories (approximately the size of the UK) in
more than 30 countries with protected skies
(11, 25), accredited by international institu-
tions. These include areas designated as Bio-
sphere Reserves, Natural or National Parks,
Ramsar sites, World Heritage sites, etc. These
areas are diversifying their economies and
developing sustainable and responsible astro-
tourism. Astrotourism helps to disseminate
an appreciation for astronomy and provides a
tool against depopulation of undeveloped areas,
providing jobs with technical and scientific
skills (26).

Light pollution endangers the operation of
infrastructure dedicated to astrotourism, such
as tourist astronomical observatories, star parks,
astronomical viewpoints, telescope farms, as-
tronomy interpretation centers, and traveling
planetariums. Many of these facilities receive
hundreds of daily visits; collectively they provide
employment opportunities to thousands of pro-
fessionals. Over the last decade, hundreds of
astrotourism companies have been established
around the world. Many of their staff have
backgrounds in amateur astronomy, who see
their livelihood threatened by the growing
levels of light pollution. Other astrotourism
professionals come from the tourism sector
(mainly from eco- and rural tourism) and the
business sector, who regard astrotourism as
a way to diversify their business (24). There-
fore, light pollution affects not only amateur
astronomy but also the business sector and
local economic development. Demand for
astrotourism certification and training has
grown by more than 300% in the last five
years (26), attracting tens of thousands of visi-
tors and providing an economic return of over
100 million dollars in multiple territories.
This growth is threatened by increasing light
pollution.

Potential mitigation strategies

ALAN is regulated by local, regional, and national
governments, some of whom have enacted
legislation to control outdoor lighting specifi-
cally to reduce light pollution. Several inter-
national organizations work to protect the night
sky for astronomy.

The United Nations Committee on the Peace-
ful Uses of Outer Space (COPUOS) of the UN
Office of Outer Space Affairs (UNOOSA) is the
institution responsible for regulating human
activities in space. The effect of spacecraft on
astronomy falls within the COPOUS remit and
requires protection from the uncontrolled growth
of artificial sky glow. However the impact of
satellites on astronomy is essentially unregulated
except for the protection of narrow radio bands
by the ITU.
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To discuss the impact of ALAN, satellite con-
stellations, and radio frequency interference
on astronomy, two workshops on Dark and
Quiet Skies for Science and Society were held
in October 2020 and 2021. The purpose was
to establish recommendations for protecting
the dark and (radio-)quiet skies as well as ex-
ploration of how to implement them. The work-
shops produced two reports (71, 12) that aimed
to identify the technical and political actions
required by the stakeholders and partners who
would need to collaborate to preserve a dark
and quiet sky. Similarly, two Satellite Constel-
lations Workshops were held in July 2020 and
2021, which made recommendations of how
to mitigate the negative impacts of satellite
constellations on astronomy and the night
sky (15, 19).

The IAU set up a Centre for Protection of the
Dark and Quiet Sky from satellite constellation
interference in 2022 (27). Its goal is to propose
mitigation strategies, policy, and regulatory
measures to be implemented by local and na-
tional governments.

Preserving the skies has been proposed for
inclusion in the 2030 Agenda for Sustainable
Development, a revision of the UN sustainable
development goals (28). Light pollution is re-
lated to sustainable development goals in the
areas of poverty, inequality, climate, environ-
mental degradation, prosperity, peace, and jus-
tice. “Sky Quality and Access to Starlight” has
been proposed as sustainable development goal
18 (SDGI18) and a public petition has been set
up to promote it (28). The SDG18 proposal was
submitted in March 2022; more than 2000 in-
dividuals and institutions from over 25 coun-
tries have supported it.

We are all made of stardust, literally and cul-
turally. Astronomy is the oldest science, helping
to drive scientific and technological discov-
eries. Having access to dark skies is neces-
sary for many livelihoods and cultures. The
starry sky is an opportunity for development
and empowerment for many indigenous and
local communities in rural locations. It is our
duty to protect and safeguard it for present
and future generations.
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EDITORIAL

Commit to the Global South

ulnerabilities of the world’s least developed
countries to health, economic, and environmen-
tal crises were recently in the spotlight at a Unit-
ed Nations (UN) conference in Qatar. In March,
the Doha Programme of Action was announced
as a call for the developed world to renew com-
mitments to support low- and middle-income
countries in overcoming major challenges. UN Secretary
General Anténio Guterres aptly stated there are “no more
excuses.” Such a commitment requires Global North-
South and South-South partnerships that harness science
and technology and that also empower the South to sus-
tain progress. As a scientist from the Global South who
can attest to science’s transformative role in this region of
the world, individuals and organi-
zations across sectors and society
can play a strong role in support-
ing such a commitment.

Growing up in apartheid
South Africa in the 1970s, I lived
through huge racial differences
in socioeconomic status and liv-
ing conditions across the coun-
try. Blacks in South Africa and
people in the Global South in
general struggled to meet their
basic needs for food, housing,
and health care, and access to
education, water, and sanita-
tion. I saw how countries in the
Global North prospered through
quality education and an emphasis on science, technol-
ogy, innovation, and engineering. Starting a career in
epidemiology in the early 1990s, I focused my research
on HIV/AIDS, a rigorous scientific and social justice
challenge. This disease unmasked huge differences
within and between countries regarding those who
bear the burden of infection. A common thread was
that the most vulnerable were (and still are) the most
poor, marginalized, stigmatized, and discriminated
against populations. However, global solidarity in seek-
ing scientific solutions and social activism catalyzed
drastic reductions in the costs of antiretroviral therapy.
Establishment of the US President’s Emergency Plan
for AIDS Relief and the Global Fund to Fight AIDS,
Tuberculosis and Malaria reflected commitment of
the Global North to tackle the pandemic in the Global
South. Africa alone, home to about 70% of the global
burden of HIV infection, now has over 20 million AIDS
patients on this treatment, with a resulting 20-year in-
crease in the life expectancy of those individuals.

“..theworld
must do more than
lament the

growing inequalities
and the
looming threats...”

Although collaborations and partnerships in scientific
endeavors across borders are important in the short to
medium term, sustaining progress requires commitment
to long-term investments in building human resource ca-
pacity at regional and national levels. Given that 27% of
the population in low- and middle-income countries are
under 14 years of age, it is time to sow the seeds for career
paths across the Global South’s scientific enterprise that
are accessible to all.

Earlier this year, I was elected to serve as the president
of The World Academy of Sciences (TWAS). Established
40 years ago as the Third World Academy of Sciences,
it has envisioned sustainable development in vulner-
able regions of the world through scientific solutions
in research, education, policy,
and diplomacy—endeavors that
long preceded the UN Sustain-
able Development Goal (SDG)
framework. Over the past four
decades, TWAS and other global
organizations such as the Abdus
Salam International Centre for
Theoretical Physics, the Organi-
zation for Women in Science for
the Developing World, the Inter-
Academy Partnership, and the In-
ternational Science Council have
strengthened the science base in
developing countries by support-
ing training and capacity building
through strong South-South and
North-South collaborations. For example, there are cur-
rently more than 700 TWAS fellowship students working
toward graduate degrees locally in the Global South. But
much remains to be done to fill this education and train-
ing pipeline with students. And long-term investment in
infrastructure that supports a growing regional pool of
talent also is needed.

In a time of unprecedented social, political, and eco-
nomic upheavals and deepening inequalities within and
between countries, organizations across science sectors
must more actively support improving the quality of life
globally, especially in the Global South. As member states
gather for the mid-term review of SDG progress later this
year, the world must do more than lament the growing
inequalities and the looming threats that face everyone.
It is important to consider not only who does the science
but also who receives the fruits of science if the Global
South is to leapfrog into an equitable present and future.

-Quarraisha Abdool Karim

Chec
updz

Quarraisha
Abdool Karim

is president of The
World Academy of
Sciences, Trieste,
Italy; associate
scientific director of
the Centre for the
AIDS Programme of
Research in South
Africa, Durban,
South Africa; and
professor of Clinical
Epidemiology at
the Mailman School
of Public Health,
Columbia University,
New York, NY,

USA. quarraisha.
abdoolkarim@
caprisa.org

10.1126/science.adj1621

SCIENCE science.org

16 JUNE 2023 « VOL 380 ISSUE 6650

1091


http://crossmark.crossref.org/dialog/?doi=10.1126%2Fscience.adj1621&domain=pdf&date_stamp=2023-06-15

NEWS

i

Chec

k& | think this species will rapidly go extinct, because the | upd:
demand is so intense and the price is so high.99

Gerontologist Malene Hansen, in Sixth Tone, a China-based magazine, about reports that smugglers
in China are illegally capturing wild long-tailed macaques to meet a large demand for the monkeys in research.

IN BRIEF Edited by Jeffrey Brainard

Brain specialists propose banning checks in high school hockey games like this one in Biddeford, Maine.

SPORTS MEDICINE

Concussion experts call for rule changes

n expert panel of researchers and clinicians this week called for

an end to virtually all checking in youth ice hockey and backed

other changes for preventing and treating sports-related concus-

sions (SRCs). A systematic review overseen by the international

group found that banning checking (a collision by a defensive

player to dislodge the puck) reduced the rate of concussions in
child and adolescent games by 58%; requiring mouthguards dropped
the rate by 28% at all levels of play. The authors of the consensus state-
ment, published in the British Journal of Sports Medicine, also con-
clude that the standard prescription of strict rest and bans on screen
time for many days after an SRC may not be beneficial. The group
recommends that easy physical activity such as walking begin im-
mediately. As for an especially controversial question in professional
sports—the extent to which SRCs cause later neurological disease such
as dementia and Parkinson’s disease—the authors, some of them con-
sultants to or employees of professional sports leagues, say research
has not proved a causal relationship. They call for further studies.
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Diabetes drug deters Long Covid

BIOMEDICINE | The inexpensive and
widely used diabetes drug metformin
decreased the risk of developing Long
Covid in overweight and obese outpatients
who took it while acutely ill with SARS-
CoV-2 infection, researchers reported last
week in The Lancet Infectious Diseases.
The risk was 41% lower for the metformin
group than for a comparison group receiv-
ing a placebo. The study presents the first
evidence from a randomized clinical trial
that a medication taken by patients who
have acute symptoms such as cough and
fever can reduce the risk of Long Covid, an
ill-defined, chronic condition with symp-
toms that can include extreme fatigue,
breathlessness, and brain fog. About 1100
U.S. trial participants were given placebo
or metformin within 7 days of becoming
ill. In the following 180 to 300 days, 10.4%
in the placebo group reported being diag-
nosed with Long Covid versus 6.3% in the
metformin group.

Global earthquake model released

SEISMOLOGY | A nonprofit scientific group
this week released a set of global models
and maps describing earthquake hazards
and risks to help inform building codes
and tailor other precautions in areas most
vulnerable to damage. The tools from the
Global Earthquake Model Foundation,
updated for the first time since 2018, are
based on 30 seismic models that together
provide about twice the resolution of prior
efforts. The team updated and expanded
data about inflation, population growth,
and building practices, all of which elevate
the potential for loss in earthquake-prone
regions. The risk models suggest the
greatest potential for structural damage is
in India; economic loss, Japan; displaced
people, Pakistan; and fatalities, China.

Lab safety doesn’t hurt output

WORKPLACE | Prioritizing lab safety does
not hamper research productivity, a study of
practices at the University of California, Los
Angeles (UCLA) shows. In recent decades,
laboratory disasters have killed or griev-
ously injured young scientists at several
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institutions, but some researchers say tighter
precautions would interfere with getting
work done in the lab. To test this viewpoint,
researchers examined the productivity of
600 chemistry labs at UCLA, measured by
numbers of scientific publications, before
and after a fatality from a 2008 fire led the
institution to systematically tighten inspec-
tions and rules. A few labs increased safety
precautions by using safer alternatives to
hazardous chemicals. Among all 600 labs,
there was no change in productivity after the
researchers controlled for other factors, they
reported this month in a National Bureau

of Economic Research working paper. Lab-
safety specialists say many universities have
room to improve.

Antacid for the ocean

GEOENGINEERING | A nonprofit group that
supports research on manipulating ocean
chemistry to remove atmospheric carbon
dioxide announced last week its first
research grants, $23 million for nine stud-
ies. The ocean already naturally absorbs
30% of annual carbon emissions and
contains 50 times more carbon than the
atmosphere. The water’s natural capacity
to store carbon can be boosted by pulver-
izing and adding alkaline rocks such as
basalt or limestone. Alkaline minerals in

Patania I, a 25-ton robot
that collects mineral
nodules from the sea floor,
is launched at night.

SCIENCE science.org

the rocks convert dissolved carbon dioxide
into long-lasting carbonate and bicarbon-
ate ions, allowing the ocean to absorb more
atmospheric carbon dioxide. The Carbon

to Sea Initiative, founded by Meta’s former
chief technology officer, will support
projects to examine the efficacy, costs, and
environmental effects of ocean alkaliniza-
tion schemes.

Egypt criticizes ‘Afrocentrism’

ARCHAEOLOGY | A decades-old Dutch
archaeological mission in Egypt has been
suspended after authorities there revoked
the National Museum of Antiquities’s
permit to excavate at Saqqara, a necropolis
on the outskirts of Cairo. The move was

a reaction to the museum’s new exhibit
“Kemet: Egypt in Hip Hop, Jazz, Soul &
Funk,” a look at how ancient Egyptian
and Nubian culture inspired modern-day
Black musicians. In an email to museum
Director Wim Weijland last week, an
official at Egypt’s Ministry of Tourism
and Antiquities accused the museum

of “falsifying history” by including an
Afrocentric approach to Egypt’s past and
for depicting Nefertiti with dark skin.
The decision follows recent statements by
prominent Egyptian archaeologists criti-
cizing Netflix for casting a Black actor to

portray Cleopatra in a recent docudrama.
In a statement on its website, the museum
said its social media has been bombarded
with racist comments. “We cordially invite
everyone to visit the exhibition and form
their own opinions,” the museum writes.

Humans entered Asia early

PALEOANTHROPOLOGY | Scientists have
dated skull and shin bones from a modern
human, found in a cave in northern Laos,
to between 68,000 and 86,000 years ago,
before the main migration of our species
out of Africa that gave rise to all living
non-African populations. Genetics-based
models agree the main migration occurred
sometime between 50,000 and 60,000
years ago. The new study, published this
week in Nature Communications, bolsters
evidence that modern humans sojourned
out of Africa more than once and traveled
vast distances—although these precocious
migrants likely didn’t contribute many, if
any, genes to modern populations. Previous
claims to have found human remains in
Southeast Asia from before 60,000 years
ago have been met with skepticism. But
experts say their confidence in the dating
of the Laotian cave is bolstered by the
authors’ use of a combination of state-of-
the-art methods.

MARINE SCIENCE
Ocean mining ban sought

urope'’s top science advisory panel
last week called for a moratorium
on commercial deep-sea mining,
arguing that its environmental
impacts are poorly understood
and that critical clean energy minerals
can be harvested from mines on land.
According to some forecasts, only the
highest demand scenarios for minerals
used in renewable power and electric
vehicles require supplies from the deep
sea, says the report from the European
Academies’ Science Advisory Council.
Next month, the United Nations's
International Seabed Authority (ISA) will
consider a moratorium in international
waters. (The United States is not an ISA
member because it has not ratified the
LLlaw of the Sea Convention.) Although
individual scientists have previously
called for a moratorium, this is the first
such call by a major scientific panel.
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ORIGIN OF LIFE

By Robert F. Service

n 1848, French chemist Louis Pasteur

discovered that some molecules essen-

tial for life exist in mirror image forms,

much like our left and right hands. To-

day, we know biology chooses just one

of these “chiral” forms: DNA, RNA, and
their building blocks are all right-handed,
whereas amino acids and proteins are all
left-handed. Pasteur, who saw hints of this
selectivity, or “homochirality,” thought
magnetic fields might somehow explain it,
but its origin has remained one of biology’s
great mysteries. Now, it turns out Pasteur
may have been onto something.

In three new papers, researchers suggest
magnetic minerals common on early Earth
could have caused key biomolecules to ac-
cumulate on their surface in just one mirror
image form, setting off a positive feedback
that continued to favor the same form. “It’s
a real breakthrough,” says Jack Szostak,
an origin of life chemist at the University
of Chicago who was not involved with the
new work. “Homochirality is essential to get
biology started, and this is a possible—and I
would say very likely—solution.”

Chemical reactions are typically un-
biased, yielding equal amounts of right-
and left-handed molecules. But life re-
quires selectivity: Only right-handed DNA,
for example, has the correct twist to inter-
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How the molecules of life hecame one-handed

“Breakthrough” experiments suggest magnetic materials skewed early biomolecules

act properly with other chiral molecules.
To get life, “you’ve got to break the mirror,
or you can’t pull it off,” says Gerald Joyce,
an origin of life chemist and president of
the Salk Institute for Biological Studies.
Over the past century, researchers have
proposed various mechanisms for skewing
the first biomolecules, including cosmic
rays and polarized light. Both can cause
an initial bias favoring either right- or left-
handed molecules, but they don’t directly
explain how this initial bias was amplified
to create the large reservoirs of chiral mol-
ecules likely needed to make the first cells.
An explanation that creates an initial bias
is a good start, but “not sufficient,” says
Dimitar Sasselov, a physicist at Harvard
University and a leader of the new work.
Hints of another option date to 1999,
when researchers led by Ron Naaman, a
chemical physicist at the Weizmann Insti-
tute of Science, found that the electrons in
opposite chiral forms of a molecule have
contrasting patterns of spin, a magnetic
property. Later experiments revealed that
the spin differences can cause chiral mol-
ecules to interact differently with mag-
netic materials, in which electron spins are
aligned to create magnetic forces. For ex-
ample, Naaman and his colleagues found
that left-handed peptides (short amino
acid chains) might bind to a magnetic sur-
face while right-handed ones are repelled.

An RNA-making molecule crystallizes on magnetite,
which can bias the process toward a single chiral form.

But this finding, too, did not explain how
the initial bias could be amplified.

A glimmer of an amplification mecha-
nism emerged in 2009. Researchers led by
Matthew Powner and John Sutherland at
the University of Manchester were study-
ing possible origins of RNA, which many
researchers think was a central player in
the origin of life. They were intrigued by
a molecule called ribo-aminooxazoline
(RAO), which they discovered could react
to form two of RNA’s nucleotide building

blocks. RAO is among a rare class of crys-

tals that enforce a single chirality: Once
a crystal starts to grow from either right-
or left-handed versions of the molecule,
only molecules with the same -chirality
can bind to the structure. Such crystals, if
they started with an initial bias, could have
caused chiral RAO to build up.

Now, Sasselov and his colleagues have
put these two pieces together. They won-
dered whether magnetic surfaces might
favor a single RAO chiral form. To find out,
they turned to magnetite, a magnetic min-
eral that is common in Earth’s crust. They
applied a strong external magnetic field,
aligning electron spins in the magnetite
and strengthening its magnetism. When
they exposed the magnetite surface to a
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solution containing an equal mix of right-
and left-handed RAO molecules, 60% of
those that settled on top were of a single
handedness. This created a crystalline
seed that caused additional like-handed
RAOs to bind, eventually forming pure
single-handed RAO crystals, the research-
ers reported last week in Science Advances.
When they flipped the field’s orientation
and repeated the experiment, crystals with
the opposite handedness took shape. “It’s
a really cool effect and a way to break the
symmetry,” says Powner, now at University
College London.

One concern is that the applied mag-
netic field was some 6500 times stronger
than Earth’s own field, cautions Noémie
Globus, a physicist at the University of
California, Santa Cruz, whose own work
supports cosmic rays as the source of life’s
chiral bias. “It requires conditions that are
quite unrealistic,” she says.

But previous reports show that mag-
netite subjected only to Earth’s natural
magnetic field can still cause an initial,
though smaller, bias toward one form of a
chiral molecule. And Sasselov and his col-
leagues reported in a 13 April arXiv pre-
print that when pure chiral RAO crystals
were placed on top of magnetite, the align-
ment of the electron spins in the crystals
forced more and more electron spins in
the underlying magnetic material to align,
creating a positive feedback. “It’s self-
enhancing and increases the persistence of
the bias” toward one molecular form, says
team member Furkan Ozturk, a Harvard
Ph.D. student.

The chiral RAO in turn imposes its
handedness on the RNA building blocks
it generates, and Sasselov’s team has now
shown that the effects cascade to other
biological molecules. In a report accepted
last week in The Journal of Chemical Phys-
ics they show that once an excess of chiral
RNA is formed, known chemical reactions
could pass on this chiral bias, templating
amino acids and proteins with the oppo-
site handedness and ultimately fostering
other chiral molecules essential to cell me-
tabolism. “There is no solution out there
that solves all the steps out there that this
does,” Szostak says.

The quest that began with Pasteur isn’t
quite over, though. One loose end, Sasselov
acknowledges, is that RAO has only been
shown to lead to the synthesis of two of
RNA’s four nucleotides, cytosine and ura-
cil. It isn’t known to produce the other two,
adenine and guanine, although Sasselov
says there’s a “big push” to search for RAO
reactions that could do it. If they can, the
mystery of biological handedness might be
another step closer to being solved.
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DOE lab would probe climate
effects on poor communities

New national lab would go to a historically Black institution

By Jeffrey Mervis

resident Joe Biden has asked Con-

gress for $35 million to begin plan-

ning a new Department of Energy

(DOE) laboratory that would study

the impact of climate change on poor

communities. The initiative is buried
in the agency’s fiscal year 2024 budget, which
the president submitted this spring, and
Science has learned that DOE officials did not
request the money.

If funded, the new national lab would join
the 17 basic science, energy, and weapons
labs now run by DOE. Apart from the topic,
its most striking feature would be its loca-
tion. It would be built at one of the country’s
104 historically Black colleges and universi-
ties (HBCUs), which were founded to provide
opportunities for Black people barred from
attending most U.S. institutions of higher
education because of their race.

“Establishing a national lab at an HBCU is
a top priority for the Department of Energy
and for the Biden administration as a whole,”
says a senior White House official who spoke
with Science on the condition of anonymity.
DOE and several other agencies now run
competitive programs that give small grants
to HBCUs and other institutions serving
large numbers of minority students. But the
new lab would be a much larger and longer
lasting enterprise.

DOE’s network of national laboratories has
taken on monumental technical challenges
over more than 8 decades, from developing
the atomic bomb to pursuing laser fusion as
a future energy source. With annual budgets
that can top $2 billion, the labs are typically
operated by a private contractor under re-
newable contracts from the government.

The new lab would tackle problems facing
“disadvantaged communities that are mar-
ginalized, underserved, and overburdened
by pollution,” the White House official said.
That effort would also further the adminis-
tration’s Justice40 initiative, which seeks to
funnel “40 percent of the overall benefits of
certain Federal investments” to those dis-
tressed communities.

Current global climate models don’t pro-
vide enough spatial resolution to guide local
policymakers who are preparing for impacts
such as excessive heat and flooding, says

Harvard University physicist Cherry Murray.
“Coming up with community-scale climate
models is a huge challenge,” says Murray,
a former head of DOE’s basic science shop,
which manages 10 of the national labs. “No-
body knows how to do that now.” The varied
environments within cities make fine-scale
modeling even more difficult.

Murray worries that the challenge may
be too big for a lab that would be starting
from scratch and run by an institution that .
historically has received relatively little
federal funding. “Building up the neces-
sary computing capacity is going to be very
expensive,” she notes. “And then you also
need to have the administrative expertise to

Flooding from Tropical Storm Harvey displaced many
Houston residents in 2017.

manage a national lab.” She would prefer to
see DOE make it easier for HBCU faculty
to tap into the extensive facilities and large
scientific teams already in place at an ex-
isting national lab.

The president’s budget request doesn’t
flesh out how the $35 million would be
spent. “We realize it’s not sufficient to
build a full lab,” the White House official
says. “But it’s meant to start the planning
process and figure out the best opportuni-
ties going forward.”

Should Congress approve the requested
funding, the next step would likely be a
series of community workshops on what
such a lab could look like. DOE would then
solicit proposals from HBCUs it deems eli-
gible to build and operate the lab.
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solution containing an equal mix of right-
and left-handed RAO molecules, 60% of
those that settled on top were of a single
handedness. This created a crystalline
seed that caused additional like-handed
RAOs to bind, eventually forming pure
single-handed RAO crystals, the research-
ers reported last week in Science Advances.
When they flipped the field’s orientation
and repeated the experiment, crystals with
the opposite handedness took shape. “It’s
a really cool effect and a way to break the
symmetry,” says Powner, now at University
College London.

One concern is that the applied mag-
netic field was some 6500 times stronger
than Earth’s own field, cautions Noémie
Globus, a physicist at the University of
California, Santa Cruz, whose own work
supports cosmic rays as the source of life’s
chiral bias. “It requires conditions that are
quite unrealistic,” she says.

But previous reports show that mag-
netite subjected only to Earth’s natural
magnetic field can still cause an initial,
though smaller, bias toward one form of a
chiral molecule. And Sasselov and his col-
leagues reported in a 13 April arXiv pre-
print that when pure chiral RAO crystals
were placed on top of magnetite, the align-
ment of the electron spins in the crystals
forced more and more electron spins in
the underlying magnetic material to align,
creating a positive feedback. “It’s self-
enhancing and increases the persistence of
the bias” toward one molecular form, says
team member Furkan Ozturk, a Harvard
Ph.D. student.

The chiral RAO in turn imposes its
handedness on the RNA building blocks
it generates, and Sasselov’s team has now
shown that the effects cascade to other
biological molecules. In a report accepted
last week in The Journal of Chemical Phys-
ics they show that once an excess of chiral
RNA is formed, known chemical reactions
could pass on this chiral bias, templating
amino acids and proteins with the oppo-
site handedness and ultimately fostering
other chiral molecules essential to cell me-
tabolism. “There is no solution out there
that solves all the steps out there that this
does,” Szostak says.

The quest that began with Pasteur isn’t
quite over, though. One loose end, Sasselov
acknowledges, is that RAO has only been
shown to lead to the synthesis of two of
RNA’s four nucleotides, cytosine and ura-
cil. It isn’t known to produce the other two,
adenine and guanine, although Sasselov
says there’s a “big push” to search for RAO
reactions that could do it. If they can, the
mystery of biological handedness might be
another step closer to being solved.
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DOE lab would probe climate
effects on poor communities

New national lab would go to a historically Black institution

By Jeffrey Mervis

resident Joe Biden has asked Con-

gress for $35 million to begin plan-

ning a new Department of Energy

(DOE) laboratory that would study

the impact of climate change on poor

communities. The initiative is buried
in the agency’s fiscal year 2024 budget, which
the president submitted this spring, and
Science has learned that DOE officials did not
request the money.

If funded, the new national lab would join
the 17 basic science, energy, and weapons
labs now run by DOE. Apart from the topic,
its most striking feature would be its loca-
tion. It would be built at one of the country’s
104 historically Black colleges and universi-
ties (HBCUs), which were founded to provide
opportunities for Black people barred from
attending most U.S. institutions of higher
education because of their race.

“Establishing a national lab at an HBCU is
a top priority for the Department of Energy
and for the Biden administration as a whole,”
says a senior White House official who spoke
with Science on the condition of anonymity.
DOE and several other agencies now run
competitive programs that give small grants
to HBCUs and other institutions serving
large numbers of minority students. But the
new lab would be a much larger and longer
lasting enterprise.

DOE’s network of national laboratories has
taken on monumental technical challenges
over more than 8 decades, from developing
the atomic bomb to pursuing laser fusion as
a future energy source. With annual budgets
that can top $2 billion, the labs are typically
operated by a private contractor under re-
newable contracts from the government.

The new lab would tackle problems facing
“disadvantaged communities that are mar-
ginalized, underserved, and overburdened
by pollution,” the White House official said.
That effort would also further the adminis-
tration’s Justice40 initiative, which seeks to
funnel “40 percent of the overall benefits of
certain Federal investments” to those dis-
tressed communities.

Current global climate models don’t pro-
vide enough spatial resolution to guide local
policymakers who are preparing for impacts
such as excessive heat and flooding, says

Harvard University physicist Cherry Murray.
“Coming up with community-scale climate
models is a huge challenge,” says Murray,
a former head of DOE’s basic science shop,
which manages 10 of the national labs. “No-
body knows how to do that now.” The varied
environments within cities make fine-scale
modeling even more difficult.

Murray worries that the challenge may
be too big for a lab that would be starting
from scratch and run by an institution that .
historically has received relatively little
federal funding. “Building up the neces-
sary computing capacity is going to be very
expensive,” she notes. “And then you also
need to have the administrative expertise to

Flooding from Tropical Storm Harvey displaced many
Houston residents in 2017.

manage a national lab.” She would prefer to
see DOE make it easier for HBCU faculty
to tap into the extensive facilities and large
scientific teams already in place at an ex-
isting national lab.

The president’s budget request doesn’t
flesh out how the $35 million would be
spent. “We realize it’s not sufficient to
build a full lab,” the White House official
says. “But it’s meant to start the planning
process and figure out the best opportuni-
ties going forward.”

Should Congress approve the requested
funding, the next step would likely be a
series of community workshops on what
such a lab could look like. DOE would then
solicit proposals from HBCUs it deems eli-
gible to build and operate the lab.
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How a geneticist led an effort to
free a convicted serial murderer

“Science has been heard,” says Carola Vinuesa after mother
jailed for killing her four kids was pardoned and released

By John Travis

arola Vinuesa woke up early on
5 June in London, around 3 a.m.,
when colleagues from Australia called
the clinical geneticist with big news:
Kathleen Folbigg, who on only cir-
cumstantial evidence was famously
convicted of killing her four young children
and jailed 2 decades ago, had just been par-
doned by New South Wales and set free.

Her freedom is in large part due to the
efforts of Vinuesa and other scientists who
had amassed genetic evidence they said
likely explained the children’s deaths. The
pardon “was so exciting, so beautiful. I was
so happy, for Kathleen first of all, but for
science [too],” says Vinuesa, who now runs
a lab at the Francis Crick Institute. “It’s
a day to celebrate that science has been
heard and has made a difference. And not
just to this case, I think.” She told Science
that the Australian Academy of Science
played a crucial role as an independent
science adviser to the new inquiry into the
Folbigg verdict, an arrangement Vinuesa
hopes will become a model for how legal
systems address complex science.

Folbigg was convicted after her two sons
and two daughters, ranging in age from
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19 days to 18 months, died mysteriously
at home. The original guilty verdict rested
primarily on the apparent unlikelihood of
four children in one family dying naturally
and ambiguous writing in Folbigg’s diary
that the prosecution suggested betrayed a
guilty conscience.

A Spaniard who conducted research in
Australia for years before recently moving to
London, Vinuesa was drawn into the Folbigg
case in 2018 when an inquiry into the ver-
dict was launched and she was contacted by
a former student who had become a lawyer
and then joined the incarcerated woman’s
legal team. Vinuesa, a
mother herself, read the
medical files of the dead
children and saw signs of
underlying illnesses in all
four, such as respiratory
infections, a major cause
of child mortality. And just
1 month earlier, she and
colleagues had identified a
genetic mutation that ap-
peared to explain four mys-
terious infant deaths in a
family in Macedonia.

Noting that more than
one-third of sudden deaths

Carola Vinuesa testified at two
hearings on Kathleen Folbigg’s case.

After 20 years in prison, Kathleen Folbigg enjoys
freedom again thanks to genetic evidence that
her four children likely died from natural causes.

in children can be explained by genetic con-
ditions, Vinuesa says she quickly became
convinced a miscarriage of justice had hap-
pened in Folbigg’s case. “The idea that four
deaths in a family is too rare [to be natu-
ral]? It isn’t,” she says. “It’s obviously very,
very unfortunate but these things happen,
particularly when there is a genetic condi-
tion.” Multiple high-profile murder cases
have recently spotlighted the pitfalls of re-
lying on statistics to indicate guilt (Science,
20 January, p. 232).

Vinuesa enlisted a colleague, Todor
Arsov, to visit Folbigg in prison and get a
DNA sample. When the two examined the
sequence, they found a mutation in a gene,
CALM?2, encoding a protein called calmodu- -
lin whose misfunction had already been im-
plicated in heart arrythmias and disorders
and even deaths in infancy. If Folbigg’s chil-
dren had inherited the mutation, it could
have caused their deaths, especially if the
kids also had an infection or other stress.

In 2019, Vinuesa’s team tested newborn
blood samples from the daughters and
learned that they had indeed inherited
the mutation. But it still wasn’t clear at
the time whether Folbigg’s specific CALM?2
mutation was harmless or pathogenic. In
the parlance of genetics, it was a variant of
unknown significance.

Vinuesa reached out to cardiac experts,
including Peter Schwartz of the Italian
Auxological Institute, who had long stud-
ied heart issues arising from mutations in
the genes for calmodulins. He realized that
a patient registry he oversaw had a fam-
ily that mirrored the Folbigg situation: a
healthy mother with a similar mutation in a
gene for another calmodulin, who had two
kids that suffered heart attacks, with one
dying. “It really brought the [Folbigg] mu-
tation over the line. You could classify it as .
likely pathogenic,” Vinuesa recalls.

But other Australian
researchers testified in
2019 at the first inquiry
that they didn’t think the
data were definitive, and
Folbigg’s verdict was up-
held. Vinuesa says that was
a time of frustration and
anger for her and others
working on Folbigg’s be-
half. “We're used to having
science that some people
might believe more than
others or that is criticized
... but when [your] work
hinges on the freedom and
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public image of someone, [disagreement is]
much more difficult to deal with,” she says.
“You stop sleeping at night sometimes.”

Vinuesa and her allies continued the
fight. They amassed further scientific evi-
dence, including studies from three differ-
ent labs suggesting the CALM2 mutation
was pathogenic and data showing that
both sons had mutations in another gene
that can cause lethal epilepsy in mice. They
compiled it all in a 2020 peer-reviewed
publication. Its authors and many other
scientists joined a petition for yet another
Folbigg inquiry, and the Australian Acad-
emy of Science backed the plea. “The acad-
emy was very courageous. Anna-Maria
Arabia [its CEO] persuaded the academy
this was a cause worth endorsing and that
was key,” Vinuesa says.

After a second inquiry was launched in
2022, the tide turned. Vinuesa and Schwartz
testified at the new hearing, as well as pro-
tein scientist Michael Toft Overgaard and
geneticist Mette Nyegaard, both of Den-
mark’s Aalborg University, whose initial cell
studies of the CALM2 mutation suggested
it could cause heart arrhythmias. The state
attorneys involved in the new hearing last
month told the New South Wales attorney
general there was now reasonable doubt
that Folbigg had killed her children. He
agreed and last week’s pardon was the re-
sult. A former judge in charge of the inquiry
is still scheduled to release a final report,
which could bring an official exoneration
of Folbigg and perhaps even compensation.

Vinuesa believes science can now play
a greater role in explaining sudden deaths
that seem suspicious. The databases record-
ing normal human genetic variation have
grown tremendously. And high-throughput
methods to test the effects of individual
mutations in cells have been developed,
she notes. Gene variants can now be offi-
cially scored, using criteria endorsed by the
American College of Medical Genetics and
Genomics, as “likely pathogenic” in a death
(a 90% chance it was the cause) or “patho-
genic” (a 99% chance).

“People have to be retrained to know how
to interpret whole genome data,” she says.
“For judges and barristers, particularly if
they haven’t had any scientific training, it’s
very difficult. There have to be mechanisms
put in place to help.”

Other women accused of Killing or inflict-
ing harm on a child have sought Vinuesa’s
help as a result of the Folbigg case. She says
she’s not eager to get back into court, but in
some cases may look for genetic diagnoses
that may have been missed. “There needs
to be more collaboration between the sci-
entific world and the legal profession,” she
says. Folbigg would no doubt agree.
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HEALTH INEQUITIES

Segregation was already hurting
Black health 100 years ago

Research links structural racism of 1900s U.S. society to
striking disparities in childhood mortality

By Rodrigo Pérez Ortega

rom the choice of schools to safety to

access to green spaces and healthy

food, the neighborhood where a child

is raised can play a determining role

in their future health. And because

structural racism can systematically
silo nonwhite people in certain neighbor-
hoods, those local factors shape the health
of millions of people of color in the United
States. Now, census data link Black chil-
dren’s neighborhoods and mortality rates
in the early 20th century, exposing segre-
gation’s devastating impact on health more
than 100 years ago.

The study shows segregation drove racial
health disparities “not just today, but [also]
in the past,” says New York University com-
munity psychologist Adolfo Cuevas, who
was not involved in the work. John Parman,
an economist at the College of William &
Mary, says the new results are striking be-
cause they document the impacts even be-
fore the makings of the Jim Crow era in the
late 19th century, which legalized and en-
forced racial segregation and is known to
have exacerbated health inequities.

A growing body of evidence has shown
that, today, neighborhoods with majority
nonwhite residents tend to have poorer
health—the result of many accumulated so-
cial and environmental inequalities such as
systematic overcrowding, higher noise lev-
els due to industrial projects, and exposure
to toxic hazards. But how early such resi-
dential segregation began to affect health
was not clear, says J’Mag Karbeah, a health
services researcher at the University of Min-
nesota (UM) who led the new study.

So Karbeah and J. David Hacker, a
demographic historian at UM, set out
to correlate early segregation with child
mortality, a proxy for the health of the
entire population. “If you don’t have a
healthy young population, you won’t have
healthy working-age adults, [and] you
will not have healthy seniors,” Karbeah
says. “It’s really predictive of the quality
of your society in the next 40 or 50 years.”
The researchers used census data from
1900 and 1910 that were recently processed

by the Minnesota Population Center at
UM. The lists, which together cover about
168 million people, include information on
literacy, race, and whether the individual
lived in a rural or urban area. Census tak-
ers also asked each surveyed woman who
had ever been married how many children
she had given birth to and how many were
still alive.

From the data, Karbeah and Hacker re-
constructed the number of children born
in the 5 years before each census to arrive
at a sample of nearly 4.7 million Black and
white children. Focusing on the South be-
cause 90% of the Black population resided
there at the time, they compared the mor-
tality rates for Black and white children.
They also calculated the spatial distribu-
tion of houses headed by Black or white
people as a measure of segregation.

The largest mortality gap was in Savan-
nah, Georgia, in 1910, where Black children
were 3.2 times more likely to die than their
white counterparts, with almost half dying
before age 5. To tease out the influence of
segregation, the team controlled for socio-
economic and other variables such as liter-
acy, occupation, and unemployment. They
found that in 1910, neighborhood segrega-
tion as much as doubled the mortality gap
between Black and white children in cities,
the team reported last week in Population,
Space and Place.

Although the researchers couldn’t ex-

plain exactly how segregation affects child .

mortality, children are extremely vulner-
able to environmental pollutants as well
as to poor sanitation, Karbeah says, all of
which tend to go hand in hand with hous-
ing segregation. “These are the popula-
tions that have been most impacted by
these inequities within the neighborhood
environment,” she says.

Parman notes that a century ago, access
to modern medical interventions, clean
water and sanitation was not as different
for Black and white residents as it was in
later years. That makes the mortality gulf
between Black and white children all the
more striking. “That speaks to a broader
set of mechanisms through which segrega-
tion might impact health,” he says.
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By Rodrigo Pérez Ortega

rom the choice of schools to safety to

access to green spaces and healthy

food, the neighborhood where a child

is raised can play a determining role

in their future health. And because

structural racism can systematically
silo nonwhite people in certain neighbor-
hoods, those local factors shape the health
of millions of people of color in the United
States. Now, census data link Black chil-
dren’s neighborhoods and mortality rates
in the early 20th century, exposing segre-
gation’s devastating impact on health more
than 100 years ago.

The study shows segregation drove racial
health disparities “not just today, but [also]
in the past,” says New York University com-
munity psychologist Adolfo Cuevas, who
was not involved in the work. John Parman,
an economist at the College of William &
Mary, says the new results are striking be-
cause they document the impacts even be-
fore the makings of the Jim Crow era in the
late 19th century, which legalized and en-
forced racial segregation and is known to
have exacerbated health inequities.

A growing body of evidence has shown
that, today, neighborhoods with majority
nonwhite residents tend to have poorer
health—the result of many accumulated so-
cial and environmental inequalities such as
systematic overcrowding, higher noise lev-
els due to industrial projects, and exposure
to toxic hazards. But how early such resi-
dential segregation began to affect health
was not clear, says J’Mag Karbeah, a health
services researcher at the University of Min-
nesota (UM) who led the new study.

So Karbeah and J. David Hacker, a
demographic historian at UM, set out
to correlate early segregation with child
mortality, a proxy for the health of the
entire population. “If you don’t have a
healthy young population, you won’t have
healthy working-age adults, [and] you
will not have healthy seniors,” Karbeah
says. “It’s really predictive of the quality
of your society in the next 40 or 50 years.”
The researchers used census data from
1900 and 1910 that were recently processed
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Segregation was already hurting
Black health 100 years ago

Research links structural racism of 1900s U.S. society to
striking disparities in childhood mortality

by the Minnesota Population Center at
UM. The lists, which together cover about
168 million people, include information on
literacy, race, and whether the individual
lived in a rural or urban area. Census tak-
ers also asked each surveyed woman who
had ever been married how many children
she had given birth to and how many were
still alive.

From the data, Karbeah and Hacker re-
constructed the number of children born
in the 5 years before each census to arrive
at a sample of nearly 4.7 million Black and
white children. Focusing on the South be-
cause 90% of the Black population resided
there at the time, they compared the mor-
tality rates for Black and white children.
They also calculated the spatial distribu-
tion of houses headed by Black or white
people as a measure of segregation.

The largest mortality gap was in Savan-
nah, Georgia, in 1910, where Black children
were 3.2 times more likely to die than their
white counterparts, with almost half dying
before age 5. To tease out the influence of
segregation, the team controlled for socio-
economic and other variables such as liter-
acy, occupation, and unemployment. They
found that in 1910, neighborhood segrega-
tion as much as doubled the mortality gap
between Black and white children in cities,
the team reported last week in Population,
Space and Place.

Although the researchers couldn’t ex-

plain exactly how segregation affects child .

mortality, children are extremely vulner-
able to environmental pollutants as well
as to poor sanitation, Karbeah says, all of
which tend to go hand in hand with hous-
ing segregation. “These are the popula-
tions that have been most impacted by
these inequities within the neighborhood
environment,” she says.

Parman notes that a century ago, access
to modern medical interventions, clean
water and sanitation was not as different
for Black and white residents as it was in
later years. That makes the mortality gulf
between Black and white children all the
more striking. “That speaks to a broader
set of mechanisms through which segrega-
tion might impact health,” he says.
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NIH’s data policy for foreign partners stirs outcry

Some scientists worry reporting requirement is burdensome—and even insulting

By Jocelyn Kaiser

any U.S. biomedical researchers
and their collaborators abroad are
reacting with alarm to a new Na-
tional Institutes of Health require-
ment that foreign groups send
their NIH partners copies of their
lab notebooks and other raw data at least
every few months. It’s “crazy,” says Brazil-
ian researcher Mauro Teixeira, who gets
NIH funding through a U.S. university for a
mosquito-borne disease study.

The 19 May policy change, sparked
by concerns about U.S.-funded viro-
logy research in China, could impose
a costly new paperwork burden on
all NIH grants with foreign partners,
from lab studies to clinical trials,
scientists and a biomedical research
advocacy group say. Currently, col-
laborators only share results used
in publications and keep underlying
data such as lab notebooks within
their institutions.

“It could be a voluminous amount
of data and information that’s being
transferred” for reasons that “are
very unclear,” says Heather Pierce, an
attorney for the Association of Ameri-
can Medical Colleges, which plans to
raise concerns about the policy.

Several global health researchers
in the United States worry the man-
date will damage long-standing rela-
tionships across the globe. The policy
“further reinforces the mounting per-
ception that the USA regards foreign
scientists as problems and not as key
collaborators in improving global
health,” says immunologist John
Moore of Weill Cornell Medicine.

Indeed, Teixeira, who is at the Fed-
eral University of Minas Gerais, is offended
as well as annoyed by the coming data re-
porting burden. “I'm going to need many
more people just to send things, and the
U.S. government will need more people just
to look at it in a professional way,” he says.
The policy makes him wonder why he’s
even participating in the NIH-funded study,
which examines whether releasing mosqui-
toes infected with bacteria that reduce vi-
rus transmission will slash rates of dengue
and other diseases in Belo Horizonte, Brazil.
“You’re not trusting me to do the work. So
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why should you hire me anyway?”

A spokesperson for NIH, which esti-
mates fewer than 2% of the agency’s pri-
mary awards will be affected, explains that
the rule “empowers” its grantees to obtain
their foreign partners’ data “without having
to worry that they will not be able to ac-
cess materials when needed.” The new re-
quirement, which takes effect on 1 October,
should not be a burden for “well-run collab-
orations,” the spokesperson says, because
they will “already have in place processes by

Brazilian scientists studying mosquito-borne diseases as part of an
NIH grant must now regularly submit raw data to U.S. partners.

which there is seamless information flow.”

NIH says the policy change resulted
from a recent audit by the Department of
Health and Human Services (HHS) that
found problems with NIH’s oversight of an
award to the nonprofit EcoHealth Alliance.
A subaward from EcoHealth to the Wuhan
Institute of Virology (WIV) funded bat vi-
rus studies that some scientists and politi-
cians have claimed, without direct evidence,
sparked the COVID-19 pandemic.

Under orders from then-President
Donald Trump, NIH terminated the grant

in April 2020. It reinstated the award
3 months later but suspended the funding
until EcoHealth met conditions, such as
getting lab records from WIV, that the non-
profit said were impossible. Since then the
award has been restarted with no China ac-
tivities and new oversight restrictions.

In a January report, HHS’s inspector gen-
eral chided EcoHealth and NIH for failing
to adequately monitor the WIV subaward
and found that the China group did not turn
over needed “scientific documentation” for

the bat virus studies. To avoid similar .

standoffs, the watchdog advised NIH
to step up reporting requirements for
all grant subrecipients abroad.

NIH agreed and will now require
the foreign grant partners to “provide
copies of all lab notebooks, all data,
and all documentation that supports
the research outcomes as described
in the progress report” no less often
than every 3 months. The agency
already requires that subaward re-
cipients retain records related to the
project and be ready to turn them
over for audit purposes. But that is
different from submitting all data to
the main grant holder on a regular
basis, Pierce says.

Yale University’s Amy Bei runs a
malaria vaccine development project
with colleagues in Senegal that col-
lects lab and survey data and malaria
test results from participants. “The
burden of regularly transmitting all
records at regular intervals will be in-
credibly taxing for our partners,” she
says. And it’s unclear what the main
U.S. grantee is supposed to do with
the information, scientists say.

Yale’s Albert Ko, who collaborates
with Teixeira on the mosquito re-
lease study, adds that for another project
he’ll have to demand raw data from trainee
scientists in 21 countries. He wonders
whether NIH will even review the data
and instead is “generating an enormous
amount of work for its awardees which will
be rarely acted upon.”

Pierce says the new mandate might
make sense with “higher risk” projects in
certain countries, but not as a blanket pol-
icy. NIH is taking comments on the policy
change until 26 June and says the agency
may update it “if determined necessary.”
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After Ukrainian dam breach, war
hampers study of ecological toll

Mines and active combat make fieldwork too risky

By Erik Stokstad

s emergency managers finish evacuat-

ing people in southern Ukraine from

disastrous flooding caused by the de-

struction of a major dam last week,

conservation scientists fear for the re-

gion’s ecosystems. The 6 June breach
of the Kakhovka hydroelectric dam released
a torrent that Kkilled at least 13 people. It has
also left downstream nature reserves under-
water and caused vast mudflats to emerge
from an emptying reservoir.

“This dam breach is especially dire since it
broadsides three ecosystems simultaneously;”
says David Lytle, an expert on river flooding
and biodiversity at Oregon State University.
The 2155-square-kilometer reservoir, home to
numerous species of fish and other animals,
is rapidly drying out. The Dnipro River below
the dam has experienced a flood far beyond
normal proportions, eroding topsoil in some
places and burying others in silt. The river’s
floodplains are submerged in water up to 5.6
meters deep. Newts that live in the river have
washed ashore in Odessa, 150 Kkilometers
across the Black Sea from the river’s mouth.

The ecological disruptions are likely to be
extensive, but it’s too soon to know exactly
how they will play out in the long term, says
Oleksandra Shumilova, a freshwater ecologist
at the Leibniz Institute of Freshwater Ecol-
ogy and Inland Fisheries who has studied the
Ukraine war’s effects on water infrastructure.
Much of the affected area is in a war zone,
making it too risky for researchers to venture
into the field. “For sure there will be a lot of
[research] projects, but they are at the plan-
ning stage at the moment,” Shumilova says.

Russian troops seized the dam soon after
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invading Ukraine last year. On the night it
collapsed, Ukrainian and Russian soldiers on
both sides of the Dnipro heard explosions in
its power plant. The reservoir’s 19 cubic kilo-
meters of water—more than the major dams
of the Colorado River now store—began to
spill through the breach. Both sides blame
the other for the catastrophe.

The flooding inundated 80 settlements
in Ukraine-controlled territory, Oleksandr
Krasnolutskiy, Ukraine’s first deputy minis-
ter of environmental protection and natural
resources, said last week. That’s only about
40% of the flooded zone, he noted; the re-
mainder is now controlled by Russia. On
7 June, the Institute of Geological Sciences
of the National Academy of Sciences of
Ukraine estimated that floodwaters covered
1200 square kilometers. (As Science went to
press, the institute had not updated its esti-
mate, based on data from a European Space
Agency satellite, because of cloudy weather.)

The reservoir, Ukraine’s second larg-
est, was a key source of drinking water and
helped irrigate farms that produced about
80% of Ukraine’s fruits and vegetables,
mostly in areas currently controlled by Rus-
sia. Downstream agriculture could also suf-
fer; Krasnolutskiy said the flooding has
washed topsoil from tens of thousands of
hectares of farmland.

Ecosystems also will be hit hard, the Ukrai-
nian Nature Conservation Group (UNCG)
said in a 7 June report. The draining of
the reservoir has destroyed the spawning
grounds of fish, including pikeperch, that
supported a commercial harvest of as much
as 2600 tons a year. The receding waters are
expected to allow foxes and other predators
to reach bird habitat on what used to be is-
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Floodwaters submerged at least 1200 square Upd:

kilometers in Ukraine after a major dam collapseu.

lands, which could jeopardize nesting yellow
bitterns (Ardeola ralloides) and other rare
species. Important wetlands along the reser-
voir’s Velyki and Mali Kuchuhury archipela-
gos could dry out. Ecologists fear invasive
plants, such as ragweed and goldenrod, will
colonize newly exposed sediment.

Downstream, the flooding could wipe out
rare floodplain species, such as the sandy
blind mole-rat (Spalax arenarius), and ham-
mer populations of Nordmann’s birch mouse
(Sicista loriger) and other endemic spe-
cies. “There is a risk we will lose these spe-
cies forever,” Krasnolutskiy said. Biologists
with UNCG also expect large losses of en-
demic plants and important species such
as giant oaks. Some low-lying places could
remain flooded for up to 2 months, accord- -
ing to a division of the World Data Center
in Ukraine. Long-term inundation—or even
simply higher levels of groundwater—could
be particularly damaging to steppe eco-
systems, which have dry-adapted plants such
as the Dnipro birch, Shumilova says.

Contamination is a concern, too. Sediment
flowing from the reservoir is likely laced
with heavy metals and other toxic chemicals
from decades of industrial pollution. About
150 tons of machine oil leaked from the dam-
aged hydroelectric plant, but environmental
officials did not find excessive oil concentra-
tions in water samples collected at three loca-
tions downstream, around Kherson.

Iryna Dronova, a landscape ecologist at the
University of California, Berkeley, has been
using satellite data to study how the war has
changed Ukraine’s farmland. She says remote
sensing will also help chart the impacts of the
flood after it recedes. But, “It is critical that
assessment and monitoring efforts do not
stop at the ‘immediate’ time frame around
the disaster” And some of the data will re-
quire ground-truthing, she adds.

Safety risks are complicating fieldwork.
The flood has washed Russian land mines into
unexpected places. “It’s very dangerous ... be-
causeminescanbeeverywhere,” Krasnolutskiy
says. “We will be able to do research only
when the Ukrainian army liberates [Russian-
held] territories,” adds environmentalist
Oleksii Vasyliuk, who leads UNCG.

Much of the damage is still hidden under
the floodwaters, and more change is coming.
On 11 June, the reservoir was still 9 meters
deep at Nikopol, about 120 kilometers up-
stream from the dam, with the level falling
at about 4 centimeters per hour. Once the
reservoir empties—which could occur within
days—the river’s lowermost reaches will re-
turn to a narrower channel unseen since the
dam was built in the 1950s.
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A food dye from a South
American fruit has
become a test case for
the ethical development
of natural resources

By Kai Kupferschmidt, in Polines, Colombia;
Photography by Cristina Abad Angel

he road ends in Luz del Mundo.
A few Kkilometers’ walk from
here, just across the Chigorodo6
River, lies Polines, a scattering of
open-sided houses on the edge
of the forest. It’s a settlement of
Indigenous Embera people, about
80,000 of whom live in commu-
nities across Colombia and Pan-
ama. On a recent hot day, an Embera man
named Alirio Niaza scaled a large tree.
Standing on one of the lower branches, he
wielded a long pole with shears at the end.
He carefully positioned the tip against a
tiny branch, then pulled a cord that closed
the blades. With a thud, a green, fist-size
fruit landed in the grass.

For generations the Embera have used
these fruits to paint their skin. They scrape
out the flesh of the unripe fruit and squeeze
the pulp in a rolled leaf to extract a milky

.

white juice. Mixed with charcoal, the liquid .

turns inky black and can be used to trace
patterns on the skin. The sap reacts with
the skin to form dark blue lines that appear
within hours and stay visible for weeks.
“We use this for certain rituals,” says
Gabriel Bailarin, who lives in Polines and is
Embera. A newborn child may be painted
head to toe to ensure good health, he says.
Jaibanas, the traditional healers, draw
mountains, snakes, and other patterns,
each with a different meaning, says Nataly
Domicd, an Embera woman who has stud-
ied Embera traditional medicine. “The pat-
terns are like a language on the body.”

Hector Bailarin, an Embera man from Polines,
Colombia, climbs a jagua tree to collect its unripe fruit.

science.org SCIENCE



http://crossmark.crossref.org/dialog/?doi=10.1126%2Fscience.adj2001&domain=pdf&date_stamp=2023-06-15

NEWS

CREDITS: (PHOTO) CRISTINA ABAD ANGEL; (GRAPHIC) D. AN-PHAM/SCIENCE

Bluish veins in the pulp of the jagua fruit contain the makings of a dye used for body painting, which is an important part of Embera culture.

Found in tropical forests across South
America, the tree has many names. It is
called quepera by the Embera and jagua by
most others in Colombia. Scientists know it
as Genipa americana. The ripe fruit is some-
times eaten or squeezed for juice. But unlike
its relative the coffee plant, it has gotten little
attention as a potential crop—until now. Af-
ter nearly 20 years of research to identify the
chemical origins of the blue color and convert
it into a stable dye, a jagua-based colorant is
likely to be approved for use in the United
States and other countries soon. It will enter
a billion-dollar market for natural dyes that
is hungry for a vivid, stable blue to color can-
dies, cereals, and other foodstuffs. It will also
become a test case for the responsible devel-
opment of a natural resource long-used by
Indigenous communities.

The man behind the project, Colombian
entrepreneur Nicolas Cock Duque, says his
business will help conserve biodiversity and
improve people’s livelihoods in Colombia,
breaking with the long history of exploitation
of impoverished communities. It’s a novel ef-
fort that’s being closely watched in Colombia.
But observers point to a host of uncertain-
ties: Can the fruit be sourced in a sustainable,
affordable way from these rainforest trees?
Can jagua blue succeed in the market? And
if so, what benefits will local communities,
including the Embera, actually reap?

IN 2005, Cock Duque was working in the
Choco region in Colombia’s northwest, where
the largely undeveloped rainforest is one of
the most biodiverse on Earth. Many people
here subsist by mining gold and platinum.
Cock Duque, who studied environmental
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policy at George Washington University,
had founded an organization to certify tra-
ditional, less destructive mining operations
with the idea of demanding a premium price
for certified gold and platinum. The profit
would finance restoration of the forests and
provide extra income to the local population.

One day at the market in Quibdo, the re-
gion’s capital, Cock Duque came across a
stall where an Embera woman was selling
a fruit he’d never seen before. “I asked her
what it was and she said: ‘It’s jagua. We use

Color source

A company based in Medellin, Colombia,
is working to commercialize a blue

food colorant derived from jagua fruit,
long used by the Indigenous Embera
people in the Chocé region. Elsewhere,
the company has encouraged
non-Indigenous farmers to cultivate

the fruit.
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it to paint our bodies’” She cut it open for
him. “Maybe 30 seconds after she opened it,
these blue veins appeared in the white flesh.”
These veins, he realized, might be mined, too.

A couple of years earlier, a German re-
searcher had told Cock Duque to look out
for a stable, natural blue, something that
has long eluded food companies. The in-
dustry has for decades largely relied on two
synthetic blues: brilliant blue, also called
blue No. 1, usually made from petroleum;
and blue No. 2, derived from synthetic in-
digo, which is used to color Viagra pills,
among other things. But as consumer

preference has shifted to all things
natural, the demand for a nonsyn-

thetic blue has grown, says Maria
Buchweitz, a chemist at the Uni-

versity of Hamburg. Blue is desir-

able not just for its own sake, but

because a bright blue dye can be

mixed with yellow to produce a bright

green, which is also in demand.

But bright blue colorants are rare in na-
ture. “It’s really complicated for plants to
make blue,” says Beverley Glover, a botanist
at the University of Cambridge. In order for a
molecule to appear blue to humans, it needs
to absorb red light, the lowest energy part of
the visible spectrum. “And it turns out in or-
der to do that you need to make really com-
plicated molecules, so they tend to be bigger,
they have more side chains.”

Only one class of plant pigments has
achieved a true blue: anthocyanins. The
bright blue cornflower, for instance, as-
sembles a large complex of six antho-
cyanins and six copigments arranged
like spokes on a wheel around two metal
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After jagua juice has been squeezed from the pulp, charco:

ions. A few years ago, Buchweitz tried to
develop the cornflower blue as a colorant
for the food industry, but it didn’t pan
out. “It’s too complicated and the food in-
dustry needs something simple that it can
just add to different foods.”

THAT DAY AT the Quibd6 market, Cock Duque
bought a dozen jagua fruits and brought
them back to Medellin, thinking he might
be able to turn the blue into a product. First,
his company needed to figure out the chem-
istry. A young researcher on the team, Sandra
Zapata, who grew up in the Choc6 and has
known the fruit since she was a child, took
on the project in 2007 and later turned it into
her Ph.D. thesis with Fernando Echeverri, a
chemist specializing in natural products at
the University of Antioquia.

Previous research suggested a compound
called genipin produced the blue color by
reacting with amino acids. (This is what
happens in the skin when the juice is used
for body painting.) Zapata worked on stan-
dardizing the process and making it cheaper.
Glycine, the cheapest and simplest amino
acid available, turned out to work well. In
2010, she and others received a patent in the
United States for a “blue colorant derived
from Genipa americana fruit” It spells out
a simple process: mixing raw fruit juice with
glycine and heating it.

Standardizing the color, however, was
harder. Comparing fruits from different re-
gions and even from the same tree, Zapata
found that genipin concentrations varied
widely, from 1% to 14%. “When I realized
that I said: I need to change my strategy,
I will work as an engineer.” She developed
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a method for blending different batches to
create a more consistent color.

Identifying the molecule produced by the
reaction of genipin and glycine was another
huge effort. After years of work, Zapata
and Echeverri determined that the main
compound is a polymer, a long chain of the
same molecular building blocks repeated
dozens of times. They received a U.S. pat-
ent for this and related compounds in 2016.
Ironically, although the goal was to create a
natural colorant, it could be patented only
because the polymer itself is not found in
nature and requires human intervention to
create—such as painting it on skin or mix-
ing it with glycine.

Cock Duque’s company, EcoFlora Cares,
has now spent more than a decade character-
izing the dye and doing toxicology tests; it is
now waiting for the U.S. Food and Drug Ad-
ministration (FDA) to approve jagua blue as a
food colorant. It has also applied for approval
from the European Food Safety Authority
and an intergovernmental body known as
the Codex Alimentarius Commission, which
would open the way for use in more than
100 other countries. “This has been an in-
credibly long process but we are hopefully
nearing the end,” Cock Duque says.

“It’s very personal,” Zapata says. The proj-
ect consumed her life and tinged milestone
memories blue. She remembers clearly the
first time she got a nice blue from mixing
the jagua fruit juice with glycine. “I was so
happy;” she says. Ten minutes later she got a
phone call that her mom had died suddenly.
Her son was born around the same time, and
grew up eating jagua-colored ice cream and
other treats she was working to develop.

al is added. The black liquid is then used to trace lines on the skin that later turn blue.

Zapata’s driving force was always what the
project could mean for many people in the
Choco6 and Colombia in general, she says. “I
realized that this project could really change
the history of many communities here.” That
has not happened yet, she acknowledges. And
even if the approvals come soon, there will be
hurdles ahead that could jeopardize that goal.
“So, this is like a very, very dangerous phase.”

MOST OF ECOFLORA'S work in recent years
has focused on areas outside the Chocd. In
the hills around the small town of El Prodi-
gio, about 3 hours’ drive from Medellin, non-
Indigenous farmers have long raised cattle
and planted coffee, cocoa, and citrus fruits.
Recently some of them have added the jagua.
“In the beginning I thought it was crazy to
plant jagua,” says Libardo Diaz, a farmer who
previously knew the tree only as one to chop
down for wood. He is part of a program by
EcoFlora that encourages farmers to plant
about 1 hectare of jagua trees, providing
seeds and technical assistance and promising
to buy the fruits if and when the colorant en-
ters the market.

“These are the first commercial jagua plan-
tations in the world,” says EcoFlora’s Sergio
Arango Arcila. “When we started a few years
ago, I had a lot of questions,” he says, em-
phasizing “lot”: how close to plant the trees?
How long until they bear fruit? “Now we have
some answers,” he says. The trees on Diaz’s
land were planted a little more than 3 years
ago and should bear fruit next year. “We are
all waiting for it,” the farmer says. Keeping
communities engaged in the yearslong pro-
cess has been difficult given there are no
profits to share yet, Arango Arcila says.
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The plantations mark a departure from
Cock Duque’s original vision: using wild
jagua trees in the Choc6 as the sole source
of the blue colorant. The company’s patent
application declared the fruits were obtained
“through agreements with the ethnic com-
munities” and that local communities would
share in the profits. But collecting fruits from
the wild trees and transporting them to the
plant in Medellin turned out to be logistically
challenging, Cock Duque says. “Scaling that
up to the volumes that we will need is not
economically feasible.”

If production relies on plantations, that
erases one benefit of the original scheme: cre-
ating a reason for communities to conserve
these trees. And Indigenous communities
could lose out on profits—which highlights
the biggest question about jagua blue: Who
benefits if it is successful? In the past, the ex-
ploitation of biodiversity in the Global South
was “an Indiana Jones situation,” says Maria
Julia Oliva, an expert on genetic resources
policy at the Union for Ethical Biotrade. “Peo-
ple would fly in, get something, go out—and
maybe they would do something fantastic
like develop a new cancer medicine. But there
would be no recognition of the communities
or the countries where the plant came from,
the traditional knowledge on which some of
that research would have been based, and no
benefits flowing back to local development or
biodiversity protection.”

In recent years, Indiana Jones has been
reined in. The Convention on Biological Di-
versity, the international conservation treaty
enacted in 1993, established the principle that
individual states have sovereign rights over
the genetic resources found on their territory
and that any benefits from their use should
be shared with that country. The Nagoya Pro-
tocol, adopted in 2010, laid down how this
sharing was to be conducted and enforced.

But in the early 2000s, when EcoFlora
started its quest to commercialize the jagua
blue, there was no template, Cock Duque
says. So the company negotiated with local
communities in the Chocé to get their con-
sent to proceed and then negotiated and
signed a deal with the Colombian govern-
ment that allows the company to exploit the
jagua in exchange for royalty payments to
the government, which is supposed to ensure
that any benefits are shared in a fair and eq-
uitable way.

Because it was the first of its kind in Co-
lombia, the deal has been closely watched,
says Oscar Lizarazo, a legal scholar who
studies benefit sharing at the National Uni-
versity of Colombia, Bogotd. “This is prob-
ably the most important test case for this
in Colombia.” Lizarazo says the company
has done far better than most by adhering
to the spirit of the Nagoya Protocol even
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before it was adopted. (Co-
lombia still has not ratified
it.) But he says they could
still do better, “especially
by further recognizing
Indigenous peoples.”

EcoFlorahaskept
its original vision
alive in Polines, buy-
ing some fruits the community
harvests from wild trees and helping locals
plant trees, too. “This can be an important
source of income for us in the future,” says
Bailarin, whose father recently planted his
first jagua trees. But at the moment there is
no cooperation with other Embera commu-
nities. And although EcoFlora has agreed to
pay royalties both to the Colombian govern-
ment and the University of Antioquia, there
is no royalty agreement with the Embera,
which Colombian rules do not require. (One
of the few such arrangements in the world
was signed in 2019, when South Africa’s
rooibos tea industry agreed to pay signifi-
cant royalties to the San and Khoikhoi peo-
ple, who have traditionally used it to make
tea and herbal medicines.)

Cock Duque says he hopes to include more
Embera communities in the future. But he
argues that his company’s obligations to the
Embera are limited. He says his discovery of
jagua at the market in Quibd6 was a moment
of serendipity, and its use as a natural food
colorant has little to do with the traditional
knowledge of body painting.

That’s not how Domicé sees it, though.
Embera traditional knowledge has clearly

Fernando Echeverri spent years working to uncover the
chemistry behind the blue dye made from jagua fruit.

A compound in jagua fruit
called genipin reacts with
glycine to form a long, stable
polymer (shown here)

that creates a coveted blue.

played an important role,
she says. “I hope when EcoFlora makes

money with this, they make sure that ben-
efits also reach the Embera.”

EVEN IF ECOFLORA can successfully grow and
harvest the fruits, it faces another obstacle:
competition. Although no natural blue food
colorant was approved in the U.S. when Eco-
Flora submitted its application, two others
have since been greenlit. FDA approved a
crude extract from algae, called spirulina, in
2014 and an extract from the flowers of the
butterfly pea in 2021. Both have disadvan-

tages, Buchweitz says: Extracting the blue .

compound from the algae is a laborious pro-
cess, and the anthocyanins from the butterfly
pea aren’t as stable, she says. “In terms of the
color stability and the reproducibility of the
color, this genipin-based blue seems to me
the most likely to be successful in the future.”

Even there EcoFlora has competition.
Months before the patent for its blue colorant
was granted, a company called Wild Flavors
in Kentucky patented a blue dye made by
mixing jagua juice with juice from watermel-
ons or other fruits. Agribusiness giant ADM
bought the company in 2014 for $3 billion
and has been selling the colorant as “huito
blue” and sourcing the fruit from Peru. (The
company does not need FDA approval be-
cause fruit juices are exempt.) And a genipin-
derived blue from gardenia fruits that has
long been used in parts of Asia could soon
enter the U.S. and international markets, too.

After more than 15 years of work, the
fate of jagua blue remains uncertain. If the
product fails it would be a disaster for many
people, Zapata says. “It would be crazy, crazy,
crazy for the company, the communities, the
investors,” she says.

But Lizarazo argues the project could end
up having a positive impact even then. For
one, it has probably helped foster a closer
relationship between academia and industry
in Colombia. And more important, it helps
set a standard for how to take access and
benefit sharing seriously when using natural
resources, he says. “It has been an opportu-
nity for the company, the communities, and
the government to learn how to put these
rules into practice.”

It also shows how much still needs to be
done, Oliva says. Even if jagua blue succeeds
and has the benefits its developers hope it
will, that’s only one small victory, she says.
“What we really need is for these types of
practices to become mainstream.”
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Potentlal for recovery of declining reef sharks

Dat&on shark populations in céral reefs.raise concern and hope for.recovery

By David S. Shiffman*2

harks and their relatives are some of

the most threatened vertebrates on

Earth, with approximately one-third

estimated or assessed as threatened

with extinction (7). This is a major

problem because as predators that
help keep the food web in balance, these
animals play a variety of vitally important
ecological roles (2) and in doing so help to
keep healthy many ecosystems that humans
depend on. Coral reefs provide homes for
countless fish species that are vital for fish-
eries and are therefore an especially impor-
tant ecosystem for humans—and one where
the decline of shark populations seems to
be especially acute (3). On page 1155 of this
issue, Simpfendorfer et al. (4) report the re-
sults of a species-level and reef-level analysis
of common resident reef sharks across the
world. They show startling declines of once-
common reef shark species but also signs of
hope that these populations can recover with
the right protection.

The study by Simpfendorfer et al. is the re-
sult of a worldwide collaboration called the
Global FinPrint project. The data analyzed
include more than 20,000 hours of standard-
ized underwater video taken at nearly 400
reefs in 67 countries and territories around
the world—that is nearly 3 years of raw video.
The baited remote underwater video stations

!Arizona State University New College of Interdisciplinary Arts
and Sciences, Glendale, AZ, USA. 2Consortium for Science
Policy Outcomes, Arizona State University Washington,
Washington, DC, USA. Email: david.shiffman@gmail.com
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(BRUVSs) used by FinPrint are a simple but
powerful tool. They are essentially underwa-
ter camera traps that consist of a small quan-
tity of bait suspended in front of a camera.
In addition to being good at documenting
the presence and absence and the behavior
of different marine organisms (5), they also
generate high-definition images and video
of marine life that are tailor-made for public
education about what lives in the threatened
habitats off our coastlines.

The results of Simpfendorfer et al. reveal
declines of 60 to 73% of once-abundant
coral reef shark species at reefs around
the world. This adds to a large and grow-
ing volume of similarly alarming conclu-
sions about the global conservation status
of sharks and their relatives. The global
conservation status of sharks and rays is
worse than a decade ago (6) and is even
more concerning for some groups of sharks
(7). Sharks caught as bycatch in global tuna
fisheries are declining in population even as
those same tuna are rebounding (8).

However, the findings of Simpfendorfer
et al. include signs of hope and a clear path
forward. Their results show that although
shark populations in many reefs had de-
clined, some healthy reef shark popula-
tions remained. The reefs with healthier
shark populations had some important
similarities: They tended to be in the wa-
ters of high-income countries with stronger
natural resource management regulations,
participatory natural resource management
(where citizens have the right to petition the
government about changes in natural re-

source management policy), and resources
for enforcing the rules. Unfortunately, such
countries are relatively rare, and lower-
income countries tend to have fewer re-
sources for sustainable management and
enforcement. These observations show that
conservation problems involve solving hu-
man problems as well as those associated
with ecology; a country that lacks the re-
sources to feed its people is less able to sus-
tainably manage and protect its biodiversity.

Science-based, well-enforced marine pro-
tected areas—in which harmful fishing prac-
tices are restricted or banned—also tended to
have healthier reefs. However, Simpfendorfer
et al. suggest that some highly touted shark
conservation solutions were enacted in
places where there were not many threats
to the shark population to begin with and

advise caution in interpreting the success .

of those solutions. For example, the British
Virgin Islands shark sanctuary bans all com-
mercial shark fishing in its territorial waters,
but between 1950 and the 2014 establishment
of the sanctuary, only 3 tons of shark were
fished from those waters (9, 10), suggesting
that there was not much of a shark fishery
to ban. Another sanctuary was established
in the Bahamas in 2011 but decades after
the most common shark fishing gear was al-
ready banned, suggesting that the country’s
relatively high shark population is most likely
due to the older, less-hyped regulation (11).
The most unexpected result of the study
by Simpfendorfer et al. is that a decline or
complete loss of shark species in one reef was
not always associated with similar changes
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Numbers of reef sharks, such as this Caribbean reef
shark (Carcharhinus perezi) in the Bahamas, have
fallen overall, but some healthy populations remain.

in nearby reefs. They found that one reef can
be overfished so badly that a once-common
reef shark species is totally gone, but another
reef a short distance away can have healthy
populations of that same species. Strong, ef-
fective management (including but not lim-
ited to no-fishing-allowed marine protected
areas) on one reef protected local species,
even while their populations on neighboring
reefs faced collapse. The presence of these
possible future “source” populations—that is,
healthy populations that can eventually help
repopulate nearby areas—gives hope that if
the threats that led to population decline are
resolved, then these important and threat-
ened animals may recover.

The study by Simpfendorfer et al. also
demonstrates the growing importance of
global collaboration. Global problems require
huge multidisciplinary teams because scien-
tists or laboratories working by themselves
simply cannot generate or analyze data on
this scale. In many ways, FinPrint has been
a model for international collaboration. Such
studies have documented how the decline of
sharks leads to increasing abundance of me-
sopredatory fishes such as moray eels (12),
what aspects of marine protected area design
are most effective for sharks (13), and much
more—and there is more to learn.

The problem is clear—animals that pro-
vide ecosystem services that are vital for
human food security and livelihoods are
disappearing at an alarming rate, over-
whelmingly owing to bad management
practices that allow unsustainable over-
fishing of these ecologically important and
biologically vulnerable creatures. The loss
of sharks and the ecosystem services they
provide represents an ecological disaster
that can cause substantial harm to humans.
Action must be taken to prevent further
population declines and allow rebuilding of
depleted populations before it is too late.
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Epigenetic changes in
astrocytes make sense

Serotonin induces gene expression changes in
astrocytes to regulate olfactory behavior

By Flora Vasile'? and Nathalie Rouach*

he ever-changing nature of the world

requires the brain to constantly adapt

to its environment to optimize behav-

ioral output at different spatial and

temporal scales. Although short-term

synaptic and circuit plasticity materi-
alizes as changes in synaptic transmission,
longer-term plasticity can be supported by
transcriptional and epigenetic modifica-
tions. This process has been well described
in neurons, but whether and how non-neu-
ronal cells also undergo such modifications
to promote flexible neuronal
circuits underlying behavior
is unknown. On page 1146
of this issue, Sardar et al.
(I) report a newly identi-
fied role for the monoamine
neurotransmitter serotonin
in inducing epigenetic his-
tone modifications in astro-
cytes that alter inhibitory
neurotransmitter signaling
and ultimately sculpt olfac-
tory processing and behav-
ior in mice.

Astrocytes are an integral
part of brain circuits: They
undergo intracellular calcium fluctuations
in response to physiological sensory-driven
neuronal activity (2) that elicit the calcium-
dependent release of neuroactive molecules
that affect neural activity, plasticity, and be-
havior (3). It is becoming evident that the in-
fluence of astrocytes on neurons is multifold
(4) and is specific to developmental stages,
brain regions, activity regimes, and patho-
physiological states. Hence, the regulation of
neuronal activity by astrocytes is remarkably
specific yet flexible. Transcriptional modifica-
tions have recently been identified as a mech-
anism for long-lasting adaptations in the
modulatory program of astrocytes. Building
on the first astroglial transcriptome database
(5), studies have since characterized the de-
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“...anewly
identified role for
the monoamine
neurotransmitter
serotonin in inducing
epigenetic histone
modifications
in astrocytes...”

velopment-, region-, and activity-dependent
properties of the astrocyte transcriptome.
Additionally, specific transcription factors
that are involved in supervising astrocyte
gene expression and ultimately neuronal
functions have been revealed. Yet the intri-
cacies of neuronal activity-dependent tran-
scriptomic plasticity in astrocytes and the
mechanisms underlying downstream neuro- -
nal circuit and behavioral alterations have
remained obscure.

Sardar et al. identify a mechanism through
which neuronal activity induces transcrip-
tomic changes in astrocytes, which in turn
drive epigenetic changes and
regulate olfactory sensory
processing in mice. They
show that neuronal activ-
ity, artificially evoked using
chemogenetics or physiologi-
cally triggered through ol-
factory stimulation, induces
widespread changes in gene
expression in astrocytes in
a brain region-dependent
manner. The expression of
immediate early genes—a
set of genes that are rapidly
and transiently expressed in
response to various stimuli—
were specific to astrocytes and included tran-
scription factors such as SOX9. The evoked
neuronal activity increases binding of SOX9
to the promoter of the solute carrier family 22
member 3 (Slc22a3) gene. This gene encodes
the monoamine transporter organic cation
transporter 3 (OCT3), which contributes to
the uptake of serotonin. SOX9-mediated up-
regulation of Slc22a3 expression was specific
to the olfactory bulb; deleting Sox9 did not
affect Slc22a3 expression in the cortex or
hippocampus. This up-regulation in OCT3
expression increases levels of astroglial sero-
tonin, which enters the nucleus to drive his-
tone serotonylation (see the figure). Because
SOX9 regulates the expression of various
genes, it would be interesting to further in-
vestigate the downstream effects of SOX9-
mediated gene regulation.

What is the role of such histone modifica-
tion? Using conditional deletion of Slc22a3,
Sardar et al. show that Slc22a3 up-regulation
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Numbers of reef sharks, such as this Caribbean reef
shark (Carcharhinus perezi) in the Bahamas, have
fallen overall, but some healthy populations remain.

in nearby reefs. They found that one reef can
be overfished so badly that a once-common
reef shark species is totally gone, but another
reef a short distance away can have healthy
populations of that same species. Strong, ef-
fective management (including but not lim-
ited to no-fishing-allowed marine protected
areas) on one reef protected local species,
even while their populations on neighboring
reefs faced collapse. The presence of these
possible future “source” populations—that is,
healthy populations that can eventually help
repopulate nearby areas—gives hope that if
the threats that led to population decline are
resolved, then these important and threat-
ened animals may recover.

The study by Simpfendorfer et al. also
demonstrates the growing importance of
global collaboration. Global problems require
huge multidisciplinary teams because scien-
tists or laboratories working by themselves
simply cannot generate or analyze data on
this scale. In many ways, FinPrint has been
a model for international collaboration. Such
studies have documented how the decline of
sharks leads to increasing abundance of me-
sopredatory fishes such as moray eels (12),
what aspects of marine protected area design
are most effective for sharks (13), and much
more—and there is more to learn.

The problem is clear—animals that pro-
vide ecosystem services that are vital for
human food security and livelihoods are
disappearing at an alarming rate, over-
whelmingly owing to bad management
practices that allow unsustainable over-
fishing of these ecologically important and
biologically vulnerable creatures. The loss
of sharks and the ecosystem services they
provide represents an ecological disaster
that can cause substantial harm to humans.
Action must be taken to prevent further
population declines and allow rebuilding of
depleted populations before it is too late.
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Epigenetic changes in
astrocytes make sense

Serotonin induces gene expression changes in
astrocytes to regulate olfactory behavior

By Flora Vasile'? and Nathalie Rouach*

he ever-changing nature of the world

requires the brain to constantly adapt

to its environment to optimize behav-

ioral output at different spatial and

temporal scales. Although short-term

synaptic and circuit plasticity materi-
alizes as changes in synaptic transmission,
longer-term plasticity can be supported by
transcriptional and epigenetic modifica-
tions. This process has been well described
in neurons, but whether and how non-neu-
ronal cells also undergo such modifications
to promote flexible neuronal
circuits underlying behavior
is unknown. On page 1146
of this issue, Sardar et al.
(I) report a newly identi-
fied role for the monoamine
neurotransmitter serotonin
in inducing epigenetic his-
tone modifications in astro-
cytes that alter inhibitory
neurotransmitter signaling
and ultimately sculpt olfac-
tory processing and behav-
ior in mice.

Astrocytes are an integral
part of brain circuits: They
undergo intracellular calcium fluctuations
in response to physiological sensory-driven
neuronal activity (2) that elicit the calcium-
dependent release of neuroactive molecules
that affect neural activity, plasticity, and be-
havior (3). It is becoming evident that the in-
fluence of astrocytes on neurons is multifold
(4) and is specific to developmental stages,
brain regions, activity regimes, and patho-
physiological states. Hence, the regulation of
neuronal activity by astrocytes is remarkably
specific yet flexible. Transcriptional modifica-
tions have recently been identified as a mech-
anism for long-lasting adaptations in the
modulatory program of astrocytes. Building
on the first astroglial transcriptome database
(5), studies have since characterized the de-

ICenter for Interdisciplinary Research in Biology, College
de France, CNRS, INSERM, Labex Memolife, Université PSL,
Paris, France. °Champalimaud Neuroscience Programme,
Champalimaud Foundation, Lisbon, Portugal.

Email: nathalie.rouach@college-de-france.fr

“...anewly
identified role for
the monoamine
neurotransmitter
serotonin in inducing
epigenetic histone
modifications
in astrocytes...”

velopment-, region-, and activity-dependent
properties of the astrocyte transcriptome.
Additionally, specific transcription factors
that are involved in supervising astrocyte
gene expression and ultimately neuronal
functions have been revealed. Yet the intri-
cacies of neuronal activity-dependent tran-
scriptomic plasticity in astrocytes and the
mechanisms underlying downstream neuro- -
nal circuit and behavioral alterations have
remained obscure.

Sardar et al. identify a mechanism through
which neuronal activity induces transcrip-
tomic changes in astrocytes, which in turn
drive epigenetic changes and
regulate olfactory sensory
processing in mice. They
show that neuronal activ-
ity, artificially evoked using
chemogenetics or physiologi-
cally triggered through ol-
factory stimulation, induces
widespread changes in gene
expression in astrocytes in
a brain region-dependent
manner. The expression of
immediate early genes—a
set of genes that are rapidly
and transiently expressed in
response to various stimuli—
were specific to astrocytes and included tran-
scription factors such as SOX9. The evoked
neuronal activity increases binding of SOX9
to the promoter of the solute carrier family 22
member 3 (Slc22a3) gene. This gene encodes
the monoamine transporter organic cation
transporter 3 (OCT3), which contributes to
the uptake of serotonin. SOX9-mediated up-
regulation of Slc22a3 expression was specific
to the olfactory bulb; deleting Sox9 did not
affect Slc22a3 expression in the cortex or
hippocampus. This up-regulation in OCT3
expression increases levels of astroglial sero-
tonin, which enters the nucleus to drive his-
tone serotonylation (see the figure). Because
SOX9 regulates the expression of various
genes, it would be interesting to further in-
vestigate the downstream effects of SOX9-
mediated gene regulation.

What is the role of such histone modifica-
tion? Using conditional deletion of Slc22a3,
Sardar et al. show that Slc22a3 up-regulation

16 JUNE 2023 - VOL 380 ISSUE 6650 1105


http://crossmark.crossref.org/dialog/?doi=10.1126%2Fscience.adi5765&domain=pdf&date_stamp=2023-06-15

INSIGHTS | PERSPECTIVES

Epigenetic changes in astrocytes contribute to olfaction

Neuronal activity alters gene expression in astrocytes, including up-regulating the expression of the
transcription factor SOX9, which drives the expression of the monoamine transporter organic cation
transporter 3 (OCT3). This increases the uptake of serotonin released from neurons and histone serotonylation
(S). This epigenetic modification up-regulates the expression of monoamine oxidase B (MAOB), a
~y-aminobutyric acid (GABA) biosynthesis enzyme. GABA is then released by astrocytes to inhibit synaptic

transmission and regulate olfactory behavior.
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induced by histone serotonylation increases
the expression of monoamine oxidase B
(MAOB), a biosynthetic enzyme of the inhibi-
tory neurotransmitter y-aminobutyric acid
(GABA). Increased MAOB expression was
associated with enhanced levels of GABA
and its release by astrocytes, leading to in-
creases in inhibitory synaptic transmission.
Behaviorally, the GABA-mediated olfactory
sensory processing allows responses to scents
and ultimately contributes to odor detection
and discrimination in mice. This translated
to an enhancement of the ability of mice to
detect new scents present at low concentra-
tion and to distinguish between structurally
similar odorants.

Notably, altering the expression of OCT3
modifies the astrocyte phenotype at mul-
tiple levels, with changes in transcriptome,
calcium signaling, morphology, and GABA
release. This raises the questions of whether
and how these different effects individually
or synergistically contribute to controlling
sensory processing. Astrocyte serotoninergic
signaling is implicated in numerous physio-
logical and pathological processes, including
circadian rhythms, mood regulation, pain,
stress, anxiety, and depression (6). Identifying
the extent to which this transcriptomic path-
way is involved in the underlying regulatory
and dysregulatory mechanisms of these vari-
ous processes would be of particular interest.
Histone serotonylation was initially identi-
fied in serotonin-producing neurons and was
shown to be permissive for gene expression

1106 16 JUNE 2023 « VOL 380 ISSUE 6650

(7). However, the role of these gene expres-
sion changes in physiological processes is
unknown. The regulation of olfaction by as-
trocytes undergoing this same histone modi-
fication after serotonin uptake through trans-
porters (8) thus expands the scale of action of
this epigenetic modification.

What may be the advantage of such activ-
ity-dependent epigenetic regulation in sev-
eral cell types? Considering that an astrocyte
contacts hundreds of thousands of synapses
(9), downstream effects of histone serotonyl-
ation could be broadcast to a large neuronal
population. This is particularly suitable for
the circuit-wide plasticity that is needed to
discriminate scents. Could other neuromodu-
lators, such as catecholamines and histamine,
also modulate changes that adaptively affect
synaptic and circuit functions? Both the po-
tential diversity in histone monoaminylation
and regional specificities highlighted in the
study of Sardar et al. could support the tai-
lored regulation of gene expression according
to local activity-dependent needs.
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Abig
breakthrough
for beryllium

A stable organometallic
compound with a Be-Be
bond has been synthesized

By Jason L. Dutton

he investigation of organometallic

compounds containing unsupported

homoatomic  metal-metal

bonds has been an area of major in-

terest for decades. These compounds

feature distinct, otherwise inacces-
sible bonding, such as M-M quadruple and
quintuple bonds, and fascinating reactiv-
ity, including mimicking the reactions of
C-C multiple bonds. Ultimately, the main
driver for research in this area is to push the
boundaries of bonding for a given element
and, in doing so, rewrite the textbooks. On
page 1147 of this issue, Boronski et al. (I)
report the isolation of diberyllocene as the
latest entrant in the field. Diberyllocene is
a stable Be-Be bonded compound and is a
relatively accessible source of nucleophilic
beryllium, which has the potential to unlock
the reactivity of organoberyllium with a vast
array of new substrates.

The most conspicuous appearance of be-
ryllium is as a constituent in the mineral
beryl, of which emeralds are one variety. As
an element, it is used as an x-ray window—
being a very light metal (atomic number 4;),
beryllium is largely transparent to x-rays—
and it is also used as a metal or alloy in ap-
plications demanding lightweight strength.
From a chemistry perspective, beryllium is
the most electronegative element in the s-
block of the periodic table; because of this,
combined with being a light second-row el-
ement, it is expected that beryllium should
display the richest chemistry of the s-block,
with capabilities for covalent bonding not
found in the heavier metals. However, the
chemistry of beryllium is dominated by Be**
or molecular compounds in the 2+ oxida-
tion state through loss of the 2s electrons. A
good example of the opportunity that beryl-
lium offers is the recent discovery of a Be-N
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Epigenetic changes in astrocytes contribute to olfaction

Neuronal activity alters gene expression in astrocytes, including up-regulating the expression of the
transcription factor SOX9, which drives the expression of the monoamine transporter organic cation
transporter 3 (OCT3). This increases the uptake of serotonin released from neurons and histone serotonylation
(S). This epigenetic modification up-regulates the expression of monoamine oxidase B (MAOB), a
~y-aminobutyric acid (GABA) biosynthesis enzyme. GABA is then released by astrocytes to inhibit synaptic

transmission and regulate olfactory behavior.
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induced by histone serotonylation increases
the expression of monoamine oxidase B
(MAOB), a biosynthetic enzyme of the inhibi-
tory neurotransmitter y-aminobutyric acid
(GABA). Increased MAOB expression was
associated with enhanced levels of GABA
and its release by astrocytes, leading to in-
creases in inhibitory synaptic transmission.
Behaviorally, the GABA-mediated olfactory
sensory processing allows responses to scents
and ultimately contributes to odor detection
and discrimination in mice. This translated
to an enhancement of the ability of mice to
detect new scents present at low concentra-
tion and to distinguish between structurally
similar odorants.

Notably, altering the expression of OCT3
modifies the astrocyte phenotype at mul-
tiple levels, with changes in transcriptome,
calcium signaling, morphology, and GABA
release. This raises the questions of whether
and how these different effects individually
or synergistically contribute to controlling
sensory processing. Astrocyte serotoninergic
signaling is implicated in numerous physio-
logical and pathological processes, including
circadian rhythms, mood regulation, pain,
stress, anxiety, and depression (6). Identifying
the extent to which this transcriptomic path-
way is involved in the underlying regulatory
and dysregulatory mechanisms of these vari-
ous processes would be of particular interest.
Histone serotonylation was initially identi-
fied in serotonin-producing neurons and was
shown to be permissive for gene expression

1106 16 JUNE 2023 « VOL 380 ISSUE 6650

(7). However, the role of these gene expres-
sion changes in physiological processes is
unknown. The regulation of olfaction by as-
trocytes undergoing this same histone modi-
fication after serotonin uptake through trans-
porters (8) thus expands the scale of action of
this epigenetic modification.

What may be the advantage of such activ-
ity-dependent epigenetic regulation in sev-
eral cell types? Considering that an astrocyte
contacts hundreds of thousands of synapses
(9), downstream effects of histone serotonyl-
ation could be broadcast to a large neuronal
population. This is particularly suitable for
the circuit-wide plasticity that is needed to
discriminate scents. Could other neuromodu-
lators, such as catecholamines and histamine,
also modulate changes that adaptively affect
synaptic and circuit functions? Both the po-
tential diversity in histone monoaminylation
and regional specificities highlighted in the
study of Sardar et al. could support the tai-
lored regulation of gene expression according
to local activity-dependent needs.
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Abig
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for beryllium

A stable organometallic
compound with a Be-Be
bond has been synthesized

By Jason L. Dutton

he investigation of organometallic

compounds containing unsupported

homoatomic  metal-metal

bonds has been an area of major in-

terest for decades. These compounds

feature distinct, otherwise inacces-
sible bonding, such as M-M quadruple and
quintuple bonds, and fascinating reactiv-
ity, including mimicking the reactions of
C-C multiple bonds. Ultimately, the main
driver for research in this area is to push the
boundaries of bonding for a given element
and, in doing so, rewrite the textbooks. On
page 1147 of this issue, Boronski et al. (I)
report the isolation of diberyllocene as the
latest entrant in the field. Diberyllocene is
a stable Be-Be bonded compound and is a
relatively accessible source of nucleophilic
beryllium, which has the potential to unlock
the reactivity of organoberyllium with a vast
array of new substrates.

The most conspicuous appearance of be-
ryllium is as a constituent in the mineral
beryl, of which emeralds are one variety. As
an element, it is used as an x-ray window—
being a very light metal (atomic number 4;),
beryllium is largely transparent to x-rays—
and it is also used as a metal or alloy in ap-
plications demanding lightweight strength.
From a chemistry perspective, beryllium is
the most electronegative element in the s-
block of the periodic table; because of this,
combined with being a light second-row el-
ement, it is expected that beryllium should
display the richest chemistry of the s-block,
with capabilities for covalent bonding not
found in the heavier metals. However, the
chemistry of beryllium is dominated by Be**
or molecular compounds in the 2+ oxida-
tion state through loss of the 2s electrons. A
good example of the opportunity that beryl-
lium offers is the recent discovery of a Be-N
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double bond (2). Pi-bonding is a common
feature in nitrogen-containing compounds,
but only by using beryllium can such a
bond be accessed between nitrogen and an
s-block element. Despite these features, be-
ryllium is one of the least-explored elements
in the entire periodic table. This is because
of safety concerns surrounding the toxicity
of beryllium. The primary risk factor is the
inhalation of beryllium-containing dust, for
which even very small quantities can result
in both an acute and a chronic immune re-
sponse, leading to potentially fatal scarring
of the lungs. However, there is an emerging
recognition that beryllium chemistry can be
done safely in academic settings with proper
precautions and controls (3).

To avoid safety concerns, advances in
beryllium chemistry are often preceded by
theoretical prediction using computational
chemistry. Diberyllocene was first suggested
to be a stable molecule and an interesting
synthetic target in a 2005 theoretical study
(4). The synthesis of diberyllocene that is
reported by Boronski et al. takes advantage
of one of the other great breakthroughs in
s-block chemistry—the Jones reagent, which
is a stable Mg(I) compound (5). In addition
to being a stable group 2 complex with an
M-M bond, the Jones reagent has found
widespread use as a powerful, selective,
and soluble reducing agent. Notably, a pre-
vious attempt to generate a Be-Be complex
by making an analog of the Jones reagent
was undone by a side reaction of the ligand
(6). Boronski et al. showed that reduction
of beryllocene with the Jones reagent in
toluene followed by purification by sublima-
tion resulted in 85% yield of diberyllocene.
Crystallographic characterization revealed
that diberyllocene has a similar structure
to dizincocene (7). This is not unexpected
because zinc is one of the most similar ele-
ments to beryllium in terms of valence and
electronegativity, with the main difference
being shorter bonds in diberyllocene owing
to the smaller atomic radius of beryllium.

There are often questions asked in the
field about whether an M-M compound is
actually a covalent bond and not a bridging
hydride, where rather than an M-M bond,
the metals are held together by hydrogen
atoms between them. There has been an
instance where a purported homoatomic
M-M bond in dicobaltocene (8) was later
revealed to be a bridging tetrahydride (9).
Diberyllocene is structurally similar to di-
cobaltocene, and bridging hydrides are a
well-established feature in organoberyllium
chemistry (10, 1I). The detection of metal-
hydrides by x-ray crystallography is often
hampered by the short M-H bonds and the
high electron density of the metal, which
can obscure hydrogen atoms, but this is not

SCIENCE science.org

an issue for diberyllocene because beryllium
has few electrons. Indeed, the x-ray structure
for diberyllocene obtained by Boronski et al.
shows no anomalous electron density where
hydrides would be located, and the C-H hy-
drogens are clearly apparent in the electron
density map. Nuclear magnetic resonance
(NMR) and infrared (IR) spectroscopy also
indicate an absence of potential Be-H.

It can be challenging to describe the
bonding in M-M complexes as well as to
conclusively determine the oxidation state
of the metals. The Ga-Ga triple bond is an
example of a system where there has been
extensive discussion on the correct descrip-
tion of the M-M bond, with opinions rang-
ing from there being a single bond to there

Synthesis and reactivity

of diberyllocene

Reduction of Be(Il) beryllocene using the Jones
reagent furnishes Be(l) diberyllocene. This can be
used to react with various electrophilic substrates,
such as a Zn(ll) complex to give a Be-Zn compound.
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obviously being a triple bond, and others
settling in between (72). Regarding ambi-
guity in assigning oxidation states, a rel-
evant example is the report of a Be(0) com-
pound, cyclic alkyl(amino)carbene-bound
cAAC-Be-cAAC (13). The assignment of the
oxidation state of beryllium as 0 has been
questioned, with it being suggested that be-
ryllium should be considered in the +2 oxi-
dation state with reduced cyclic alkyl amino
carbene ligands each carrying an additional
electron, but the matter has remained un-
resolved (14, 15). The analyses by Boronski
et al. establish that diberyllocene shows a
clear Be-Be single bond and occupation of
the 2s orbital of each beryllium with one
electron through density functional theory
(DFT) calculations. The assignment of the
+1 oxidation state for beryllium is also un-
controversial because the cyclopentadienyl

(Cp) ligands bound to the beryllium atoms -

cannot accept more electrons. Be NMR
spectroscopy experimentally supports the
assignment, with diberyllocene featuring
an unusually upfield chemical shift of -28
parts per million, which is indicative of very
electron-rich beryllium.

Preliminary reactivity studies
diberyllocene with L-Al-I and L-Zn-I com-
plexes gave L-Al-Be-Cp and L-Zn-Be-Cp
(see the figure). These reactions demon-
strate that diberyllocene can act as a nu-
cleophilic equivalent of Be*, in contrast
to virtually all other sources of beryllium,
which are electrophilic in nature. This will
open the door to a huge range of potential
bond-forming reactions between beryllium
and electrophilic substrates to continue to
explore the chemistry of this relatively un-
mapped element.
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Al and the transformation of
social science research

Careful bias management and data fidelity are key

By Igor Grossmann'?, Matthew Feinberg?,
Dawn C. Parker?#, Nicholas A. Christakis5,
Philip E. Tetlock®, William A. Cunningham’®®

dvances in artificial intelligence (AI),

particularly large language models

(LLMs), are substantially affect-

ing social science research. These

transformer-based machine-learning

models pretrained on vast amounts
of text data are increasingly capable of sim-
ulating human-like responses and behaviors
(1, 2), offering opportunities to test theories
and hypotheses about human behavior at
great scale and speed. This presents urgent
challenges: How can social science research
practices be adapted, even reinvented, to
harness the power of foundational AI? And
how can this be done while ensuring trans-
parent and replicable research?

Social sciences rely on a range of meth-
ods, including questionnaires, behavioral
tests, mixed-method analyses of semi-struc-
tured responses, agent-based modeling
(ABM), observational studies, and experi-
ments. The common goal is to obtain a gen-
eralized representation of characteristics of
individuals, groups, cultures, and their dy-
namics (2). With the advent of advanced Al
systems, the landscape of data collection in
social sciences may shift. LLMs take advan-
tage of deep learning to capture complex re-
lationships within language. Such language
literacy capabilities in processing, generat-
ing, and interacting with human language
in a contextually aware and semantically
accurate fashion (I) represent a major shift
from previous Al approaches, which often
struggled with such nuanced aspects of lan-
guage as irony, metaphor, or emotional tone.
With proper conditioning (3), LLMs can
more accurately simulate human behavioral
responses in social science research.

LLMs may supplant human participants
for data collection. For example, LLMs have
already demonstrated their ability to gen-
erate realistic survey responses concerning
consumer behavior (2). Although opinions
on the feasibility of this application vary,

at a minimum, studies that use simulated
participants could be used to generate hy-
potheses that could then be confirmed in
human populations (3, 4). The success of
this approach depends on algorithmic fidel-
ity of the trained data (3), transparency in
model training, prompt engineering, and
benchmark selection.

Why is this scenario plausible? Pre-
trained on massive datasets, advanced Al
models can represent a vast array of hu-
man experiences and perspectives, possi-
bly giving them a higher degree of freedom
to generate diverse responses than that of
conventional human participant methods,
which can help to reduce generalizability
concerns in research (2). LLMs can also
generate responses across a wider range
of parameters than human participants
because of pragmatic concerns of limited
attention span, response bias, or habitua-
tion among humans, providing a less biased
view of underlying latent dimensions. This
makes them especially useful in high-risk
projects for which traditional data collec-
tion is impractical, allowing for the testing
of interventions in simulated populations
before real-world implementation.

LLMs could be used as surrogates in
other ways. They have the potential to en-
hance policy analysis by reproducing the
views of different theoretical or ideologi-
cal schools of thought. For example, LLMs
could be trained to capture nuances of com-
plex debates, such as concerning the stabil-
ity and reliability of nuclear deterrence in
the face of human and technical factors (5).
LLMs could be trained to capture varied
perspectives, including evaluating “what-
if” scenarios that nearly occurred, such as
the Cuban Missile Crisis in 1962, and pro-
viding assessments of how plausible these
scenarios were. Once LLMs can pass the
Ideological Turing Test—meaning that they
can accurately represent opposing view-
points in a way indistinguishable from real
humans—researchers can use them to gen-
erate future scenarios. Future LLMs, appro-
priately trained (3), may thus out-perform

l'

humans on analytic tasks such as syn (H;)%Cz

sizing clashing views to generate sup€rior
forecasts and policy prescriptions.

Al could also fill the role of a “confederate”
(controlled experimental partner) in social
interaction research involving individuals
or groups (6), potentially as components
to agent-based simulations. An LLM-ABM
hybrid could use LLM to derive empiri-
cally based rules of social decision-making
or behavior to simulate social interactions
of individuals with specific characteristics
and beliefs (4). This approach could explore
how agents with these particular charac-
teristics influence subsequent interaction
with humans, informing broader social sci-
ence questions such as how misinformation
spreads throughout social networks (7).

Such investigations raise questions
about the limits of LLMs as human cogni-
tion and decision models. Can we “nudge” -
an LLM by asking it to assess the quality
of a news item before sharing, replicat-
ing research with humans (7)? If so, could
we use the integrated LLM-ABM model to
identify interventions that would reduce
the spread of misinformation through so-
cial networks? Generally, if LLM-ABMs
can provide new insights on how human
agents choose to share information, co-
operate and compete in social dilemmas,
and conform with social norms, they can
provide valuable insights into both the
underlying mechanisms governing hu-
man behavior and social dynamics (8) with
higher fidelity than has been possible with
previous human decision models.

Incorporating LLMs into ABMs intro-
duces new challenges because of their dif-
fering operational principles. Whereas
LLMs generate and interpret language
according to statistical patterns derived
from vast linguistic data, traditional ABMs
operate on the basis of predefined formal
rules (9) that can be generated by using
real-world linguistic and other qualitative
data. New ABM design will be needed to
take advantage of LLMSs’ capability to simu-
late performance on questionnaires, behav-
ior in ill-defined situations, or open-ended
responses (2). By creating realistic initial
populations for ABMs, LLMs can model
subjects’ latent cognitive or affective states,
surpassing traditional researchers’ capac-
ity and opening doors for future theory
generation.

LLMs’ potential future benefits include
creating samples as diverse as the cul-
tural products (2, 3) on which the mod-
els were trained, offering a more accurate
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portrayal of human behavior and social
dynamics than those from conventional
methods that rely on typically less heter-
ogenous and representative convenience
samples (2). Because of their population-
scale calibration data, LLMs could help
address common challenges in social sci-
ence research that can lead to biased
models, including generalizability and
self-selection concerns (2).

Effective Al-assisted research will de-
pend on the AI being able to accurately
mirror the perspectives of diverse demo-
graphic groups. Pretrained models from
linguistic cultural products are known to
capture sociocultural biases present in so-
ciety (2, 10). When biases are recognized, a
key question is their provenance: Do they
correctly reflect the populations, or are they
artifacts of model construction (77)? Model
construction bias may result from incorrect
or invalid choices throughout the design
and development pipeline (for example,
choosing constructs that are differentially
valid across demographic groups, curating
datasets that lack diversity or that encode
biases of certain human annotators, or se-
lecting models that fail to capture specific
patterns pertinent to minorities) or because
of existing societal disparities (2).

The scientist-humanist dilemma emerges
as a key issue: Although scientists aim to
study “pure” LLMs with embedded socio-
cultural biases to simulate human behavior
and trace its cultural evolution (2), ethical
constraints require engineers to protect
LLMs from these very biases. Already, LLM
engineers have been fine-tuning pretrained
models for the world that “should be” (12)
rather than the world that is, and such ef-
forts to mitigate biases in Al training (2,
13) may thus undermine the validity of AI-
assisted social science research. The propri-
etary “black box” nature of LLM training
challenges the ability of researchers to
evaluate underlying mechanisms and rep-
licate findings. To address this, advocating
for open-source LLMs, access to pretrained
but not fine-tuned models for scientific
research, and transparent methodologies
(such as BLOOM, Cerebras-GPT, or LLaMA)
are essential for ensuring reliable and cred-
ible Al-driven research (2).

Overall, researchers will need to estab-
lish guidelines for the ethical use of LLMs
in research, addressing concerns related to
data privacy, algorithmic fairness [versus
monoculture (2)], environmental costs (2,
13), and the potential misuse of LLM-gener-
ated findings. Pragmatic concerns with data
quality, fairness, and equity of access to the
powerful AI systems will be substantial.

In deciding whether to use LLMs to
approximate human behavior, research-
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ers must first validate language-mediated
(latent) constructs (2). They can treat
LLM-generated responses as a “sample” of
nonhuman participants and systematically
vary prompts, akin to presenting random
stimuli in traditional experiments. A cru-
cial consideration in using LLMs for re-
search is the trade-off between external and
internal validity. Future LLMs, trained on
diverse cultural content, will offer greater
external validity by simulating human-like
responses and generalizing to real-world
scenarios. However, their opaque nature
will limit their internal validity. Conversely,
laboratory-grown natural-language pro-
cessing models, built on smaller controlled
datasets, will provide stronger internal va-
lidity at the expense of reduced reliability
and generalizability because the limited
training data may hinder their ability to

“...large language models
rely on‘shadows’ of
human experiences described
in cultural products. ”

perform consistently and broadly across
different contexts. Researchers should care-
fully choose between these approaches ac-
cording to their priorities.

Researchers must also consider the con-
text of their study. High-risk situations
that involve violence or situations that are
plainly infeasible with large numbers of hu-
man participants may be more suitable for
LLMs. For example, LLMs might be used to
explore human dynamics of space travel, or
create predator and victim prototypes for
studies of online sexual predators, an ethi-
cally fraught realm because of the potential
trauma to human participants.

As Al reshapes the landscape of social sci-
ence (14), researchers will diversify their ex-
pertise, embracing new roles such as model
bias hunters, Al-data validators, or human-
Al interactionist. In this context, maintain-
ing conceptual clarity (2), understanding
foundations of measurement (2), and adher-
ing to ethically grounded practical wisdom
(15) for selecting an Al-assisted design that
fits one’s research question will be essential.
With the democratization of Al-assisted data
collection, the importance of early-stage so-
cial science training and supporting quan-
titative methods (such as computation and
statistics) is crucial, calling for revision of
social science education programs.

Just as the prisoners in the allegory of
Plato’s Cave observe shadows on a wall and
believe them to represent reality, LLMs
rely on “shadows” of human experiences

described in cultural products. These shad-
ows offer a limited view of the true nature
of the phenomena they represent because
folk psychology (2) captured in cultural
products may not always reflect the mech-
anisms that govern human behavior—a
limitation essential for social scientists to
acknowledge. Examining the limitations
and biases of LLMs also puts a mirror to
common practices in many fields, be it bias
in representation, sampling methods, or
methodological individualism (2).

Despite these obstacles, LLMs allow so-
cial scientists to break from traditional re-
search methods and approach their work in
innovative ways. LLM models will likely vi-
tiate online crowdworking platforms, which
are the dominant source of human partici-
pant data in many social science fields, for
the simple reasons of on-par performance
of simple tasks, and because open-ended
responses from LLM-guided bots will be-
come indistinguishable from human partic-
ipants, calling for new methods for human
data verification. Social scientists must be
prepared to adapt to the uncertainty (15)
that comes with evolving technology while
being mindful of the limitations of ongo-
ing research practices. Only by maintaining
transparency and replicability (2) can we
ensure that Al-assisted social science re-
search truly contributes to our understand-
ing of human experience.
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Art and the science of generative Al

Understanding shifts in creative work will help guide Al's impact on the media ecosystem

By Ziv Epstein’, Aaron Hertzmann?3,
and the Investigators of Human Creativity*

he capabilities of a new class of tools,
colloquially known as generative ar-
tificial intelligence (AI), is a topic of
much debate. One prominent appli-
cation thus far is the production of
high-quality artistic media for visual
arts, concept art, music, and literature, as
well as video and animation. For example,
diffusion models can synthesize high-qual-
ity images (I), and large language models
(LLMs) can produce sensible-sounding and
impressive prose and verse in a wide range
of contexts (2). The generative capabilities
of these tools are likely to fundamentally al-
ter the creative processes by which creators
formulate ideas and put them into produc-
tion. As creativity is reimagined, so too may
be many sectors of society. Understanding
the impact of generative Al—and making
policy decisions around it—requires new
interdisciplinary scientific inquiry into cul-
ture, economics, law, algorithms, and the
interaction of technology and creativity.
Generative Al tools, at first glance, seem
to fully automate artistic production—an
impression that mirrors past instances
when traditionalists viewed new technolo-
gies as threatening “art itself.” In fact, these
moments of technological change did not
indicate the “end of art,” but had much
more complex effects, recasting the roles
and practices of creators and shifting the
aesthetics of contemporary media (3). For
example, some 19th-century artists saw the
advent of photography as a threat to paint-
ing. Instead of replacing painting, however,
photography eventually liberated it from
realism, giving rise to Impressionism and
the Modern Art movement. By contrast,
portrait photography did largely replace
portrait painting. Similarly, the digitization
of music production (e.g., digital sampling
and sound synthesis) was decried as “the
end of music.” Instead, it altered the ways
people produce and listen to music, and
helped spawn new genres, including hip
hop and drum’n’bass. Like these historical
analogs, generative Al is not the harbinger
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of art’s demise, but rather is a new medium
with its own distinct affordances. As a suite
of tools used by human creators, generative
Al is positioned to upend many sectors of
the creative industry and beyond—threat-
ening existing jobs and labor models in the
short term, while ultimately enabling new
models of creative labor and reconfiguring
the media ecosystem.

Unlike past disruptions, however, gen-
erative Al relies on training data made by
people. The models “learn” to generate art
by extracting statistical patterns from exist-
ing artistic media. This reliance on train-
ing data raises new issues—such as where
the data is sourced, how it influences the
outputs, and how to determine authorship.
By leveraging existing work to automate
aspects of the creative process, generative

“...generative Al is not the
harbinger of art’s demise, but
rather is a new medium
with its own distinct affordances.

Al challenges conventional definitions of
authorship, ownership, creative inspiration,
sampling, and remixing and thus compli-
cates existing conceptions of media produc-
tion. It is therefore important to consider
generative AI’s impacts on aesthetics and
culture, legal questions of ownership and
credit, the future of the creative work, and
impacts on the contemporary media ecosys-
tem. Across these themes, there are key re-
search questions to inform policy and ben-
eficial uses of this technology (4).

To properly study these themes, it is first
necessary to understand how the language
used to describe Al affects perceptions of the
technology. The very term “artificial intelli-
gence” might misleadingly imply that these
systems exhibit human-like intent, agency,
or even self-awareness. Natural language-
based interfaces now accompany generative
Al models, including chat interfaces that
use the “I” pronoun, which may give users a
sense of human-like interaction and agency.
These perceptions can undermine credit to
the creators whose labor underlies the sys-
tem’s outputs (5) and deflect responsibility
from developers and decision-makers when
these systems cause harm (6). Future work

is needed to understand how perceptions of
the generative process affect attitudes toward
outputs and authors. This could facilitate the
design of systems that disclose the generative
process and avoid misleading interpretations.
Generative AI’s specific affordances in turn
give rise to new aesthetics that may have a
long-term effect on art and culture. As these
tools become more widespread, and their use
becomes commonplace (as with photogra-
phy a century ago), it remains an open ques-
tion how the aesthetics of their outputs will
affect artistic outputs. A low barrier to entry -
for generative Al could increase the overall
diversity of artistic outputs by expanding the
set of creators who engage with artistic prac-
tice. At the same time, aesthetic and cultural
norms and biases embedded in the training
data might be captured, reflected, and even
amplified—thereby decreasing diversity (7).
Al-generated content may also feed future
models, creating a self-referential aesthetic
flywheel that could perpetuate Al-driven cul-
tural norms. Future research should explore
ways to quantify and increase output diver-
sity and study how generative Al tools may
influence aesthetics and aesthetic diversity.
The opaque, engagement-maximizing
recommender algorithms of social media
platforms could further reinforce aesthetic
norms through feedback loops (8) that pro-
duce sensational and shareable content. As
algorithm and content creators try to maxi-
mize engagement, this may further homog-
enize content. However, some preliminary
experiments (9) suggest that incorporating
engagement metrics when curating Al-
generated content can, in some cases, diver-
sify content. It remains an open question
what styles are amplified by recommender
algorithms, and how that prioritization af-
fects the types of content creators make
and share. Future work must explore the
complex, dynamic systems formed by the
interplay between generative models, rec-
ommender algorithms, and social media
platforms, and their resulting impact on
aesthetics and conceptual diversity.
Generative Al’s reliance on training data
to automate aspects of creation raises legal
and ethical challenges regarding authorship
and thus should prompt technical research
into the nature of these systems. Copyright
law must balance the benefits to creators,
users of generative Al tools, and society at
large. Laws could treat the use of training
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data as noninfringing if protected works
are not directly copied; fair use if training
involves a substantial transformation of the
underlying data; allowed only if creators
give an explicit license; or subject to statu-
tory compulsory licensing that allows data
to be used for training provided that cre-
ators are compensated. Much of copyright
law relies on judicial interpretations, so it
is not yet clear if collecting third-party data
for training or mimicking an artist’s style
would violate copyright. Legal and technical
issues are entwined: Do models directly copy
elements from the training data, or produce
entirely new works? Even when models do
not directly copy from existing works, it is
not clear whether and how artists’ individ-
ual styles should be protected. What mecha-
nisms could protect and compensate artists
whose work is used for training, or even per-
mit them to opt out, while still allowing new
cultural contributions to be made with gen-
erative Al models? Answering these ques-
tions and determining how copyright law
should treat training data require substan-
tial technical research to develop and under-
stand the Al systems, social science research
to understand perceptions of similarity, and
legal research to apply existing precedents to
new technology. Of course, these points rep-
resent only an American legal perspective.

A distinct legal question concerns who
can claim ownership over model outputs.
Answering this requires understanding the
creative contributions of a system’s users ver-
sus other stakeholders, such as the system’s
developers and creators of the training data.
Al developers could claim ownership over
outputs through terms of use. By contrast, if
users of the system have engaged in a mean-
ingfully creative way (e.g., the process is not
fully automated, or does not emulate specific
works), then they might be considered as
the default copyright holders. But how sub-
stantial must users’ creative influence be for
them to claim ownership? These questions
involve studying the creative process of us-
ing Al-based tools and may become more
complex if users gain more direct control.

Regardless of legal outcomes, genera-
tive Al tools are likely to transform creative
work and employment. Prevailing economic
theory [i.e., skill-biased technological change
(SBTC)] assumes that cognitive and creative
workers face less labor disruption from au-
tomation because creativity is not readily
encodable into concrete rules (i.e., Polanyi’s
paradox) (I10). Yet, new tools have sparked
employment concerns for creative occupa-
tions such as composers, graphic designers,
and writers. This conflict arises because
SBTC fails to differentiate between cognitive
activities such as analytical work and cre-
ative ideation. A new framework is needed to
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characterize the specific steps of the creative
process, which of those steps might be af-
fected by generative Al tools, and the effects
on workplace requirements and activities of
varying cognitive occupations (I1).

Although these tools may threaten some
occupations, they could increase the pro-
ductivity of others and perhaps create new
ones. For example, historically, music au-
tomation technologies enabled more musi-
cians to create, even as earnings skewed (12).
Generative Al systems can create hundreds
of outputs per minute, which may accelerate
the creative process through rapid ideation.
However, this acceleration might also under-
mine aspects of creativity by removing the
initial period of prototyping associated with
a tabula rasa. In either case, production time
and costs will likely fall. The production of
creative goods may become more efficient,
leading to the same amount of output with
fewer workers. In turn, demand for creative
work may increase. However, the production
of creative goods may become more efficient,
leading to the same amount of output with
fewer workers. Furthermore, many work-for-
hire occupations using conventional tools,
like illustration or stock photography, could
be displaced. Several historical examples
bear this out. Most notably, the Industrial
Revolution enabled mass production of tra-
ditionally artisanal crafts (e.g., ceramics, tex-
tiles, and steelmaking) with the labor of non-
artisans; hand-made goods became specialty
items. Similarly, photography replaced por-
trait painting. Digitization of music removed
constraints of learning to physically manipu-
late instruments and enabled more complex
arrangements with more contributors. These
tools may change who can work as an artist,
in which case artists’ employment may rise
even as average wages fall.

As these tools affect creative labor, they
also introduce potential downstream harms
to the broader media ecosystem. As the
cost and time to produce media at scale de-
creases, the media ecosystem may become
vulnerable to Al-generated misinformation
through the creation of synthetic media,
particularly media that provides proba-
tive evidence for claims (I3). These new
possibilities for generating photorealistic
synthetic media may undermine trust in
authentically captured media through the
so-called “liar’s dividend” (fake content
benefits liars by undermining trust in the
truth) (I4) and also increase threats of fraud
and nonconsensual sexual imagery. This
raises important research questions: What
is the role of platform interventions such as
tracking source provenance and detecting
synthetic media downstream in governance
and building trust (75)? And how does the
proliferation of synthetic media affect trust

in real media, such as unedited journalis-
tic photographs? As content production in-
creases, collective attention spans may de-
crease (16). The explosion of Al-generated
content may in turn hamper society’s ability
to collectively discuss and act in important
arenas such as climate and democracy.
Every artistic medium mirrors and com-
ments on the issues of its time, and the
debates surrounding contemporary Al-
generated art reflect present issues sur-
rounding automation, corporate control,
and the attention economy. Ultimately,
we express our humanity through art, so
understanding and shaping the impact of
Al on creative expression is at the center
of broader questions about its impact on
society. New research into generative Al
should inform policy and beneficial uses of
the technology while engaging with critical

stakeholders, particularly artists and cre- -

ative laborers themselves, many of whom
actively engage with difficult questions at
the vanguard of societal change.
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The hody’s predictive processor

Brains begin with complete models of the world and work
backward to anticipate sensory data, argues a philosopher

By Zoe Drayson

ow do our brains process, filter, and
encode all the sensory data with which

we are continually bombarded so that

we experience a world of objects, peo-

ple, and opportunities? Perhaps they

do not. Proponents of “predictive pro-
cessing” suggest that the bulk of our brains’
processing operates in the opposite direc-
tion, starting with fully formed models and
working backward to predict the
sensory inputs that would be ex-
pected from such a world. If the
brain’s predictions do not match
incoming sensory input, then er-
ror signals are fed back to correct
the models. The more accurate the
brain’s predictions, the less pro-
cessing of sensory inputs required.
In The Ezperience Machine,
philosopher Andy Clark master-
fully synthesizes recent work on
the predictive brain into an ac-
cessible and captivating book for
the nonspecialist. He explains not
only how predictive processing in the brain
can account for accurate perception but
also—and perhaps more fascinatingly—what
happens when things go wrong. If sensory
feedback is ambiguous or limited, for exam-
ple, or if a brain assigns too much weight to
an existing model of the world, then errors
can occur. Clark illustrates these scenarios
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The Experience
Machine:

How Our Minds Predict
and Shape Reality
Andy Clark
Pantheon, 2023. 304 pp.

with familiar and compelling examples, de-
scribing why we sense phantom vibrations
from our cell phones, why we hear speech in
white noise, and why we experience a blue-
and-black dress as white and gold.

In Clark’s hands, the predictive brain is
not merely a framework for understanding
how our perceptual systems might work.
Instead, it is a unifying theory of human
minds. He weaves a compelling narrative
that explores how perception, action, pain,
emotion, and consciousness can
all be understood as reflections
of the relationship between our
brain’s model of the external
world and its model of our inter-
nal physiological states. And he
explores how the predictive brain
can explain various phenomena,
including posttraumatic stress
disorder, sporting expertise, the
aesthetic response to artistic
beauty, and even Patrick Swayze’s
character’s dismissive attitude to-
ward pain—“Pain don’t hurt”—in
the 1989 movie Road House.

In one of the book’s most memorable
examples, Clark explores what happens in
the central nervous system when police of-
ficers misidentify a nonharmful object or
movement as a threat. The predictive brain,
he proposes, takes the police officer’s own
heightened internal bodily sensations (such
as increased heart rate) as evidence of a
threatening situation, which predisposes
the visual system to detect a weapon where
there is none.
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Perception reflects an interplay between our brai Upd:

models of the environment and our internal states.

Clark’s focus on neural processing may
surprise readers familiar with the author’s
earlier work on embodied and extended cog-
nition. He has spent several decades argu-
ing that many of our cognitive abilities are
not brain-bound but rather are inextricable
from our bodies and environments. However,
Clark is adamant that we should not misun-
derstand this new book’s framework as a re-
turn to neurocentrism. He proposes instead
that the predictive brain’s ability to combine
inward-looking and outward-looking sensory
information is precisely what enables it to ex-
ploit non-neural resources to extend its cog-
nitive reach. This notion is the book’s most
intriguing and its most metaphorical. Clark
proposes that human minds are “seething,
swirling oceans of prediction, continuously -
orchestrated by brain, body, and world.”

What are the practical implications of
understanding the brain as a predictive ma-
chine? Throughout the book, Clark explores
the possibilities that specialized treatments
and medical interventions could be used
to shape our brain’s predictive processing.
Biofeedback, psychedelic drugs, and immer-
sive virtual reality are some of the options
considered. He also raises the question of
how we might “hack” our own brains using
the power of conscious thought, in a way
that sometimes sounds ominously close
to the pseudoscientific interpretations,
such as manifestation, that Clark cautions
against. “We must at some level strongly
predict that we will occupy the states that
we can plausibly attain and that best realize
our goals,” he writes. “Realistic optimism is
thus the order of the day.”

Scientific work and philosophical work
on predictive processing have been care-
ful to distinguish neural prediction and
precision weighting from what we do as
conscious human beings when we estimate
outcomes and consider probabilities. In
this book, however, Clark is keen to unite
our understanding of conscious and un-
conscious cognitive strategies. He suggests
that our best understanding of affirmation
and visualization techniques, for example,
is in terms of the predictive brain’s error
minimization strategy. Those hoping for an
explanation of how our conscious expec-
tations interact with nonconscious neural
prediction mechanisms, however, will be
left dissatisfied. This part of the puzzle, he
acknowledges, is still missing. Nonetheless,
The Experience Machine provides plenty of
fodder to inspire the next generation of re-
searchers to take on this task. =
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ANIMAL BIOLOGY

Nine lives

A biologist explores the cat’s origins, evolution,
and complicated history with humans

By Greger Larson

recently received campaign flyers from
two local candidates for office. Both
featured smiling, balding, middle-aged
men wearing sweaters over button-
down shirts. Both men cradled cats. In
an effort to convince residents of their
suitability for public office, these men did
not choose to be photographed with chil-
dren or dogs or spouses. They chose cats.

Of all the animals with whom we have
formed domestic relationships, how is it
that the cat has become so globally ubiqg-
uitous and popular? Evolutionary biologist
Jonathan Losos’s book The Cat’s Meow has
answers. Across 20 chapters, Losos explores
every aspect of cats with charm and breath-
less enthusiasm, from their origins, his-
tory, and behavior to humans’ penchant for
molding new breeds using rare morphologi-
cal traits.

Instead of expressing exasperation or
frustration at how little is known about cats,
Losos sees opportunity and in more than a
dozen specific instances suggests how fill-
ing a particular knowledge gap would be
an excellent research project. Do adult cats
of other species “knead” as house cats do?
‘What are the behavioral and anatomical dif-
ferences between North and South African
wildcats? To what degree has human prefer-
ence been a factor in promoting the appear-
ance and spread of noncamouflage coat col-
ors? How much longer do indoor cats live
relative to those who spend most of their
time outside? His many questions have the
makings of at least five PhD dissertations
and two master’s projects.

While there is much still to learn, re-
search over the past two decades has es-
tablished a few facts. Although house cats
can and do produce fertile offspring with
a range of similarly sized wildcat species
distributed across Eurasia and Africa, our
domestic versions are derived from just one
primary ancestor: the North African wild-
cat. The first cat found in an archaeological
context was discovered alongside a woman
in a burial on the island of Cyprus dated to
9500 years ago. Whether this cat would be
recognized as a domestic cat from a modern

The reviewer is at the Palaeogenomics and Bio-Archaeology
Research Network, School of Archaeology, University of Oxford,
Oxford OX1 3TG, UK. Email: greger.larson@arch.ox.ac.uk
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perspective is uncertain, but this site dem-
onstrates that the affinity between people
and cats dates back millennia.

Ancient Egyptians had a particular
fondness for cats. Losos details how the
creatures were absent from Egyptian ico-
nography until ~4000 years ago, when they
became regular features on temple walls.
By 3000 years ago, hundreds of thousands
of people made annual pilgrimages to pay
homage to the Egyptian goddess Bastet,
and they did so by purchasing and placing
a mummified cat in a temple. To meet the
demand, huge catteries bred millions of cats
that were sacrificed as juveniles on an in-
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The Cat’s Meow: Upd:

How Cats Evolved From
the Savanna to Your Sofa
Jonathan B. Losos

Viking, 2023. 400 pp.

havior, and cats are likely no different (7).
Losos admirably presents a carefully
worded deconstruction of the biological
species concept and its lack of relevance
when applied to domestic animals. A similar
discussion of the terms “fully domesticated”
or “semidomesticated”—both of which are
arbitrary and effectively meaningless—
would also have been welcome. Never mind
that, unlike other domesticates, cats often
sleep on people’s heads, Losos concludes
that because domestic cats have not been .
as “greatly transformed” as other animals,
they are rightly placed in the “semidomesti-
cated” camp. But these are minor quibbles.

A pair of Egyptian Maus sit on either side of a statue of the ancient Egyptian goddess Bastet.

dustrial scale and mummified.

Losos packs in scores of other cat stories
and observations that never cease to fas-
cinate. For the most part, he does so with
careful yet accessible science that avoids
overly simplistic conclusions. On two top-
ics, however, he accepts conventional wis-
dom when a more incisive approach would
have been welcome.

Despite frequently discussing the sub-
stantial variability of individual -cats
gleaned from both scientific studies and
anecdotal stories, Losos never questions the
assumption that behavior can be predicted
by a cat’s breed. A recent study of more than
15,000 dogs, however, showed that breed
designation does not predict individual be-

Cats are amazing. They fascinate and
bewilder us. They enhance our lives, and
they murder wildlife. Since forming a tight-
knit relationship with us, they have altered
their cries and purrs to more effectively
manipulate us. Feral cats in Australia can
sense the locations of wildfires and travel
miles to hunt on the now open landscape.
There are hundreds of emerging cat stories
detailed here that will only heighten the
reader’s amazement. And Losos has done
cats at least as proud as we imagine they
pride themselves. m
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Address the Aral Sea
crisis with cooperation

At the United Nations water conference
held in New York in March, Central Asian
countries issued a joint statement that
highlighted the ecological disaster caused
by the desiccation of the Aral Sea. Once
the world’s fourth largest lake (1, 2), the
shrinking Aral Sea has transformed the
lake’s basin into a 5.5-million-hectare
desert, posing challenges to Uzbekistan,
Kazakhstan, Turkmenistan, Tajikistan, and
Kyrgyzstan. Addressing this crisis
will require international support and
regional cooperation.

The primary catalyst behind the Aral
Sea’s desiccation was the overextension of
irrigation within the sea’s catchment area
between the mid-1950s and mid-1980s. The
excessive demand disrupted the region’s eco-
logical balance and resulted in a substantial
decrease of water flowing into the lake from
rivers (3). The loss of the Aral Sea’s fresh
water has led to the degradation of the lake’s
aquatic ecosystems as well as disruptions
to major terrestrial ecosystems (4-6). Local
mesophytic plant communities, for example,
have decreased in both distribution and
diversity (7). Meanwhile, the release of toxic
salty dust particles from the exposed seabed
has caused a decline in human health and
welfare, including increased frequency of
typhus, gastritis, epilepsy, leukemia, bronchi-
tis, and asthma in local residents (8).

Donors and international organizations,
such as the United Nations Development
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Programme, can provide resources and
expertise to assist the affected countries
in implementing sustainable solutions (9).
International support can help countries
in the Aral Sea basin implement more effi-
cient irrigation systems and adopt modern
farming practices. These technological
advancements would save water, which
could then be reused for agricultural crops.
By mobilizing financial resources, the inter-
national community can provide funding
for sustainable infrastructure and develop-
ment in the region.

Continued cooperation among the five
Central Asian countries that share the
Aral Sea basin is also critical (10). In 2018,
the Presidents of Central Asian countries
convened in Turkmenistan and established
the Comprehensive Program of Measures
to Mitigate the Consequences of the Aral
Disaster and the Development of the Aral
Sea Region, which addressed water conser-
vation, improved ecological protection, and
coordinated efforts among Central Asian
nations (7). In the past 5 years, more than
500 initiatives have been executed.

However, despite the efforts to address the
environmental aspects of desiccation, Central
Asian nations continue to grapple with criti-
cal water scarcity and ongoing conflicts and
disputes over water resources. These coun-
tries should increase collaboration to equita-
bly distribute water resources and invest in
programs that restore and preserve the eco-
logical balance of the Aral Sea, such as the
International Fund for Saving the Aral Sea
(12). With international support and regional
cooperation, the Aral Sea countries can inte-
grate the use of water resources, protect the
environment, and conserve biological assets.
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Protect fragile
mountaintop ecosystems

Protecting fragile mountaintop ecosystems
is a crucial component of the Sustainable
Development Goals of the United Nations’
2030 Agenda for Sustainable Development
(I). Mountaintops are among the ecosys-
tems most vulnerable to climate change
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(2-4). Global warming could lead to the
extinction of about 10% of eukaryotic spe-
cies on Earth by 2100 (5). Mountaintop
ecosystems preserve vast amounts of
biodiversity that lives in extreme environ-
mental conditions, provide food and water
for human well-being, and are important
for global carbon storage (6). Thus, they
have irreplaceable economic and ecologi-
cal values in the biodiversity, stability,
and sustainability of global and local
ecosystems. The protection of moun-
taintop ecosystems needs a targeted
conservation framework.

Mountaintops are exposed to various
hostile environments, including high lev-
els of UV radiation, dramatic fluctuations
in moisture and temperature, low levels
of oxygen partial pressure, low water-
holding capacity, and limited soil fertility
(4, 6). They are also highly vulnerable to
disturbances, such as land-use change,
unsustainable resource use, alien species
invasion, and hydrological events (7, 8).
Although montane species shift their dis-
tributions upslope to track their optimal
climate and even increase the species
richness in the mountaintops under global
warming (9), this upslope migration could
lead to increased interspecific competi-
tion and great extinction debt of species
already at the summit.

To date, global conservation plans and
actions do not pay enough attention to
mountaintops despite the ongoing extinc-
tion in this ecosystem (5, 8, 10). This lack
of focus has allowed mountaintop mining
to cause 40% loss of aquatic biodiversity
in West Virginia (77). In addition, bush-
fires have led to the extinction risk of
mountaintop plants in Western Australia’s
Stirling Range (12).

Mountaintop ecosystems will receive
more attention if international organiza-
tions (such as International Union for
Conservation of Nature) add them to
the global agenda of biodiversity con-
servation, monitoring, and assessment.
Governments can include more moun-
taintops in national protected areas and
safeguard their biodiversity through law
enforcement. Finally, more data about the
status of mountaintop species and ecosys-
tems is urgently needed. Scientists should
conduct research and ensure that accurate
information is incorporated into conserva-
tion targets and plans.
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Child nutrition requires
affordable healthy food

The United Nations’ Sustainable
Development Goal 2 focuses on efforts to
“end hunger, achieve food security and
improved nutrition, and promote sustain-
able agriculture,” () but progress has
been insufficient to meet these goals by
2030. The cost of healthy, nutritious food
is a major barrier to adequate nutrition,
especially in low-income countries (7). To
address malnutrition and food insecurity,
national governments, with assistance
from development partners and technical
experts, must reform and strengthen agri-
food systems to make low-cost, nutrient-
dense foods affordable to all.

In 2020, approximately 42% (3.07 billion)
of the world’s population—including 88%
and 69% of the population in low-income
and lower-middle-income countries, respec-
tively—could not afford a healthy diet (1-3).
In 12 countries in Sub-Saharan Africa, more
than 90% of the population was in this
category (I). In the 55 countries and territo-
ries that faced food crises (4), 75.2 million
children experienced impaired growth and
development (i.e., stunting), and 15.8 mil-
lion children under the age of 5—a third of
which lived in northern Nigeria, Ethiopia,
the Democratic Republic of the Congo, and
Sudan—suffered from severe degradation of
muscle and fat tissue (wasting syndrome)
(4). Undernutrition causes nearly 45% of
child deaths, and stunting affects nearly
155 million children globally (5). The unaf-
fordability of nutritious foods is a contrib-
uting factor to all forms of malnutrition (6).

The World Bank’s Food Commodity Price
Index increased by 80% between 2020 and
2022 (7). Increased prices jeopardize child
nutrition because low-income families
often rely on cheap, processed foods that
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are high in calories but low in nutrients
Such foods are often cheaper than fresh
fruits and vegetables (7). The deteriora-
tion of food security and nutritional status
among the most vulnerable populations is
expected to continue (3).

To ensure that all children have access to
healthy, nutritious food, national govern-
ments should enact policies that improve
food affordability, food availability, and
nutrition awareness. Policy measures to
improve affordability directly could include
food vouchers for children and food sub-
sidies for food producers. Government
authorities should also promote free and
fair trade, eliminate trade barriers, and
encourage competition (8) to reduce price
distortions in local markets (9, 10) and
accelerate the use of imported technolo-
gies that facilitate cost-effective food pro-
duction (7). To increase food supply and
availability, which will contribute to lower
prices, governments can boost production
by increasing investment in the food and
agriculture sectors (I). Finally, govern-
ments should engage in public education.
With the help of community leaders, gov-
ernment agencies should initiate commu-
nity meetings, distribution of leaflets, and
other behavioral change communication
activities (17) that encourage parents to pri-
oritize nutritious foods. )
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PLANT EVOLUTION

Fossil leaf
arrangements

erial parts of plants arrange their
organs around stems, and this
arrangement defines their
structure. In most exist-
ing plant species, organs
emerge at 137.5° from the previous
organ. This results in continuous
spirals of organs, with the number
of clockwise and anticlockwise spirals
forming consecutive numbers in a

Fibonacci sequence. Reconstructing early
lycophyte phyllotaxis from Rhynie Chert
fossils, Turner et al. found alternative leaf
arrangements suggesting that Fibonacci-style
patterning was not ancestral to living land
plants. The authors also found support for a
hypothesis that lycophyte leaves originated
from modified reproductive structures rather
than evolving de novo. The work provides
insight into how diverse early plants evolved
into the plant forms seen today. —MRS

Science, adg4014, this issue p. 1189

Three-dimensional reconstruction of a fossil lycopod with
a spiral morphology that differs from most modern plants

OPTOELECTRONICS
Broadband graphene
photodetectors

The band structure of graphene,
together with its superlative
transport properties, has long
been predicted to be useful in
the manufacture of broadband
optoelectronic devices such

as photodetectors. However,
limitations on the absorption
and carrier extraction have
hindered realizing this goal.
Koepfli et al. experimentally veri-
fied 500-gigahertz bandwidth

in a graphene-based photo-
detector. They incorporated

a metamaterial to enhance

1142

absorption and engineered the
contact design to maximize
carrier extraction. An ultrafast
photodetector operating with
such a wide bandwidth across
a large spectral range (1400 to
4200 nanometers) will be useful
for applications in sensing and
telecommunications. —ISO
Science, adg8017, this issue p. 1169

CHEMICAL PHYSICS
Mastering slow electrons

When condensed matter is
exposed to high-energy radia-
tion, low-energy electrons are
among the most common and
harmful products and can cause

16 JUNE 2023 « VOL 380 ISSUE 6650

damage to biological tissues.
The energy-dependent activity
of such electrons remains largely
unexplored because of difficul-
ties with performing controlled
low-energy studies in situ.

Using double-imaging photo-
electron-photoion coincidence
spectroscopy and quantum
chemical modeling applied

to ultraviolet photoexcitation

of metal-ammonia clusters,
Hartweg et al. demonstrated an
unconventional electron trans-
fer—-mediated decay process that
leads to efficient generation of a
high yield of slow electrons. The
proposed technique for in situ
low-energy electron formation

opens the door to practical

applications for a broad range of

scientific disciplines. =YS
Science,adh0184, this issue p. 1161

CATALYSIS
From support to
starring role

In heterogeneous catalysis,
some reactions can be opti-
mized by changing the size

of the metal nanoparticles.
Muravev et al. showed that the
size of the support of cerium
oxide nanoparticles changes
the reactivity of highly dis-
persed palladium catalysts for

science.org SCIENCE


http://crossmark.crossref.org/dialog/?doi=10.1126%2Fscience.adj2002&domain=pdf&date_stamp=2023-06-15

ILLUSTRATION: JON KRAUS

low-temperature carbon mon-
oxide oxidation. Single atoms of
palladium on the smallest sup-
port (4 nanometers in size) were
most active when the reaction
mixture was carbon monoxide
rich, but medium-sized supports
(8 nanometers in size) worked
better in an oxygen-rich feed.
These differences were attrib-
uted to the redox properties
of the palladium-cerium oxide
interface depending on the size
of the support. —PDS

Science, adf9082, thisissue p. 1174

BASALT FLOWS
Later lava

The Ontong Java Plateau, a sub-
marine, large, igneous province
covering nearly 2 million square
miles, was formed during the
Cretaceous Period in what may
have been the largest volcanic
eruption in geological history.
The canonical age of its emplace-
ment is 128 to 120 million
years ago. However, Davidson
et al. measured high-precision
“OAr/3°Ar ages that date it to
a later time: 117 to 108 million
years ago. These dates indicate
that the formation of the Ontong
Java Plateau did not cause
Ocean Anoxic Event 1a, as was
previously suggested. —HJS
Science, ade8666, thisissue p. 1185

BIOCATALYSIS
A one-pot solution
for oligos

Therapeutic oligonucleotides are
short stretches of nucleic acid
that modulate gene expression
and usually have modifications on
the sugar or at the phosphate to
protect them from degradation.
Widespread use of this drug class
has been limited in part because
of difficulties in synthesis, deliv-
ery, and stability. Moody et al.
developed an isothermal biocata-
lytic process using a polymerase
and an endonuclease. The former
extends a template strand with
modified nucleotides, and the
latter releases the product strand
and regenerates the template.
The authors demonstrated the
versatility of this approach by
synthesizing several clinically

SCIENCE science.org

relevant oligonucleotides.
According to a process mass
intensity analysis, the biocata-
lytic approach is potentially less
resource and waste intensive
than traditional synthesis. —MAF
Science,add5892, this issue p. 1150

COLITIS
Colitis-soothing
gut microbiota

Immune checkpoint inhibitor
treatment can result in immune-
mediated colitis, but remedies
for this adverse event that do
not compromise cancer treat-
ment are lacking. Halsey et al.
show in a large case series that
fecal microbiota transfer (FMT)
from healthy donors promotes
resolution of refractory immune
checkpoint inhibitor-mediated
colitis in cancer patients. Of 12
patients with severe diarrhea or
colitis who received FMT, more
than half eventually achieved
remission of these side effects
after FMT alone. This response
was linked to increased gut
Collinsella and Bifidobacterium
species and decreased colonic
CD8* T cells. —CC
Sci. Transl. Med. (2023)
10.1126/scitranslmed.abq4006

MAGNETISM
Closing in on an unusual
phase transition

Transitions between phases
with unrelated symmetries
are expected to be discontinu-
ous. Nearly two decades ago,
a different, continuous kind of
transition between such phases
was proposed under the name
deconfined quantum critical
point (DQCP). However, observ-
ing the DQCP experimentally
has proven to be extremely
challenging. Cui et al. used
nuclear magnetic resonance
to study the magnetic field—
driven transitions of the layered
material SrCu,(BO,), at various
pressures. At high pressures, the
experimental results combined
with numerical calculations
pointed to the existence of a
nearby DQCP. —JS

Science, adc9487, this issue p. 1179
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ndergraduate STEM populations are becoming more
diverse, yet tenured faculty continue to be predominately
white men. Marchiondo et al. investigated whether
informal factors rooted in social influence can heighten
faculty support of diversity, equity, and inclusion (DEI)
efforts, particularly among men, as a way to increase fac-
ulty support for DEI. The team developed a model in which
academic leaders’ DEl-related attitudes interacted with faculty
gender to predict faculty endorsement of institutional DEI
initiatives over time. The model was tested using two climate
surveys of academic leaders and faculty in the United States.
The results showed that men, but not women, reported
greater perceived bias in academia when their leaders held
more positive DEI attitudes, suggesting that academic leaders
are DEI role models and educators, particularly for men.
—MMc J. Divers. High. Educ. (2023) 10.1037/dhe0000333

SIGNAL TRANSDUCTION
Kinetic proofreading roles

Receptors discriminate between
ligands through differences in
binding affinities. In some cases,
this discrimination is higher

than can be expected from the
differences in free energy of equi-
librium binding. In such cases,
kinetic proofreading mechanisms
that add steps with intermediate
bound states that include energy
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consumption may increase fidelity.
Kirby and Zilman used math-
ematical modeling to examine the
potential role of kinetic proofread-
ing in biological scenarios such

as those observed with T cell
receptors. By considering the
important effect of stochastic
intrinsic molecular noise, the
authors found that proofreading
amplified noise and usually did not
help ligand discrimination. Thus,
kinetic proofreading mechanisms
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AGING
A cellular view of the

aging fly
Aging is a fundamental process in
multicellular life, and many phe-
notypes associated with aging
are conserved across mammals
and beyond. However, character-
izing cellular processes across
tissues over the life of an organ-
ism has been historically difficult
to achieve. Lu et al. performed
single-nucleus RNA sequencing
at multiple time points across the
life span of the fruit fly, Drosophila
melanogaster. After examining
more than 850,000 nuclei across
163 cell types, the authors identi-
fied changes in gene expression
and cellular composition during
the aging process and used them
to develop an aging clock. This
atlas will serve as a resource for
studying the process of aging in
this important model organism.
—CNS

Science,adg0934, thisissue p. 1145

NEUROSCIENCE
Neuronal activity alters
astrocytes

Astrocytes can respond to input
from neuromodulators. However,
the roles for neuromodulators

in astrocytes in functioning
brain circuits are poorly defined.
Sardar et al. discovered that loss
of the astrocytic neuromodula-
tor transporter Slc22a3 resulted
in reduced levels of intracellular
serotonin and impaired cal-
cium ion—mediated serotonin
responses (see the Perspective
by Vasile and Rouach). These
deficits in serotonin manifest

in astrocytes with a Slc22a3
deletion that have reduced
histone serotonylation. The
expression of genes for the
synthesis of y-aminobutyric acid
(GABA) is regulated by histone
serotonylation. These changes
in GABA gene expression are
accompanied by reduced GABA
release from astrocytes that lack
Slc22a3. Inhibition of histone
serotonylation in olfactory bulb

SCIENCE science.org

astrocytes leads to reduced
GABA release and impaired olfac-
tory sensory processing. —PRS
Science, ade0027, thisissue p.1146;
see also adi5765, p. 1105

INORGANIC CHEMISTRY
A solid bond for beryllium

Most people who have heard
of beryllium know of it as a struc-
tural component of emeralds.
Its molecular chemistry is more
obscure but has provoked
decades of controversy over
whether the element can be
coaxed into bonding with itself.
Boronski et al. now report a long,
elusive example of a molecule
stable in solid state at room
temperature that features a
beryllium—-beryllium bond (see
the Perspective by Dutton). Each
beryllium center is also bonded
to a cyclopentadienyl ligand.
The compound was character-
ized by x-ray crystallography
and reacted reductively with
metal iodides to form bonds with
aluminum and zinc. —JSY
Science,adh4419, thisissue p.1147;
seealsoadi5762, p.1106

CONSERVATION
Reef sharks in decline

In recent years, much attention
has been given to catastrophic
declines in sharks. Most of this
attention has focused on large
pelagic species that are highly
threatened by direct and indirect
harvest. Simpfendorfer et al.
looked globally at the smaller,
coral reef-associated species of
sharks and rays and found steep
declines in shark species (see
the Perspective by Shiffman).
Five of the most common reef
shark species have experienced
a decline of up to 73%. As shark
species decline on coral reefs,
ray species increase, indicat-
ing a community-wide shift.
Species are best protected when
active protections are in place,
suggesting routes for better
conservation. —SNV

Science, ade4884, this issue p.1155;

see also adi5759, p. 1104

CHEMISTRY
Polariton chemistry
is possible

Hybrid light-matter states called
polaritons, which are formed by
strong interactions between reso-
nant molecular transitions and
photonic modes in microcavities,
could be used to control chemical
reactions with electromagnetic
fields, a long-standing goal in
chemistry. Unfortunately, such
“polariton chemistry” still lacks a
series of convincing demonstra-
tions. Ahn et al. performed a joint
experimental and theoretical
study of alcoholysis of phenyl
isocyanate with cyclohexanol
under various strong light-matter
coupling conditions. Through a
rigorous analysis of their theo-
retical and experimental results,
the authors provide compelling
arguments for how cavity-altered
reactivity may arise. These
results are needed in this emerg-
ing field because they provide
an important corroboration of
earlier observations that became
controversial after several reports
of failed attempts. —YS

Science, ade7147,thisissue p. 1165

CANCER IMMUNOLOGY
Radiation and immunity

The treatment of solid tumors can
include applications of conformal
radiotherapy, which allows for the
delivery of radiation from several
directions to better target tumor
tissue. By contrast, preclinical
animal models of solid tumors
use a less targeted, nonconformal
radiotherapy approach, which
has been linked to immunosup-
pressive immune responses.
Tadepalli et al. show that applica-
tion of conformal radiotherapy to
murine tumor models promotes
the recruitment and activation

of monocytes, which facilitates
the infiltration and function of
effector CD8* T cells that target
tumor cells. These recruited
monocytes produce interferon

I, which potentiates antitumor
immune responses. Conversely,
nonconformal radiotherapy
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causes damage to healthy tissue,
thus limiting recruitment of these
monocytes to tumors, and results
in immunosuppressive responses.
—CNF
Sci. Immunol. (2023)
10.1126/sciimmunol.add7446

BIOCHEMISTRY

Directing PDK1 substrate
specificity
Phosphorylation by the kinase
PDK1 is required for the activation
of several kinases, including Akt.
Sacerdoti et al. identified different
conformations of PDK1 with dis-
tinct substrate specificities (see
the Focus by Martinez-Arenas and
Bayascas). Small molecules bind-
ing to separate sites stabilized
distinct monomeric conforma-
tions with differential abilities
to phosphorylate Akt and other
kinases. Because PDK1 activates
several kinases that promote cell
growth and survival, these results
may provide ways to selectively
manipulate PDK1 activity for
anticancer therapies. —WW
Sci. Signal. (2023)
10.1126/scisignal.add3184,
10.1126/scisignal.adh5114
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low-temperature carbon mon-
oxide oxidation. Single atoms of
palladium on the smallest sup-
port (4 nanometers in size) were
most active when the reaction
mixture was carbon monoxide
rich, but medium-sized supports
(8 nanometers in size) worked
better in an oxygen-rich feed.
These differences were attrib-
uted to the redox properties
of the palladium-cerium oxide
interface depending on the size
of the support. —PDS

Science, adf9082, thisissue p. 1174

BASALT FLOWS
Later lava

The Ontong Java Plateau, a sub-
marine, large, igneous province
covering nearly 2 million square
miles, was formed during the
Cretaceous Period in what may
have been the largest volcanic
eruption in geological history.
The canonical age of its emplace-
ment is 128 to 120 million
years ago. However, Davidson
et al. measured high-precision
“OAr/3°Ar ages that date it to
a later time: 117 to 108 million
years ago. These dates indicate
that the formation of the Ontong
Java Plateau did not cause
Ocean Anoxic Event 1a, as was
previously suggested. —HJS
Science, ade8666, thisissue p. 1185

BIOCATALYSIS
A one-pot solution
for oligos

Therapeutic oligonucleotides are
short stretches of nucleic acid
that modulate gene expression
and usually have modifications on
the sugar or at the phosphate to
protect them from degradation.
Widespread use of this drug class
has been limited in part because
of difficulties in synthesis, deliv-
ery, and stability. Moody et al.
developed an isothermal biocata-
lytic process using a polymerase
and an endonuclease. The former
extends a template strand with
modified nucleotides, and the
latter releases the product strand
and regenerates the template.
The authors demonstrated the
versatility of this approach by
synthesizing several clinically

SCIENCE science.org

relevant oligonucleotides.
According to a process mass
intensity analysis, the biocata-
lytic approach is potentially less
resource and waste intensive
than traditional synthesis. —MAF
Science,add5892, this issue p. 1150

COLITIS
Colitis-soothing
gut microbiota

Immune checkpoint inhibitor
treatment can result in immune-
mediated colitis, but remedies
for this adverse event that do
not compromise cancer treat-
ment are lacking. Halsey et al.
show in a large case series that
fecal microbiota transfer (FMT)
from healthy donors promotes
resolution of refractory immune
checkpoint inhibitor-mediated
colitis in cancer patients. Of 12
patients with severe diarrhea or
colitis who received FMT, more
than half eventually achieved
remission of these side effects
after FMT alone. This response
was linked to increased gut
Collinsella and Bifidobacterium
species and decreased colonic
CD8* T cells. —CC
Sci. Transl. Med. (2023)
10.1126/scitranslmed.abq4006

MAGNETISM
Closing in on an unusual
phase transition

Transitions between phases
with unrelated symmetries
are expected to be discontinu-
ous. Nearly two decades ago,
a different, continuous kind of
transition between such phases
was proposed under the name
deconfined quantum critical
point (DQCP). However, observ-
ing the DQCP experimentally
has proven to be extremely
challenging. Cui et al. used
nuclear magnetic resonance
to study the magnetic field—
driven transitions of the layered
material SrCu,(BO,), at various
pressures. At high pressures, the
experimental results combined
with numerical calculations
pointed to the existence of a
nearby DQCP. —JS

Science, adc9487, this issue p. 1179
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ndergraduate STEM populations are becoming more
diverse, yet tenured faculty continue to be predominately
white men. Marchiondo et al. investigated whether
informal factors rooted in social influence can heighten
faculty support of diversity, equity, and inclusion (DEI)
efforts, particularly among men, as a way to increase fac-
ulty support for DEI. The team developed a model in which
academic leaders’ DEl-related attitudes interacted with faculty
gender to predict faculty endorsement of institutional DEI
initiatives over time. The model was tested using two climate D
surveys of academic leaders and faculty in the United States. ¢
The results showed that men, but not women, reported
greater perceived bias in academia when their leaders held
more positive DEI attitudes, suggesting that academic leaders
are DEI role models and educators, particularly for men.
—MMc J. Divers. High. Educ. (2023) 10.1037/dhe0000333

SIGNAL TRANSDUCTION
Kinetic proofreading roles

Receptors discriminate between
ligands through differences in
binding affinities. In some cases,
this discrimination is higher

than can be expected from the
differences in free energy of equi-
librium binding. In such cases,
kinetic proofreading mechanisms
that add steps with intermediate
bound states that include energy
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consumption may increase fidelity.
Kirby and Zilman used math-
ematical modeling to examine the
potential role of kinetic proofread-
ing in biological scenarios such

as those observed with T cell
receptors. By considering the
important effect of stochastic
intrinsic molecular noise, the
authors found that proofreading
amplified noise and usually did not
help ligand discrimination. Thus,
kinetic proofreading mechanisms
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MULTIPLE SCLEROSIS

Neuroimmune cross-talk

ultiple sclerosis (MS) is an immune-mediated disease
that affects the central nervous system (CNS). To bet-
ter understand the underlying inflammatory process
that contributes to MS, Kiss et al. investigated the
cross-talk between immune cells and glial cells. The
authors identified two cell types, CNS-resident astrocytes and
CD44nCD4* T lymphocytes, that could produce the cytokine

interleukin-3 (IL-3). The production of IL-3 resulted in an immune
migratory response by myeloid cells that expressed IL-3 recep-

tor-a (IL-3Ra). IL-3:IL-3Ra cross-talk was found to increase CNS

immune cell infiltration and to exacerbate MS in a mouse model.
In patient CNS tissue, IL-3:IL-3Ra levels correlated with immune
cell recruitment and MS severity. —PNK

Immunity (2023)10.1016/j.immuni.2023.04.013

Immunofluorescent image of the spinal cord of a mouse with multiple sclerosis showing colocalization (orange) of IL-3 (magenta) with an astrocyte marker
(green); blue shows DAPI staining for nuclear DNA

seen at biological receptors may
serve other purposes, such as the
detection of ligand concentra-
tion, multiple ligands in mixtures,
or other environmental signals.
—LBR

Proc. Natl. Acad. Sci. U. S. A. (2023)

10.1073/pnas.2212795120

NEUROSCIENCE
Brain white matter and

reaction time

Modeling human behavior has
mostly focused on the analysis
of mean performance. However,
there is much trial-to-trial vari-
ability of behavior around an
individual's mean. McCormick
et al. combined reaction time
measurements with brain scan-
ning. Using a technique called
“dynamic structural equation
modeling,” they fitted a model
that separates out four distinct
components of human reaction
time behavior: mean perfor-
mance, variability in response
times, linear trends across the
task, and trial-to-trial inertia in
performance. In a large group
of participants 18 to 102 years
of age, they used this model

to examine the associations
between these performance
components across aging and

1144

individual differences in white
matter microstructure. Poorer
white matter microstructure
predicted increased variability
and decreased mean level perfor-
mance. —PRS
J. Neurosci. (2023)
10.1523/JNEUROSCI.1042-22.2023

BLACK MORTALITY

Discriminatory deaths
While the United States
continues to address health
inequities between Black and
white Americans, there is a
need to evaluate how much
progress was made during the
past two decades. To under-
stand the health consequences
of race, important metrics

to track include measures of
excess deaths among Black
compared with white individu-
als and potential years of life
lost. Caraballo et al. tracked
this parameter from 1999 to
2020 using death certificate
data from the Centers for
Disease Control and Prevention
(CDC). Among Black men, the
mortality rate substantially
declined between 1999 and
2011, plateaued until 2019,

and by 2020 returned to 2005
levels. Among Black women
from 1999 to 2015, the mortality
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rate significantly declined, but
by 2020, it also returned to 2005
levels. This was largely driven by
heart disease in both sexes and
cancer among men. The findings
carry policy implications for
the role of structural racism in
exacerbating disparities in 2020
during the early stages of the
pandemic. —EEU
JAMA (2023)
10.1001/jama.2023.7022

HYBRID MATERIALS
Rational design of hybrid

materials

Solid-state hybrid organic-
inorganic materials form intricate
networks of noncovalent interac-
tions, which complicates our
understanding of these systems’
formation process and electronic
properties. Using periodic density
functional theory calculations
and experimental calorimetry
data, Rajapakshaet al. pres-

ent a method to explore the
relationships between struc-
tural and energetic descriptors

in uranyl tetrahalide systems.
They demonstrated the impor-
tance of analyzing the entire
three-dimensional noncovalent
interaction network, not just
simple molecular systems,

because it significantly affects
the thermodynamic stability
and overall properties of hybrid
materials. In the future, the
proposed technique could be
combined with machine learning
approaches, guiding the rational
design of new hybrid materi-
als. —=YS

Angew. Chem. Int. Ed. (2023)

10.1002/anie.202305073

TOPOCHEMISTRY

Swinging by to react
Product formation in photocy-
clization reactions of alkene can
be controlled by crystallizing the
reactants and thus fixing their
relative orientation, provided
that the double bonds are close
enough to react (about 4 ang-
stroms). Nakagawa et al. show
that an alkene, trans-4-styrylpyr-
idine, confined in a metal-organic
framework, can undergo [2+2]
photocyclization despite the
double bonds being almost 6
angstroms apart. Deuterium
solid-state nuclear magnetic
resonance studies suggest that
a dynamic “swing” motion of the
guest molecules brings them
close enough to undergo reac-
tion. —PDS

J.Am. Chem. Soc. (2023)

10.1021/jacs.3c01225
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NEUROSCIENCE

Induction of astrocytic Slc22a3 regulates sensory
processing through histone serotonylation

Debosmita Sardar, Yi-Ting Chengt, Junsung Woo+t, Dong-Joo Choi, Zhung-Fu Lee, Wookbong Kwon,
Hsiao-Chi Chen, Brittney Lozzi, Alexis Cervantes, Kavitha Rajendran, Teng-Wei Huang, Antrix Jain,

Benjamin R. Arenkiel, lan Maze, Benjamin Deneen*

INTRODUCTION: Astrocytes are intimately asso-
ciated with neurons and participate in a host
of essential roles that facilitate synaptic trans-
mission and circuit function. In neurons,
heightened activity induces the expression of
“immediate early genes,” which are predomi-
nately transcription factors that modify gene
expression programs and activity-dependent
epigenomic states, ultimately regulating circuit
activity, plasticity, and associated behavioral
outputs. However, whether heightened neu-
ronal activity induces an analogous immediate
early gene-like response in mature astrocytes
and how this sculpts astrocytic transcriptional
and epigenomic responses to regulate circuit
function remain unclear.

RATIONALE: Prior studies have shown that non-
neuronal cells undergo transcriptional changes
in response to neuronal activity. A series of
recent studies demonstrated that astrocytic
transcription factors regulate region specific-
circuits in the adult brain, indicating that di-
verse transcriptional states in astrocytes can
influence neuronal activity. Therefore, we used
astrocyte-specific transcription factors to inter-
rogate drivers of neuronal activity-dependent
changes in astrocytes. This revealed astrocyte

transcription factor targets that are critical for
maintaining astrocyte-neuron communication,
and, using a model of olfactory processing in
combination with an astrocyte conditional
knockout mouse model, we further investi-
gated how an astrocytic activity-dependent
target regulates epigenomic states in astro-
cytes to regulate animal behavior.

RESULTS: We show that neuronal activity in-
duces widespread transcriptional changes in
astrocytes, and, in the olfactory bulb, these
transcriptional changes are driven by altera-
tions in DNA binding of the transcription fac-
tor Sox9. Using Sox9 as a molecular entry
point, we screened through neuronal activity-
dependent targets in astrocytes, which led to
the identification of Slc22a3 as an activity-
inducible astrocyte gene that encodes neuro-
modulator transporter Slc22a3, which regulates
sensory processing in the olfactory bulb.
Region-specific and cell type-specific deletion
of olfactory bulb astrocytic Slc22a3 led to de-
fects in olfactory bulb circuits and odor pro-
cessing, implying that the loss of astrocytic
Slc22a3 affects astrocyte-neuron communica-
tion in the olfactory bulb. Loss of astrocytic
Slc22a3 led to reduced astrocyte morpholog-
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neuromodulators. Mechanistically, Slc22a3
regulates the transport of serotonin into olfac-
tory bulb astrocytes and coordinates histone
serotonylation (H3-5HT) to regulate the ex-
pression of astrocytic y-aminobutyric acid
(GABA)-associated genes and olfactory behav-
iors. Finally, attenuation of astrocytic H3-5HT
in the olfactory bulb was achieved using mu-
tant histone variant 3.3 (H3.3Q5A), which was
compared against control (H3.3). This led to
reduced expression of astrocytic GABA bio-
synthetic genes and astrocytic tonic GABA re-
lease, culminating in olfactory deficits.

CONCLUSION: Our study reveals how neuronal
activity orchestrates transcriptional responses
in astrocytes and identifies the astrocyte tran-
scription factor Sox9 as a mediator of these
responses. We identify Slc22a3 as an odor-
responsive, astrocyte gene in the olfactory bulb
that encodes neuromodulator transporter
Slc22a3 and is required to maintain astrocyte-
neuron communication and olfactory sensory
processing. Mechanistically, Slc22a3 uses epi-
genomic processes that involve the transport of
the monoamine neuromodulator serotonin into
olfactory bulb astrocytes, which subsequently
regulates gene expression through histone sero-
tonylation. Taken together, these results identify
new mechanisms for how astrocytes integrate
neuromodulator signaling to gate neurotrans-
mitter release for sensory processing.

The list of author affiliations is available in the full article online.
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Neuronal activity-dependent astrocyte transcriptional and epigenomic changes control olfactory processing. Neuronal activity induces widespread transcriptional
changes in astrocytes (1), which is exemplified by Sox9 DNA-binding changes after odor-evoked neuronal activation (2). Slc22a3 (3) represents a Sox9-regulated and activity-
dependent olfactory bulb target that controls astrocytic serotonin (5HT) levels to coordinate histone serotonylation (4), a previously uncharacterized epigenomic mediator
of astrocytic GABA release that ultimately affects olfactory processing (5). GFP, green fluorescent protein; OB, olfactory bulb; ChIP-seq, chromatin immunoprecipitation

coupled with next-generation sequencing.

Sardar et al., Science 380, 1146 (2023) 16 June 2023
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Induction of astrocytic Slc22a3 regulates sensory
processing through histone serotonylation

Debosmita Sardar“?, Yi-Ting Cheng?3t, Junsung Woo%?t, Dong-Joo Choi?, Zhung-Fu Lee*?*,
Wookbong Kwon?, Hsiao-Chi Chen?5, Brittney Lozzi**®, Alexis Cervantes'?, Kavitha Rajendran’?,

Teng-Wei Huang!, Antrix Jain’, Benjamin R. Arenkiel>#®, lan Maze'®'*2, Benjamin Deneen
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Neuronal activity drives alterations in gene expression within neurons, yet how it directs transcriptional
and epigenomic changes in neighboring astrocytes in functioning circuits is unknown. We found that
neuronal activity induces widespread transcriptional up-regulation and down-regulation in astrocytes,
highlighted by the identification of Slc22a3 as an activity-inducible astrocyte gene that encodes
neuromodulator transporter Slc22a3 and regulates sensory processing in the mouse olfactory bulb. Loss
of astrocytic Slc22a3 reduced serotonin levels in astrocytes, leading to alterations in histone
serotonylation. Inhibition of histone serotonylation in astrocytes reduced the expression of
v-aminobutyric acid (GABA) biosynthetic genes and GABA release, culminating in olfactory deficits.
Our study reveals that neuronal activity orchestrates transcriptional and epigenomic responses in
astrocytes while illustrating new mechanisms for how astrocytes process neuromodulatory input to
gate neurotransmitter release for sensory processing.

strocytes are intimately associated with

neuronal activity and neurotransmission

and participate in a host of essential roles

that facilitate synaptic function (7-5). Cell-

intrinsic activation of G protein subunit G4
or G; signaling and associated calcium activity
in astrocytes can influence a multitude of
behavioral outputs (6-10). However, in native
behavioral states, astrocyte activation results
from cell-extrinsic sources, usually in response
to a neuronal stimulus, and therefore typi-
cally follows neuronal activation (ZI). In neu-
rons, heightened activity induces expression of
“immediate early genes,” which are predomi-
nately transcription factors (TFs) that modify
gene expression programs and activity-dependent
epigenomic states, ultimately regulating circuit
activity, plasticity, and associated behavioral
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outputs (72). Astrocytic TFs can also regulate
region-specific circuits in the adult brain (13, 14),
indicating that transcriptional states in astro-
cytes can influence neuronal activity. Evidence
for the reciprocal relationship can be found in
the developing cortex (15) and in vitro (16, 17),
where alterations in neuronal activity influ-
ence expression of synaptogenic genes in
differentiating astrocytes. Single-cell transcrip-
tomic studies have shown that non-neuronal
cells undergo transcriptional changes in
response to neuronal activity that is driven by
visual stimuli (I8). However, whether heightened
neuronal activity induces an analogous “imme-
diate early gene-like” response in mature
astrocytes and how this sculpts astrocytic
transcriptional and epigenomic responses to
regulate circuit function remain unclear.

A central component of astrocyte-neuron
communication is synaptic neurotransmitter
signaling because astrocytes express recep-
tors and transporters for both glutamate and
y-aminobutyric acid (GABA), the activation
of which can elicit calcium-dependent responses
that modify circuit activity (5, 19). Maintenance
of extracellular glutamate levels by means of
astrocytic glutamate transporters are required
for drug-seeking behaviors, circadian rhythms,
and avoidance behaviors, among others (20-23).
Similarly, disruption of GABA signaling in
astrocytes leads to repetitive behaviors, im-
paired motor function, and deficits in learning
and memory (7, 24-26). Astrocytes also
express a host of neuromodulator receptors
and respond to noradrenaline, acetylcholine,
and serotonin with increases in intracellular
calcium (I16). Manipulations of cholinergic
inputs to hippocampal astrocytes influence

16 June 2023

sleep states, whereas noradrenaline primes
cortical astrocyte responses to local neuronal
activity during locomotion and dopamine
promotes astrocyte-mediated depression of
excitatory synapses, which influences drug-
induced locomotor activity (27-29). Despite
direct roles in gating responses to neuro-
modulators, the signaling mechanisms used
by astrocytes to respond and process neuro-
modulatory cues remain unclear. Furthermore,
how astrocytes coordinate the integration of
neuromodulator with neurotransmitter sig-
naling to regulate circuit function is also
unclear.

Epigenomic regulation of gene expression
participates in encoding information in the
central nervous system (CNS), where alter-
ations in synaptic activity induce epigenetic
modifications that influence behavioral out-
comes (12). For example, alterations in histone
acetylation are directly linked to memory
storage and synaptic plasticity in hippocampal
neurons after learning (30). Among neuro-
modulators, serotonin and dopamine can be
incorporated into histones, with histone
serotonylation enabling permissive gene
expression states in serotonergic neurons
(31) and histone dopaminylation regulating
cocaine-seeking behaviors in rodents (32).
Nevertheless, several aspects of this biology
are still unclear, including the extent and
importance of these histone modifications
throughout the brain and the fundamental
mechanisms of how neuromodulators are
transported to the nucleus and added to
histones. Furthermore, how these and other
epigenomic mechanisms are used by astrocytes
to regulate gene expression, circuit function, and
associated behavioral responses is unknown.

Neuronal activity directs transcriptional
responses in astrocytes

To understand how neuronal activation influ-
ences transcriptional responses in astrocytes,
we used chemogenetics to activate neurons in
Aldh111-GFP (green fluorescent protein)
reporter mice (Fig. 1, A and B). We used in-
traventricular injection of viral expression
vector (pAAV; AAV, adeno-associated virus)
containing hM3Dq DREADD (Gq-DREADD),
a DREADD (designer receptors exclusively
activated by designer drugs) based on human
muscarinic receptor hM3, under the pan-
neuronal synapsin promoter, which allowed
widespread neuronal Gg-DREADD expression
throughout the brain. When mice reached early
adulthood (~8 weeks), we activated neuronal
Gq signaling with intraperitoneal injection of
clozapine-N-oxide (CNO) (0.3 mg/kg) or saline
(represented as Gg-Saline or Gg-CNO herein)
and harvested brains 30 min after treatment
(Fig. 1C). We confirmed enhanced neuronal
activity in Gq-CNO-treated samples using
electrophysiology in brain-slice preparations,
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Fig. 1. Neuronal activity directs Sox9-regulated transcriptional responses
in astrocytes. (A to C) Schematics illustrating the chemogenetic neuronal
activation experimental design. (D) Sections showing distinct labeling of astrocytes
(GFP) and Gg-DREADD neurons (mCh) in the CX, HP, and OB. Scale bar, 25 um.

(E) Volcano plots depicting RNA-seq from GFP astrocytes comparing the Gg-CNO and
(Gg-Saline groups. (F) Number of DEGs that are up-regulated (green) or down-
regulated (blue) in GFP astrocytes in the Gg-CNO versus Gg-Saline group [n = 3 per
cohort, p < 0.05, logy(fold change) >1 or <1]. (G) Significant TF motifs (p < 0.05)
enriched in these DEGs and exhibiting astrocyte-specific expression. (H) Average
transcript expression of Sox family TFs in GFP astrocytes. CPM, counts per million.
(I) Comparison of heatmaps of ChIP-Sox9 and ChIP-Sox2 at 4 kb from the peak
center in the Gg-CNO group versus mCh-CNO control group (n = 3 per cohort).
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(J) Schematic for odor-evoked neuronal activation in the OB. Heatmaps of ChIP-Sox9
at 4 kb from the peak center for mineral oil-exposed versus odor-exposed mice are
shown on the left. Enriched GO terms associated with these peaks (n = 6 per cohort)
are shown on the right. (K) Sox9 binding partners in OBs from the Gg-CNO versus
Gg-Saline groups. (L) Volcano plot depicting immunoprecipitation coupled with mass
spectrometry data of the Sox9 interactome in Gg-CNO OBs. Fold change was
calculated over control lysates incubated with beads only and without antibody. Sox9
binding partners specific to the Gg-CNO versus Gg-Saline groups are highlighted in
red [n =9 to 12 per cohort, p < 0.05, logo(fold change) >1]. (M) Top 5 Sox9 interactors
specific to the Gg-CNO group [p < 0.0001, logy(fold change) >8.5]. Color coding
represents p values (x axis), and sizes represent the log,(fold change), with larger
circles denoting greater binding affinity. lllustrations were created with Biorender.com.
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coupled with expression of neuronal imme-
diate early-gene marker c-Fos (fig. S1, A to C).
To identify neuronal activity-dependent gene
expression changes in astrocytes, we used the
presence of distinct reporters in Gg-DREADD-
expressing neurons (mCherry, or mCh) and
astrocytes (GFP) to isolate these two cell types
from the cortex (CX), hippocampus (HP), and
olfactory bulb (OB) (Fig. 1D) by fluorescence-
activated cell sorting (FACS) and performed
RNA sequencing (RNA-seq) (fig. S1D). Anal-
ysis of Gg-CNO versus Gg-Saline cohorts
from each region revealed widespread changes
in gene expression in astrocytes, and we
identified 267, 300, and 256 astrocyte-specific
differentially expressed genes (DEGs) in the
CX, HP, and OB, respectively (Fig. 1, E and
F). These DEGs were specific to astrocytes,
demonstrating that immediate early responses
in neurons are distinct from those in astro-
cytes (fig. S2, A to C). Gene ontology (GO)
analyses revealed distinct terms associated
with astrocytes and neurons: Top astrocytic
GO terms included protein phosphorylation,
calcium ion transport, and serotonin transport
in the CX, HP, and OB, respectively (fig. S2, D
to F, and table S1). To control for possible
transcriptional artifacts due to CNO treatment,
we treated Aldh111-GFP mice with 0.3 mg/kg
CNO (represented as CNO-control herein),
harvested their OBs after 30 min, and isolated
GFP-expressing astrocytes by FACS, which
was followed by RNA-seq (fig. S3A). By com-
paring RNA-seq profiles of untreated OB
astrocytes with those of CNO-control OB
astrocytes, we identified widespread changes
in gene expression (fig. S3B). However, these
CNO-induced changes do not correspond to
any of the GO groups that we identified in our
activity-based profiling experiments (fig. S3C).
A comparison of the activity-induced DEGs
with the CNO-associated DEGs revealed minis-
cule overlap. Among the 256 DEGs induced in
OB astrocytes by neuronal activity, only seven
also demonstrated altered expression in the
CNO-treated control Aldh1l1-GFP mice (fig. S3,
D and E).

To dissect the transcriptional mechanisms
that underlie these changes in astrocyte gene
expression, we used a TF motif analysis on the
astrocyte DEGs. By filtering for TFs that also
exhibit enriched expression in astrocytes (fig.
S4A), we identified a cohort of TFs with motifs
associated with activity-dependent DEGs in
astrocytes, including the Sox-family of TFs in
both the HP and OB (Fig. 1G). The Sox family
has multiple members that exhibit elevated
expression in astrocytes, with Sox9 and Sox2
being the most notable (Fig. 1H). Sox9 is
critical for olfactory circuit processing (13),
whereas Sox2 plays a role in responses to brain
injury (33). We next evaluated Sox9 and Sox2
protein levels after neuronal activation and
observed no significant changes in protein
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expression, as measured by both immuno-
staining (fig. S4B) and immunoblotting (fig.
S4, C and D). Therefore, we asked if these Sox
TFs undergo changes in their transcriptional
activity after neuronal activation. We performed
chromatin immunoprecipitation coupled with
next-generation sequencing (ChIP-seq) of Sox9
and Sox2 in CNO-treated Gq-DREADD (Gq-
CNO)-expressing mice as well as CNO-treated
control pAAV-mCh-expressing mice (repre-
sented as mCh-CNO herein) and harvested
brains 30 min after CNO treatment. Although
both Sox9 and Sox2 are equally immunopre-
cipitated in Gg-CNO and mCh-CNO control
lysates (fig. S5A), we found that both of these
Sox TFs exhibit >1.5-fold increase in DNA
binding capacity in Gg-CNO brains compared
with mCh-CNO control brains (Fig. 1I and fig.
S5, B and C). Differential ChIP-seq peak analy-
sis between Gg-CNO treatment and controls
revealed 295 Sox9-specific peaks, 139 Sox2-
specific peaks, and 117 Sox9 and Sox2 shared
peaks (fig. S5D). GO analysis revealed that
activity-dependent peaks were associated with
dendrite development (Sox9-specific) and pro-
teoglycans (Sox2-specific), whereas Sox9 and
Sox2 shared peaks were enriched in metabolic
and mRNA processing (fig. S5E).

‘We next examined whether such changes in
TF DNA binding would also occur after native
stimulation. Because Sox9 exhibited greater
DNA binding capacity, and astrocytic Sox9 is
critical for olfactory sensory circuit function
in the OB (13), we examined whether neuronal
activation driven by olfactory sensory input
influences Sox9 transcriptional activity. In the
OB, Sox9 expression is restricted to astrocytes
(>96% Aldhlll-GFP* cells) and has miniscule
expression in the oligodendroglial lineage
(2.79% Olig2™ cells) (fig. S6, A and B). To
examine Sox9 transcriptional activity after
native olfactory-driven neuronal stimuli, we
performed Sox9 ChIP-seq on OBs from mice
sacrificed after exposure to the odorant iso-
amyl acetate or mineral oil control for 30 min,
which revealed largely distinct Sox9 peaks
(Fig. 1J and fig. S6C). Associated GOs showed
that whereas Sox9 peaks in mineral oil-
exposed OBs were enriched in transaminase
activity GO terms, peaks in odor-exposed OBs
were enriched in cyclic adenosine monophos-
phate (cAMP) signaling GO terms (Fig. 1J). To
assess whether these changes in Sox9 DNA
binding capacity after neuronal activation are
due to changes in Sox9 binding partners, we
performed Sox9-IP coupled with mass spec-
trometry and observed a >4-fold increase in Sox9
interactions after neuronal activation (Fig. 1K
and table S2), identifying 40 proteins that
specifically interact with Sox9 in the Gg-CNO-
treated OBs compared with Gg-Saline control
OBs (Fig. 1L). We observed overlap between
the top activity-specific Sox9 interacting pro-
teins (Fig. 1IM) and TFs identified from motif
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analysis of activity-specific ChIP-Sox9 peaks in
the OB (fig. S6D).

Slc22a3 is an activity-dependent gene target
of Sox9 in OB astrocytes

To identify astrocyte genes that are induced
after neuronal activity, we compared the
activity-dependent astrocyte-specific DEGs in
the OB (Fig. 1E) with existing RNA-seq data
from OB astrocytes from Sox9 conditional
knockout (Sox9-cKO) mice (13), in which Sox9
is deleted specifically from OB astrocytes. We
identified 62 genes that are activity-dependent
and Sox9 regulated, which represents 24.2%
of activity-dependent DEGs in OB astrocytes
(fig. S7A). Among these, the 34 genes that
demonstrated decreased expression in the
S0x9-cKO mice (Fig. 2A and fig. S7B) were
further filtered based on the Sox9 motif binding
score at their promoters (Fig. 2B). In a ChIP-
PCR (polymerase chain reaction) screen, we
immunoprecipitated DNA bound to Sox9 and
performed PCR (fig. S7C) using primers
spanning Sox9 motifs at promoter regions of
candidate genes. Among the candidates that
demonstrated Sox9 promoter occupancy in
the OB specifically after G,-based neuronal
stimulation was Slc22a3 (Fig. 2, C and D,
and fig. S7D). To validate Sox9-regulation
of Slc22a3, we evaluated its protein expression
in Sox9-cKO mice (fig. S8A) (I13) and found a
76% reduction of its expression in astrocytes
from the OB (Fig. 2, E and F) but not the CX
or HP (fig. S8, B to E).

We examined whether astrocytic Slc22a3 is
regulated by neuronal activity by evaluating
its protein and transcript expression in our
Gg-DREADD-based paradigm. Its expression
was up-regulated 2.22-fold in Gg-CNO-treated
OB astrocytes compared with Gg-Saline and
CNO-control OB astrocytes (Fig. 2, G and H,
and fig. S9, A to E). We investigated whether
neuronal activation from olfactory sensory
input promotes Slc22a3 expression in the OB.
We exposed habituated Aldhl1l1-GFP mice to
mineral oil or the odorant isoamyl acetate. Ex-
posure was maintained for 40 min, and after
removal of oil or odorant, mice were kept in
the chamber for an additional 20 min to allow
protein turnover (Fig. 21). We evaluated Fos
expression, a marker of neuronal activity, which
revealed increased protein expression in lysates
obtained from the OB (Fig. 2J and fig. S10A),
and we observed a significant 88.8% increase in
neurons, but not in astrocytes, of OBs of odor-
exposed mice compared with OBs of mineral
oil-exposed control mice (Fig. 2, K to O, and
fig. S10B). Next, we assessed Slc22a3 and ob-
served a significant 58.9% increase in its astro-
cytic expression in odor-exposed mice compared
with mineral oil-exposed and nonhabituated
control mice (Fig. 2, P to T, and fig. S10, Cto E).
These analyses were performed in the granu-
lar cell layer of the OB, given both Fos and
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Fig. 2. Neuronal activation induces Slc22a3 expression in OB astrocytes.
(A and B) Heatmap depicting the 34 neuronal activity—-dependent and Sox9-
regulated DEGs (n = 3, p < 0.05) (A) and the top 10 candidates filtered by Sox9
motif binding score 1000 base pairs (bp) from the transcription start site of
candidates (B). (C and D) ChIP-PCR screen identifying activity-dependent Sox9
regulation at the Slc22a3 promoter (n = 4 to 6 OBs). (E to H) Slc22a3 expression
in control versus Sox9-cKO OB astrocytes and in Gg-Saline versus Gg-CNO

[(E) and (G)] and box plots depicting the area covered by Slc22a3 in GFP
astrocytes [(F) and (H)] (average of 116 to 122 cells per cohort; ****p = 1.93 x
1078 and ***p = 0.00013, unpaired Student's two-tailed t test on n = 4 mice per
cohort). Scale bar, 20 um. (I) Schematic illustrating the odor-evoked neuronal
activation experimental design. (J) Immunoblots (IBs) of Fos and loading control
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oil

from OB lysates (n = 4 per cohort). (K to O) Immunostaining of Fos in
Aldh1I1-GFP mice [(K) to (N)] and quantification of mean fluorescence intensity
in NeuN" neurons (0) (244 to 250 cells per cohort; *p = 0.0285, Wilcoxon rank
sum test on n = 4 mice per cohort). (P to T) Immunostaining of Slc22a3 in
Aldh1I1-GFP mice [(P) to (S)] and quantification of mean fluorescence intensity in
GFP™* astrocytes (T) (130 or 131 cells per cohort; ***p = 0.00039, unpaired
Student's two-tailed t test on n = 4 mice per cohort). Scale bar, 50 um; inset
scale bar, 10 um. The dashed lines represent the boundary of the granule cell
layer. See table S3 for data summary. For the box plots in (F), (H), (0), and
(T), the center line represents the median, box limits are upper and lower
quartiles, and whiskers are minimum and maximum values. lllustrations were
created with Biorender.com.
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Slc22a3 enrichment in this subregion of the
OB. Moreover, we observed a small increase in
the number of astrocytes that express Slc22a3
(fig. S10F), and increased levels of Slc22a3 ex-
pression were observed only in astrocytes and
not in neurons, as evaluated by colabeling
with NeuN (fig. S10G).

Astrocytic Slc22a3 is required for olfactory
sensory processing

Slc22a3 is a membrane transport protein that
is involved in both the release and uptake of
the catecholamine family of chemicals, which
includes the neuromodulators serotonin, dopa-
mine, and noradrenaline (34-38). Slc22a3 is
expressed in astrocytes (36, 37) (fig. S11, A
and B); however, its contributions to astrocyte
function and associated brain circuits are
unknown. We determined whether Slc22a3
contributes to OB astrocyte function and
olfactory circuits. To achieve selective knockout
of Slc22a3, we generated a transgenic mouse
line containing a floxed Slc22a3 allele (Slc22a3-
FF) in combination with OB injection of pAAV
containing Cre that is driven by the astrocyte-
specific Gfap promoter (fig. S11, C and D).
Injections occurred at postnatal day 60 (P60),
and mice were harvested at P90, which enabled
region- and cell type-specific deletion of
Slc22a3 in OB astrocytes (fig. S11, E and F) but
not in neurons (fig. S11, G to I). To quantify
Slc22a3 knockout efficiency in astrocytes, we
generated Slc22a3-FF; Aldhlll-GFP mice, a
double-transgenic mouse line obtained by
crossing Slc22a3-FF and Aldh111-GFP mice.
For control experiments, we injected Gfap-mCh,
and for knockout experiments, we injected
Gfap-Cre-RFP viral vectors; as before, mice
were injected at P60 and harvested at P90
(Fig. 3A). Quantification of Slc22a3 knockout
efficiency across all Aldh111-GFP OB astrocytes
revealed a significant 58.34% reduction in
Slc22a3 expression in astrocytes (Fig. 3, B and C,
and fig. S12, A to D) but not in neurons (Fig. 3, D
and E). Finally, we did not observe any
changes in the overall numbers of astrocytes
and neurons after Slc22a3 deletion in the OB
(fig. S12, E and F).

To determine how the loss of Slc22a3 in OB
astrocytes affects olfactory behaviors, we used
Slc22a3-cKO and control mice (Fig. 3A). We
performed behavioral assays on these mice to
evaluate potential alterations in odor behaviors
(fig. S13A). In a three-chamber place-preference
assay, mice were exposed to a novel odorant
(R)-limonene in a series of increasing con-
centrations (fig. S13B). Odor detection was
calculated based on the time spent investi-
gating the odorant-containing chamber com-
pared with the mineral oil-containing chamber
and is represented as zone preference index.
Slc22a3-cKO mice required a higher concentra-
tion of odorant to exhibit a preference for (R)-
limonene compared with control mice, thus
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demonstrating a significant reduction in
olfactory detection (Fig. 3, F and G). Next, we
evaluated odor discrimination using a similar
paradigm in which we compared the preference
for structurally similar odorants (fig. S13B).
Whereas control mice spent more time in the
chamber containing the new odorant, thus
demonstrating odor preference, Slc22a3-cKO
mice showed no significant difference in pref-
erence, suggesting that Slc22a3-cKO mice are
deficient in their ability to discriminate be-
tween chemically similar, but distinct, odorants
(Fig. 3H). Given the observed defects in
olfactory behaviors, we examined whether
the electrophysiological properties of OB
neurons are affected by astrocytic knockout of
Slc22a3. We performed whole-cell recordings
from granule cells in the OB and found that
the excitability of granular cell layer neurons
was unaffected (Fig. 3, I and J). Examination
of their synaptic properties revealed a signif-
icant 52.78% decrease in spontaneous excit-
atory postsynaptic current (SEPSC) frequency
(Fig. 3, K and L), coupled with a 17.78% in-
crease in spontaneous inhibitory postsynaptic
current (sIPSC) amplitude (Fig. 3, M and N) in
Slc22a3-cKO mice.

Slc22a3 regulates astrocytic calcium
responses to neuromodulators

The foregoing results indicate that the loss of
astrocytic Slc22a3 disrupts olfactory function,
which led us to examine how its loss affects
core features of astrocytes in the OB. We
performed RNA-seq on FACS-isolated astro-
cytes from control and Slc22a3-cKO OBs to
identify the molecular features that affect core
astrocyte properties after loss of Slc22a3
(Fig. 4A). Slc22a3 deletion (fig. S13C) affected
astrocyte transcriptomics: 565 up-regulated
and 1049 down-regulated genes were differen-
tially expressed in Slc22a3-cKO red fluorescent
protein (RFP) astrocytes in comparison to
control mCh-injected control astrocytes (Fig.
4B and table S4). GO analysis of these DEGs
revealed synaptic transmission as the most-
affected category, in addition to cell-cell
adhesion, interferon response, neurotransmitter
transport, potassium ion transport, and calcium
ion binding. Constituent genes of all these
categories were mostly down-regulated. Only
interferon response genes were up-regulated
(Fig. 4, C and D). Given that synaptic trans-
mission is affected by astrocyte-neuron commu-
nication, which is reliant upon their proximity,
and facilitated by complex and elaborate astro-
cyte morphologies, we evaluated how the loss
of Slc22a3 affects astrocyte morphology. Fur-
thermore, Slc22a3-cKO astrocytes demonstrate
down-regulation of several morphology-related
genes (Fig. 4E). We performed high-resolution
confocal imaging and three-dimensional re-
construction of OB astrocytes using GFP reporter
in control (Aldh1lI-GFP; Slc22a3-FF + pAAV-
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Gfap-mCh) and Slc22a3-cKO (Aldhi1ll-GFP;
Slc22a3-FF + pAAV-Gfap-Cre-RFP) OBs (Fig. 4F).
Sholl analysis of astrocytes revealed decreased
morphological complexity in Slc22a3-cKO
astrocytes in comparison to control astrocytes
(Fig. 4G) based on a host of parameters, in-
cluding the number of process intersections as
a function of distance from the soma (Fig. 4H)
(82.96% reduction), total process length (48.25%
reduction), number of branches (21.23% reduc-
tion), and number of terminal points (54.24%
reduction) (Fig. 41).

Astrocyte calcium activity is considered a
proxy for the physiological activities of astro-
cytes and has been linked to astrocyte regu-
lation of neuronal function. Furthermore, our
RNA-seq studies identified several genes linked
to calcium activity that demonstrate significant
down-regulation in Slc22a3-cKO astrocytes
(Fig. 4E). To assess astrocytic calcium, we used
PAAV-containing Gfap promoter-driven GCaMP6
that encodes a fluorescent calcium optical
sensor, which we injected into OBs of control
(Slc22a3-FF) and Slc22a3-cKO (Slc22a3-FF +
PAAV-Gfap-Cre) mice (Fig. 4J). We generated
OB slices from these mice and performed two-
photon imaging to assess calcium dynamics
under basal conditions from astrocytes located
in the granular cell layer of the OB. We de-
tected no change in soma spontaneous calcium
amplitude and frequency between control and
Slc22a3-cKO OB astrocytes (fig. S14, A to C).

Astrocyte calcium activity is modified in
response to neurotransmitters and neuro-
modulators, which provides an indirect mea-
sure of their interactions with neurons (76).
We observed a significant down-regulation of
the ionotropic glutamate receptor Grin2a and
the metabotropic serotonin receptor Htr2c in
Slc22a3-cKO OB astrocytes (Fig. 4E). We
therefore assessed calcium activity in astro-
cytes from OB slices after application of glu-
tamate and serotonin. We bath-applied serotonin
or glutamate onto OB slices while monitoring
fluctuations in calcium elevations in astrocytes
[with tetrodotoxin (TTX) in the solution]. Fur-
thermore, because Slc22a3 has been implicated
in the maintenance of extracellular serotonin
levels in the brain (38), we were especially in-
terested in serotonin-induced calcium dynamics.
‘We performed two-photon imaging in control
and Slc22a3-cKO mice while TTX (0.5 uM)
was applied to block neuronal activity for 200 s
before application of glutamate (300 uM) or
serotonin (50 uM) for an additional 300 s.
Quantification of fluorescence from astrocytic
soma revealed a significant 66.56% reduction
in serotonin-induced amplitude and 72.27%
reduction in the frequency of calcium events
in Slc22a3-cKO OB astrocytes compared with
control astrocytes (Fig. 4, K to N). By contrast,
we observed no significant difference between
the amplitude of glutamate-induced calcium
activity in Slc22a3-cKO astrocytes compared
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Fig. 3. Astrocytic Slc22a3 regulates olfactory circuit function. (A) Schematic
illustrating viral vectors used for Slc22a3 conditional deletion from OB astrocytes.
(B to E) Immunostaining and quantification of Slc22a3 in GFP* astrocytes [(B) and
(C)] (average of 83 to 93 cells per cohort; ****p = 959 x 107>, unpaired Student's
two-tailed t test on n = 4 mice per cohort) and in NeuN" neurons [(D) and (E)]
[average of 350 to 363 cells per cohort; p = 0.5828 (n.s., not significant), unpaired
Student’s two-tailed t test on n = 4 mice per cohort]. Scale bar, 50 um; inset
scale bar, 10 um. In (B), white dashed lines represent zoomed-in astrocytes and their
boundaries. (F) Schematic illustrating live mouse tracking in the three-chamber
assay for odor detection. The top panel represents a control mouse exploring
(R)-limonene at a dilution of 107, whereas the bottom panel represents a Slc22a3-
cKO mouse showing no preference for the same (R)-limonene concentration.

(G) Quantification of odor detection in control and Slc22a3-cKO mice [n = 10 per
cohort; *p = 0.0211, two-way repeated measures analysis of variance (ANOVA)
with Sidak multiple comparison]. (H) Quantification of odor discrimination between
(R)-limonene (R-lim) and (S)-limonene (S-lim) from the same cohorts of mice (n = 10
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per cohort; **p = 0.0052, two-way repeated measures ANOVA with Sidak multiple
comparisons). (I and J) Whole-cell patch clamp electrophysiology of granule cell firing
number from stepped current injections (n = 3, 10 cells per cohort; p = 0.0578, two-
way ANOVA with Sidak's multiple comparison correction). Data are presented as
mean + SEM. Vrest., resting membrane potential. (K and L) Traces and summary data
of amplitude and frequency from sEPSC recordings (7 to 9 cells per cohort; SEPSC
amplitude p = 0.7546 and sEPSC frequency *p = 0.0473, unpaired Student's two-
tailed t test on n = 3 mice per cohort; ****p < 0.0001), Kolmogorov-Smirnov test.
(M and N) Traces and quantification of amplitude and frequency from sIPSC
recordings (8 to 10 cells per cohort; sIPSC amplitude *p = 0.0164 and sIPSC frequency
p = 0.8095, unpaired Student's two-tailed t test on n = 3 mice per cohort; ****p <
0.0001 Kolmogorov-Smirnov test). All recordings in (L) and (N) are in granule cells,
and data are presented as mean + SEM. See table S3 for data summary. For the box
plots in (C), (E), and (H), the center line represents the median, box limits are upper
and lower quartiles, and whiskers are minimum and maximum values. lllustrations
were created with Biorender.com.
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Fig. 4. Astrocytic Slc22a3 regulates astrocyte morphology and calcium
activity. (A) Schematic illustrating viral vectors and timelines for the RNA-seq
experiment. (B) Volcano plots depicting RNA-Seq from FACS-isolated astrocytes
comparing Slc22a3-cKO samples with control samples. (C and D) GO circle
plot (C) and table (D), showing the top GO terms found in the DEGs shown in
(B). (E) Top morphology and calcium-associated genes (p < 0.01) in down-
regulated DEGs in the Slc22a3-cKO OB astrocytes. (F) Schematic illustrating
viral vectors and timelines for the evaluation of astrocyte morphology. (G) High-
magnification confocal images of Aldhll1-GFP from control and Slc22a3-cKO
mice and 3D surface rendering of the same showing reduced astrocyte
morphological complexity in Slc22a3-cKO OB astrocytes. Scale bar, 20 um.

(H) Sholl analysis of astrocyte complexity (n = 4, average of 34 to 54 cells per
cohort; *p = 0.0117, two-way repeated measures ANOVA with Sidak correction).
Data are presented as mean + SEM. (I) Quantification of total process length
(*p = 0.0285, Wilcoxon rank sum test), branch number (*p = 0.0198, unpaired

Sardar et al., Science 380, eade0027 (2023) 16 June 2023

Student's two-tailed t test), and terminal points (*p = 0.0177, unpaired Student's two-
tailed t test) in control and Slc22a3-cKO OB astrocytes (34 to 54 cells per cohort,
statistics on n = 4 mice per cohort). In the box plots, the center line represents the
median, box limits are upper and lower quartiles, and whiskers are minimum and
maximum values. (J) Schematic illustrating mice, viral vectors, and timelines for the
expression of the optical calcium sensor in OB astrocytes. (K and L) Traces from two-
photon, slice imaging of GCaMP6 activity from OB astrocyte soma in control and
Slc22a3-cKO slices in the presence of TTX (0.5 uM) and serotonin (5HT, 50 uM).
Scale bar, 10 um. dF/F, change in fluorescence intensity relative to resting
fluorescence intensity. (M and N) Quantification of amplitude and frequency from
serotonin-induced calcium activity from astrocyte soma (19 or 20 cells per cohort;
control amplitude *p = 0.0346, Slc22a3-cKO amplitude p = 0.6992, control frequency
**p = 0.0029, and Slc22a3-cKO frequency p = 0.5588, paired Student's two-tailed

t test on n = 4 mice per cohort; n.s., not significant). See table S3 for data summary.
lllustrations were created with Biorender.com.
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with control astrocytes, whereas there was a
small reduction in frequency in Slc22a3-cKO
astrocytes (fig. S14, D to F). Analysis of astro-
cyte microdomain calcium activity in response
to serotonin or glutamate revealed reduced
amplitude and frequency of calcium events
for both in Slc22a3-cKO astrocytes (fig. S15,
Ato D).

Slc22a3 regulates histone serotonylation
in astrocytes

‘We next examined intracellular serotonin levels
within astrocytes in the OB (fig. S16A). Immu-
nostaining for serotonin revealed a decrease
in its intensity within Slc22a3-cKO astrocytes
(fig. S16, B to D), suggesting a defect in sero-
tonin transport. In neurons, serotonin can be
added to histones, and the serotonylation of
histones directly potentiates epigenetic mech-
anisms of gene regulation (31). Although both
astrocyte morphology and calcium have been
linked to a host of behavioral outcomes (39),
the role of astrocytic histone modifications in
the regulation of circuits and behavior remains
unknown. Furthermore, Slc22a3 is a serotonin
transporter in the CNS, and the role of sero-
tonin in OB astrocytes remains relatively un-
explored. We first asked whether the observed
reduction in intracellular serotonin in Slc22a3-
cKO astrocytes affects histone serotonylation.
Using the Aldh1l1-GFP reporter mouse, we
performed immunostaining with antibodies
specific for the serotonylated histone mark on
histone H3—H3K4me3Q5ser (H3-5HT)—and
found that 86% of GFP* OB astrocytes con-
tain H3-5HT (Fig. 5A and fig. S17A). Next, we
immunostained for H3-5HT in Slc22a3-cKO
(Aldh1l1-GFP; Slc22a3-FF + pAAV-Gfap-Cre)
and control (Aldh1l1-GFP; Slc22a3-FF + pAAV-
Gfap-mCh) OB astrocytes (Fig. 5B). We found
an 18% reduction in the levels of H3-5HT in
Slc22a3-cKO OB astrocytes (Fig. 5, C and D)
but not in neurons of Slc22a3-cKO OBs (fig.
S17B). We next performed ChIP-seq of H3-5HT
on control and Slc22a3-cKO OBs to determine
whether patterns of H3-5HT epigenetic mod-
ification are affected after astrocytic Slc22a3
loss and observed a 2.3-fold reduction in H3-
5HT peaks in Slc22a3-cKO OBs (Fig. 5E).
Prior studies demonstrating that histone
serotonylation activates gene expression (31)
led us to cross-compare our ChIP-seq results
with the RNA-seq data obtained from Slc22a3-
cKO astrocytes. Of the 1049 down-regulated
DEGs in the Slc22a3-cKO astrocytes, 538 genes
(51% of the DEGs) also lose histone seroto-
nylation modifications in the Slc22a3-cKO
OBs (Fig. 5, F and G). In comparison, of the
565 up-regulated DEGs in Slc22a3-cKO astro-
cytes, only 26 genes (4.6% of the DEGs) acquire
H3-5HT modifications in the Slc22a3-cKO OBs
(fig. S17C). We next interrogated GO and path-
ways that exhibit differential H3-5HT mod-
ification in the OBs of Slc22a3-cKO mice. GO

Sardar et al., Science 380, eade0027 (2023)

analysis between control and Slc22a3-KO H3-
5HT peaks revealed that a prevalence of GO
terms linked to GABAergic signaling are lost
after astrocytic Slc22a3 deletion (Fig. 5H).
Among these genes are various receptor sub-
types for GABA and GABA biosynthetic en-
zymes Maob and Aldhlal (fig. S17D). Further
analysis of the GO terms from the 538 genes
that lose H3-5HT and are down-regulated in
Slc22a3-cKO astrocytes revealed categories of
synaptic transmission, morphology, cell-cell
adhesion, and calcium-ion binding, GO terms
that were also observed in the Slc22a3-cKO
RNA-seq results (Fig. 4D). GABA signaling
pathway GO categories were also maintained
in this smaller subset of filtered astrocytic
genes (Fig. 51).

Because the GABA pathway represents one
of the top GO terms demonstrating a loss of
histone serotonylation modifications in the
Slc22a3-cKO OBs (Fig. 5H), we focused on the
GABA synthesis pathway. Assessing astrocyte-
specific expression of GABA and protein
expression of Maob and Aldhlal using local-
ization with GFP in control and Slc22a3-cKO
OBs, we found that both monoamine oxidase
B (MAOB) and astrocytic GABA were signif-
icantly down-regulated (31.5 and 30.2%, re-
spectively) in OB astrocytes from Slc22a3-cKO
mice, whereas Aldhlal was unaffected (Fig. 6,
A to D, and fig. S18, A and B). A similar
analysis evaluating GABA and MAOB levels in
neurons with NeulN colabeling revealed no
significant differences (Fig. 6, E to H). How-
ever, we observed an overall reduction in
mean intensity of GABA in whole sections
but not in mean intensity of MAOB (fig. S18,
C and D). Given that astrocytes are capable of
synthesizing and releasing GABA (25, 40) and
our results suggest a general decrease in astro-
cytic GABA in Slc22a3-cKO astrocytes, we used
slice electrophysiology recordings to measure
tonic GABA release from OB astrocytes of
control and Slc22a3-cKO mice (Fig. 6I). We
found a 86.71% decrease in tonic GABA cur-
rent from granular cell layer neurons of the
OBs of Slc22a3-cKO mice. To exclude the pos-
sibility that the tonic GABA current is derived
from neurons, we performed control recordings
in the presence of TTX (0.5 uM) to dampen
neuronal activity. This revealed a 75.24% de-
crease in tonic current in Slc22a3-cKO OBs,
confirming that the observed reduction in
tonic GABA current is driven by astrocytes
and not by neurons (Fig. 6, J to L). Finally, to
determine whether this reduction in tonic
GABA currents was due to a decrease in high-
affinity neuronal extrasynaptic GABA-A re-
ceptor function or expression, we recorded
tonic GABA currents in the presence of 5 uM
GABA, a saturating concentration for extra-
synaptic GABA-A receptors. We identified no
differences between control and Slc22a3-cKO
groups (Fig. 6, M and N), further indicating
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that the observed reduction in tonic GABA
currents (Fig. 6, J to L) results from a de-
crease in GABA release from astrocytes.

Inhibition of H3-5HT in OB astrocytes disrupts
sensory processing

To examine whether H3-5HT modifications in
OB astrocytes directly contribute to olfactory
sensory processing, we used a dominant-
negative mutant H3.3Q5A, where the histone
glutamine residue that is modified by sero-
tonin is mutated to an alanine to attenuate
H3-5HT (31). The use of histone variant 3.3
(H3.3) ensures histone incorporation to replace
canonical H3 during histone protein turn-
over (41). We generated pAAV containing con-
trol H3.3 and mutant H3.3Q5A under control of
the Gfap promoter and introduced these into
the OBs of wild-type mice (Fig. 7A). Astrocyte-
specific expression of H3.3 and H3.3Q5A was
confirmed by colocalization of the GFP re- _
porter on H3.3 constructs with astrocyte marker
Sox9 but not neuronal marker NeuN (fig. S19,
A and B). We observed no differences in cell
numbers of GFP* astrocytes and NeuN" neu-
rons in OBs expressing these H3.3 constructs
(fig. S19, C and D). Quantification of H3-5HT
revealed a significant 46.3% reduction of H3-
5HT in H3.3Q5A-expressing OB astrocytes
compared with H3.3-expressing control astro-
cytes (Fig. 7, B and C) but no reduction in
surrounding neurons (fig. SI9E). We next as-
sessed astrocyte morphology and neuronal
electrophysiology. High-resolution confocal
imaging and Sholl analysis revealed decreased
morphological complexity in H3.3Q5A-expressing
astrocytes compared with H3.3-expressing con-
trol astrocytes (Fig. 7D), as evaluated by the
number of process intersections as a function
of distance from the soma (59.5% reduction)
(Fig. 7E), total process length (58.73% reduc-
tion), number of branches (26.44% reduction),
and number of terminal points (63.03% re-
duction) (Fig. 7F). Astrocytes exhibit extensive
structural plasticity in perisynaptic astrocyte
processes (PAPs) (42, 43). We therefore mea-
sured the number of astrocyte terminal process
points and determined the distance between
PAPs labeled by ezrin (Ezr) and postsynaptic
marker PSD95. There was a significant reduc-
tion in the number of PSD95-expressing puncta
localized to ezrin-expressing terminal astrocytic
processes in H3.3Q5A-expressing astrocytes
compared with control astrocytes (fig. S20, A to
F), suggesting reduced interactions between
astrocyte processes and neuronal synapses.
An examination of the basal properties of
EPSCs (Fig. 7G) and IPSCs (Fig. 7H) revealed
no changes in sEPSC or sIPSC frequency and
amplitudes (Fig. 7, I and J). Because Slc22a3-
cKO OBs showed a significant reduction in
H3-5HT epigenomic regulation of GABA path-
ways, we assessed the expression of MAOB and
GABA. We found a significant reduction in the
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Fig. 5. Slc22a3 regulates histone serotonylation in OB astrocytes. (A) Immuno-
staining of H3-serotonin in OBs of Aldhll1-GFP mice and quantification of
GFP*H3-5HT* colabeling (n = 3, 25 to 45 cells). White dashed lines in the zoom-in
views represent the boundary of the astrocyte nucleus. Error bars represent

mean + SEM. Scale bar, 50 um; zoom-in scale bar, 20 um. (B) Schematic illustrating
viral vectors and timelines for H3-5HT quantification and ChIP-seq. IF, immuno-
fluorescence. (C and D) H3-5HT immunostaining (C) and quantification (D) in control
and Slc22a3-cKO OB astrocytes (74 to 79 cells per cohort; *p = 0.0377, unpaired
Student’s two-tailed t test on n = 4 mice per cohort). Yellow dashed lines represent the
boundary of the astrocyte nucleus. Scale bar, 5 um. In the box plot, the center line
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represents the median, box limits are upper and lower quartiles, and whiskers are
minimum and maximum values. DAPI, 4’ 6-diamidino-2-phenylindole. (E) Venn diagram
depicting the number of H3-5HT ChiP-seq peaks that are specific to or shared between
control and Slc22a3-cKO OBs (n = 4 OBs per cohort). (F) Venn diagram depicting
number of genes that both lose H3-5HT peaks and are down-regulated in Slc22a3-cKO
astrocytes. (G) Heatmaps comparing ChIP H3-5HT at 4 kb from the peak center in
control versus Slc22a3-cKO OBs. TSS, transcription start site. (H) GO analysis of genes
at H3-5HT peaks revealing a loss of H3-5HT regulation at GABA-associated pathways
in Slc22a3-cKO OBs. (I) GO analysis of the 538 overlapping genes shown in (F). See
table S3 for data summary. lllustrations were created with Biorender.com.
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Fig. 6. Slc22a3 regulates tonic GABA release from OB astrocytes. (A to

H) Immunostaining and quantification of GABA and MAOB in control versus
Slc22a3-cKO GFP* astrocytes [(A) to (D)] (73 to 88 cells per cohort; GABA
**p = 0.0032, MAOB *p = 0.0121) and NeuN" neurons [(E) to (H)] (144 cells per
cohort; GABA p = 0.2119, MAOB p = 0.9355) in the OB (unpaired Student's
two-tailed t test on n = 4 mice per cohort). In the box plots, the center line
represents the median, box limits are upper and lower quartiles, and whiskers are
minimum and maximum values. In the immunostaining images, yellow dashed
lines represent the astrocyte boundary. Scale bars, 10 um. (I) Schematic
illustrating viral vectors and timelines for the tonic GABA current measurement
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experiments. (J and K) Traces of tonic GABA currents in granule cells in OBs
from control and Slc22a3-cKO mice treated with gabazine (GBZ; 20 uM) and
with (K) or without (J) treatment with TTX (0.5 uM). (L) Quantification of tonic
GABA current (7 to 10 cells per cohort; without TTX *p = 0.0331 and with TTX
**p = 0.0056, unpaired Student's two-tailed t test on n = 3 mice per cohort).
(M and N) Traces (M) and quantification of measurement (N) of tonic GABA
current in the presence of GABA (7 or 8 cells per cohort; p = 0.8483, unpaired
Student’s two-tailed t test on n = 3 mice per cohort). Data in (L) and (N) are
presented as mean + SEM. See table S3 for data summary. lllustrations were
created with Biorender.com.
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Fig. 7. Inhibition of H3-5HT in OB astrocytes disrupts astrocyte morphology.
(A) Schematic illustrating the viral vectors used for H3.3 and H3.3Q5A expression
in OB astrocytes. (B) H3-5HT and GFP colabeling in H3.3- and H3.3Q5A-expressing
OBs (white dashed lines represent the boundary of the astrocyte nucleus; scale
bar, 25 um) and (C) a box plot depicting quantification of astrocytic H3-5HT (99 to
110 cells per cohort; **p = 0.0092, unpaired Student’s two-tailed t test on n = 4 mice
per cohort). (D) High-magnification confocal images of H3.3-GFP and 3D surface
rendering of the same showing reduced astrocyte morphological complexity in H3.3Q5A
OB astrocytes. Scale bar, 20 um. (E) Sholl analysis of astrocyte complexity (n = 4,
average of 44 cells per cohort; ****p =19 x 105, two-way repeated measures ANOVA
with Sidak correction). Data are presented as mean + SEM. (F) Quantification of

total process length, branch number, and terminal points [44 cells per cohort;

expression of both (MAOB: 17.3%; GABA:
23.5%) in OB astrocytes expressing H3.3Q5A
compared with H3.3-expressing control OB
astrocytes (Fig. 8, A to C), but we found no re-
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duction in neurons (fig. S21, A and B). We also
observed an overall reduction in GABA mean
intensity in whole fields (fig. S21, C and D).
We performed control experiments to confirm

15 20

inter-spike-interval (s)

®eren = 2 75 x 1075 (left), *p = 0.0122 (middle), and ****p = 8.73 x 107 (right),
unpaired Student's two-tailed t test on n = 4 mice per cohort]. (G and H) Traces and
(I'and J) summary data of amplitude and frequency from sEPSC recordings [(G)
and (1)] (n =7 cells per cohort; sSEPSC amplitude p = 0.2386 and SEPSC frequency
p = 0.7917, unpaired two-tailed Student's t test on n = 3 mice per cohort; **p = 0.0059
Kolmogorov-Smirnov test) and from sIPSC recordings [(H) and (J)] (n = 8 cells per
cohort; sIPSC amplitude p = 0.8277 and sIPSC frequency p = 0.7128, unpaired two-
tailed Student’s t test on n = 3 mice per cohort). All recordings are in granule cells
from H3.3 and H3.3Q5A OBs, and data are presented as mean + SEM. See table S3 for
data summary. For the box plots in (C) and (F), the center line represents the median,
box limits are upper and lower quartiles, and whiskers are minimum and maximum
values. lllustrations were created with Biorender.com.

that the expression of Gfap-H3.3 alone does
not alter levels of Slc22a3, GABA, and MAOB
in OBs of astrocytic H3.3-expressing mice
compared with Aldhil1-GFP mice (fig. S21, E
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to G). We used electrophysiology to measure
GABA release from OB astrocytes expressing
H3.3Q5A (mutant) or H3.3 (control) and ob-
served a 92.97% reduction in tonic GABA cur-
rent in the H3.3Q5A-expressing condition
(Fig. 8, D to F). Control recordings were per-
formed in the presence of TTX (0.5 uM), which
revealed a 86.09% decrease in tonic current
in H3.3Q5A-expressing OBs consistent with al-
terations in astrocyte-derived tonic GABA cur-
rents. Control recordings in the presence of
saturating GABA (5 uM) further corroborated
reduced tonic GABA currents due to a reduc-
tion of tonic GABA release from OB astro-
cytes expressing H3.3Q5A (fig. S22, A and B).

Given the links between GABA signaling
and neuronal circuit function in the OB, we
examined how inhibition of H3-5HT affects
olfactory sensory processing. We performed
odor detection and odor discrimination be-
havioral assays as previously described (Fig. 3).
First, we compared odor behaviors of mice
expressing H3.3 in OB astrocytes with those of
wild-type control mice and found that astro-
cytic H3.3 expression alone has no significant
impact on odor detection limit and odor dis-
crimination ability (fig. S22, C and D). We then
compared odor behaviors of H3.3-expressing
(control) and H3.3Q5A-expressing (mutant)
mice and found reduced odor detection and
impaired odor discrimination in mice that ex-
pressed H3.3Q5A in OB astrocytes (Fig. 8, G and
H). Mice that expressed astrocytic H3.3Q5A
recapitulated the phenotypes of impaired ton-
ic GABA and olfactory behaviors that were
observed in the Slc22a3-cKO mice (Figs. 3, 4,
and 6). Collectively, these findings suggest that
the neuronal activity-dependent target Slc22a3
in OB astrocytes facilitates serotonin-mediated
epigenetic regulation of GABA synthesis, which
contributes to sensory processing of olfaction
(Fig. 8I).

Discussion

Neuronal circuits and associated behaviors are
intimately linked to astrocytes, yet how neu-
ronal activation sculpts astrocyte transcrip-
tional responses to support circuit activities
is unclear. We identified neuronal activity-
dependent transcriptional changes in astro-
cytes, highlighted by alterations in the DNA
binding capacity of the TF Sox9 and induction
of prospective immediate early gene Slc22a3,
which encodes the neuromodulator trans-
porter Slc22a3. Further examination of Slc22a3
in astrocytes revealed that it is required to
maintain olfactory circuit function. Our study
pinpointed Sox-family TFs as key components
of activity-dependent responses in astrocytes
in the OB. However, given that astrocyte func-
tion is regulated by region-specific transcrip-
tional dependencies (13, 14, 44), there are
likely region-specific astrocyte TFs that medi-
ate these responses and responses associated
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with injury and disease (45). It is also likely
that different forms of neuronal input (ex-
citatory, inhibitory, and so on) or behavioral
states influence these transcriptional responses
in astrocytes. These findings illustrate that
astrocytes exhibit a form of plasticity in re-
sponse to neuronal activity and that this
plasticity is reliant upon a combination of
inputs from neuronal circuits and region-
specific TFs. These observations also raise the
question of how this form of transcriptional
plasticity in astrocytes is regulated. The in-
crease in Sox9-DNA binding in the presence
of heightened neuronal activity is likely the
result of activity-dependent protein interac-
tions. Our mass spectrometry studies iden-
tified a cohort of 40 proteins that interact
with Sox9 in the OB specifically after neu-
ronal activation. These findings indicate that
neuronal input influences the protein constit-
uency of transcriptional complexes and suggests
that these inputs shape protein interactions
that drive gene expression. Understanding
how neuronal input remodels transcriptional
complexes and the specific roles of activity-
dependent protein interactions in astrocyte-
neuron communication are important areas
of future investigation. From these findings,
a model emerges in which neuronal activity
orchestrates transcriptional responses in astro-
cytes to meet the demands of a functioning
circuit.

We identified Slc22a3 as a prospective im-
mediate early gene that is specifically induced
in OB astrocytes after exposure to odor, and
analysis of OB astrocytes from Slc22a3-cKO
mice revealed a host of phenotypes, including
reduced morphological complexity, reduced
calcium activity, decreased tonic GABA re-
lease, altered histone serotonylation, and im-
paired olfactory detection. These observations
suggest that in addition to an acute function
after odor exposure or neuronal activity,
Slc22a3 also plays a chronic, longer-term role
in astrocyte function and communication with
neurons. The chronic role is likely due to epi-
genomic changes that result in increased
MAOB expression, increased GABA produc-
tion, and altered morphology. This chronic
role is likely to reflect a homeostatic function
for Slc22a3 and/or serotonin transport in
maintaining the physiological activities of OB
astrocytes. It is also possible that these two
roles are interdependent, whereby the changes
in GABA release from astrocytes influences
neuronal activity in a way that affects astro-
cyte morphology. Alternatively, we must con-
sider the possibility that shorter astrocytic
processes may lead to a longer diffusion time
for GABA to reach synaptic GABA receptors,
ultimately leading to a reduced tonic GABA
current. Another possibility is that there is
overall less tonic GABA release from astro-
cytes, as suggested by our data of reduced
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astrocytic GABA biosynthetic enzyme MAOB
and astrocytic GABA levels. Slc22a3 functions
as a monamine transporter that regulates the
transport of serotonin (38). Because the OB
is densely innervated by serotonergic fibers,
which activate interneuron granule cells (46),
it raises the question of whether serotonin is a
factor that modulates inhibitory outputs and
the subsequent impact on odor discrimina-
tion. Our finding that odor-evoked neuronal
activation leads to enrichment of cAMP-
signaling GO terms in astrocytes, suggests that
neuronal activation leads to astrocytic activa-
tion of Gg or G; G protein-coupled receptors
(GPCRs), including astrocytic serotonergic re-
ceptors. In turn, this leads to up-regulated ex-
pression of serotonin transporter Slc22a3 in
astrocytes via Sox9. Our data demonstrating
that serotonin-induced calcium signaling is
reduced in Slc22a3-deficient astrocytes is fur-
ther supported by our observation of reduced
astrocytic serotonergic receptors in Slc22a3-
cKO astrocytes. These collective findings indi-
cate that astrocytes use serotonin through
Slc22a3 to control tonic GABA inhibition, high-
lighting a new mechanism of serotonergic
modulation of inhibitory outputs through
astrocytes, which ultimately affects olfactory
sensory processing.

Our observations that Slc22a3-cKO astro-
cytes display both reduced morphological com-
plexity and reduced calcium activity raises
questions regarding the relationship between
astrocyte morphology and astrocyte calcium.
Because the elaborate processes of astrocytes
enable close proximity with synapses, it is
likely that astrocyte morphology directly in-
fluences calcium. It is also likely that increases
in astrocyte calcium can affect gene expression
or local protein translation to increase struc-
tural complexity to enhance synaptic contact.
However, whether astrocyte morphology and
calcium directly influence each other is con-
text dependent. For example, a recent study
showed that hippocampal astrocytes from so-
cially isolated animals have altered astrocyte
calcium activity; however, no changes in astro-
cyte morphological complexity was observed
(47). Therefore, additional studies are required
to better understand whether there is any
direct relationship between morphology and
calcium.

Epigenetic mechanisms of gene regulation
play a key role in all facets of cell physiology,
but how these processes influence roles for
astrocytes in circuits remains undefined. We
found that serotonin is added to histones in
astrocytes and that this modification is used to
regulate gene expression and olfactory sensory
processing.

Mechanistically, Slc22a3 regulates serotonin
levels in astrocytes, which influences the extent
of histone serotonylation, reflecting a long-
term change in transcriptional activity that
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Fig. 8. Inhibition of H3-5HT disrupts astrocytic tonic GABA release and
sensory processing. (A to C) Immunostaining (A) and box plots [(B) and (C)]
depicting quantification of astrocytic GABA and MAOB in H3.3 and H3.3Q5A
OBs (56 to 58 cells per cohort; GABA *p = 0.0117, unpaired two-tailed Student's
t test on n = 4 mice per cohort; MAOB *p = 0.0285, Wilcoxon rank sum test on
n = 4 mice per cohort). White dashed lines represent the astrocyte boundary.
Scale bar, 10 um. (D and E) Traces of tonic GABA currents in granule cells in OBs
from H3.3 and H3.3Q5A mice treated with gabazine (GBZ; 20 uM) with (E) or
without (D) TTX (0.5 uM). (F) Quantification of tonic GABA currents (5 to 8 cells
per cohort; without TTX **p = 0.0017 and with TTX ***p = 0.0007, unpaired
two-tailed Student’s t test on n = 3 mice per cohort). Data are presented as
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mean + SEM. (G) Quantification of odor detection in H3.3 and H3.3Q5A mice
(n =10 per cohort; **p = 0.0072, two-way repeated measures ANOVA with Sidak
multiple comparison). Data are presented as mean + SEM. (H) Quantification of
odor discrimination between (R)-limonene and (S)-limonene from the same
cohorts of mice (n = 10 per cohort; **p = 0.0058, two-way repeated measures
ANOVA with Sidak multiple comparisons). See table S3 for data summary. (I) Model
figure integrating activity-dependent transcriptional changes in astrocytes, with
Slc22a3 function in olfactory circuits and histone serotonylation regulation of GABA
in astrocytes. For the box plots in (B), (C), and (H), the center line represents the
median, box limits are upper and lower quartiles, and whiskers are minimum and
maximum values. lllustrations were created with Biorender.com.
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ultimately regulates the expression of GABA-
synthesis components. This represents a new
mechanism of epigenomic regulation in astro-
cytes while also highlighting that a host of
epigenomic phenomena remain undefined in
astrocytes. A recent study demonstrated that
Slc22a3 may have roles in noradrenergic sig-
naling at astrocyte nuclear membranes, high-
lighting another way for Slc22a3 to modulate
nuclear processes (48). Synaptic changes in neu-
rons affect chromatin accessibility (30, 49, 50),
and it is likely that classic histone acetylation
and methylation states are also modified in
astrocytes by neuronal activity. Indeed, Sox9
has been implicated in the regulation of epi-
genomic states in brain tumors (57). In olfac-
tory circuits, a few studies have investigated
the serotonergic system in the modulation of
olfactory processing (52, 53). Our findings
reveal a new role for serotonin in astrocytes,
wherein it gets deposited in the genome and
indirectly regulates astrocytic release of GABA,
which demonstrates how astrocytes use sero-
tonin to gate GABA in the OB. Studies in
mice and other species have established links
between neuromodulators and neurotransmit-
ter signaling (28, 29, 54, 55), which is mediated
by astrocytes. In this work, we identified an
epigenomic intermediatory. It will be critical
to decipher the extent to which these neuro-
modulatory signaling mechanisms in astrocytes
directly regulate neurotransmitter signaling
or go through an epigenomic intermediatory
as well as the nature of this form of tran-
scriptional regulation under different behav-
ioral states.

Materials and methods
Animals

All animals were treated in compliance with
the US Department of Health and Human
Services, NIH guidelines, and Baylor College of
Medicine institutional animal care and use com-
mittee (IACUC) guidelines. Mice were housed
in a 12-hour light-dark cycle environment with
food and water available at all times. Both
male and female mice were used for all exper-
iments, and littermates were randomly allo-
cated to experimental groups. All mice used in
this study were maintained on the C57BL/6J
background. For all ex vivo and in vivo ex-
periments, adult mice aged 2 to 5 months were
used. For Sox9 conditional knockout, Sox9 flox/
flox (FF) conditional mutant mice were crossed
with Cag-CreER mice. Conditional deletion of
astrocytic Sox9 has been characterized previ-
ously (13), and we followed the same protocol
for Sox9 deletion (fig. S8A). For Slc22a3 con-
ditional knockout, Slc22a3-FF conditional mu-
tant mice were generated at the Baylor College
of Medicine Genetically Engineered Mouse
core facility, with floxed sites flanking exon 2.
For FACS purification and visualization of
astrocytes, the Aldh111-GFP reporter mouse line
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was used (56). Sox9-FF and Slc22a3-FF were
crossed with Aldh111-GFP for histological analy-
sis in conditional knockout mice. All above
experimental procedures were approved by
the Baylor College of Medicine IACUC.

Plasmids used for pAAV vectors

For chemogenetic experiments with Gg-DREADD,
PAAV-hSyn-hM3D(Gq)-mCherry (Addgene plas-
mid no. 50474) was used. For Sox9 and Slc22a3
conditional knockout with Gfap-Cre-RFP, AAV-
GFAP-iCre-P2A-TurboRFP (a kind gift from
K. Ung and B. Arenkiel) was used (Z3). For con-
trols with Gfap-mCh, pZac2.1-GfaAB1CD-
mCherry was used. For two-photon calcium
imaging experiments, we generated pAAV-
Gfap-GCaMP6 from flexed GCaMP6m and
pZac2.1-GfaBC1D-mCherry-hPMCA2w/b
(Addgene no. 111568). For experiments with
H3.3 control and H3.3Q5A mutant, we gen-
erated pAAV-Gfap-H3.3/H3.3Q5A-GFP from
H3.3(wild type or Q5A)-Flag-HA(C-Ter) (31) in
a pAAV-IRES-GFP backbone, wherein CMV
promoter was replaced with Gfap promoter
from AAV-GFAP-iCre-P2A-TurboRFP using
Mlu I and Bam HI restriction sites. Purified
plasmids were validated using Genewiz se-
quencing services. All viral expression vectors
were packaged into AAV at the Viral Vector
core facility at the Neurological Research In-
stitute at Baylor College of Medicine.

Delivery of pAAV vectors into mouse brain by
intraventricular or stereotaxic injection

For chemogenetic experiments, pAAV for Gg-
DREADD (serotype 2/9, ~7.7 x 10'? genome
copies (GC)/ml) was introduced by intraven-
tricular injection into P1 to P2 pups. Trypan
Blue dye (2.5 ul) was mixed with AAV (10 ul)
before injection. Pups were anesthetized with
hypothermia, and AAV mixed with dye (2 ul)
was injected into each hemisphere. Pups were
allowed to recover in cages placed partially on
a low-voltage heating pad for at least 2 hours.
Subsequent Gg-DREADD experiments was per-
formed when pups reached adult age (>8 weeks).
For region-specific AAV delivery into the OB,
stereotaxis microinjection was performed in
2- to 3-month-old mice. The following viral
titers were used: Gfap-mCh (~3 x 10" GC/ml),
Gfap-Cre (~2.6 x 10" GC/ml), Gfap-GCaMP6-
GFP (~6.8 x 10” GC/ml), Gfap-H3.3-GFP (~5.2 x
102 GC/ml), and Gfap-H3.3Q5A-GFP (~3.71 x
102 GC/ml). Fast Green dye (1 ul) was mixed
with AAV (10 ul) before injection. Mice were
injected intraperitoneally with Buprenex
(0.3 mg/ml), anesthetized with isoflurane, and
placed into stereotaxic frame with the head
secured by blunt ear bars and nose placed into
anesthesia and ventilation system. A skin inci-
sion was made, followed by craniotomies of 2
to 3 mm in diameter above the OB powered by
a high-speed drill. AAV was loaded into a mi-
crodispenser (Nanoject II, Drummond Scien-
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tific, no. 13-681-460) and injected using beveled
glass pipettes (Drummond Scientific, no. 3-000-
203-G/X) at a rate of 69 nl/s, at 10 s intervals
10 times in each OB using the following co-
ordinates: 4.7 mm anterior to bregma, 0.6 mm
lateral to midline, and depth of 1.5 mm be-
neath the surface of the skull. Glass pipettes
were left in place for at least 3 min before and
after AAV delivery before slow withdrawal.
Surgical wounds were closed with sutures, and
mice were allowed to recover in cages placed
partially on a low-voltage heating pad for at
least 2 hours. Buprenex (0.3 mg/ml) was ad-
ministered, and mice were monitored for 3 days
after surgery. All subsequent experimental analy-
ses on these mice were performed 4 to 5 weeks
after viral delivery. All animal procedures were
performed in accordance with approved Baylor
College of Medicine IACUC protocols.

In vivo neuronal activation

For chemogenetic neuronal activation (sche-
matic shown in Fig. 1C), 2- to 3-month-old
Gq-DREADD-expressing mice were admin-
istered CNO (Tocris no. 4936) at 0.3 mg/kg
body weight intraperitoneally. After 30 min,
mice were sacrificed, and brains were col-
lected. Control animals were injected with
saline. Additional controls were injected with
CNO at the same dosage in mice express-
ing empty viral vector. Only Gg-DREADD-
expressing mice that were administered CNO
showed seizure-like behaviors within 10 to
15 min. For odor-evoked neuronal activation,
experimental paradigm was based on a pre-
vious report (57) and modified here as shown
in the schematics in Figs. 1J and 2I. Odorant
isoamyl acetate was used because it is a stan-
dard nonbiological and nonpreferred odor.
Control animals were exposed to mineral oil.
Additional controls consisted of mice that
were directly taken from home cages with-
out habituation. For FACS purification and
histological analyses, brains were collected as
described below. For proteomic experiments,
OBs were collected and snap frozen. For ChIP
experiments, OBs were collected and processed
immediately as described below.

Immunofluorescence on frozen brain tissues

Mice were anesthetized under isoflurane and
perfused transcardially with phosphate-buffered
solution (PBS) pH 7.4 followed by 4% para-
formaldehyde (PFA) and brains were removed,
fixed in 4% PFA overnight, placed in 20%
sucrose overnight, and embedded in optimal
cutting temperature (OCT) compound the
next day. Cryosections of 20 um were washed
in PBS twice, and antigen retrieval was per-
formed by incubating sections in 10 mM so-
dium citrate (pH 6.0; 0.05% Tween20) at
75°C for 10 min, blocking with 10% goat or
donkey serum in PBS with 0.3% Triton X-100,
and incubating with primary antibody dilutions
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in blocking solution overnight at 4°C. The next
day, sections were washed in PBS with 0.1%
Triton X-100 and incubated with species-
specific secondary antibody dilutions for 1 hour
at room temperature. After Hoechst nuclear
counterstaining (1:10,000; Thermo Fisher
no. H3570), coverslips were mounted with
VECTASHIELD antifade mounting medium.

The following primary antibodies were
used: mouse anti-mCherry (1:500, Abcam no.
ab125096), chicken anti-GFP (1:1000, Abcam
no. ab13970), rabbit anti-Cre (1:500, Cell Sig-
naling no. 15036), rabbit anti-Slc22a3 (1:250,
Alomone Labs no. ACT-013), rabbit anti-Slc22a3
(1:100, Alpha Diagnostics no. OCT-31A), rabbit
anti-Fos (1:200, Cell Signaling no. 2250), rabbit
anti-H3K4me3Q5ser (1:500, EMD Millipore
no. ABE2580), mouse anti-NeuN (1:500, EMD
Millipore no. MAB377), guinea pig anti-GABA
(1:200, EMD Millipore no. AB175), rabbit anti-
MAOB (1:100, Proteintech no. 12602-1-AP), rab-
bit anti-Aldhlal (1:200, Abcam no. ab52492),
goat anti-serotonin (1:200, Abcam no. ab66047),
mouse anti-Gfap (1:500, EMD Millipore no.
MAB360), mouse anti-Ezrin (1:100, BioLegend
no. 8664:.01), and rabbit anti-PSD95 (1:500,
Invitrogen no. 51-6900).

The following secondary antibodies were
used (1:500, 0.1% Triton X-100 in PBS): goat
anti-mouse Alexa Fluor 568 (Thermo Fisher
no. A11004), goat anti-mouse Alexa Fluor 488
(Thermo Fisher no. A11001), goat anti-mouse
Alexa Fluor 647 (Thermo Fisher no. A21235),
goat anti-chicken Alexa Fluor 488 (Thermo
Fisher no. A11039), goat anti-rabbit Alexa
Fluor 568 (Thermo Fisher no. A11036), goat
anti-rabbit Alexa Fluor 488 (Thermo Fisher
no. A11034), goat anti-rabbit Alexa Fluor 647
(Thermo Fisher no. A21244), goat anti-guinea
pig Alexa Fluor 568 (Thermo Fisher no. A11075),
donkey anti-goat Alexa Fluor 568 (Thermo
Fisher no. A11057), donkey anti-chicken Alexa
Fluor 488 (Thermo Fisher no. 78948), and
donkey anti-mouse Alexa Fluor 647 (Thermo
Fisher no. A31571).

Confocal imaging and analyses

Fluorescent images were acquired using a
Zeiss LSM 980 confocal microscope with a
20x or 40x oil objective. All images were taken
from the granular cell layer of the OB in the
region near the internal plexiform layer (fig.
S11B). We focused on this region because both
Fos and Slc22a3 showed a robust expression
pattern in this region. For quantification, both
control and experimental groups were immu-
nostained on the same day, images were ac-
quired in one session on the same day, and
identical laser power settings were maintained
for all cohorts under comparison. All quantifi-
cation was done on raw unprocessed images.
Quantification was done using ImageJ, wherein
the region of interest (ROI) was detected man-
ually based on the Aldh111-GFP-labeled astro-
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cyte boundary, and area or mean intensity
values were extracted. Astrocytes for quantifi-
cation were selected based on clear GFP re-
porter labeling, and all analyses were done
blind to conditions. Quantification of cell num-
bers was perfromed using the Cell Counter or
Analyze Particles function in ImageJ. For visu-
alization, box plots were made in R-studio
using ggplot2.

FACS purification

Different mouse brain regions (CX, HP, and
OB) were collected and dissociated using a
previously described protocol (58). Dissociated
cells were sorted on a BD FACSAria III in-
strument (100-um nozzle). Around 95,000 cells
were collected per 1.5-ml tube, which con-
tained Buffer RLT (650 pl, Qiagen no. 79216)
with 1% B-mercaptoethanol. Finally, each sam-
ple was vortexed and rapidly frozen on dry ice.

RNA extraction, library preparation,
and RNA-seq

Total RNA was extracted using the RNeasy
Micro Kit (Qiagen no. 74004), and quality con-
trol was performed using the High Sensitivity
RNA Analysis Kit (Agilent no. 472-0500) on a
12-capillary fragment analyzer. cDNA synthe-
sis and library construction with 8-base pair
(bp) single indices were done from 10 ng total
RNA using Trio RNASeq System (NuGEN no.
0507-96). The resulting libraries were validated
using the Standard Sensitivity NGS Fragment
Analysis Kit (Agilent no. DNF-473-0500) and
quantified using Quant-it dSDNA Assay kit
(Thermo Fisher no. Q33120). Samples were
diluted to equimolar concentrations (2 nM),
and pooled and denatured according to the
manufacturer’s instructions. A final library
dilution of 1.3 pM was subjected to paired-
end (read 1: 75, read 2: 75) sequencing of
~40 million reads per sample using the High
Output v2 kit (Illumina no. FC-404-2002) on
a NextSeq550 instrument.

RNA-seq bioinformatics analysis

Sequencing files from each flow cell lane were
downloaded in fastq files and merged. Quality
control was performed using fastQC (v0.10.1)
and MultiQC (v0.9). Reads were mapped to
the mouse genome mm10 assembly using STAR
(v2.5.0a). In R (v4.1.2), mapped reads were
used to build count matrices using Biocon-
ductor packages GenomicAlignments (v1.26.0)
and GenomicFeatures (v1.42.2) (59). University
of California Santa Cruz transcripts were down-
loaded from Illumina iGenomes in the GTF
file format. DESeq2 (v1.20.0) (60) was used for
normalization and differential gene expres-
sion analysis. Motif analysis was performed
using Hypergeometric Optimization of Motif
Enrichment (HOMER, v4.10) to identify tran-
scription factor motifs enriched within 1000 bp
before and 500 bp after the transcription start
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site. Motifs with p< 0.05 were selected and
further filtered based on two criteria: (i) >1.5-
fold expression in GFP astrocytes over mCh
neurons and (ii) transcript expression >150
counts per million in GFP astrocytes. GOs were
determined using Enrichr, and significant GO
terms (p < 0.01) were selected. For visualiza-
tion, plots were made using ggplot2 (v3.3.5).
Gene expression heatmaps were generated
using ComplexHeatmap (v2.6.2).

Reverse transcription quantitative PCR

RNA extraction and cDNA preparation were
performed as described above for sample prep-
aration of RNA-seq. Reverse transcription quan-
titative PCR (RT-qPCR) was performed using
PerfeCTa SYBR Green Fast Mix (Quantabio
no. 95072-012) on a Roche Light Cycler 480
instrument. Reactions were set up using 2 ng
cDNA, 250 nM primers, and 1x SYBR mix.
qPCR was carried out at 95°C for 30 s, 40 cycles
of 95°C for 5 s, and 60°C for 30 s, with a sub-
sequent melting-curve analysis. The expression
of transcripts of target genes was normalized
to glyceraldehyde phosphate dehydrogenase
(Gapdh). The RT-qPCR primers that were used
are as follows: forward 5- GGAGACCCACTC-
TACCATCGT-3', reverse 5-GCTGCATAGCCCA-
AGGTAAAA-3' (for Slc22a3); and forward 5'-
TGGCCTTCCGTGTTCCTAC-3, reverse 5- GAG-
TTGCTGTTGAAGTCGCA-3’' (for Gapdh,).

Chip

For ChIP-Sox9 and ChIP-Sox2 in the brain, we
pooled cortices, hippocampi, and OBs from
three mice for each experimental cohort. For
ChIP-Sox9 from odor exposed mice, we pooled
OBs from six to eight mice for each experi-
mental cohort. For ChIP-H35HT, we pooled
OBs from four mice for each experimental
cohort and performed two independent se-
quencing runs. Immediately after harvesting,
tissues were dissociated in cold PBS using
a pellet homogenizer on ice. Chromatin was
cross-linked using a freshly prepared 1.1%
formaldehyde solution with rocking at room
temperature for 10 min, followed by addition
of 0.1 M glycine. Cell pellets were collected by
centrifugation at 3500 rpm for 5 min at 4°C,
washed with PBS, and frozen at 80°C until
further processing. Pellets were resuspended
with PBS-phenylmethylsulfonyl fluoride (PMSF)
containing 0.5% Igepal to release nuclei fol-
lowed by washing with cold ChIP-Buffer (0.25%
Triton-X100, 10 mM EDTA, 0.5 mM EGTA,
10 mM HEPES pH 6.5), and nuclei were lysed
with ChIP lysis buffer (0.5% SDS, 5 mM EDTA,
25 mM Tris-HCI pH 8) for 15 to 20 min at room
temperature. Lysates were sonicated to 250 to
350 bp using Diagenode Bioruptor. Chromatin
was quantified using the Quant-iT double-
stranded DNA (dsDNA) Assay kit (Thermo
Fisher, no. Q33120), diluted fivefold (2 mM
EDTA, 150 mM NacCl, 1% Triton X-100, 20 mM
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Tris-HCl; pH 8.0; with protease inhibitors),
and incubated with antibody overnight at 4°C
with rotation. For ChIP-Sox9, 70 to 100 pg of
chromatin was incubated with rabbit anti-
Sox9 (7 to 10 ug; Abcam no. ab5535). For ChIP-
Sox2, 70 to 100 pg of chromatin was incubated
with rabbit anti-Sox2 (7-10 ug; EMD Millipore
no. AB5603). For ChIP-H35HT, 10 to 15 ug
chromatin was incubated with rabbit anti-
H3K4me3Q5ser (3 ug; EMD Millipore no.
ABE2580). The next day, lysates were in-
cubated with Protein A/G magnetic beads
(Thermo no. 88802) for 5 to 6 hours at 4°C,
followed by washing with Tris-SDS-EDTA-I
buffer (0.1% SDS, 1% Triton X-100, 2 mM EDTA,
150 mM NaCl, 20 mM Tris-HCI; pH 8.0), Tris-
SDS-EDTA-II buffer (TSEI buffer with 500 mM
NaCl), LiCl buffer (250 mM LiCl, 1% Nonidet
P-40, 1% sodium deoxycholate, 1 mM EDTA,
10 mM Tris-HCI pH 8.0), and Tris-EDTA buf-
fer (10 mM Tris-HCI pH 8.0, 1 mM EDTA). To
release DNA fragments, samples were incu-
bated in freshly prepared elution buffer (1%
SDS, 0.1 M NaHCO3) for 20 min at 65°C twice.
Elutions were treated with proteinase K
(0.4 mg/ml: Thermo Fisher no. AM2546) and
Nacl (0.125 M) overnight at 65°C for reverse
cross-linking. Subsequently, ChIP-DNA was
purified using a PCR purification kit (Qiagen
no. 28104 and quantified using the Quant-iT
dsDNA Assay kit. For ChIP-PCR, additional
control samples were prepared, wherein soni-
cated lysates were incubated with rabbit anti-
immunoglobulin G (IgG) (R&D Systems no.
AB-105-C). Subsequently, purified ChIP-DNA
was analyzed in PCR reactions using Accu-
Prime Pfx DNA polymerase (Thermo Fisher
no. 12344-032) that were carried out at 95°C
for 5 min; 40 cycles of 95°C for 30 s, 55°C for
1 min, and 68°C for 30 s; and followed by 68°C
for 2 min. Slc22a3 primers used for ChIP-PCR
were designed at the Sox9 binding site at the
Slc22a3 promoter (forward 5-CTGTCCCTCT-
GTCCCATTGT-3, reverse 5- TTCCAGGATCA-
CCCAGACTC-3"). For ChIP-seq experiments,
10 to 12 ng of ChIP-DNA was used for library
preparation as described below.

ChiIP-seq library preparation, sequencing,
and bioinformatic analysis

ChIP libraries were prepared using the TruSeq
ChIP Library Preparation Kit (Illumina no.
1P-202-1012), according to the manufacturer’s
instructions. Libraries ranging from 250 to
350 bp were extracted from gel incisions using
the QIAquick Gel Extraction Kit (Qiagen no.
28706), PCR amplified, and purified using
AMPure XP beads (Beckman Coulter Life
Science no. A63882). The quality of the result-
ing libraries was analyzed on the Standard
Sensitivity NGS Fragment Analysis Kit (Agilent
no. DNF-473-0500) on a 12-capillary Fragment
Analyzer. Libraries were quantified using the
Quant-iT dsDNA assay kit (Thermo Fisher no.
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Q33120), and equal concentrations (2 nM) of
libraries were pooled and subjected to single-
end (read 1: 150) sequencing of ~60 million
to 80 million reads per sample using the High
Output v2 kit (Illumina no. FC-404-2002) on
a NextSeq550 following the manufacturer’s
instructions.

Sequencing files from each flow cell lane
were downloaded, and the resulting fastq files
were merged. Quality control was performed
using fastQC (v0.11.17) and MultiQC (v0.9).
Reads were mapped to the mouse genome
mm10 assembly using bowtie2 (v 2.2.6) (61).
Using the HOMER (v4.10) software suite (62),
bedgraph files and tag directories were made.
The findPeaks command in factor (for Sox9,
Sox2) or histone (for H3-5HT) mode was used
to filter ChIP peaks enriched over input control.
Annotation of enriched peaks was performed
using annotatePeaks with mm10 assembly.
Integrated Genome Browser-compatible files
were made using samtools (v1.9), sort and
index, deepTools (v3.2.0), and bamCompare
(63, 64). Overlapping peaks, unique peaks,
and differentially bound peaks were obtained
using mergePeaks or getDifferentialPeaks, and
peaks were visualized using computeMatrix
and plotHeatmap. Motif analysis for TFs
was performed using findMotifsGenome.pl at
1000 bp from the peak center. GOs were de-
termined by submitting genes associated with
ChIP peaks at Enrichr, and significant GO
terms (p < 0.01) were selected for visualization
using ggplot.

Immunoprecipitation followed
by mass spectrometry

We collected OBs that were immediately snap
frozen from six to eight mice for each exper-
imental cohort. Tissues were thawed, pellets
homogenized, and nuclear lysates extracted
using NE-PER Nuclear and Cytoplasmic Ex-
traction Reagents (Thermo Fisher no. 78833)
according to the manufacturer’s instructions.
Lysates were ultracentrifuged at 200,000g for
20 min at 4°C, and the supernatant (3 to 5 mg
total protein) was used for immunoprecipita-
tion with anti-Sox9 (5 ug, Abcam no. ab5535)
for 1 hour at 4°C, followed by incubation with
protein A Sepharose slurry (GE Healthcare
Life Sciences) for another 1 hour at 4°C. The
beads were collected by centrifugation at
1000g for 1 min, washed with NETN buffer
(50 mM Tris pH 7.3,1 mM EDTA, 0.5% NP-40)
multiple times, and heated for 10 min at 90°C
with 20 ml of 2X SDS loading dye to elute
bound proteins. Negative control samples were
prepared using the same methods without
addition of anti-Sox9 antibody. The immu-
noprecipitated samples were resolved on
NuPAGE 10% Bis-Tris Gel (Life Technologies),
and the gel pieces were processed for in-gel
digestion using trypsin enzyme (GenDEPOT
no. T9600). The tryptic peptides were analyzed
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on a nano-LC 1200 system (Thermo Fisher
Scientific) coupled to a Orbitrap Fusion Lumos
(Thermo Fisher Scientific) mass spectrometer.
The tandem mass spectrometry spectra was
searched using Mascot algorithm (Mascot 2.4,
Matrix Science) against the mouse National
Center for Biotechnology Information (NCBI)
refseq protein database in the Proteome Dis-
coverer (PD1.4, Thermo Fisher) interface. The
precursor mass tolerance was confined to
20 parts per million (ppm), and a fragment
mass tolerance of 0.5 dalton and maximum of
two missed cleavage were allowed. Dynamic
modification of oxidation on methionine, pro-
tein N-terminal acetylation, destreak on
cysteine, and phosphorylation on serine,
threonine, and tyrosine were allowed. The
assigned peptides were filtered at 5% false dis-
covery rate (FDR) using the percolator g value.
Protein quantification was performed using
the iBAQ approach.

Western blot

‘Whole cell lysates were prepared in RIPA lysis
buffer, run on a 10% SDS polyacrylamide gel,
followed by wet transfer to a nitrocellulose
membrane at 400 mA for 45 min. The mem-
brane was blocked by 5% milk in Tris-buffered
saline with Tween20 (TBST), followed by incu-
bation overnight at 4°C. The following pri-
mary antibodies were used: rabbit anti-Sox9
(1:500 dilution, Abcam no. ab5535), rabbit
anti-Sox2 (1:500, EMD Millipore no. AB5603),
rabbit anti-Fos (1:500, Cell Signaling no. 2250S),
and mouse anti-Gapdh (1:500 dilution, EMD
Millipore no. MAB374). The next day, mem-
branes were washed three times with TBST,
incubated at room temperature for 1 hour in
horseradish peroxidase-conjugated IgG at
1:2000 dilution in 5% milk, washed again
three times with TBST, and developed using
luminol reagent (Santa Cruz Biotechnology
no. sc2048). For Western blot after IP, nuclear
lysates were prepared as described above for
sample preparation for mass spectrometry.
The following primary antibodies were used:
rabbit anti-Sox9 (1:500 dilution, Abcam no.
ab5535) and rabbit anti-Sox2 (1:500, EMD
Millipore no. AB5603). Subsequent pull-down
was performed by adding protein A agarose
beads (Thermo Fisher no. 15918-014) for an
additional 5 hours at 4°C. The beads were col-
lected, washed, and boiled in 2x SDS gel load-
ing dye to elute bound proteins and run for
Western blot.

Olfactory behavior

Behavioral assays for odor detection and odor
discrimination were performed as described
previously (13). Odor detection was performed
by olfactory habituation and dishabituation in
a three-chamber place-preference assay. Mice
were acclimated and familiarized to the test-
ing chamber for 4 min each day for 3 days
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before testing. Mice were first habituated to
the outer chambers, which contained mineral
oil, and the middle chamber, which served as a
neutral barrier, three times, after which min-
eral oil in one of the outer chambers was
swapped with a novel odorant (R)-limonene in
a series of increasing concentrations (107,
107%,107*, and 102 v/v dilution in oil). Odor
detection was calculated based on the time
spent investigating the odorant-containing
chamber compared with the mineral oil-
containing chamber and expressed as zone
preference index. To assay for differences in
odor discrimination, a similar experimental
paradigm was used, wherein a different but
structurally similar odorant (S)-limonene was
introduced and mineral oil was replaced with
(R)-limonene. Mice were first habituated to
a high concentration of (R)-limonene (1072 v/v
dilution) in both outer chambers before intro-
duction of (S)-limonene (10~% v/v dilution) in
one of the chambers. Videos were captured
with a Logitech HD 1080p camera. Preference
for an odor was determined based on the time
spent in each chamber and calculated as zone
preference index using MATLAB software with
the Optimouse plug-in for analysis of mouse
positions (65).

Imaging and Sholl analysis

Fluorescent images for morphological evalu-
ation were acquired using a Zeiss LSM 980
confocal microscope with a 63x oil immersion
objective with frame size at 1024 x 1024 and
bit depth at 12. Serial images at the z axis were
taken at an optical step of 0.5 mm, with an
overall z-axis range encompassing the whole
section. Images were imported to Imaris Bit-
plane software, and only astrocytes with their
soma between the z-axis range were chosen
for further analysis. We performed 3D surface
rendering using the Imaris Surface module,
and color coded the reconstructed surface im-
ages based on the surface area of each astro-
cyte. Morphological analysis was performed
using the Imaris Filament module. Astrocyte
branches and processes were outlined by Auto-
path, with a starting point set at 8 mm and a
seed point set at 0.7 mm, and statistical out-
puts including “filament number Sholl intersec-
tions” were extracted and plotted. To measure
the shortest distance between Ezrin and PSD
95, fluorescent images were acquired using a
Zeiss LSM 880 laser scanning confocal micro-
scope with a frame size of 1024 x 1024 and a
bit depth of 8. Serial images at the z-axis were
taken at an optical step of 1 um. The images
were imported and converted into ims format
with IMARIS software (Bitplane 9.2.1). The
converted images were imported to IMARIS
software (Bitplane 9.7.0). For visualization of
Ezrin and PSD 95, we performed each 3D sur-
face rendering of Ezrin and PSD 95 based on
the GFP" astrocytes using the IMARIS Surface
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module and color coded the reconstructed
surface images based on the surface area. For
analyzing the shortest distance between Ezrin
and PSD95, the surfaces of Ezrin and PSD95
were analyzed by object x object statistics in
the Surface module. The parameters of dis-
tances between Ezrin and PSD95 were auto-
matically calculated, and we collected the
number of attached PSD95 on Ezrin in each
other groups (the distance = 0 pm).

Two-photon GCaMP6 calcium
imaging and analysis

Animals were anesthetized with isoflurane, and
isolated brains were submerged in ice-cold
artificial cerebrospinal fluid (ACSF) solution
(130 mM NacCl, 24mM NaHCOg3, 1.25 mM
NaH,PO,, 3.5 mM KCl, 1.5 mM CaCl,, 1.5 mM
MgCl,, and 10 mM b(+)-glucose, pH 7.4). The
300-um OB slices were cut using a vibratome
(DSK Linear Slicer) oxygenated in ACSF. Slices
were then recovered in oxygenated ACSF for
15 min and allowed to acclimate to room tem-
perature for at least 30 min before imaging.
We recorded calcium activity using a two-
photon resonant microscope (LSM 7MP, Zeiss)
equipped with a Coherent Chameleon Ultra
(IT) Ti-sapphire laser tuned to 900 nm and a
20x, 1.0 NA Zeiss objective. Calcium activity
was typically sampled at ~1 Hz. Optical signals
were recorded at 1024-pixel-by-1024-pixel
resolution. We recorded data from astrocytes
at depths of 30 um below the surface. All
multiphoton imaging experiments were per-
formed within 2 to 4 hours of slicing. For
serotonin-induced calcium imaging, optical
signals were recorded after slices were bathed
in 500 nM TTX for 5 min. After 200 s of re-
cording under TTX treatment, brain slices
were bathed in 50 uM serotonin (Thermo
Fisher no. AAB2126303) and recorded for an
additional 300 s. For glutamate (Sigma no.
G1251)-induced calcium imaging, slices were
bathed in 300 uM instead of serotonin. Image
analysis of spontaneous or induced Ca>* were
quantified using GECIquant algorithm with
ImageJ software, wherein detection of ROIs for
soma was performed in a semiautomated man-
ner as described in a previous study (14, 66).
After thresholding from temporally projected
stack images with a maximum intensity pro-
jection, a polygon selection was manually drawn
around the approximate astrocyte territory
of interest, and the selection was added to the
ImageJ ROI manager. The area criterion was
30 um to infinity for soma within the GECIquant
ROI detection function. Intensity values for
each ROI were extracted in ImageJ and con-
verted to change in fluorescence intensity rela-
tive to resting fluorescence intensity (dF/F)
values. For each ROI, basal F was determined
during 40 s periods with no fluctuations.
Clampfit 10.7 software was used to detect and
measure amplitude and frequency values for
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the somatic and microdomain transients. We
counted the response after with these crite-
ria: amplitude (>0.5 dF/F), pre-trigger time
(3 ms), and minimum duration (5 ms). Data
points were plotted on Prism software.

Slice recording for EPSC, IPSC, and tonic GABA

Animals were anesthetized with isoflurane,
and isolated brains were submerged in ice-cold
ACSF solution (130 mM NaCl, 24mM NaHCOs,
1.25 mM NaH,PO,, 3.5 mM KCl, 1.5 mM CaCl,,
1.5 mM MgCl,, and 10 mM bp(+)-glucose, pH 7.4,).
Then, 300-um slices were cut using a vibra-
tome (DSK Linear Slicer) oxygenated in ACSF
at room temperature for 1 hour and then ac-
climated at room temperature with contin-
uous perfusion with ASCF solution (2 ml/min).
Slices were placed in the recording chamber,
and target cells were identified with an upright
Olympus microscope with a 60x water immer-
sion objective with infrared differential inter-
ference contrast optics. Whole-cell recording
was performed with pCLAMP10 and Multi-
Clamp 700B amplifier (Axon Instrument, Mo-
lecular Devices) at room temperature from OB
granule cells. The holding potential was
—60 mV. Pipette resistance was typically 5 to
8 megohm. The pipette was filled with an in-
ternal solution (in mM): 135 CsMeSO4, 8 NaCl,
10 HEPES, 0.25 EGTA, 1 Mg-ATP, 0.25 Na2-
GTP, 30 QX-314, pH adjusted to 7.2 with CsOH
(278-285 mOsmol) for EPSC measurement,
135 CsCl, 4 NaCl, 0.5 CaCl,, 10 HEPES, 5 EGTA,
2 Mg-ATP, 0.5 Na2-GTP, 30 QX-314, pH ad-
justed to 7.2 with CsOH (278-285 mOsmol) for
IPSCs and tonic current measurement. IPSC
and tonic current were measured in the pres-
ence of ionotropic glutamate receptor antago-
nists, (2R)-amino-5-phosphonovaleric acid (APV)
(50 uM, Tocris), and cyanquixaline (CNQX)
(20 uM, Tocris). Electrical signals were digi-
tized and sampled at 50-us intervals with
Digidata 1550B and Multiclamp 700B ampli-
fier (Molecular Devices) using pCLAMP 10.7
software. Data were filtered at 2 kHz. The
recorded current was analyzed with ClampFit
10.7 software. Data points were plotted on
Prism software.

Statistical analysis

Sample sizes and statistical tests are provided
in all figure legends. Sample sizes were deter-
mined based on published research (13, 14).
Mice from each cohort were randomly allo-
cated to experimental groups. All analyses
were done blind to experimental conditions.
Summary data of all means, SEMs, p values,
sample sizes, and statistical methods used are
provided in table S3. Data were tested for
normality using the Shapiro-Wilk tests and
for homogeneity of variance using the Levene
test. Parametric tests were used for normally
distributed datasets and for data with a small
sample size (n = 3). For comparison of two
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groups, unpaired or paired Student’s ¢ test was
used, and for comparison of three groups, one-
way analysis of variance (ANOVA) followed by
Tukey’s tests was used. For multiple compar-
isons, two-way ANOVA with Sidak’s correction
was used. When data did not follow a normal
distribution, nonparametric Wilcoxon rank sum
tests were applied. Significant differences are
denoted by asterisks in associated graphs. Data
in bar graphs are presented as mean + SEM.
Box plots were generated using ggsignif (v0.6.0)
with ggplot2 (v3.3.2). Levels of statistical sig-
nificance are indicated as follows: *p < 0.05,
**p < 0,01, ***p < 0.001, and **** p < 0.0001
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Aging Fly Cell Atlas identifies exhaustive aging
features at cellular resolution
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Stephen R. Quake*, Hongjie Li*

INTRODUCTION: Aging is a natural process that
is associated with the gradual decline of tissues
in the body. This process increases the risk of
developing various diseases, such as cardiovas-
cular and neurodegenerative diseases and can-
cers. The study of aging has a long history, and
several aging hypotheses have been proposed.
Nonetheless, there are still many unanswered
questions when it comes to understanding the
effects of aging on the composition and mainte-
nance of different cell types. It is also not clear
whether all cell types age at the same rate or
whether the transcriptome of one cell type
can be used to predict age. Additionally, the
genes and signaling pathways that contrib-
ute to aging in different cell types are not yet
fully understood.

RATIONALE: Drosophila melanogaster, common-
ly known as the fruit fly, has played a vital role in
advancing the fields of genetics, neurobiology,
development, and aging. A large portion (~75%)
of genes associated with human diseases have

Young fly
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Four aging features

counterparts with functional similarity in the fly.
The fly is also a useful model organism for study-
ing the aging process, as it displays several age-
related functional changes observed in humans,
such as decreased motor activity, learning and
memory, cardiac function, and fertility. There-
fore, a comprehensive understanding of the
molecular and genetic mechanisms underly-
ing age-related decline in flies can provide
valuable insights not only for aging studies
in this species but also in other organisms, in-
cluding humans.

RESULTS: Advancements in single-cell RNA se-
quencing technologies and the creation of the
Fly Cell Atlas (FCA) have enabled the investi-
gation of aging phenotypes at the single-cell
level in D. melanogaster. Here, we present the
Aging Fly Cell Atlas (AFCA), a single-nucleus
transcriptomic map that characterizes changes
in most tissues of male and female flies across
their life span. Our analysis provides insights
into age-related gene expression changes, al-

Aging Fly Cell Atlas

Fast
aging

Predicted age

Slow

aging True age

l'

terations in cell composition, and common p Chec

. . updz
ways that correlate with aging. Notably,.%
observed an increase in fat body nuclei and
elevated apoptotic markers in old indirect flight
muscles, which potentially contribute to the age-
related decrease in muscle nuclei. We also de-
veloped aging clock models that predict an
animal’s age from single-nucleus transcriptomic
data. Additionally, we found variances in aging
for expressed gene number and cell type iden-
tity, with different cell types being differentially
affected by different aging features.

CONCLUSION: The AFCA is a valuable resource
and will be of interest to the aging research
community. It provides an important and
timely resource for studying aging and age-
related diseases. It has the potential to serve
as a reference of whole-organism aging that
can be used as a baseline for exploring dif-
ferent age-related diseases and understand-
ing how different longevity perturbations
increase life span at a cellular resolution. The
ease of creating whole-fly aging atlases makes
D. melanogaster a key model organism for ex-
amining the intersection of genetics, cell biology,
and physiology going forward. We have devel-
oped a user-friendly data portal and provided
access at the CELLXGENE. All resources can
be accessed at https://hongjielilab.org/afca/.
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The Aging Fly Cell Atlas.
The AFCA includes single- ¢
nucleus transcriptomes

of 868,000 nuclei across

the Drosophila life span.
Males and females were
sequenced separately. We
characterized 163 distinct
cell types, developed aging
clock models, and com-
bined four aging features

to rank the aging rate of
different cell types. [Figure
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Aging Fly Cell Atlas identifies exhaustive aging
features at cellular resolution
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Hugo J. Bellen?*®, Liqun Luo®, Heinrich Jasper''*, Stephen R. Quake®%%#, Hongjie Li*?*

Aging is characterized by a decline in tissue function, but the underlying changes at cellular
resolution across the organism remain unclear. Here, we present the Aging Fly Cell Atlas, a single-nucleus
transcriptomic map of the whole aging Drosophila. We characterized 163 distinct cell types and performed an
in-depth analysis of changes in tissue cell composition, gene expression, and cell identities. We further
developed aging clock models to predict fly age and show that ribosomal gene expression is a conserved
predictive factor for age. Combining all aging features, we find distinctive cell type-specific aging patterns.
This atlas provides a valuable resource for studying fundamental principles of aging in complex organisms.

ging is characterized by the progressive

decline in tissue function across the en-

tire body. It is a major risk factor for a

wide range of diseases, including cardio-

vascular diseases, cancers, and neuro-
degenerative diseases (1, 2). Aging phenotypes
have been observed and described for centu-
ries, and a number of different aging hypothe-
ses have been proposed (3). However, critical
questions remain largely unaddressed in com-
plex organisms: How does aging affect cell
composition and the maintenance of specific
cell types? Do different cell types age at the same
rate? Can we use one cell type’s transcriptome to
predict age? What genes and signaling pathways
drive aging in different cell types?
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The fruit fly, Drosophila melanogaster, has
been at the basis of many key discoveries in ge-
netics, neurobiology, development, and aging.
About 75% of human disease-associated genes
have functional homologs in the fly (4, 5). Many
of the age-related functional changes in humans
are also observed in flies, including a decline
in motor activity, learning and memory, car-
diac function, and fertility (6). Hence, a proper
description of the molecular and genetic basis
of the age-related decline in flies should pro-
vide an important resource for aging studies
not only in flies but also in other organisms.

The recent development of single-cell RNA
sequencing (scRNA-seq) technologies and the
establishment of the Fly Cell Atlas (FCA) (7), a
single-nucleus transcriptomic atlas of Dro-
sophila at the age of 5 days (5d hereafter), have
made it possible to investigate aging phenotypes
across the whole organism at single-cell reso-
lution. Here, we present the Aging Fly Cell Atlas
(AFCA), a single-nucleus transcriptomic map
describing age-related changes in most tissues,
including those that differ by sex. We performed
an in-depth analysis of age-related gene expres-
sion and cell composition changes across the
entire fly, as well as cell type-specific and com-
mon pathways that correlate with aging. No-
tably, we observed a significant increase of fat
body nuclei and a drastic decrease in muscle
nuclei with age. Furthermore, we developed
aging clock models that predict the animal’s
biological age from the single-nucleus tran-
scriptomic data. In addition, we found aging
variances in expressed gene number and in
cell type identity. Our analysis revealed that
different cell types are differentially affected
by different aging features. The AFCA pro-
vides a valuable resource for the Drosophila
and aging communities as a reference to study

aging and age-related diseases and to evaluate
the success of antiaging regimens. We developed
a website portal for data visualization and cus-
tom analyses and made data available at the
CELLxXGENE portal (figs. S1 and S2). All resources
can be accessed at https://hongjielilab.org/afca.

Results
Single-nucleus transcriptomes of the entire fly
at different ages

To generate the AFCA, we applied the same
single-nucleus RNA sequencing (snRNA-seq)
pipeline used for the FCA (5d adults) (7) and
profiled the whole head and body at three ad-
ditional ages (30d, 50d, and 70d). These time
points were chosen to cover the life-span tra-
jectory of a fly (Fig. 1A) and beyond, up to 70d,
the estimated equivalent of 80- to 90-year-old
humans. Male and female flies were sequenced
separately, allowing the investigation of sexual
dimorphism during aging (Fig. 1B). To achieve
the most reliable analyses of aging features, we
performed preprocessing of this newly gener-
ated aging data similarly to that done on the
young FCA data (fig. S1A). Consistent with a
previous scRNA-seq study of the aging fly brain
(8), we found that young and old cells have a
similar distribution in the ¢-distributed sto-
chastic neighbor embedding (tSNE) space,
suggesting that the whole organism largely
maintains its cell types during aging (Fig. 1C).
Overall, we obtained >868,000 nuclei cover-
ing all 17 broad cell type classes (Fig. 1, D and
E). The detected numbers of expressed genes
and unique molecular identifiers (UMIs) were
largely consistent across different ages (fig. S3).
The most abundant cell classes were neurons,
epithelial cells, muscle cells, and fat cells. Next,
we annotated those broad cell classes into de-
tailed cell types.

AFCA cell type annotation and resource for
studying cell type-specific aging

Because cell type-specific aging analysis largely
depends on accurate cell type annotation, we
took multiple approaches to ensure that our
AFCA data were annotated with high confi-
dence. We first co-clustered our aging data
with the annotated FCA data, either from the
head or body or from individual tissues. Then
we transferred AFCA annotations using both
a cluster-centered method and a supervised
machine learning-based method (figs. S4 and
S5). Overall, we found that these two approaches
agree well, with ~80% overlap (Fig. 2A). The
discrepancies of the nonoverlapping annota-
tions were mostly due to uncharacterized cell
types in the FCA data or cell types with aging
differences. Next, we manually validated each
annotation using cell type-specific markers.
Marker validation confirmed the accuracy of
our automatic annotation procedure, with a
few exceptions, such as indirect flight muscles
because of age-related loss of specific markers
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Fig. 1. Overview of the AFCA. A
(A) Flowchart of the snRNA-seq
experiment. Flies were collected at
30, 50, and 70 days. The heads
and bodies of males and females
were processed separately.

5d samples were from the FCA.
FACS, fluorescence-activated cell
sorting. (B) Number of nuclei
collected from different ages and
sexes. (C) tSNE visualizations of
the head and body samples from
different ages. (D) tSNE visual-
izations showing broad cell classes
of datasets integrated across dif-
ferent time points. (E) Number of
nuclei for each broad cell class
shown in (D).
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(fig. S6, A and B) and gut cell types because of
the high similarity between intestinal stem
cells and renal stem cells (fig. S6C). These cell
types were then manually added and corrected
(figs. S5 and S7). Overall, we characterized 163
distinct cell types, including 91 cell types from
the aging head and 72 cell types from the aging
body (Fig. 2B and figs. S8 and S9).

For complex tissues such as the brain, more
cell types can emerge when substantially more
cells are sequenced (9-I7). Indeed, 17 additional
neuronal cell types emerged after combining
young and old head data (Fig. 2C). Among them,
four types are GABAergic neurons (Gadl+), two
are glutamatergic neurons (VGlut+), and the
remaining 11 are cholinergic neurons (VAChT+)

(fig. S10).
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® cardial cell

Next, we assessed the reliability of AFCA data
for investigating age-related changes in specific
cell types. As a case study, we focused on the fly
gut, for which the somatic stem cell lineage and
its aging have been well characterized (72). In a
healthy young fly gut, intestinal stem cells (ISCs)
maintain gut homeostasis through proper pro-
liferation and differentiation. In old flies, ISCs
exhibit a high proliferation rate, and their daugh-
ter cells, enteroblasts (EBs), do not properly dif-
ferentiate into mature enterocytes, leading to a
dysplasia phenotype (13-15). We first extracted
six major gut cell types and performed pseudo-
time trajectory analysis (16, 17). There was a
significant increase of ISCs and EBs along with
a decrease of fully differentiated enterocytes,
consistent with previous in vivo studies (Fig. 2D

® excretory system =
e female germline cell
somatic precursor cell

Total #: 868,209

100 150 200

(x 1000)

and fig. S11) (Z8), and we could identify genes
that showed different dynamic patterns between
young and old flies (fig. SI1E). As demonstrated
by this case study, the detailed annotations
in our AFCA data offer a valuable resource to
explore cell type- and tissue-specific aging
signatures.

Cell composition changes during aging

In complex organisms, aging can affect cellu-
lar composition in different ways, such as
changing stem cell proliferation or differen-
tiation processes, altering cell identity, or in-
ducing cell death. We assessed whether and
how aging affects cellular composition across
the whole fly. Note that our measurements are
based on nuclei composition. Given that the
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Fig. 2. AFCA resource and changes of cell composition during aging.

(A) Flowchart of transferring annotations from the FCA to the AFCA. (B) Cell
types annotated in the AFCA head and body shown on tSNE. The number of
annotated cell types corresponding to the broad cell classes is shown in the table.
(C) Identification of 17 additional neuronal clusters after combining AFCA and FCA
head data. (D) Pseudotime and cellular composition of ISC and ISC-differentiated cell
types. ISC, intestinal stem cell; EB, enteroblast; EC, enterocyte; EE, enteroendocrine
cell; a. EC, anterior EC; p. EC, posterior EC; diff. EC, differentiating EC. (E) Changes
of cellular composition during aging. Each dot represents one cell type. Each
color compares one aged sample and the 5d sample. Dot sizes reflect the nuclear
numbers of the corresponding cell type from the aged population. Tissue origins
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] indirect flight muscle

old (50d)
DAPI Phalloidin

p=0.0023
e

young (5d)

mean Caspase3 intensity

are indicated. (F) Comparison of the number of nuclei of the fat body from young
and old flies. Nuclei are stained by 4',6-diamidino-2-phenylindole (DAPI) and
counted in each fly. The nuclear number is significantly increased in the 50d
population (t-test, 50d versus 5d, P = 0.0023). Error bar, standard deviation (SD).
(G) Representative confocal images showing nuclei in young and old fat body
cells. The membrane is labeled by cg-GAL4 > UAS-CD8GFP. Nuclei are stained by
DAPI and the LamC antibody. (H) Fat body cells with segregating nuclei stained by
pH3, DAPI, LamC, and GFP. (I) Indirect flight muscle stained with cleaved-
Caspase3 antibody, DAPI, and phalloidin. Cleaved-Caspase3 signals are signifi-
cantly increased in the aged population (t-test, 50d versus 5d, P < 0.0001).
Median numbers are indicated.
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nuclei are extracted from the whole head and
body with minimal sampling bias, the ratio for
each cell type in our sequencing data should
largely reflect their composition in vivo.

To perform reliable analyses, we focused on
cell types that have >500 nuclei in total (112 cell
types after filtering). We then calculated the
composition changes by comparing three older
ages (30d, 50d, and 70d) to young flies (5d).
The top five increased cell types are cardia cells
(proventriculus from the gut), fat body cells,
male accessory gland main cells, EBs, and adult
salivary gland cells (Fig. 2E). Comparing two
consecutive ages showed similar results (fig.
S12). Age-related increases of proventriculus
cells, male accessory gland main cells, and EBs
have been reported previously (19-21), confirm-
ing the quality of our data and analysis. Fat
body cells are one of the most abundant cell
types in Drosophila. They are polyploid, filled
with lipid droplets, and tightly attached to the
abdominal cuticle. These features make it dif-
ficult to isolate them or to compare their com-
positions using traditional methods. To our
knowledge, an increase of fat body nuclei in
old flies has not been reported. We were able
to validate this observation (Fig. 2F).

Fat body cells are postmitotic cells, and no
adult stem cells or progenitors have been re-
ported for regeneration (22). To examine why
fat body nuclei were increased in old flies, we
first checked the number of nuclei within sin-
gle cells using a fat body-specific GAL4: driv-
ing cell membrane green fluorescent protein
(GFP). Many aged fat body cells exhibited an
increase in cell size and contained multiple
nuclei per cell (Fig. 2G). The multinucleated
phenotype can potentially be caused by cell
membrane fusion, as reported in other cell
types (23), but it cannot explain the increase
in the number of nuclei (Fig. 2, E and F). It has
been reported that polyploid enterocytes from
the fly gut can undergo nuclear cleavage with-
out mitosis (a process called amitosis) (24). To
test this possibility, we performed immuno-
histochemistry to detect the nuclear lamina
protein, Lamin C (LamC), and a mitosis marker,
Phospho-Histone H3 (pH3). We did not detect
any mitotic events from >60 flies across differ-
ent ages, but we did observe many cases where
two nuclei were localized very close to each
other and were negative for the mitotic marker
(Fig. 2H). Three-dimensional reconstruction
of confocal images confirmed that these nuclei
were present in the same cell without a sep-
arating cell membrane (movies S1 to S3). Such
events were captured across different ages (fig.
S13). Together, these data suggest that fat body
cells undergo nuclear division without cyto-
kinesis across different ages, leading to multi-
nucleated cells and an increase in the number
of nuclei in older flies.

Among the top five decreased cell types are

three types of muscle—indirect flight muscle,
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visceral muscle, and other muscle cells (mostly
skeletal muscle) (Fig. 2E). Loss of muscle mass
and strength, known as sarcopenia, is a con-
served aging phenotype across different mam-
mals, including humans (25). Our in vivo staining
data confirmed the age-related degeneration
of indirect flight muscles as well as a signifi-
cant increase of an apoptosis marker, Caspase3,
in old flies (Fig. 21 and fig. S14), consistent
with a previous study (26). Germline cells also
showed a significant decrease (Fig. 2E and fig.
S12), presumably contributing to the decline
of fecundity in old flies. Most cell types from
the head, mostly neurons, showed minimal
cellular composition changes (Fig. 2E and
fig. S12).

Differentially expressed genes

Altered gene expression is another consequence
of aging (27). To assess such changes, we per-
formed differentially expressed gene (DEG)
analysis between young and old flies and ranked
cell types on the basis of the number of DEGs
(Fig. 3A and fig. S15A). Again, we focused on 112
cell types with >500 cells for a reliable analysis.
In the body, the cell type with the highest num-
ber of DEGs was the fat body, while the most
affected cell type in the head was the outer
photoreceptor (Fig. 3A).

To explore the dynamics of cell type-specific
changes, we further examined the time window
during which cell types change the most by
computing DEG numbers between two neigh-
boring ages (fig. S15B) and normalizing their
ratios (Fig. 3B and fig. S16). This analysis re-
vealed several notable insights (Fig. 3, B and
C). Specifically, ~80% of the cell types showed
major changes (>50% of DEGs) during the
first time window, suggesting that 30-day-old
flies have captured a large portion of age-related
gene changes. Some cell types, such as the male
accessory gland, showed minimal changes in
the last time window, indicating that these cell
types reach their maximum transcriptomic
changes around 50d. However, 5.3% of cell
types, including intestinal stem cells and cardia
cells, showed drastic changes (>50% of DEGs)
in the last time window, suggesting that they
age at a slower rate during the first 50d. Other
cell types such as outer photoreceptors and fat
body cells showed a steady change. Hence, this
analysis indicates that different cell types age
at different rates and exhibit distinctive pat-
terns of gene expression changes. We com-
pared DEGs from the AFCA with those from
the aging fly brain study (8) and found that
they are well correlated (fig. S17).

By integrating cellular composition changes
and DEG analysis, we determined which cell
types were affected by those two parameters
(Fig. 3D). Significantly affected cell types (“out-
liers”) fell into four categories: (i) cells showing
changes for both, such as fat body cells from
the body, pericerebral adult fat mass (fat cells

from the head), and male accessory gland main
cells; (ii) cells showing high DEGs but minimal
composition changes, such as outer photorecep-
tors and cone cells, consistent with a previous
study reporting that age-related fly visual de-
cline is not attributable to the loss of photore-
ceptors (28); (iii) cells showing decreased nuclear
number and a moderate number of DEGs, such
as indirect flight muscles; and (iv) cells showing
increased nuclear number but minimal DEGs,
such as cardia cells.

Next, we performed sex-related analysis. We
first observed that female marker yolk protein
genes (Yp1, Yp2, and Yp3) showed a significant
decrease during aging in most female cell
types, while the male markers (r0X7 and 70X2)
maintained high expression levels in most
male cells (fig. S18, A and B). In addition, some
genes, such as Lsd-2 and CG45050, showed dif-
ferent trends between males and females with
age (fig. S18C), suggesting that aging affects

male and female cells differently. It has been )

shown previously that different cell types ex-
hibit different DEGs in males and females at a
young age (7). We next checked how these
numbers change during aging. Generally, if
one cell type showed a high or low number of
DEGs at a young age, it maintained that high
or low number during aging (fig. S19A). How-
ever, some cell types showed age-specific sex
differences. For example, three cell types from
the head—pericerebral adult fat mass, skeletal
muscle, and hemocyte—all showed few DEGs
in young flies but many DEGs in old flies (fig.
S19, B and C). In contrast, three glial popula-
tions showed a significant decrease of DEGs
with age. We also checked how sex affects the
DEG number and cell composition and found
that these two features highly correlate be-
tween male and female flies (fig. S19, D to G).

Analysis of gene pathways

Next, we investigated which genes and path-
ways are enriched in DEGs. Gene ontology (GO)
analysis was performed for both up- and down-
regulated genes compared between the 50d and
5d dataset (fig. S20). Most GO terms were cell
type-specific (fig. S20A); only 20% of GO terms
were shared by more than five cell types for
down-regulated genes and 40% for up-regulated
genes. We found that one GO term from down-
regulated genes, “cytoplasmic translation,”
was shared by almost all cell types (fig. S20C).
Cytoplasmic translation refers to the ribosome-
mediated process for protein synthesis. Many
transcripts of genes encoding ribosomal pro-
teins (RPs) were decreased across cell types,
consistent with previous studies (29). There
were no globally shared GO terms among the
up-regulated genes (fig. S20B). Instead, shared
terms were restricted to specific groups of cells,
for example, signal transduction seen in neuro-
nal types and protein phosphorylation enriched
in different non-neuronal cells.

4 of 10

4



RESEARCH

| RESEARCH ARTICLE

top 10 cell types with the highest number of DEGs

# differentially
expressed genes (DEGs)

N

o

o

2
—
L
L

1 . 1
L e e e e e

40001 1. adult fat body_body 6. epithelial cell_head
2. adult ventral nervous system 7. cone cell .
30004 3. follicle cell 8. enterocyte of posterior adult midgut epithelium Age comparison
4. outer photoreceptor cell 9. muscle cell m 30d/5d
20004 5. adult oenocyte 10. epithelial cell_body » 50d/5d
u 70d/5d

bLid e aad

Walabasallosadbdassaadublaluuud

04+
cell type origin

vad oty NN

[ 30d/5d ratio
[ 50d/30d ratio
1 70d/50d ratio

Ratio of DEGs

different cell types

. '

TTIYITITY T YNy
different cell types

11N 1 Hi

32 1
Cell-type specific
GO (50d/5d)

T

GO terms

lipid homeostasis

triglyceride homeostasis

positive regulation of transcription elongation by RNA pol Il
negative regulation of lipid storage

regulation of imaginal disc-derived wing size

gonad development

pupation

thermosensory behavior

regulation of protein localization

chloride transport

dosage compensation

protein polyubiquitination

adult somatic muscle development

negative regulation of BMP signaling pathway
eye-antennal disc morphogenesis

compound eye cone cell differentiation

detoxification of iron ion

protein refolding

Rho protein signal transduction

heat shock-mediated polytene chromosome puffing
cortical microtubule organization

behavioral response to starvation
proteasome-mediated ubiquitin-dependent protein catabolic process
post-transcriptional gene silencing by RNA

muscle contraction

oocyte microtubule cytoskeleton polarization
glycogen metabolic process

regulation of protein kinase A signaling

positive regulation of entry into reproductive diapause
transmembrane transport

cytoplasmic translation
sexual reproduction

1.0 /6,/070
. | 2
0.8 |
7]
0] 5
L o'
0O 0.6
‘S 4
o ¢
C 044
[ o
> ' ' ' ' ' '
g :% :
S 024 — 1. cardia (1)
IS — 2. intestinal stem cell
=) — 3. outer photoreceptor cell
O — 4, adult fat body_body
— 5. male accessory gland main cell
0 4 ¢ — 6. visceral muscle of the crop
5d/5d 30d/5d 50d/30d 70d/50d
D
4000 e 30d/5d r.‘\\
% 50d/5d | ¥ adult fat
= 70d/5d ! ,/ body_body
outer photoreceptor|cell /
» 3000 P prot %
8 3 ‘
o K " pericerebral adult
g 2000 4 ingiirect L i fa; mass
o flight A
£ muscle ____4 - |
21000< =TT a it = Xeox - 0
%- T male accessory
gland main cell
o Ty
0+ cardia (1)
-2 0 2 4

Log? ratio of nuclei number

Fig. 3. Differentially expressed genes. (A) Number of DEGs from different
cell types. Each age group is compared with the 5d population. Each line
shows the number of DEGs from the indicated age comparison. Cell types are
ranked by DEG numbers from high to low (50d versus 5d). The top 10 cell
types are indicated. (B) Ratio of DEGs from each age comparison. Arrows

cone cell - -

outer photoreceptor cell -
male acce. gland main cell -

pericerebral adult fat mass -

indirect flight muscle -

response to endoplasmic reticulum stress
cellular response to starvation

viral entry into host cell

protein polyubiquitination
proteasome-mediated ubiquitin-dependent protein catabolic process
regulation of circadian rhythm

cellular response to carbon dioxide
phosphorylation

response to sucrose

glycogen metabolic process
mitochondrion localization

locomotory behavior

cuticle hydrocarbon biosynthetic process
response to cocaine

- tetrahydrobiopterin biosynthetic process
- glutathione metabolic process

defense response

endosome transport via multivesicular body sorting pathway
>
8
3 -log10(FDR) -log10(FDR)
>
y | mm o
S 0 5 0 5
©
= up-regulated  down-regulated
3
©

(C) Cumulative ratios of DEGs from cell types indicated in (B). (D) Combination
of DEG number and change of nuclear number illustrates different aging
patterns. (E and F) Top five cell type-specific GO terms from selected

cell types. (E) GO terms enriched in the selected cell types on the basis of
up-regulated DEGs. (F) GO terms enriched in the selected cell types on the basis

point out representative cell types that are further compared in the next panel.

‘We next focused on GO terms enriched within
a few cell types to understand the cell type-
specific regulations (Fig. 3, E and F). Fat body
cells from body and head (pericerebral adult
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of down-regulated DEGs.

fat mass) shared metabolic-related GO terms
from up-regulated genes, such as lipid homeo-
stasis and triglyceride homeostasis (Fig. 3E),
reflecting common metabolic changes in these

tissues. For indirect flight muscles, a reduction
of locomotor behavior was observed and is likely
to be caused by muscle degeneration (Fig. 3F) (26).
Also, reproduction-related genes were strongly
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decreased in male accessory gland main cells
(Fig. 3F), consistent with the decline in re-
productive ability in males (30). To summarize,
we observed that genes involved in “cyto-
plasmic translation” are commonly decreased
during aging in many cell types, whereas most
other GO terms showed cell type-specific
patterns.

Aging clock to predict the biological age

To predict the biological age of an animal or hu-
man, a number of different aging clock models
have been recently developed using epigenetic
markers and transcriptomic data (8, 31, 32).
We investigated whether our snRNA-seq data
can be used to develop aging clocks. To per-
form a more accurate prediction, we focused

on cell types that have >200 cells at each age
point (64 cell types). For each cell type, we
trained a regression model (33) to predict age.
We measured predictive performance using
the coefficient of determination, R? (Fig. 4A).
The average performance across all cell types
was high (average R = 0.79 for body and 0.84
for head; fig. S21).
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Fig. 4. Aging clock analysis. (A) Example of aging clocks for outer photoreceptor
cells and adult oenocytes. The red line is the fitted regression line. Blue dots
represent individual predictions wherein each dot corresponds to one cell. We
measure performance as the proportion of the variance for an age variable that is
explained by transcriptome (R?). (B and C) Predictive performance of cell type-
specific aging clocks for head and body cell types. Fifteen cell types with the highest
scores are shown. Error bars are estimated as a SD over five runs. (D) Accuracy
of logistic regression models trained to distinguish transcriptome between two
consecutive time points. Boxplots show the distribution across head cell types (left)
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and body cell types (right). (E) Number of aging clock genes as a function

of the number of cell types (left). Eighty percent of genes appear in fewer than
five cell types. Out of 480 genes identified as aging clock genes, 70 encode

RP genes (right). (F and G) Examples of aging clock genes for outer photoreceptor
cell (F) and adult oenocyte (G). Cell type-specific genes that appear in fewer
than five cell types are shown in black, while genes that appear in at least five
cell types are shown in red. (H) Aging clock genes identified in flies and mice.
Thirty-three genes are one-to-one orthologs between the two species, and 31 of
these are RP genes.
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Outer photoreceptor cells and oenocytes
showed the highest predictive scores in head
and body, respectively (Fig. 4, B and C). Dro-
sophila oenocytes perform liver-like functions
including lipid storage and metabolomics func-
tions, similar to fat body cells, and also produce
important cuticular pheromones (34). We con-
firmed that high scores were not caused by
higher nuclear numbers (fig. S22A). We further
asked whether there is a difference in predic-
tive performance between different time win-
dows and found that the largest transcriptomic
differences are present between the first two
ages (Fig. 4D).

Next, we focused on identifying aging clock
genes that are used to predict the age. First, we
found that most aging clock genes are used in
a cell type-specific manner (Fig. 4E). We found
that 70 out of 94 fly RP genes were identified
as aging clock genes, showing age-related re-
ductions in different cell types (Fig. 4, E to G).
These data are consistent with our previous
GO analysis where “cytoplasmic translation” is
reduced in almost all cell types (fig. S20C). De-
creased protein translation, which can be caused
by the reduction of RPs, is a prevalent feature
of aging (35). To determine what transcription
factors might regulate the expression of RPs,
we used the regulon information from the FCA
(7, 36) and identified several transcription fac-
tors regulating RP genes (fig. S23). Our data
suggest that the reduction of ribosomal expres-
sion contributes to the age-related decrease of
protein synthesis. To further investigate the rela-
tionship of aging clock genes across species,
we identified aging clock genes from the Mouse
Aging Cell Atlas (27). Among 33 overlapping aging
clock genes from the fly and mouse, 31 genes
encode RPs (Fig. 4H and figs. S24 and S25).

Comprehensive aging features

Through the above analyses, we noticed that
different cell types are sensitive to different aging
features. To gain a better understanding of cell
type-specific aging, we investigated more aging
features, including expressed gene number or
transcript number (measured by UMI) changes
and decline of cell identity (Fig. 5A).

Similar to the aging clock analysis, we only
focused on cell types with at least 200 cells from
each age. Gene and UMI numbers were pre-
viously found to decrease in the old fly brain (8).
Consistent with previous observations, we ob-
served decreases in gene and UMI number in
central nervous system (CNS) neurons during
aging (fig. S26A). To understand whether such a
reduction is a general aging feature or not, we
examined all other cell types. The overall trend of
gene and UMI numbers was largely consistent
(fig. S26B). We found that ~80% of cell types ex-
hibited a decrease in expressed gene numbers,
but 20% exhibited an increase, suggesting that
aging affects expressed gene numbers in a cell

type-specific manner (Fig. 5B). Head hemocytes
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and pericerebral adult fat mass had the greatest
increase in expressed gene numbers, while oeno-
cytes, ventral nervous system cells, and fat body
cells had the greatest decrease (Fig. 5C and fig.
S26C). We confirmed that this was not caused
by sequencing depth (fig. S26D). Even though
head and body fat body cells both increased in
nuclear number (Fig. 3D), their expressed gene
numbers showed the opposite trends.

Loss of cell type identity has been shown to
occur during aging for certain cell types (12, 37).
However, how cell identity changes across the
entire organism during aging remains unchar-
acterized. To assess whether established cellu-
lar gene expression programs that define cell
identity change during aging, we developed a
measurement to combine two ratios—loss of
original markers and gain of new markers—by
comparing old populations with young pop-
ulations (Fig. 5D, left panel). We then ranked
cell types by their cell identity decline score
(Fig. 5D, right panel; fig. S27). The Neuroligin
1 gene, Nigl, which was used as a marker gene
to annotate the indirect flight muscle, showed
a drastic decrease with age, as did a number of
other young marker genes (Fig. 5D and fig. S6A).
Meanwhile, many other gene transcripts, such
as Chchd2, began to appear in this cell type
with aging. Other than the indirect flight mus-
cle, pericerebral adult fat mass and epithelial
cells from the head were also found to exhibit
a large decrease in cell type identity (fig. S28).

Correlation and ranking of aging features

We examined four different aging features:
cell composition changes, DEGs, change of ex-
pressed gene numbers, and cell identity de-
cline. To understand the overall correlation
between them, we ranked each feature from
the least age-related change to the most. After
integrating four aging features, their correla-
tions were compared using Spearman’s corre-
lation and clustered using the correlation scores
(Fig. 5E). Among those features, DEG number
and decline of cell identity were highly corre-
lated, suggesting that cell types with large num-
bers of DEGs would usually fluctuate in the
expression of marker genes. On the other hand,
changes of nuclear number and expressed gene
number were more correlated with each other.
Next, we summed different feature ranks
and sorted cell types by the total rank sums,
with a higher rank indicating a more “aged”
cell type (Fig. 5F and fig. S29). Notably, the top
three cell types include three adipose cell
types—oenocytes, fat body cells, and pericere-
bral adult fat mass—suggesting that those cells
age faster than other cell types. Following
them in the ranking are male accessory gland
main cells, indirect flight muscle, and enter-
oblasts. Generally, neurons and glia from the
nervous system age slower than other cell types
(Fig. 5F). In summary, our analysis provided
the first exhaustive analysis of different aging

features and revealed the aging rates of dif-
ferent cell types across the entire organism.

Discussion

The cell atlas approach is emerging as a power-
ful tool to systematically study aging in dif-
ferent organisms, including worms (38, 39),
mice (27), and humans (40). A recent study per-
formed cross-species analysis with scRNA-seq
data from three species, including D. melano-
gaster (41). Our AFCA provides a complemen-
tary dataset and thorough analyses for studying
aging features across the whole organism.

One interesting observation is the increase
of fat body nuclei during aging. Drosophila fat
body is a liver-like tissue that stores fat and
serves as a detoxifying and immune-responsive
organ. Adult fat body cells are postmitotic poly-
ploid cells without a stem cell or progenitor
population (22). How do they increase their
nuclear number? Our observations suggest that
these polyploid cells increase their number of
nuclei by nuclear cleavage without cytokinesis,
forming multinucleated cells. To complete
karyokinesis, the nuclear envelope needs to be
reassembled or reorganized. Fat body cells
have been shown to undergo a decrease in nu-
clear envelope integrity as a result of the loss
of Lamin B during aging (42), suggesting that
the loss of nuclear envelope integrity may be
associated with the multinucleation phenome-
non. On the other hand, multinucleated cells
have also been observed in the fly male acces-
sory gland (43, 44) and subperineurial glial
cells (45), suggesting that multinucleated cells
play specific roles in Drosophila. Multinucle-
ated cells have been observed in species other
than Drosophila, including mushrooms (46),
plants (47), and the liver cells of humans and
mice (48, 49). Understanding the formation
and regulation of multinucleated cells in the
aging organism may provide new insights into
an evolutionarily conserved phenomenon, as
well as into the potential roles of multinucle-
ated cells in age-related diseases.

In this study, we focused on four different
aging features. Although these features cover
several key aspects of age-related changes, the
picture is incomplete. Additional aging mea-
surements may reveal more specific aging pat-
terns. For example, we investigated the change
of alternative polyadenylation (APA) patterns,
which can reflect short or long 3’ untranslated
region usage for different isoforms (50), and
found that neuronal extended 3’ isoforms were
progressively depleted during aging. This phe-
notype is more obvious at 70d and more pro-
nounced in females than in males (fig. S30).
These data imply a global change in posttran-
scriptional regulation in aging neurons. Thus,
future analysis may help elucidate additional
aging patterns.

One major goal of this study was to char-
acterize how different cell types age across
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Fig. 5. Systematic
comparisons of
different aging
features. (A) Flow-
chart for the compari-
son of different

aging features.

(B) Expressed gene
numbers per cell from
each cell type are
compared between
50d and 5d flies. The
red block shows cell
types with increased
expressed gene
numbers, while the
blue block includes cell
types with decreased
ones. (C) Two cell
types, hemocyte from
the head and oeno-
cyte, have the highest
increase and decrease,
respectively, of ex-
pressed gene numbers
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the organism. Our analysis using different
aging features provides several key insights.
First, different cell types have distinct aging
patterns. For example, the ventral nervous
system showed high ranks for three aging fea-
tures but a low rank for the change of nu-
clear number, while scolopidia neurons showed
low ranks for three aging features but high

ranks for the change in expressed gene num-
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ber (Fig. 5F). This observation is not unex-
pected, considering that each cell type carries
a specific function. Second, we observed a
divergence in the contribution of individual
cell types to a tissue’s aging. For example,
in the female reproductive system, follicle
cells were ranked very high (eighth of 64 cell
types), but germline cells were ranked near

the bottom (41st of 64 cell types) (fig. S29A).
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This indicates that age-related declines of fe-
male fertility may be due to the aging of fol-
licle cells. Third, the top-ranked cell types
include all adipose cells. This is surprising,
and we do not fully understand the under-
lying mechanisms. It may be linked to the
fact that these cell types play multiple crit-
ical roles in different physiological condi-
tions, such as lipid storage and metabolism,
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immune responses, and interorgan commu-
nication with muscles and gut (22, 51, 52).

Materials and methods summary

This study involved collecting fly head and
body samples from wild-type F1 flies from the
cross between female W™ and male Oregon R
(OreR). Samples from different ages were dis-
sected and stored at —80°C after flash-freezing
with liquid nitrogen. The snRNA-seq was pre-
pared using the FCA protocol (7), and each age
group had 12 samples with six females and
six males. The libraries were sequenced using
NovaSeq 6000 (Illumina).

FASTQ files were filtered for index-hooping
reads using 10x Genomics index-hopping-filter
software. The Cell Ranger (version 4.0.0) index
was built using the D. melanogaster genome
(FlyBase r6.31) and the pre-mRNA GTF estab-
lished by the FCA. Cell Ranger Count was used
to estimate the nuclei number and gene ex-
pression from each nucleus. Nuclei from dif-
ferent sexes and ages of flies were integrated
using Harmony, and cell type annotations
from FCA samples were transferred to AFCA
samples using a cluster-centered or machine
learning-based method, followed by manual
corrections.

For cell composition, age-specific ratios were
obtained by dividing the number of nuclei in
each cell type from one specific age by the total
number of nuclei in the corresponding age. The
relative ratios were then compared between
the young (5d) and old populations. Wilcoxon
rank sum tests were used to compare gene ex-
pression between different ages or sexes, and
genes with a false discovery rate (FDR) of <0.05
were considered to be differentially expressed.
The differential expression of the top 200 marker
genes from 5d and 50d samples was used to
estimate declines of cell type identity. Aging
rates of each cell type were calculated by in-
tegrating different aging features and ranking
the sums of aging ranks from high to low.
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Diberyllocene, a stable compound of Be(l) with

a Be-Be bond

Josef T. Boronski*, Agamemnon E. Crumpton, Lewis L. Wales, Simon Aldridge*

The complex diberyllocene, CpBeBeCp (Cp, cyclopentadienyl anion), has been the subject of numerous
chemical investigations over the past five decades yet has eluded experimental characterization.

We report the preparation and isolation of the compound by the reduction of beryllocene (BeCp,) with
a dimeric magnesium(l) complex and determination of its structure in the solid state by means of x-ray
crystallography. Diberyllocene acts as a reductant in reactio