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E D I TO R I A L

A
merica’s science, technology, and innovation eco-
system is a powerful engine for progress, but it 
was conceived in the last century for last century’s 
goals. Today, the nation’s aspirations have never 
been bigger: robust health and ample opportunity 
for everyone, tackling the climate crisis and us-
ing it to reimagine infrastructure and humanity’s 

relationship with nature, global security and stability, a 
competitive economy that creates good-paying jobs, and 
a strong, thriving democracy. The purpose of science and 
technology is to open the doors that make these aspira-
tions possible. As President Biden said, “We can channel 
the full talents of all our people into a greater measure of 
hope and opportunity for our nation and for the world.” 

Building that equitable, resilient, and ambitious 
future starts with federal research and development 
(R&D). And the magnitude of 
today’s challenges means that 
it’s time for purposeful steps 
that boost the federal R&D en-
terprise to meet our aspirations. 
One step is to continue current 
federal R&D investments, in-
cluding those in basic research. 
It’s time to renew the vibrancy 
of research, open participation 
to a more diverse community 
of people and institutions, and 
recommit to the many national 
purposes behind public R&D 
spending, including improving 
health outcomes, creating more economic opportunity 
and industries of the future, and strengthening national 
security. That’s exactly why President Bident has pro-
posed historic federal investments in R&D, including 
$210 billion in his latest budget released last week.

Another step is addressing the gap between the coun-
try’s excellent research and the societal impact we seek: 
tangible benefits for people in every community to live 
better lives. To get there, research must translate into 
new products and services, new industries and jobs, new 
policies and regulations, and new standards and prac-
tices. In this vein, the National Science Foundation’s Di-
rectorate for Technology, Innovation and Partnerships is 
helping universities move basic research into commer-
cialization and is boosting regional innovation. And un-
der the CHIPS and Science Act, the National Institute of 
Standards and Technology is building frontier semicon-
ductor R&D to reinvigorate a critical domestic industry.

Additionally, some investments must take aim at 
bold, barely feasible goals. One example is President 
Biden’s Cancer Moonshot, which aims to reduce the 
age-adjusted cancer death rate by at least 50% in 25 
years and to improve the experience of patients, fami-
lies, and caregivers who are dealing with cancer. These 
challenging goals are mobilizing people and organiza-
tions across government and the private sector in ways 
that will change millions of lives. A complementary 
example is the adaptation of the Defense Advanced 
Research Projects Agency (DARPA) model to build ca-
pacity for developing breakthroughs in other sectors. 
DARPA’s “What does it take?” mentality pulls innova-
tors together to build on each other’s work, take risk, 
fail, and try again until a seemingly impossible goal 
is achieved. That’s the spirit that President Biden in-

voked when he launched the 
Advanced Research Projects 
Agency for Health (ARPA-H) 
last year.

As well, the power of R&D 
must be brought to missions 
that have not historically been 
the focus of innovation. Almost 
all federal R&D is aimed at na-
tional security, space, health, 
energy, the environment, and 
the country’s basic research 
foundation. But today’s research 
and technological advances can 
create possibilities for a much 

wider array of needs—from K-12 education to workforce 
training to construction to traffic safety. Efforts in the 
Department of Education and the Department of Trans-
portation are now exploring new R&D investments that 
can achieve better outcomes for their missions.

These are important shifts, and they invite every 
member of the R&D community to step up to new chal-
lenges. For early-career scientists and engineers, this 
is an invitation to imagine the future you want to live 
in and to find or create ways to pursue bold R&D. For 
managers and leaders, this is an invitation to lift your 
teams up by imbuing them with a passion for purpose. 
And for every person who seeks to innovate, this is an 
invitation to bring your personal perspective—reflect-
ing who you are and where you come from—to help 
shape a future in which every person can thrive.

–Arati Prabhakar

Let’s change what’s possible

Arati Prabhakar
is the director 
of the White House 
Office of Science 
and Technology 
Policy, assistant to 
the president 
for Science and 
Technology, and a 
member of President 
Biden’s Cabinet, 
Washington, DC, 
USA. press@ostp.
eop.gov
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“…it’s time for 
purposeful steps that 

boost the federal 
R&D enterprise to meet 

our aspirations.”
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Removing race from genetics
DIVERSITY |  Genomics researchers should 
not use race to describe a population’s 
genetic ancestry and instead should use 
terms carefully tailored for accuracy, a U.S. 
national academies panel said this week. The 
National Academies of Sciences, Engineering, 
and Medicine released the report after the 
National Institutes of Health requested 
information on how to describe popula-
tions in genomics studies. The panel’s report 
concludes that the notion that people belong 
to genetically distinct races is scientifically 
invalid. And it recommends using people’s 
ethnicity, such as Latino; geographic location, 
such as Japanese; or region of ancestry, such 
as African, only in certain cases. Researchers 
studying disparities in health care may want 
to use racial categories because they can serve 
as a proxy for people’s experience of struc-
tural racism in health settings, the panel said. 
Studies of disease genes or human evolution 
should describe populations mainly using 
“genetic similarity,” or how closely members’ 
genes are related to reference genomes drawn 
from certain populations, such as the Yoruba 
of Nigeria or Tuscans in Italy. 

High-risk pathogen labs mushroom
BIOSAFETY |  The number of labs with 
the containment features needed to study 
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R
esearchers and lawmakers are waiting to see whether President 
Joe Biden will sign a bill finalized by Congress last week that 
would declassify more information from U.S. intelligence agen-
cies about the origin of the COVID-19 pandemic. Biden’s ad-
ministration previously said four U.S. intelligence agencies lean 
toward a natural origin of the pandemic—a view shared by most 

outside scientific experts—whereas two favor a laboratory-leak expla-
nation. Two others are undecided. The bill sent to Biden, approved 
unanimously by both chambers of Congress, asks the U.S. director 
of national intelligence (DNI) to “declassify any and all information” 
on potential links between the pandemic and the Wuhan Institute of 
Virology in China. It would give the DNI 90 days to comply, while al-
lowing the director to hold back information that would compromise 
intelligence sources. Even if the measure becomes law, some doubt it 
will reveal anything that will settle the contentious origin question. 

I N  B R I E F
Edited by Jeffrey Brainard

OVERSIGHT

Congress pursues COVID-19 origin

China reworks R&D management
POLICY |  The Chinese government has 
unveiled a major shake-up of its science 
and technology bureaucracy, aiming 
for “self-reliance” in R&D. A restruc-
turing plan approved on 13 March by 
the National People’s Congress creates 
a new, high-level Central Science and 
Technology Commission that will give 
the Communist Party greater control of 
broad R&D strategy while streamlining 
the role of the Ministry of Science and 
Technology (MOST). Direct oversight of 
research deemed less critical to China’s 
development and global competitiveness 
will move from MOST to other agencies. 
The agriculture ministry, for example, will 
take over farm science. Many details have 
yet to be released, but the plan represents 
“the most radical change to [China’s] 
innovation system since the end of the 
Mao era,” says Richard Suttmeier, 
a political scientist retired from the 
University of Oregon.

U.S. research reactor can restart 
NEUTRON RESEARCH |  This week, regula-
tors gave the go-ahead to restart a small 
U.S. research reactor, 2 years after an 
accident shut it down and cut almost by 
half the nation’s capacity to use neutrons 
to study materials. The February 2021 
incident at the 20-megawatt, neutron-
generating reactor at the National 
Institute of Standards and Technology 
(NIST) in Gaithersburg, Maryland, 
occurred when one of its 30 rodlike, 
uranium-filled fuel pins popped out of 
place, overheated, and partially melted. 
A trace amount of radiation escaped 
the building but did not jeopardize the 
public, NIST said. In August 2022, the 
U.S. Nuclear Regulatory Commission 
(NRC) and NIST agreed to procedural 
changes that would ensure the pins 
are always correctly latched. NRC now 
reports it is satisfied with NIST’s correc-
tive actions. The reactor will power up 
slowly over several weeks.

A spurt in biosafety labs
Europe has the most biosafety level-4 (BSL-4) labs, 
and three-quarters are in urban areas. (Ten existing 
labs without known start dates are not shown.)

Length, in meters, of the neck of a late Jurassic sauropod dinosaur, Mamenchisaurus 
sinocanadorum, estimated from an incomplete specimen discovered in China in 
1987. That neck span—longer than a typical school bus—exceeds the neck of any 
other known sauropod. (Journal of Systematic Palaeontology)15.1
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the most deadly known human patho-
gens is booming, raising risks of an 
accidental release or use by a terrorist, 
warns an analysis. Fifty-one biosafety 
level-4 (BSL-4) labs exist worldwide, 
roughly double the number a decade 
ago, says the Global BioLabs Report 
2023, published this week by research-
ers at King’s College London and George 
Mason University. The report also 
documented 57 BSL-3 “plus” labs, many 
of which study animal pathogens. BSL-4 
labs enable studies of threats such as 
the viruses that cause Ebola, and 18 
more of the facilities are slated to open 
in coming years—most in Asian coun-
tries such as India and the Philippines 
that want them to bolster responses 
to local threats and future pandemics. 
But many countries lack strong meth-
ods to monitor such labs, the report’s 
authors say. They urge the World Health 
Organization to strengthen lab safety 
guidance and want individual countries 
to agree to outside audits to ensure their 
BSL-4 labs meet international standards.

Maternal, child death rates jump
PUBLIC HEALTH |  Mortality rates for 
U.S. children, teenagers, and pregnant 
people grew strikingly in 2021, according to 
data published this week. The maternal mor-
tality rate has nearly doubled since 2018, 
and increases in 2020 and 2021 for chil-
dren and teens were the largest in decades. 
Maternal mortality is defined as deaths from 
pregnancy-related causes during pregnancy 
or within 6 weeks after. It grew from 23.8 
deaths per 1000 live births in 2020 to 32.9 
deaths per 1000 in 2021, the U.S. Centers for 
Disease Control and Prevention (CDC) said. 
The rate among Black mothers, 69.9 deaths 
per 1000, was 2.6 times that of non-Hispanic 
white mothers. CDC did not give a reason 
for the growth, but other reports have cited 
COVID-19. Among children and teens ages 
1 to 19, the mortality rate jumped by 8.3% 
in 2021 after growing by 10.7% in 2020, The 
Journal of the American Medical Association 
reported. The increase was driven by mur-
ders, suicides, and fatalities associated with 
traffic accidents and drug overdoses.

Dance about materials wins prize
SCIENCE COMMUNICATION |  Twirling hand 
fans, catchy Lord of the Rings references, 
and 20 blue papier-mâché balloons helped 
illustrate a video about crystalline materi-
als (metal-organic frameworks) that won 
Science’s long-running Dance Your Ph.D. 
contest this year. The video, put together 
by University of Oregon chemist Checkers 
Marshall, aimed to explain their thesis on 
the frameworks, which are made up of 
metal ions bound to molecules. Because of 
the materials’ porous nature, the frame-
works can act like sponges and capture 
gases such as carbon dioxide. The dance 
video, in which the blue balloons stood 
in for ions, depicted how Marshall’s Ph.D. 
work aims to make these materials more 
effective for other applications, such as 
water filtration and nerve agent detoxifi-
cation. Now in its 15th year, the contest 
received 28 entries from 12 countries. 
The overall champion receives $2500. 
Marshall’s video and other entries can be 
seen at https://scim.ag/dancePhDwinner.

METEOROLOGY

Intensity scale for atmospheric rivers reveals global hot spots

Floodwaters from an atmospheric river 
engulfed train cars, vehicles, and homes last 

week in Pajaro, California, after a levee broke.

A
tmospheric rivers like those pummeling the West Coast 
now have a five-level intensity scale, which has enabled 
researchers to chart the global prevalence of these sinuous 
bands of storms. The scale, first developed in 2019 for 
the U.S. West Coast, classifies the events based on how 

long they last and how much moisture they transport from the 
tropics to higher latitudes, much as the hurricane scale ranks 
storms by their wind speeds. In a new study using 40 years 
of observations, scientists found the most extreme rivers—AR-5 

on their scale—occur once every 2 or 3 years and are less likely 
to make landfall than weaker ones. But when the storms do 
hit, they tend not to penetrate inland and end up dumping all 
their moisture in coastal areas, causing major floods—like the 
AR-5 storm that hit Pakistan last year and the AR-4 storm 
that struck California in January. Hot spots for AR-5s include 
British Columbia and the Pacific Northwest, northwestern 
Europe, and southern Chile. The research was published last 
month in the Journal of Geophysical Research: Atmospheres. 
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By Gretchen Vogel

V
isitors to the National Academy of 
Sciences (NAS) in Washington, D.C., 
receive a clear reminder that, 3 years 
after the World Health Organiza-
tion (WHO) declared COVID-19 a 
pandemic on 10 March 2020, it’s far 

from over. Before entering, they must show 
a guard proof that they have been vaccinated 
against COVID-19. Such demands were com-
mon around the world a year ago, with wide 
support from infectious disease scientists 
and public health researchers. But by now, 
almost everyone has had natural infections 
with SARS-CoV-2 or been vaccinated against 
the coronavirus—sometimes both—and it’s 
become clear that vaccine-induced immunity 
quickly loses its ability to prevent infection 
and spread of the latest variants. Some now 
say the mandates are outdated.

The persistent requirements are “baf-
fling to say the least,” says Heidi Larson, an 
anthropologist at the London School of Hy-
giene & Tropical Medicine and director of 
the Vaccine Confidence Project. She spoke at 
a major infectious disease meeting this year 
that required all attendees to show they had 
had two doses of a vaccine—with no need 
for a recent booster. “It’s not like it’s going to 
mitigate the spread.”

Larson and other vaccine acceptance re-

searchers who spoke to Science all empha-
size that COVID-19 vaccines clearly prevent 
severe disease, but they worry maintaining 
the mandates could undermine future public 
health efforts. “Having to show these old vac-
cination proofs or certificates really doesn’t 
make sense, and it could cause harm, because 
people might lose trust in the competence of 
the organization,” says University of Kon-
stanz psychologist Katrin Schmelz, whose 
research has found that institutional trust is 
crucial for health policy acceptance.

Mandates became common in 2021 and 
early 2022, after the Delta variant caused 
new peaks of COVID-19 hospitalizations and 
deaths, especially among people who had not 
been vaccinated. Across Europe, people had 
to show they were fully vaccinated before 
entering restaurants, shops, museums, and 
concert halls. The United States required 
federal employees to be fully vaccinated to 
keep their jobs. Singapore imposed a similar 
mandate on all employees, both public and 
private. And in February 2022, after months 
of debate, Austria passed one of the world’s 
first nationwide vaccine mandates, requiring 
the shots for all residents over age 18 and im-
posing fines on those who refused.

In many places, the mandates sparked 
large protests, but the justifications seemed 
compelling. COVID-19 vaccines offer power-
ful protection against severe disease, so the 

measures promised to keep hospitals from 
being overwhelmed. Early data also sug-
gested the vaccines reduced overall infec-
tions and shortened the time a person was 
infectious. “If you can only transmit for 
3 days, that’s much better than 7 days,” says 
Angela Branche, an infectious disease expert 
who studies vaccine efficacy at the Univer-
sity of Rochester.

Initial hopes that the vaccines would stop 
the spread of COVID-19 faded, however, as it 
became clear that protection against infec-
tion wanes after a few months. New variants 
that could get around vaccine-induced im-
munity further undermined hopes that the 
shots could curb spread.

In April 2022, researchers in the United 
Kingdom reported in The New England 
Journal of Medicine that, based on the health 
records of more than 1.5 million people, pro-
tection against symptomatic COVID-19 with 
the Omicron variant faded to zero 25 weeks 
after a second shot of the AstraZeneca vac-
cine and to just 9% 25 weeks after a sec-
ond dose of the Pfizer-BioNTech vaccine. 
A booster dose increased protection back 
up above 60% for a month or two, but by 
10 weeks that protection had also started to 
wane. (Protection against severe disease per-
sists longer.) Now that ever-larger numbers 
of people have some immunity after natural 
infections, the real-world benefits of vac-

SCIENCE POLICY

Do COVID-19 vaccine mandates still make sense?
Ineffective or outdated requirements could undermine trust, some vaccine researchers say

I N  D E P T H

The University of Michigan will require the latest COVID-19 vaccine booster for students living on campus in the fall.
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cines have become still harder to measure.
Many places and groups soon lifted their 

vaccine requirements or stopped enforcing 
them. In June, Austria revoked its law. Most 
European countries that required vaccine 
“passes” for shopping, eating out, and more 
dropped them by summer 2022. In October, 
Singapore announced it was lifting its vac-
cine mandate, and 1 month later the Ger-
man health minister announced that even 
for health care workers, its vaccine require-
ment would be allowed to expire. Because 
being vaccinated was no longer a significant 
protection against infections with the newer 
variants, he said, “there’s no longer a reason,” 
epidemiologically, for the mandate.

Compared with Europe and Asia, the 
United States appears to be holding on to 
vaccine mandates more tightly. Many U.S. 
scientific groups, including NAS and AAAS 
(publisher of Science) still require their 
employees and all attendees at events and 
meetings to be vaccinated. Many univer-
sities continue to require vaccination or 
booster shots for students, staff, or both.

Although the U.S. government stopped 
enforcing a federal employee 
mandate last year in the face of 
lawsuits, it retains other require-
ments. Foreign citizens entering 
the country still need to show 
they have received a course of 
WHO-approved shots, a require-
ment that made the news last 
month when tennis star Novak 
Djokovic, who is not vaccinated, 
requested an exemption to com-
pete in March tournaments in 
Florida. (His request was denied.)

Scientists traveling to some 
meetings face similar requirements. Those 
attending the American Astronomical So-
ciety annual gathering in January had to 
upload proof of vaccination, including one 
booster, before registering for the meeting. 
Larson and other attendees at the Conference 
on Retroviruses and Opportunistic Infec-
tions, held in February, had to show they had 
received two doses of a vaccine. At AAAS’s 
annual meeting this month, in-person at-
tendees were also required to confirm they 
were vaccinated, albeit on an honor system.

None of those meetings specified the vacci-
nation had to be recent—so attendees at some 
of the gatherings may have gotten their last 
shot more than 18 months ago. Nor did the 
meetings accept evidence of an infection 
with SARS-CoV-2, recent or otherwise, as 
an alternative. That doesn’t make sense to 
Maxwell Smith, who studies public health 
ethics at Western University. “If they say 
you need to have been vaccinated, but noth-
ing about when those vaccines were re-
ceived, nor anything about recent infection, 

then of course that’s less likely to achieve 
the objectives” of reducing transmission 
and infections, he says. “It would be more 
justifiable to say you need to have received 
a vaccine or been infected in the past 3 to 
6 months, for example.”

Political scientist Katie Attwell, who 
studies vaccine policy and acceptance at 
the University of Western Australia, Perth, 
agrees. Asking for just two doses at some 
time in the past “feels strange and out of 
date,” she says. “If it was a living policy, 
you’d mandate the boosters.”

Branche echoes the worry that many of the 
lingering mandates could be counterproduc-
tive. “We don’t want people to think they’re 
safe from getting infected or transmitting the 
virus because they had the primary series 
2 years ago. That’s just not true,” she says, 
adding that such policies might also discour-
age people from getting further shots.

Others say the conference vaccine require-
ments may be substituting for more effective 
ways to prevent spread of COVID-19. “If I 
were to see a meeting that had a vaccine re-
quirement but then put everyone in the stan-

dard ballroom chairs shoulder 
to shoulder without a mask re-
quirement, I might not consider 
that meeting seriously focused 
on COVID protection,” says 
University of Maryland School 
of Medicine epidemiologist 
Meagan Fitzpatrick, who models 
infectious disease transmission. 
“The vaccine requirement does 
not make it OK to drop all the 
other efforts that one might be 
able to deploy.”

Many organizations are re-
viewing or revising their vaccine policies, 
especially as the end of the U.S. COVID-19 
emergency declaration, set for 11 May, draws 
near. NAS, for example, told Science it is reas-
sessing its current mandate. The University 
of Michigan, which had required all students, 
faculty, and staff to be vaccinated and receive 
a booster dose, announced in February that 
only students living in on-campus housing 
will be subject to a mandate. They will be re-
quired to have a dose of the bivalent booster, 
available since September 2022 and designed 
to protect against the original strain of SARS-
CoV-2 as well as Omicron.

Rob Ernst, the university’s chief health 
officer, says requiring the bivalent booster 
means that at the start of the fall semester all 
residents will have had a booster that is less 
than 1 year old. And the rule is still needed, 
he argues. With as many as 1200 students 
living in some residence halls, “the potential 
for disruption is greatest in that area.” After 
3 years, Ernst says, “We still have significant 
COVID in our community.” j

By Kai Kupferschmidt

A
fter decades of living with often ex-
cruciating pain, Victoria Gray had 
to get used to a new sensation in re-
cent years: waking up without it. “It 
may sound crazy, but I had to pinch 
myself to see was I still able to feel 

pain,” she says. 
Gray, a 37-year-old mother of four from 

Forest, Mississippi, who was born with 
sickle cell disease, arguably became the star 
of last week’s International Summit on Hu-
man Genome Editing in London when she 
spoke about her transformation. In 2019, 
she was the first person to undergo an ex-
perimental therapy in which blood stem cells 
were taken from her, altered with the gene 
editor CRISPR to compensate for the sickle 
cell mutation, and returned to her body. 

She now produces few of the abnormally 
rigid, sickle-shaped red blood cells that can 
block blood flow, causing intense pain. “At 
one point in my life, I stopped planning for 
the future because I felt I didn’t have one,” 
Gray told a rapt audience at the summit. 
“Now, I can dream again without limitation.”

Gray’s appearance was designed to under-
score the rapid clinical advances in somatic 
cell gene editing—making noninheritable 
changes to a person’s DNA—and redirect 
attention away from the controversial pros-
pect of heritable changes. “The Organising 
Committee had a clear intent … to shift the 
focus away from heritable to somatic,” says 
bioethicist Françoise Baylis, now retired 
from Dalhousie University, who was part of 
that committee. That is a stark contrast to 
the 2018 summit in Hong Kong, which was 
dominated by news a few days earlier that 
Chinese researcher He Jiankui had used 
CRISPR to modify the genomes of human 
embryos and implanted some of them in a 
woman. The twin girls she gave birth to likely 
carry the genetic changes in their eggs and 

NEWS

Shadowed by 
past, gene-
editing summit 
looks to future 

BIOMEDICINE

London meeting touts sickle 
cell success, but questions 
about embryo editing linger
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could pass them on to subsequent gen-
erations; the announcement led to out-
rage, and He’s imprisonment.

Since then, there has been no known 
attempt to produce gene-edited babies, 
but somatic gene-editing therapies us-
ing CRISPR or related methods have 
surged. Clinical trials are underway 
for blood disorders, cancers, diabe-
tes, blindness, and more. The CRISPR 
method used to treat Gray has already 
been tested in more than 30 people 
with sickle cell disease and in more 
than 40 with another blood disorder, 
and could get U.S. approval this year. 

The progress has raised a new ethi-
cal issue: how to ensure these new 
therapies reach those who most need 
them. “We’re already seeing signifi-
cant challenges with access to [ex-
isting] gene therapies,” says Claire 
Booth, a gene therapy researcher at 
University College London. “With so 
much growth in this area of therapeu-
tic gene editing the problem of de-
livering therapies to patients is only 
going to grow.” 

The two companies developing 
Gray’s therapy, Vertex Pharmaceuticals 
and CRISPR Therapeutics, haven’t set 
a price on it. But the procedure is com-
plex, requiring each patient to undergo 
costly and somewhat risky chemotherapy to 
wipe out their current blood stem cells in 
the bone marrow to make room for cells al-
tered outside the body. The price tag could 
be more than $1 million per person.

Yet over half of the more than 300,000 
people born annually with sickle cell disease 
live in three countries where few would be 
able to afford that: Nigeria, the Democratic 
Republic of the Congo, and India. It’s un-
clear how even the U.S. health care system 
can manage such costs. “It’s heartbreaking 
because I do still have family members who 
suffer from sickle cell disease,” says Gray, 
who was treated for free as part of a clinical 
trial. “How is it fair that something lifesav-
ing comes with a price tag that high?” 

There are other barriers. High-income 
countries have hundreds of bone marrow 
transplant centers, where stem cells can be 
wiped out and replaced, but sub-Saharan 
Africa has just three. Few countries in the 
region screen for the disease and give af-
fected newborns penicillin as prophylaxis 
against the infections to which their con-
dition predisposes them, says Ambroise 
Wonkam, a geneticist at Johns Hopkins 
University. “If even the simple newborn 
screening plus penicillin is not imple-
mented in Africa, why should we be talking 
about genome editing? But I do think one 
does not exclude the other.” 

Genetically editing cells in the body 
rather than outside it could cut costs. Clini-
cal trials using such an “in vivo” approach 
have started for some conditions and the 
Bill & Melinda Gates Foundation and the 
National Institutes of Health have put 
$200 million toward developing this for sickle 
cell disease and HIV as well. The components 
of CRISPR, for example, could be loaded in 
delivery vehicles such as harmless viruses or 
lipid nanoparticles like those used to ferry in 
RNA for certain COVID-19 vaccines. 

New ways to pay for these therapies may 
be needed, too. “I’m afraid that we’re not 
ready,” Steve Pearson, who heads the Insti-
tute for Clinical and Economic Review, told 
the summit. “I don’t know how we’re going 
to be able to create the pricing, the pay-
ment, and the intellectual property innova-
tion at the speed that the science is bringing 
these treatments forward.”

Bringing African scientists into the re-
search is also an essential part of equity, 
says Jantina de Vries, a bioethicist at the 
University of Cape Town. The Gates in vivo–
editing push largely funds U.S. researchers, 
she notes. “What happens then is that Af-
rica is cast merely as a recipient of innova-
tion, not a driver.”

Despite the focus on somatic gene ed-
iting, the summit, the last in a series of 
three, could not avoid the shadow of He’s 

experiment. Safety concerns around 
altering the DNA of embryos have 
only grown, says University of Oxford 
geneticist Dagan Wells. 

Standard CRISPR works by break-
ing DNA’s double-stranded helix and 
exploiting a cell’s DNA repair machin-
ery to insert a replacement genetic se-
quence. But studies have shown DNA 
repair is deficient in early embryos. In 
human embryos gene edited at fertil-
ization, Wells found that 40% of the 
double-strand DNA breaks introduced 
by CRISPR were not repaired by the 
cell. If the embryos had developed, 
they might have suffered from severe 
genetic diseases. 

In vitro–fertilized eggs are appeal-
ing targets for editing because the re-
searchers have to target just one easily 
accessible cell. “But it also seems that 
that may be exactly the wrong time to 
do it,” Wells says. “I think everything 
we’ve learned in the last few years 
has really cemented those kinds of 
concerns that were expressed back in 
2018.”

Newer methods such as base editing 
and prime editing that avoid double-
break strands may be safer. “Perhaps, 
it’ll be possible to revisit the applica-
tion of genome editing to embryos with 

those methods,” Wells says. But he cautions 
that their safety is unknown. “Hopefully, 
people will learn the lessons of the past, and 
they won’t hurry too fast.”

Some attendees felt the summit provided 
too little opportunity to discuss the ethical 
implications of embryo editing. “My suspi-
cion is that this summit was designed to be 
uncontroversial, to even at points almost 
be boring,” says Arizona State University, 
Tempe, bioethicist Ben Hurlbut. That way 
no progress is made around the real chal-
lenges in the field, he says. “And if we’re 
not here to make progress on those things, 
what are we here for?”

Some saw a subtle shift in thinking 
on germline editing between the Hong 
Kong and London summits. Five years 
ago, summit organizers concluded it 
was unacceptable but added that “it is 
time to define a rigorous, responsible
translational pathway” toward clinical trials
of germline editing. This year’s closing 
statement similarly said that “heritable 
human genome editing remains unac-
ceptable at this time.” But organizers also 
wrote that public debate must continue in 
order to resolve “whether this technology
should be used.” Baylis says that new word-
ing is important. “It’s a bit of a pulling back 
to acknowledge that those debates and dis-
cussions have not been concluded.” j

NEWS   |   IN DEPTH

“I can dream again,” says Victoria Gray, who spoke at a gene-
editing summit about the treatment of her sickle cell disease.
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By Robert F. Service

F
ew climate solutions come without 
downsides. “Green” hydrogen, made 
by using renewable energy to split 
water molecules, could power heavy 
vehicles and decarbonize industries 
such as steelmaking without spewing 

a whiff of carbon dioxide. But because the 
water-splitting machines, or electrolyzers, 
are designed to work with pure water, scaling 
up green hydrogen could exacerbate global 
freshwater shortages. Now, several research 
teams are reporting advances in producing 
hydrogen directly from seawater, 
which could become an inexhaust-
ible source of green hydrogen.

“This is the direction for the fu-
ture,” says Zhifeng Ren, a physicist 
at the University of Houston (UH). 
However, Md Kibria, a materials 
chemist at the University of Cal-
gary, says for now there’s a cheaper 
solution: feeding seawater into de-
salination setups that can remove 
the salt before the water flows to 
conventional electrolyzers.

Today, nearly all hydrogen is 
made by breaking apart meth-
ane, burning fossil fuels to gener-
ate the needed heat and pressure. 
Both steps release carbon dioxide. 
Green hydrogen could replace this 
dirty hydrogen, but at the moment 
it costs more than twice as much, 
roughly $5 per kilogram. That’s partly due 
to the high cost of electrolyzers, which rely 
on catalysts made from precious metals. The 
U.S. Department of Energy recently launched 
a decadelong effort to improve electrolyzers 
and bring the cost of green hydrogen down 
to $1 per kilogram.

If they succeed and green hydrogen pro-
duction skyrockets, pressure could build on 
the world’s freshwater supplies. Generating 
1 kilogram of hydrogen using electrolysis 
takes some 10 kilograms of water. Running 
trucks and key industries on green hydrogen 
could require roughly 25 billion cubic meters 
of fresh water a year, equivalent to the wa-
ter consumption of a country with 62 million 
people, according to the International Re-
newable Energy Agency.

Seawater is nearly limitless, but splitting it 
comes with its own problems. Electrolyzers 
are built much like batteries, with a pair of 

electrodes surrounded by a watery electro-
lyte. In one design, catalysts at the cathode 
split water molecules into hydrogen (H+) 
and hydroxyl (OH-) ions. Excess electrons 
at the cathode stitch pairs of hydrogen ions 
into hydrogen gas (H2), which bubbles out of 
the water. The OH- ions, meanwhile, travel 
through a membrane between the electrodes 
to reach the anode, where catalysts knit the 
oxygen into oxygen gas (O2) that is released.

When seawater is used, however, the same 
electrical jolt that generates O2 at the anode 
also converts the chloride ions in saltwater 
into highly corrosive chlorine gas, which eats 

away at the electrodes and catalysts. This typ-
ically causes electrolyzers to fail in just hours 
when they can normally operate for years.

Now, three groups are reporting efforts 
to halt this corrosion. Researchers led by 
Nasir Mahmood, a materials scientist at 
RMIT University, Melbourne, reported in 
the 8 February issue of Small that by coating 
their electrodes with negatively charged com-
pounds such as sulfates and phosphates, they 
could repel negatively charged chloride ions 
and prevent the formation of chlorine gas. 
The RMIT team reported virtually no degra-
dation in its electrodes for up to 2 months, 
although it generated only a trickle of hydro-
gen. Since then, in unpublished work, the 
researchers have bolstered their setup to pro-
duce hydrogen as fast as commercial fresh-
water electrolyzers, Mahmood says.

Shizhang Qiao, a nanotechnologist at the 
University of Adelaide, and his colleagues 

made changes to a second type of electro-
lyzer that uses a membrane permeable only 
to H+ ions. This setup split water molecules 
at the anode instead of the cathode, snatch-
ing away electrons to free H+ ions. The 
ions migrate through the membrane to the 
cathode where they combine with electrons 
to make H2. Qiao and his colleagues coated 
their electrodes with chromium oxide, which 
attracted a bubble of OH- ions that repelled 
chloride ions. The device split seawater for 
100 hours at high currents without degrada-
tion, they report in the 30 January issue of 
Nature Energy. “I’m very happy to see such a 

clever design,” says UH materials 
physicist Shou Chen.

Zongping Shao, a chemical en-
gineer at the Nanjing University 
of Technology, and his colleagues 
took a third tack to fending off 
chloride. They surrounded the 
electrodes with membranes that 
only allow freshwater vapor to 
pass through from the surround-
ing bath of seawater. As the elec-
trolyzer converts fresh water to 
hydrogen and oxygen, it creates a 
pressure that draws more water 
molecules through the membrane, 
replenishing the freshwater sup-
ply. In the 30 November 2022 issue 
of Nature, Shao and his colleagues 
reported their setup operated for 
3200 hours with no sign of deg-
radation. “It’s like an internal 

distillation process,” says Haotian Wang, an 
applied physicist at Rice University.

The membranes that screen out the salt 
resemble those in commercial desalination 
plants, which are already efficient enough 
to produce fresh water while adding only 
about $0.01 per kilogram to green hydro-
gen’s cost. That’s why Kibria says fiddling 
with electrolyzers doesn’t make as much 
sense as simply attaching green hydrogen 
projects to desalination plants. “We don’t 
need to reinvent the wheel,” he says. “This 
is a solved problem.”

Mahmood disagrees. For starters, he says, 
desalination isn’t a ready option for countries 
that can’t afford large-scale capital projects. 
Moreover, he says, corrosion-resistant elec-
trodes may also be useful for tapping other 
impure water sources, such as wastewater 
and brackish water. “We need to keep work-
ing on alternative technologies,” he says. j

A green hydrogen plant in Spain will consume vast amounts of fresh water.

CHEMISTRY 

Seawater splitting could help green hydrogen grow
Corrosion-proof electrolyzers could tap ample supplies of saltwater
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By Paul Voosen

C
hoked by a smog of sulfuric acid and 
scorched by temperatures hot enough 
to melt lead, the surface of Venus is 
sure to be lifeless. For decades, re-
searchers also thought the planet itself 
was dead, capped by a thick, stagnant 

lid of crust and unaltered by active rifts 
or volcanoes. But hints of volcanism have 
mounted recently, and now comes the best 
one yet: direct evidence for an eruption. Geo-
logically, at least, Venus is alive.

The discovery comes from NASA’s Ma-
gellan spacecraft, which orbited Venus 
some 30 years ago and used radar to peer 
through the thick clouds. Images made 
8 months apart show a volcano’s circular 
mouth, or caldera, growing dramatically in 
a sudden collapse. On Earth, such collapses 
occur when magma that had supported the 
caldera vents or drains away, as happened 
during a 2018 eruption at Hawaii’s Kilauea 
volcano. “I’m totally tickled, as a geomorpho-
logist, to see this,” says Martha Gilmore, a 
planetary scientist at Wesleyan University 
who was not involved in the study.

Witnessing this unrest during the short 
observation period suggests either Magellan 
was spectacularly lucky, or, like Earth, Venus 
has many volcanoes spouting off regularly, 
says Robert Herrick, a planetary scientist at 
the University of Alaska, Fairbanks. Herrick, 

who led the study, says, “We can rule out that 
it’s a dying planet.”

The discovery, published this week in 
Science and presented at the Lunar and Plan-
etary Science Conference, makes Venus only 
the third planetary body in the Solar System 
with active magma volcanoes, joining Earth 
and Io, Jupiter’s fiery moon. It means fu-
ture missions to Venus will be able to study 
“bare, gorgeous new rock” that provides a 
sample of the planet’s interior, Gilmore says. 
The discovery of more volcanoes, in old or 
future data, will also help scientists under-
stand how Venus is shedding its interior 
heat and evolving. And it will shake scien-
tists out of their long-standing view that a 
spasm of activity a half-billion years ago re-
paved the planet’s surface—as evidenced by 
a relative paucity of impact craters—and was 
followed by a long period of quiet. “We’ve 
all had our stagnant-lid lenses on to under-
stand the planet,” says Suzanne Smrekar, a 
planetary scientist at NASA’s Jet Propulsion 
Laboratory (JPL). “We’re finally getting an 
eye correction.”

Recent years had brought hints that 
Venus has some geologic life. In 2010, re-
searchers on the European Space Agency’s 
Venus Express mission detected three 
anomalously hot regions, which they inter-
preted as lava flows a few million years old 
that hadn’t yet cooled off. A couple of years 
later, the spacecraft found atmospheric 

spikes of sulfur dioxide, suggesting it was 
supplied by a variable source, such as vol-
canoes. And in 2021, a reanalysis of Magel-
lan data indicated large blocks of crust had 
been jostled around like pack ice—a sign of 
rock stirring below the surface.

Prompted by these hints, Herrick decided 
to take another look at the Magellan data. 
“It’s essentially looking for a needle in a 
haystack with no guarantee there’s a needle 
there,” he says. He targeted obvious candi-
dates, such as Maat Mons, a volcano taller 
than Mount Everest. Magellan had already 
found that the force of gravity above it was 
surprisingly low—a sign that a hot plume of 
less-dense rock from the mantle might be 
fueling it, like the plume that sits beneath 
Hawaii. And microwave radiation from the 
summit suggested its surface had the chemis-
try of fresh lava.

Herrick had an unlikely ally in his search: 
endless pandemic Zoom meetings, which 
gave him time to compare radar images 
made at different times. “If anyone asks 
about a specific meeting, I was fully attentive 
at that one,” he jokes.

The hunt was hard. At a resolution of sev-
eral hundred meters, Magellan images are 
relatively coarse, only sensitive to the biggest 
changes in the landscape. Moreover, during 
its 5-year mission, the spacecraft revisited the 
same spots at most three times, and during 
its second campaign, its radar had been ro-

Active volcano shows 
Venus is a living planet
Eruption spotted in 30-year-old 
data from Magellan mission

PLANETARY SCIENCE
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tated 180°. Comparing ground features from 
opposite angles is far from intuitive, Herrick 
says. “The same things look quite different.”

But after hundreds of hours of tedious 
comparisons, covering less than 2% of the 
venusian surface, Herrick spotted what 
looked like a changed caldera. To avoid being 
fooled, he contacted Scott Hensley, a radar 
specialist at JPL well-known for debunking 
past false alarms in Magellan data. Hensley 
modeled what an unchanged caldera should 
have looked like during the second Magellan 
pass—starkly different from what was ob-
served. The second image also appeared to 
show fresh lava flows, but those could have 
been hidden from view during the first pass, 
Herrick cautions. Still, the caldera changes 
are unequivocal evidence of volcanic activity, 
Smrekar says.

The discovery is just a preview of what 
is likely to come with three new Venus mis-
sions due to launch in the next decade: the 
European EnVision orbiter and NASA’s 
DAVINCI and VERITAS missions. Both 
EnVision and VERITAS will be equipped 
with sharper radar vision than Magellan, 
making them well suited to monitoring 
the burps and twitches of a living planet, 
Herrick says. “We’re guaranteed to see some 
really big changes.” j

17 MARCH 2023 • VOL 379 ISSUE 6637    1077SCIENCE   science.org

NEWS   |   IN DEPTH

White House budget includes 
push to eliminate hepatitis C
$11.3 billion would go to treatment, testing, and education

INFECTIOUS DISEASE

By Mitch Leslie

I
t’s a minuscule part of the Biden admin-
istration’s fiscal year 2024 budget pro-
posal, announced last week (see story, 
p. 1078). But a 5-year, $11.3 billion pro-
gram has a big ambition: to eliminate the 
deadly liver disease hepatitis C from the 

United States. 
“I can’t really recall a circumstance quite 

like this, where we have the chance to do 
something this groundbreaking,” Francis 
Collins, onetime science adviser to President 
Joe Biden and former head of the National In-
stitutes of Health (NIH), said in an interview 
with JAMA, which also published an editorial 
Collins co-authored advocating the proposal. 
If funded by Congress, the program would 
expand testing, broaden access to powerful 
antiviral drugs, and boost awareness.

“The field has been waiting for this for 
a long time,” says transplant 
hepatologist David Kaplan of the 
University of Pennsylvania Perel-
man School of Medicine. Elimi-
nating the disease “is possible 
and feasible,” he says, noting that 
other countries are on their way 
to meeting that goal. Still, “It will 
be a challenge,” says pediatric 
hepatologist James Squires of 
the UPMC Children’s Hospital of Pittsburgh. 
“There’s never been an eradication of an in-
fectious virus without a vaccine.”

Hepatitis C kills more than 15,000 people 
in the United States every year. The virus 
that causes it spreads mainly through intra-
venous drug use and attacks the liver, often 
eventually causing cirrhosis, liver failure, and 
cancer. The Centers for Disease Control and 
Prevention estimates 2.4 million people in the 
United States harbor the virus. But the sta-
tistics are shaky, and pediatric hepatologist 
William Balistreri of the University of Cin-
cinnati says the number could be as high as 
10 million.

Despite the lack of a vaccine, research-
ers can talk seriously about elimination be-
cause drugs known as direct-acting antivirals 
(DAAs), first approved in the United States in 
2013, are so effective. Just an 8- to 12-week 
course can oust the virus from more than 
95% of patients. The introduction of DAAs 

spurred the World Health Organization 
(WHO) to make the elimination of hepatitis 
C by 2030 a goal. The disease wouldn’t disap-
pear, though. Instead, WHO aims to cut new 
cases by 90% and deaths by 65%.

A survey published earlier this year found 
that 11 countries were on track to meet those 
targets. One is Egypt, which slashed its dis-
turbingly high infection rate by testing more 
than 50 million residents and treating 4 mil-
lion. Australia, Japan, Georgia, and several 
nations in Europe have made similar prog-
ress. The United States has lagged because it 
lacks a national effort and, Kaplan says, get-
ting treatment takes “too many steps.”

For example, estimates suggest about 10% 
of the roughly 2 million people in the United 
States who are in jail or prison carry the vi-
rus, but they often go without testing and 
treatment. Other barriers also loom. In other 
countries, patients can undergo so-called 

point-of-care RNA tests at loca-
tions such as community health 
centers and substance abuse 
treatment clinics. If they test 
positive, they can receive treat-
ment on the same visit. But in the 
United States, the tests have to be 
processed at off-site labs, forcing 
patients to return for their re-
sults and delaying treatment. 

The new program would accelerate ap-
proval of point-of-care RNA tests. It would 
also tackle one of the biggest treatment 
obstacles—drug costs. Although the price 
of DAAs has fallen by about 75% since they 
were introduced, a full course still runs about 
$20,000. To improve treatment for under-
served populations, the program would adopt 
the so-called subscription, or Netflix, model, 
first tested by Louisiana, in which the govern-
ment pays drug companies a set amount for 
as much drug as it needs, rather than paying 
per dose.

All that may not be enough to eliminate 
hepatitis C, Kaplan says, but “it will make 
a significant dent in the problem.” Still, the 
effort needs approval from Congress, in-
cluding a Republican-controlled House of 
Representatives intent on slashing federal 
spending. Failing to seize this opportunity 
would be a huge loss, Balistreri says. “We 
can do it. Shame on us if we don’t.” j

“We can do it. 
Shame on us 

if we don’t.”
William Balistreri, 

University of Cincinnati

Maat Mons, 9 kilometers high, is Venus’s tallest 
volcano. A collapse of its caldera signaled an eruption. 
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By Jeffrey Mervis

C
onquering cancer, commercializing 
research, and achieving greater equity 
in funding rank as top science priori-
ties in a $6.8 trillion budget that U.S. 
President Joe Biden submitted to Con-
gress last week. The proposal would 

expand the National Science Foundation 
(NSF) but would hold spending at most units 
of the National Institutes of Health (NIH) 
to current levels.

As with all budget requests, Biden’s 
blueprint for 2024 is simply the starting 
point for negotiations with legislators 
over everything from taxes to countering 
China’s growing economic and military 
might. And with both parties pushing for 
bigger defense budgets and Republicans 
vowing to reduce federal spending, the 
prospects for expanding domestic dis-
cretionary programs, which include all 
nondefense research activities, remain 
uncertain at best.

Arati Prabhakar, the president’s sci-
ence adviser and director of the White 
House Office of Science and Technology 
Policy, made a pitch for Biden’s priori-
ties at a 13 March White House event. 
“We need robust health and plentiful 
opportunity for everyone, we need to 
overcome the climate crisis, we need a 
competitive economy that creates jobs, 
and we need to maintain global security 
and stability,” Prabhakar said. “And the 
purpose of American R&D is to make 
[those things] possible.”

Biden’s request would boost current 
R&D spending by 4%, to a record $210 bil-
lion. But basic research would rise by only 
2%, to $89 billion, and late-stage develop-
ment of military systems would receive more 
than half of the overall $9 billion increase.

“Every budget happens in a constrained 
environment,” Prabhakar acknowledged. And 
that means the proposal has winners and los-
ers (see table, above).

Biden’s Cancer Moonshot, which aims to 
reduce cancer deaths by 50% over 25 years, 
gets top billing in the budget’s research chap-
ter, along with the new Advanced Research 
Projects Agency for Health, meant to accel-
erate cures for diseases. In contrast, spend-
ing at most of NIH’s 27 institutes and centers 
would remain flat if Congress matches the 
overall 1.9% boost sought for NIH.

“FASEB [the Federation of American Soci-
eties for Experimental Biology] is very disap-
pointed that the … request for NIH does not 
even meet biomedical research inflation, let 
alone invest in promising new areas of sci-
ence,” says Jennifer Zeitzer of FASEB.

Many agencies had not released detailed 
budget plans when Science went to press, but 
the initial numbers included sizable top-line 
boosts for some. Laura Kolton, who leads the 

Science Coalition, said the group was pleased 
that the request “prioritizes robust, sustained 
investment for key research programs.”

The 2024 request comes on the heels of 
two major laws enacted last year that in-
creased spending at several science agen-
cies, notably NSF, the National Institute of 
Standards and Technology, and the Depart-
ment of Energy’s (DOE’s) Office of Science. 
One of those bills also endorsed—but did not 
appropriate—even bigger increases for this 
year and beyond at NSF and DOE science.

The Biden budget falls far short of meeting 
those expectations, however. For example, 
Biden’s requested $11.3 billion for NSF falls 
$4.2 billion short of the spending Congress 
authorized in 2024 under the CHIPS and Sci-
ence Act.

“With global competition continuing to 
grow, particularly in the scientific arena, it’s 
critical that Congress back proposed research 
investments in the CHIPS and Science Act 
with real dollars that drive American inno-
vation,” Mark Becker, president of the Asso-
ciation of Public and Land-grant Universities, 
said in a statement.

Biden also proposes just one-third the 
money Congress authorized for NSF’s new 

Technology, Innovation, and Partner-
ships (TIP) directorate. TIP was created 
last year to help researchers turn their 
discoveries into marketable products and 
new industries, and its flagship program 
to support regional innovation centers 
would grow by 50%, to $300 million, if 
Biden has his way. 

The centers are designed to spread 
NSF’s research dollars more evenly 
across the country, a goal that Congress 
mandated in the CHIPS act. NSF wants 
to serve the “missing millions” now ex-
cluded from NSF’s research and training 
programs, says its director, Sethuraman 
Panchanathan. Biden also requested a 
15% boost, to $281 million, in NSF’s long-
running program to boost the ability of 
have-not states to compete for NSF funds.

DOE’s Office of Science, its basic re-
search wing, would grow by $680 mil-
lion, to roughly $8.8 billion. The 8% 
increase marks a step toward realizing 
the nearly 50% increase over 5 years au-
thorized by the CHIPS act. And national 
and global programs aimed at curbing 
climate change would get $16.5 billion 
spread across numerous agencies, ac-

cording to the request, including $5.1 bil-
lion for research.

But fierce opposition from Republicans, 
who now control the House of Representa-
tives, could doom those requested increases. 
“This budget proposal boasts about spend-
ing taxpayer dollars on international climate 
slush funds … while shortchanging the basic 
research that has been proven to advance 
our economy, lower energy prices, and re-
duce greenhouse gas emissions,” said Rep-
resentative Frank Lucas (R–OK), chair of 
the House science committee.

Spending hawks also noted that, al-
though Biden’s spending blueprint forecasts 
a $3 trillion drop in the federal deficit over 
the next decade, it would raise that deficit 
by $1 trillion next year if enacted. j

Biden backs science in 2024 spending blueprint
But Congress will have its own views on setting funding levels for research agencies

U.S. SCIENCE POLICY

NEWS   |   IN DEPTH

FY24 
REQUEST

INCREASE 
OVER FY23

National Cancer Institute $7.8 billion $500 million 

NIH precision 
psychiatric initiative $200 million New

Advanced Research Projects 
Agency for Health $2.5 billion $1 billion

NSF technology directorate (TIP) $1.2 billion $305 million 

TIP regional innovation engines $300 million $100 million

Graduate research fellowships $380 million $58 million

NASA earth science $2.15 billion $305 million

Fusion research $1 billion $332 million

Advanced Research Projects 
Agency for Energy $680 million $210 million

National Institute of Food and 
Agriculture grants $550 million $95 million

National Center for 
Education Research $75 million New

Going up?
Some research programs would grow significantly in 2024 
if President Joe Biden gets his way. 
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By Warren Cornwall

O
n 25 June 2021, as a blanket of hot air 
descended on the Pacific Northwest, 
British Columbia’s provincial govern-
ment issued a news release warning 
about the approaching heat wave’s 
dangers. The announcement drew 

attention to the elderly, children, people 
working or exercising outdoors, pets, and 
“people with emotional or mental health 
issues whose judgement may be impaired.” 

Even so, more than 600 people died from 
the heat in British Columbia, as temperatures 
topped 40°C for days, shattering records in a 
region better known for temperatures usu-
ally half as high. 

Now, new research has zeroed in on 
one of the hardest hit groups: people with 
schizophrenia. Epidemiologists combing 
through provincial health records found 
that, overall, those with mental health con-
ditions seemed to have an elevated risk of a 
heat-related death. That was most severe 
for people with schizophrenia—a 200% 
increase compared with typical summers. 
“Those are really large numbers and … 
alarming,” says Peter Crank, a geographer 
at Oklahoma State University, Stillwater. 

“We didn’t protect them,” laments Sarah 
Henderson, an environmental epidemio-
logist at the British Columbia Centre for 
Disease Control who oversaw the research, 
published on 15 March in the journal Geo-
Health. “These results show that people 
with schizophrenia need extra protection, 

extra support, and extra care.”
Earlier research had shown schizophre-

nia can make people more vulnerable to 
heat. Crank, for instance, recently reported 
a link between higher temperatures and 
hospitalization of people with schizophrenia 
in Phoenix. But the connection “just hasn’t 
made it to the mainstream,” Henderson says.

To examine which chronic health problems 
put people at greater risk during the heat 
wave, Henderson and her team paired a de-
tailed accounting of deaths in British Colum-
bia with medical records in Canada’s national 
health care system. They compared the medi-
cal histories of 1614 people who died during 
the 8-day heat wave with 6524 deaths on the 
same dates during the prior 9 years. The data 
covered 26 medical conditions, from heart 
disease to dementia to osteoporosis.

Henderson expected the data to confirm 
the widespread belief that kidney disease 
and heart disease are key risk factors during 
extreme heat. The records did show people 
with coronary artery disease were 18% more 
likely to die during the 2021 heat wave than 
in previous years, and those with kidney dis-
ease were 36% more likely to die. But the in-
crease in schizophrenia deaths dwarfed both 
those conditions.

Overall, more than 8% of the people who 
died during the hot week had a history of 
schizophrenia, compared with 2.7% in the 
same week during a typical year. The results 
were even more striking for a subset of the 
total deaths—the 280 that the provincial cor-
oner’s service certified as being heat related. 

Thirty-seven people who died—more than 
13%—had schizophrenia. 

The death toll isn’t a surprise to George 
Keepers, a psychiatrist and schizophrenia 
specialist at Oregon Health and Science 
University who wasn’t involved in the study. 
“There’s a whole host of things that people 
with this very unfortunate illness are vulner-
able to,” Keepers says. 

For instance, schizophrenia can affect the 
brain’s hypothalamus, which helps regulate 
temperature through sweating and shivering. 
Some antipsychotic medications can raise 
body temperature, which can have deadly ef-
fects when coupled with extreme heat. The 
disease affects people’s ability to make rea-
soned decisions or sense when they are ill. 
People with schizophrenia tend to have other 
conditions tied to heat-related illness, such as 
diabetes. Finally, schizophrenia is associated 
with isolation and homelessness, which puts 
people at risk when temperatures rise. 

In Phoenix, the first U.S. city to create an 
office for addressing heat risks, “the word 
schizophrenia does not appear in the … heat 
response plan. And maybe it should,” says 
David Hondula, who leads the city’s Office of 
Heat Response and Mitigation. He notes that 
local data show people without housing—
some of whom have schizophrenia—are two 
to three times more likely to die from heat 
than the overall population. 

The findings in Canada have already 
prompted more research. Liv Yoon, a socio-
logist at the University of British Columbia, 
Vancouver, is preparing to delve into the 
stories of people with schizophrenia who 
survived the heat wave. “We realize there’s 
more going on than simply the physiological 
mechanism,” Yoon says. She hopes talking 
with survivors will shed light on social fac-
tors contributing to the surge in deaths. 

As scientists warn that climate change 
will bring more deadly heat waves, the 
nonprofit British Columbia Schizophre-
nia Society has ramped up efforts to edu-
cate caregivers about the danger, says CEO 
Faydra Aldridge. “I don’t think any of us 
were as prepared in any area for this heat 
wave that happened,” she says. “Now, we’re 
much more aware of the potential risks for 
people living with schizophrenia.” 

Henderson, meanwhile, chairs a provin-
cial committee formed after the 2021 heat 
wave to prepare for future events. Public 
announcements should make much more 
explicit warnings, she says. “When we’re 
talking about risk factors for extreme hot 
weather, schizophrenia needs to be near the 
top of the list.” j

ENVIRONMENTAL HEALTH 

Schizophrenia pinpointed as 
a key factor in heat deaths

People take refuge in a cooling center in Portland, 
Oregon, during a June 2021 heat wave that 
struck the Pacific Northwest, killing hundreds.

The mental illness tripled the risk of death 
during a searing 2021 heat wave, researchers find 
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S
tephanie Blendermann, 65, had 
good reason to worry about heart 
disease. Three of her sisters died 
in their 40s or early 50s from 
heart attacks, and her father 
needed surgery to bypass clogged 
arteries. She also suffered from 
an autoimmune disorder that 
results in chronic inflammation 

and boosts the odds of developing cardio-
vascular illnesses. “I have an interesting 
medical chart,” says Blendermann, a real 
estate agent in Prior Lake, Minnesota. 

Yet Blendermann’s routine lab re-
sults weren’t alarming. At checkups, 
her low-density lipoprotein (LDL), or 
“bad,” cholesterol hovered around the 
100 milligrams-per-deciliter cutoff for nor-
mal values, and her total cholesterol—the 
good and bad versions combined—remained 
in the recommended range. “I thought I was 
cruising along just fine,” she says. 

But because Blendermann’s risk was un-
clear, in late 2021 her doctor decided to refer 
her to cardiologist Vlad Vasile at the Mayo 
Clinic. To pin down her susceptibility to 
atherosclerosis, Vasile prescribed a test for 
substances Blendermann had never heard 
of: lipids called ceramides. Long overlooked, 
they are emerging as powerful alternatives to 
standard markers of heart disease risk such 
as LDL cholesterol. Blendermann’s score was 
moderately high, suggesting that compared 
with a person with a low score, she was more 
than twice as likely to suffer a cardiovascular 
event such as a heart attack. “It woke us up big 
time,” she says. “The ceramides told me the 
bigger story.” She began to take cholesterol-
lowering drugs and overhauled her diet and 
exercise regime. 

Doctors and drug companies are also 
warming to the medical possibilities of ce-
ramides. Blendermann is one of just a few 
thousand people in the United States to 
have undergone ceramide blood testing, 
which is only performed by the Mayo Clinic. 
But later this year, lab testing giant Quest 
Diagnostics will start to offer the analysis, 
potentially making it available to many 
more patients. 

The first drugs specifically designed to 
lower ceramide levels are also on the hori-
zon, with at least two companies hoping to 
begin clinical trials within the next year or 
so. And researchers are refining their pic-
ture of how these molecules, which account 
for less than 1% of the lipids in the body, 

exert such a powerful influence over our 
physiology. Ceramides are essential for a 
variety of cellular functions. But a stack of 
studies also implicates high levels of the 
molecules in heart disease and illnesses 
such as diabetes and fatty liver disease, sug-
gesting they may cause havoc as well. 

“There is overwhelming evidence that [ce-
ramides] are major driving forces for meta-
bolic dysfunction,” says physiologist Philipp 
Scherer of the University of Texas South-
western Medical Center. That makes them 
valuable for assessing patients’ odds of de-
veloping some chronic illnesses—and “an ex-

cellent predictor of cardiovascular risk,” says 
Jeff Meeusen, co-director of cardiovascular 
laboratory medicine at the Mayo Clinic. 

Still, the medical community has not em-
braced ceramides. Before that happens, car-
diologists will have to accept an unfamiliar 
test and learn how to interpret the results 
alongside standard risk factors. And before 
patients start to receive ceramide-lowering 
drugs, developers will have to show that in-
terfering with compounds fundamental to 
the body does more good than harm.

UNTIL A LITTLE OVER 30 years ago, ceramides 
“were not on anyone’s radar screen,” says 
Yusuf Hannun, a lipidologist at Stony Brook 
University. The few researchers who did 
think about the molecules, which are found 
throughout the body, assumed they were 
metabolically inert. In 1993, Hannun and 
his colleagues performed one of the first 
studies that helped change that perception. 

The researchers wanted to find out how a 
specific immune system molecule spurs ma-
lignant cells to commit suicide, protecting 
against cancer. They discovered the mol-
ecule acts through ceramides, suggesting 
the lipids are important for conveying mes-
sages within cells. Soon afterward, a new 
technique called liquid chromatography-

mass spectrometry revolutionized the study 
of the lipids. The technique, which can sort 
complex molecular mixtures, revealed that 
cells carry numerous ceramide varieties—
mammals boast more than 200 types—and 
scientists have been trying to tease out the 
molecules’ functions ever since. 

One place the lipids are essential, says 
biochemist Ashley Cowart of Virginia Com-
monwealth University, is the skin, which 
“has a very diverse ceramide population.” 
There, they help maintain a solid protective 
layer—that’s why skin cream–makers load 
their products with synthetic ceramides or 
those derived from natural sources. In the 
skin and elsewhere in the body, cells incor-
porate different types of ceramides to fine-
tune the fluidity of their outer membranes, 
which influences cellular functions such as 
movement, division, and communication. 
Ceramides also serve as raw materials for 
the synthesis of other lipids. In short, says 
lipid biochemist Tony Futerman of the 
Weizmann Institute of Science, “We can’t 
survive without ceramides.”

But as researchers have discovered, ce-
ramides can also turn against us. They can 
infiltrate the lining of blood vessels and 
usher in LDL cholesterol particles, thus 
contributing to atherosclerosis. They can 
inhibit production of nitric oxide, a chemi-
cal messenger that relaxes artery walls and 
helps keep the vessels open. Some cerami-
des appear to promote insulin resistance, a 
defect in sugar metabolism characteristic of 
type 2 diabetes and other conditions. The 
molecules can also reduce energy produc-
tion by mitochondria, the organelles that 
provide cells’ chemical fuel. And the cell 
suicide that ceramides can trigger, although 
protective against cancer, may damage 
healthy tissue in organs such as the heart.

Why do ceramides sometimes go bad? 
Some are born that way. A particular ce-
ramide’s character depends on the size of its 
acyl tail, a portion of the molecule that can 
contain from 12 to more than 26 carbons. 
“The length of the acyl chain has enormous 
importance in cell physiology and in cell 
pathophysiology,” Futerman says. In gen-
eral, ceramide varieties with long tails are 
more damaging, and certain molecules with 
16-, 18-, or 24-carbon tails may be the most 
dangerous, for reasons yet unknown. 

Ceramides may also become deleterious 
when our bodies produce too much of them. 
We break down the fats we eat to yield fatty 

Lipids called ceramides may be better predictors of cardiovascular problems than 
cholesterol. Doctors and pharma are waking up to their potential

Ceramides “are major 
driving forces for 

metabolic dysfunction.” 
Philipp Scherer, 

University of Texas Southwestern 
Medical Center

 By Mitch Leslie
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acids, some of which get shuttled into the 
pathway that produces ceramides. Our cells 
normally only manufacture small amounts 
of ceramides. When our diet contains too 
much fat, however, synthesis of the mol-
ecules booms. “The ceramide pathway is 
kind of a spillover pathway” for excess fatty 
acids, Scherer says. 

The link to diet likely explains why cerami-
des surge in so many diet-related metabolic 
conditions. For instance, researchers using 
liquid chromatography-mass spectrometry 
have found elevated levels of specific cerami-
des in patients with obesity, type 2 diabetes, 
nonalcoholic fatty liver disease, and several 
types of cardiovascular conditions, includ-
ing atherosclerosis, heart failure, and stroke. 
And rodent studies suggest ceramides may 
be more than just bystanders. Using chemi-
cal treatments or genetic manipulations to 
cut ceramide levels can protect the animals 
from many of these ailments. 

Some researchers remain unconvinced. 
“Whether they are causative or a result—in 
my view, we don’t know,” Futerman says. 
But physiologist Scott Summers of the Uni-
versity of Utah, who has been studying ce-
ramides for more than 20 years, is one of the 
researchers who accepts their health effects. 
“The data for us have been perfectly clear 
that these are important molecules.”

RESEARCHERS CONTINUE to dig deeper into 
the biology of ceramides, but they are also 
eyeing the lipids as potentially valuable bio-
markers to gauge a patient’s heart disease 
risk. The traditional factors for assessing 
this risk include age, sex, whether the pa-
tient smokes or has diabetes, and lab mea-
surements of lipids such as LDL cholesterol. 
However, these indicators don’t flag every-
one who is in danger. In fact, about 15% 
of people who suffer heart attacks have no 
standard risk factors at all.

Ceramides may fill the gap. In one 
2016 study, clinical pharmacologist Reijo 
Laaksonen of Zora Biosciences and Tampere 

University and colleagues analyzed choles-
terol and ceramide levels in people with heart 
disease. Blood ceramides accurately forecast 
whether these people would die from heart 
attacks. For example, the abundance of one 
ceramide variety with a 16-carbon tail was 
17% higher in patients who perished than 
in individuals who survived. In contrast, 
LDL cholesterol provided no insight—it was 
higher in the people who didn’t have heart 
attacks, the scientists reported. Laaksonen 
and his colleagues, as well as other research 
teams, have also found that ceramide lev-
els reveal cardiovascular risk in the general 
population. Overall, studies on more than 
100,000 people confirm the predictive power 
of ceramide testing, Laaksonen says. “It’s very 
fair to say the ceramide test is the best lipid-
based risk marker for cardiovascular events.” 
Zora has licensed its ceramide scoring algo-
rithms to the Mayo Clinic and Quest. 

Meeusen says he and his Mayo Clinic col-
leagues are generally wary of new medical 
tests, but that the evidence for ceramide 
testing was compelling enough to start of-
fering the assays to patients in 2016. The 
team was also swayed by research sug-
gesting ceramides are involved in cardio-
vascular disease development. “Ceramides 
[are] more directly involved with athero-
sclerosis progression compared to choles-
terol,” Meeusen says. 

DESPITE THOSE ADVANTAGES, ceramide test-
ing remains limited. Meeusen says the 
Mayo Clinic performs about 1000 of the 
analyses per month, mostly in-house re-
quests. In comparison, the clinic performs 
several times that many standard lipid pan-
els every day. 

Other providers are beginning to offer 
ceramide testing as well, however. For ex-
ample, most private clinics and about one-
half of public hospitals in Finland do so, 
Laaksonen says. Quest’s imminent entry into 
the market will further increase availability.

Marc Penn, medical director for Quest’s 
Cardio Metabolic Endocrine Franchise, says 
the company decided to offer ceramide 
tests because they are essentially three tests 
in one. For most patients today, Penn says, 
doctors assemble a fragmentary picture of 
their risk for conditions such as heart dis-
ease and diabetes by performing separate 
tests for lipids, blood sugar, and inflam-
mation. But measuring ceramides provides 
a comprehensive assessment of a patient’s 
risk for metabolic diseases because all three 
factors affect the levels, he says.

Nobody expects ceramide testing to 
usurp the standard lipid panel. A ceramide 
test is more complex to perform because it 
requires mass spectrometry, which is not 
available in most clinical labs. It is also P
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Do-it-all molecules
Ceramides can raise the risk of disease—
but when they are present at normal levels, 
they play critical roles in the body.

Seal outer layer of skin

Trigger suicide of cells

Control cell membrane fluidity

Stimulate internal cellular recycling

Provide substrates for synthesis of 
complex lipids

The bubbles in this image of skin cells are rich in ceramides. The lipids help maintain the integrity of the skin’s 
outer layer—which is why ceramides are included in skin creams.
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about 10 times more expensive, running 
around $100 at the Mayo Clinic. Moreover, 
it remains to be seen how many practicing 
cardiologists will opt for the tests even once 
they’re easier to order. 

Neha Pagidipati, a preventive cardio-
logist at Duke Health, says she is open to the 
idea. “There is a place for additional mea-
surements to understand who is at risk for 
cardiovascular disease.” Still, she says that 
although one of her patients asked about 
ceramide testing, she has never ordered it 
and remains unsure about its clinical value. 
“It needs to be clearer what I’d advise my 
patients to do with that information.”

Summers worries some recommenda-
tions based on ceramide results could 
be counterproductive. Researchers have 
noted that blood ceramide levels tend to 
fall after patients improve their diet, ex-
ercise more, or take cholesterol-lowering 
medications such as statins. Recommend-
ing exercise is probably safe, Summers 
says, but statins “might just be keeping 
[ceramides] in the liver, where they do a 
lot of their damage.” What’s missing are 
data from clinical trials in which research-
ers test whether interventions such as diet 
and lipid-lowering treatments not only 
reduce ceramide levels, but also translate 
into improved health.

In 2020, Laaksonen and colleagues 
launched the first trial that will try to ad-
dress that omission. The researchers are 
identifying 2000 patients with heart dis-
ease who have high levels of ceramides and 
three other biomarkers of cardiovascular 
risk. One-half of the patients will enter an 
intensive program, receiving twice-yearly 
coaching sessions about diet and exercise 
and frequent advice from a smartphone 
app. They will also get tailored recommen-
dations for blood sugar– and lipid-lowering 
drugs. The other half of the group will re-
ceive regular care from their physicians. 
The researchers plan to follow the par-
ticipants for 3 years, measuring their rates 
of cardiovascular events, to determine 
whether the more aggressive approach 
provides disease protection in addition to 
reducing ceramide levels.

ALTHOUGH DIET AND EXERCISE may reduce 
ceramide levels, some researchers have 
sought a more direct approach: drugs that 
disrupt ceramide synthesis or break down 
the molecules. So far, big pharmaceutical 
companies’ efforts to develop such drugs 
have faltered for various reasons. In the 
early 2010s, for instance, researchers at 
Eli Lilly and Company identified two com-
pounds that block the enzyme SPT, which 
catalyzes the first step in ceramide synthe-
sis. These molecules slashed ceramide lev-

els in rodents by 60% to 80%. But they also 
caused the lining of the animals’ intestines 
to peel off, leading the company to kill fur-
ther development. 

Biotechs are now picking up where big 
pharma left off, Scherer says. The company 
that Summers co-founded in 2016, Centau-
rus Therapeutics, has crafted a molecule 
that inhibits DES1, the enzyme that cata-
lyzes the final step in ceramide synthesis. 
Summers says blocking this enzyme is likely 
to be safer than targeting SPT, noting that 
his team deleted the gene for DES1 in ro-
dents without serious side effects. Centau-
rus is now amassing the animal safety data 
the U.S. Food and Drug Administration 

(FDA) requires to greenlight a clinical trial, 
says Jeremy Blitzer, the company’s chief sci-
entific officer. He wouldn’t speculate on a 
start date, but says, “We are on a short path 
to a first dose in humans.” 

Another biotech,  Aceragen, is probing a 
different compound that breaks down ce-
ramides and plans to begin a clinical trial 
within a year. The company intends to test 
the drug for patients with a rare and often-
fatal metabolic condition called Farber 
disease, which results in abnormally high 
ceramide levels. 

Other researchers are pursuing different 
strategies for reducing ceramide concentra-
tions, but their work is at an earlier stage. 
Cardiologist Christian Schulze of the Uni-
versity of Jena and colleagues are trying 
to replicate the effects of a drug known as 
myriocin, which cuts ceramide levels dra-
matically in mice, protecting them from 

heart failure, slowing atherosclerosis, and 
improving insulin sensitivity. The catch 
is that myriocin, which was isolated from 
a fungus, suppresses the immune system, 
which once made it a potential treatment 
for rejection of organ transplants. “The 
side effects are what it was developed for,” 
Schulze says. But immune suppression 
boosts vulnerability to infections.

Using the crystal structure of myriocin’s 
active site as a template, Schulze and his 
colleagues have developed several mole-
cules that seem to trigger the same benefits 
without undermining immunity. They have 
tested these compounds in cells and plan to 
move on to rodent studies. Laaksonen and 

his colleagues have reached about the same 
stage with their work. They are aiming to 
reduce ceramide levels with short interfer-
ing RNAs, which diminish levels of specific 
proteins necessary for ceramide synthesis.

Whether these efforts will deliver prac-
tical anticeramide drugs remains to be 
seen. But patients like Blendermann are al-
ready benefiting from ceramides’ power as 
risk markers. After getting her test result, 
she began to exercise more and eat more 
green vegetables and leaner meats such as 
fish and chicken. “That was huge for me. 
I grew up in a meat and potatoes family,” 
she says. After 1 year, her ceramide score 
had plunged from eight to one, the second-
lowest risk level. Her other lipids, including 
LDL cholesterol and total cholesterol, also 
improved. She credits the ceramide test 
with making her realize “I’ve got to get busy 
and get this right.” jP
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Blood drawn from patients isn’t routinely tested for ceramides, but that could change as research underscores 
the power of these lipids for revealing susceptibility to heart attacks and metabolic diseases.
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By Christoph Nedopil

C
hina achieved an important climate 
milestone in September 2021 when it 
unilaterally announced that it would 
stop building new coal-fired power 
plants abroad. A belief that this was 
driven by climate considerations 

and international pressure overlooks a 
distinctive dichotomy: China announced 
its overseas coal exit while not changing 
its basic approach to domestic coal plants. 
This is in the reverse order of other coun-
tries (e.g., Germany announced a domestic 
coal exit law, then a stop to public funding 
for overseas coal) and seems incongruent 

because both China’s overseas and domes-
tic coal investments depend on the same 
institutions and enterprises for finance 
and top-down policy signals and support. 
Analysis of this dichotomy suggest driv-
ers that are at odds with a common view 
of China’s approach to the environment, 
that of top-down steering with bottom-up 
implementation (1) or “authoritarian envi-
ronmentalism” (2). This raises important 
issues in climate governance and offers in-
sights on how to cooperate with China on 
green development. 

China has become the world’s greatest 
source of greenhouse gas emissions, and 
its biological diversity at home exhibits 
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high vulnerability; internationally, China’s 
influence through trade, finance, and in-
vestment—not least through its Belt and 
Road Initiative (BRI)—is among the big-
gest in the world, with severe biodiversity 
and climate implications (3). Given the 
scope and scale of China’s influence, reduc-
tion of global environmental risks, such as 
climate change and biodiversity loss, can-
not succeed without transforming China’s 
domestic and international economy.

DRIVERS OF CHINA’S COAL DICHOTOMY 
China was the world’s largest public finan-
cier of overseas coal plants between 2006 
and 2021 (4), completing about 54 GW of 
coal-fired power plants in 20 countries 
from Vietnam to Pakistan and from South 
Africa to Bosnia and Herzegovina (5). 

Domestically, China operates 49% of the 
world’s coal capacity of 2046 GW and has 
another 251 GW of coal-fired power plants 
under development (5). 

China’s success in building overseas coal 
plants rested on a perceived low-risk model. 
China used its considerable domestic 
coal expertise in what were frequently 
noncompetitive government-to-government 
agreements with host countries or com-
petitive bids based on an “all-China” of-
fer: Chinese power plant developers—all 
state-owned enterprises—were responsible 
for building, operating, and/or owning 
the coal plants. Overseas projects were 
most often financed through Chinese 
policy banks (e.g., China Development 
Bank and Exim Bank of China) or state-
owned commercial banks (e.g., Industrial 
and Commercial Bank of China). To cover 
credit and other risks, Chinese financiers 
required insurance by China’s government 
overseas export credit agency Sinosure, 
which itself required sovereign guarantees 
from the recipient country’s government 
(e.g., to guarantee payments under the 
power purchasing agreement). 

However, particularly since 2019, eco-
nomic, social, and political risks in China’s 
overseas markets changed demand consid-
erably (see also table S1 ): Multiple recipi-
ent countries reevaluated their electricity 
needs because of lower-than-expected eco-
nomic growth, which caused, for example, 
Egypt’s proposed 6.6-GW Hamrawein plant 
to be shelved in April 2020 and Bangladesh 
to request that China reduce financing 
for agreed coal plants in February 2021. 
Other countries (e.g., Vietnam, Pakistan) 
announced a focus on green energy and 
accelerated their net-zero targets. Other 
recipient countries were confronted with 
domestic social pressure against coal, such 
as the decoalinize movement that caused 
Kenya’s 1.2-GW Lamu coal-fired power 
plant to stop construction in June 2019. 
Broader social concerns became evident 
when 263 environmental nongovernmen-
tal organizations from around the world 
addressed a letter to China’s Ministry of 
Commerce in April 2020 (6) asking them to 
reevaluate China’s engagement in overseas 
coal-fired power plants. 

Simultaneously, financial risks for over-
seas coal plants affected Chinese supply-
side decision-making: Increased sovereign 
debt risk in many recipient countries, ex-
acerbated by COVID-19, reduced Sinosure’s 
ability to provide insurance for new plants. 

This, possibly, led to the withdrawal of fi-
nancing for a USD$3 billion planned plant 
in Zimbabwe in June 2021 (the Zimbabwean 
owner was still seeking financing in 2022). 
Meanwhile, with more global investors 
reducing financing for coal, the financing 
cost for coal-fired power plants increased 
on average by 38% in the period from 2017 
to 2020 (with reference to 2007 to 2010), 
compared with a decrease in financing cost 
of 24% for offshore wind and 12% for on-
shore wind (7). This affected China’s abil-
ity to finance operations of overseas plants 
in contrast to the financing of domestic 
plants, for which China’s central bank has 
substantially expanded support since 2021 
(8) to cover losses of coal plant operators.

In addition, carbon pricing schemes 
proliferated, which added cost risks, par-
ticularly to new overseas coal-fired power 
plants: In 2021, 64 carbon pricing initiatives 
were in operation compared with 58 initia-
tives in 2020 and 47 in 2018 (9). By contrast, 
China’s own emission trading system, intro-
duced in 2021, is based on emission inten-
sity (i.e., limits on tonnes of carbon dioxide 
per megawatt-hour) rather than cap and 
trade (i.e., limits on total emissions). This 
allows “efficient” coal plants to improve 
profitability by selling carbon allowances 
rather than having to buy them. 

Finally, a 40% increase in coal price 
volatility and a 30% average price increase 
during the period from 2018 to 2021 (com-
pared with 2015 to 2018) affected Chinese 
operators of all new and existing plants, 
except in countries with capped or con-
trolled coal prices, including China (10).

Consequently, of the 51 coal-fired power 
plants outside China and supported by 
China that were announced between the 
second half of 2014 and the end of 2020, 
only one plant became operational. By con-
trast, mothballing (a stop in construction) 
and cancellations of plants accelerated, 
with 25 plants shelved and 8 cancelled, 
which amounts to a total announced capac-
ity of about 56 GW (see the figure). No new 
overseas plant was announced in 2020—a 
year before China’s official announcement. 

The challenges in China’s overseas coal 
engagement allowed Chinese-led institu-
tions that were tasked with green develop-
ment, such as the Belt and Road Initiative 
International Green Development Coalition 
(BRIGC) under the Ministry of Ecology 
and Environment, to test the willingness 
of  central government decision-makers 
to exit overseas coal under the banner of 
“building a green BRI.” In December 2020, 
the Ministry and selected government ex-
perts, including those from the National 
Development and Reform Commission 
and the China Banking and Insurance 

A coal-fired power plant alongside solar panels in 
Shanghai illustrates the concurrent domestic 
push by the Chinese government for both coal 
and renewable energy.

17 MARCH 2023 • VOL 379 ISSUE 6637    1085

0317PolicyForum_16759031.indd   1085 3/10/23   5:02 PM

http://science.org


INSIGHTS   |   POLICY FORUM

G
R

A
P

H
IC

: K
. F

R
A

N
K

LI
N

/S
C

IE
N

C
E

science.org  SCIENCE

Regulatory Commission, backed the “Green 
Development Guidance for BRI Projects” 
that was developed with international 
support under the BRIGC, which labeled 
coal as “red” restricted projects (11). 
In February 2021, BRIGC completed a spe-
cial research report that recommended 
a stop to overseas coal investments that 
was “submitted to the competent authori-
ties and firmly underpinned the decision-
making on China’s overseas coal-related 
investments” (12). 

Once China’s political leadership made 
the decision to exit overseas coal, a goal 
seemed to be to maximize “green” soft 
power by providing a public top-level an-

nouncement instead of quietly reducing 
investments. The choice to announce at the 
United Nations General Assembly (UNGA) 
in September 2021 seemed superior for 
that soft-power goal compared with an-
nouncing at three other international 
leaders’ forums in which China partici-
pated in 2021: at the annual Boao Forum 
hosted by China in April, which attracted 
mostly Chinese and Asian leaders and 
audience; at the G20 summit in October 
in Italy; and at the UN Climate Change 
Conference (COP26) in November in the 
United Kingdom, where China would have 
had to share reputational gains with the 
hosts. China’s choice of the UNGA allowed 

China to present the decision as globally 
relevant and independent, compared with, 
for example, COP26, where it could have 
been seen as a “bargaining chip” or as be-
ing agreed to under external pressure. 

In contrast to the foreign exit, China 
announced nonbinding ambitions to 
“gradually” reduce new coal plants in the 
future based on climate and energy poli-
cies (“1+N”) to support China’s 2060 car-
bon neutrality target. Practically, China 
expanded support of domestic coal as the 
“ballast stone” (baseload) to guarantee en-
ergy security after power outages in 2021, 
which was ironically induced by high coal 
prices and despite financial losses and 
stranded asset risks for most coal plant 
operators in China (13). Simultaneously, 
China rapidly expanded renewables (3). 

FINDINGS AND LESSONS
Although loopholes exist in China’s over-
seas coal exit (14), the contrast with China’s 
continued support for domestic coal sug-
gests four findings. First, China’s overseas 
coal exit seems to be based foremost on 
economic rather than long-term environ-
mental considerations; otherwise, China 
would have also committed to stop building 
new coal plants at home. Second, political 
consensus for the exit was made possible 
by a relatively small coalition of proexit 
stakeholders supported by international 
partners. The domestic stakeholders had 
the ability to reach top leadership from 
within the system, whereas stakeholders 
in recipient countries had relatively little 
influence. This contrasts with a more com-
plex stakeholder landscape that opposes a 
domestic coal exit involving political lead-
ers, financial institutions, and state-owned 
enterprises along the whole supply chain 
(e.g., mining, transport, generation) across 
different Chinese provinces. This includes 
millions of workers in the domestic coal 
sector, compared with the limited number 
of Chinese workers affected by China’s over-
seas coal exit. Third, this stakeholder com-
plexity (and China’s dependence on coal 
power) makes decision-making—and even 
policy recommendations—toward a domes-
tic coal exit politically riskier, with the cen-
tral government embracing a loss-aversion 
and low-conflict strategy that supports the 
expansion of both coal and renewables. 
Fourth, China seeks green soft-power gains 
and uses multilateral platforms for undi-
vided attention for Chinese environmental 
progress (e.g., like the announcement for 
carbon neutrality in 2060 at the UNGA in 
2020). Various identified risks and China’s 
risk-control ability drive the dichotomy of 
China’s domestic and international coal en-
gagement (see the table). 
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Status change of Chinese-backed coal plants
Year-on-year status changes of Chinese-backed overseas coal plants and domestic coal plants are shown. 
Overseas coal-plants in 2020 with a capacity of 22.5 GW that had previously been announced, prepermitted, 
or under construction were cancelled or mothballed, whereas only 960 MW changed status from permitted to 
construction (top). Domestic plants that started construction increased from 14.3 GW in 2019 to 22.7 GW in 2020, 
whereas mothballed or cancelled plants decreased continuously from 180 GW in 2016 to 46 GW in 2020 (bottom).
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The variation in risks has implications 
for prioritizing areas of economic, policy, 
and technical cooperation on the environ-
ment. Importantly, these differ for domes-
tic and overseas engagement. For domestic 
environmental cooperation, for example, 
China’s domestic coal exit or biodiversity 
protection, engagement opportunities are 
more limited to political and reputational 
aspects, whereas, for example, interna-
tional finance’s impact would be limited 
in China’s large economy. First, engage-
ment should aim to reduce complexity and 
risk aversion of stakeholders by target-
ing stakeholders on the provincial or sec-
tor level (e.g., energy, finance) with more 
aligned needs and a higher risk appetite, 
rather than focusing on commitments from 
China’s central government. Second, inter-
national partners can provide technical ca-
pacity and some financing in Chinese “pi-
lot zones” with ecological mandates. This 
allows for targeted input of international 
ecological capacity and trust building be-
tween Chinese and international partners 
with the potential to scale experiences to 
other areas. Third, partners can expand 
knowledge diplomacy with Chinese insti-
tutions, which needs to incorporate the 
more-sensitive nature of domestic issues 
and focus on enabling local partners. By 
supporting exchanges between domestic 
and international institutions, for exam-
ple, to research on just transition or green 
finance, international expertise can diffuse 
into Chinese domestic partners and thus 
policy deliberation. 

For overseas engagement, for example, 
to support the retirement of China’s over-
seas coal plants, economic, social, politi-
cal, and reputational factors can be ad-

dressed. First, China’s stakeholders would 
need to conclude that current nongreen 
engagement entails undue economic risk, 
for example, due to increased refinanc-
ing or operating costs (e.g., higher fuel 
prices, logistics prices) or even penalties 
(e.g., reduced financing from multilateral 
development banks). On the contrary, by 
providing support for the expansion of 
green activities or the reduction of harm-
ful activities, for example, through buy-out 
financing like Asian Development Bank’s 
Energy Transition Mechanism (15), the 
international community can increase 
overseas demand for green Chinese in-
vestments. Second, international partners 
can expand cooperation with civil soci-
ety organizations in recipient countries 
to support local environmental advocacy. 
Third, in contrast to domestic knowledge 
diplomacy, international partners can 
expand collaboration with Chinese part-
ners with central government influence 
or work in established multiparty col-
laboration forums [e.g., BRIGC, the China 
Council for International Cooperation on 
Environment and Development (CCICED)] 
to jointly develop green knowledge and 
policies. The Chinese partner can tailor the 
messages to Chinese political needs and 
policy frameworks (e.g., “ecological civili-
zation,” “green BRI”) and deliver it inter-
nally to leadership. 

Finally, for both domestic and interna-
tional cooperation, the international com-
munity can constructively acknowledge 
specific areas of environmental progress, 
which would allow China to gain desired 
“green soft power,” for example, through 
statements or study tours by international 
leaders (e.g., as seen in the international 

exploration of China’s mobility electrifica-
tion). This attention should also raise the 
bar against retrogression.

These findings on China’s “Panda-
Dragon” dichotomy in coal engagement 
highlight a more complex climate gover-
nance of China and should help develop 
more targeted cooperation strategies. j
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Risk model for China’s domestic and overseas coal engagement
Domestic risks may seem more controllable for Chinese authorities, compared with overseas risks

TYPE OF RISK OVERSEAS COAL RISKS 

PERCEIVED 
ABILITY TO 
CONTROL RISK DOMESTIC COAL RISKS

PERCEIVED 
ABILITY TO 
CONTROL RISK

Economic Demand (e.g., cancellation 
of plants)

Financial (e.g., sovereign 
debt risks, cost of financing)

Cost (e.g., cost of fuel, 
carbon price)

Low Demand risks (controlled by 
central energy planning)

Financial risks (controlled 
by central bank and banking 
regulator)

Cost risks (controlled)

High

Social Social resistance against 
coal (e.g., nongovernmental 
organization activism)

Low Social activism limited High

Political Change of political parties or 
policies in partner countries

Low Risk for domestic political 
stakeholders (e.g., to be 
responsible for social unrest, 
unemployment)

Medium

Reputational Loss of reputation Medium Loss of reputation Medium

Environmental Environmental damages 
(climate, biodiversity)

Medium Environmental damages 
(climate, biodiversity)

Medium
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By Marios Giannakis1,2 and Kimmie Ng1

 E
arly-onset colorectal cancer (EOCRC), 
also called young-onset colorectal can-
cer, is defined as CRC diagnosed in 
individuals aged less than 50 years. 
EOCRC is increasing globally and an-
ticipated to become the leading cause 

of cancer death in individuals aged 20 to 49 
in the US by 2030 (1). Since the 1990s, the 
age-adjusted incidence of EOCRC has risen 
at an alarming rate of 2 to 4% per year in 
many countries, with even sharper increases 
in individuals younger than 30 years (1). 
This is despite a reduction in overall CRC 
incidence that is likely attributable to im-
proved screening and prevention in older 
individuals. The exact reasons and patho-
physiology behind the rising incidence of 
EOCRC remain unknown. Currently, only 
limited studies exist and they have focused 
on single aspects of EOCRC etiology. A mul-
tidisciplinary path forward is needed to ex-
pand the understanding of this increasingly 
prevalent problem.

EOCRCs exhibit a distinct clinical pre-
sentation with a predilection for the left 
side of the colon and rectum, and they most 
commonly present with symptoms such 
as abdominal pain and rectal bleeding (1). 
Patients with EOCRC are often diagnosed 
with more advanced stage disease, which 
could result from lack of screening that can 
detect early lesions, but also raises the ques-
tion of a more aggressive biology. Indeed, 
patients with metastatic EOCRC do not 
have superior survival compared to those 
with metastatic later-onset CRC (LOCRC) 
despite fewer comorbidities, better func-
tional status, more frequent utilization of 
surgery and radiotherapy, higher chemo-
therapy dose intensity, and fewer adverse 
events from treatment (2). 

The increase in EOCRC incidence re-
flects a “birth cohort” effect, in which the 
increased risk is carried through genera-
tions owing to temporal changes in envi-
ronmental risk factors that disproportion-

ately affect those born in recent decades 
compared to those born earlier (1). Patients 
with EOCRC have a higher relative preva-
lence of inherited predisposition to cancer, 
with Lynch syndrome being the most com-
mon cause. This condition is characterized 
by deficiency in the DNA mismatch repair 
pathway that results in high levels of micro-
satellite instability with an increased num-
ber of mutations, which predisposes to CRC 
and other types of cancer. Although under-
diagnosis of Lynch syndrome cases may be 
a potential contributing factor, this and 
other high-penetrance pathogenic germline 
variants do not explain the observed rise of 
EOCRC. Polygenic risk scores (PRSs) have 
been devised to select younger individu-
als for tailored CRC screening, and their 
performance improves when integrated 
with environmental risk scores. However, 
the variants incorporated into these PRSs 
are obtained from genome-wide associa-
tion study (GWAS) loci of overall CRC risk 
(across all ages). Therefore, large GWASs 
dedicated to EOCRC, as well as analyses of 
gene-environment interactions, are needed 
to further refine any genetic contribution 
that is specific to young-onset presentation. 

Several environmental risk factors, in-
cluding early-life exposures, have been 
shown or proposed to contribute to the 
rising incidence of EOCRC. Obesity and 
other conditions related to metabolic syn-
drome have globally increased in recent de-
cades, and these factors are also associated 
with CRC risk. Among participants in the 
Nurses’ Health Study 2, a prospective co-
hort of healthy nurses aged 25 to 42 years 
at enrollment who have been followed with 
validated diet and lifestyle questionnaires 
over decades, obesity in adolescence and 
adulthood (3) and prolonged sedentary be-
havior (4) were found to be associated with 
a higher risk of EOCRC. In another study, 
patients with metabolic conditions such as 
hypertension, hyperlipidemia, hyperglyce-
mia, and type 2 diabetes mellitus were also 
more likely to develop EOCRC (5). Dietary 
factors that are now increasingly consumed 
throughout childhood and adolescence, 
such as sugar-sweetened beverages, red and 
processed meat, and Western-pattern diets, 
have also been implicated. Potentially due 

to the Westernization of diets and lifestyle, 
EOCRC incidence is now also rising in low- 
and middle-income countries. In addition, 
a host of other potential risk factors have 
been proposed to be related to EOCRC, in-
cluding increased use of antibiotics, more 
ubiquitous environmental toxins, and 
higher rates of Cesarean sections and other 
surgical procedures (1).  

Unfortunately, observational studies only 
scratch the surface of our understanding 
of the biology of EOCRC, and efforts to de-
convolute the likely multifactorial etiology 
of EOCRC are hampered by several chal-
lenges. Robust epidemiologic studies with 
validated, repeated, and prospectively col-
lected dietary and lifestyle data across the 
life continuum (the “exposome”) are criti-
cally important to accurately measure expo-
sures, their potential confounders, and the 
time window and cancer latency of the cul-
prit risk factors. Yet, such studies are rare 
in adults and largely absent among children 
or adolescents, possibly owing to the com-
plexity and cost of conducting and main-
taining such cohorts. In addition, these 
prospective cohorts should ideally include 
matched collection of serial biospecimens, 
such as blood, tissue, and stool across time, 
to enable a detailed investigation into the 
underlying mechanisms elicited by environ-
mental exposures in the tumor, tumor mi-
croenvironment (TME), and gut microbiota. 
Studying the interactions between the expo-
some, tumor-TME, and host will be funda-
mental to uncovering the root causes of the 
rise in EOCRC. 

A few studies have attempted to pro-
file the somatic mutational landscape of 
EOCRCs using next-generation sequencing 
panels. Such analyses found that somatic 
mutations in genes encoding members of 
signaling pathways that are known to be 
oncogenic drivers were differentially pres-
ent: adenomatous polyposis coli (APC) 
and BRAF were less frequently mutated in 
EOCRC (6, 7), whereas TP53 and b-catenin 
(CTNNB1) mutations occurred more often 
in EOCRC (7). However, a subsequent study 
found no differences between EOCRC and 
LOCRC somatic mutations when sided-
ness of the tumor was taken into account 
(8). Such studies highlight some of the 

CANCER

A common cancer at an uncommon age
The etiology of early-onset colorectal cancer needs to be understood to tackle rising incidence

1Young-Onset Colorectal Cancer Center, Dana-Farber 
Cancer Institute and Harvard Medical School, Boston, MA, 
USA. 2Broad Institute of MIT and Harvard, Cambridge, MA, 
USA. Email: marios_giannakis@dfci.harvard.edu; 
kimmie_ng@dfci.harvard.edu

P E R S P E C T I V E S

0317Perspectives_16757000.indd   1088 3/10/23   4:42 PM

http://science.org
mailto:marios_giannakis@dfci.harvard.edu
mailto:kimmie_ng@dfci.harvard.edu


17 MARCH 2023 • VOL 379 ISSUE 6637    1089

G
R

A
P

H
IC

: K
. H

O
LO

S
K

I/
S

C
IE

N
C

E

SCIENCE   science.org

challenges and caveats in defining the 
molecular landscape of EOCRC, which in-
clude adjusting for confounding clinical 
and pathologic variables. Specifically, sid-
edness of the tumor, as well as frequency 
of high microsatellite instability, both of 
which differ between EOCRC and LOCRC, 
affect the somatic mutational landscape. 
Left-sided tumors, compared to their right-
sided counterparts, have different embry-
ologic origins and are exposed to factors 
that vary along the gut, both of which may 
explain the different mutational profiles 
observed in various regions of the colon. 

Moreover, although targeted next-genera-
tion sequencing panels are useful in clini-
cal practice for identifying actionable al-
terations in CRC, they cannot characterize 
the full spectrum of molecular alterations 
in young-onset tumors. 

However, whole-genome sequencing al-
lows for the identification of noncoding 
elements, neoantigens, and mutational 
signatures (distinct patterns of mutations) 
that can be linked to specific macro- or 
microenvironmental mutagens and CRC 
pathogenesis, such as high prediagnosis 
consumption of red meat (9) and genotoxic 
Escherichia coli that express the polyketide 
synthase (pks) island (10). The deconvolu-
tion of mutational signatures from large 

numbers of EOCRCs and integration with 
epidemiologic data could uncover mu-
tagenic processes that contribute to tu-
morigenesis across the age continuum and 
strengthen support for causation. Beyond 
genomics, hypomethylation of long inter-
spersed nuclear element 1 (LINE-1) trans-
posable elements is an epigenetic feature 
that is more common with decreasing 
age of CRC diagnosis (1). Single-cell RNA 
sequencing (scRNA-seq) efforts in CRC 
(predominantly from older patients) de-
convoluted 88 cell subsets and 204 associ-
ated gene expression programs (11), offer-

ing an unprecedented view into abnormal 
CRC cell states. Single-cell transcriptional 
and epigenetic profiling of hereditary and 
sporadic premalignant lesions is similarly 
revealing changes along the continuum of 
tumorigenesis (12). Application of these 
approaches in EOCRCs could prove valu-
able in revealing contrasting pathophysiol-
ogy compared to LOCRC that may point to 
the etiology of EOCRC (see the figure). 

The TME in EOCRCs also warrants inves-
tigation, especially because it can be read-
ily molded by environmental risk factors. 
The immune contexture—the type, density, 
and location of immune cells in the colorec-
tal TME—has prognostic importance (13), 
and molecular epidemiologic studies have 

demonstrated how lifestyle factors can af-
fect the TME of incident cancers, such as 
the association of smoking with risk of 
CRCs with low T cell infiltrates (14). The 
scRNA-seq efforts have revealed coordi-
nated spatially organized interaction hubs 
of malignant and nonmalignant cells in pri-
mary CRCs that differed among mismatch 
repair–proficient and –deficient CRCs and 
highlighted the role of immune and stro-
mal cells in malignant progression (12). 
These datasets can be leveraged for future 
mechanistic investigation and drug target 
discovery. Computational approaches are 

also being further refined and 
developed to comprehensively 
describe the spatial organiza-
tion and functional interactions 
among individual cells in the 
CRC TME. 

Given the compelling body 
of evidence supporting a role 
of the gut microbiota in CRC 
pathogenesis and progres-
sion, including species such 
as Fusobacterium nucleatum, 
Bacteroidetes fragilis, and 
pks+ E. coli, studies of EOCRC 
should also profile the tu-
mor and stool microbiomes of 
EOCRC patients. For example, 
differences have been reported 
in fecal microbial composi-
tion, diversity, and function in 
EOCRC compared to LOCRC 
and age-matched healthy con-
trols in China (15). These find-
ings need to be confirmed in 
larger and more diverse popu-
lations, but they reveal the 
potential of the microbiome 
in EOCRC early detection and 
prognostic assessment. In ad-
dition, experimental models 
of EOCRC, such as patient-
derived organoid cultures and 
animal models, will need to in-

corporate elements of the CRC TME, such 
as the microbiota. However, standardizing 
protocols that minimize variability and 
systematically incorporating microbiome 
specimens into prospective cohort and 
trial designs pose substantial logistical 
challenges. 

The path forward to combat the rise of 
EOCRC is neither short nor straightfor-
ward. The recent recommendations by the 
American Cancer Society and US Preventive 
Services Task Force to start CRC screening 
for the average population at age 45 (versus 
the prior recommended age of 50) are a first 
step in recognizing this epidemic. However, 
the urgency of navigating this path, which 
goes beyond unidimensional perspectives 
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Colorectal cancer in younger people
Similar factors increase the risk of early-onset colorectal cancer (EOCRC) and later-onset colorectal cancer (LOCRC), such 
as a sedentary lifestyle, obesity, and metabolic syndrome, but there are also important differences. EOCRC predominantly 
occurs on the left side of the colon and the rectum, whereas LOCRC arises more commonly on the right side of the colon. 
EOCRC is also more poorly differentiated and often metastatic at diagnosis. Research is urgently needed to understand the 
increasing incidence of EOCRC and its pathophysiology to better detect and treat patients.
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and considers the multifactorial nature of 
EOCRC, is paramount, particularly for the 
youngest patients who do not meet the rec-
ommended screening age. 

What steps can be taken to map out this 
path? The emergence of specialized centers 
of excellence that are focused on patients 
with EOCRC will establish a model of com-
prehensive clinical care for this population, 
as well as enabling multidisciplinary re-
search. Prospective cohort studies of healthy 
individuals and patients with EOCRC are 
needed. These should be accompanied by se-
rial measurements of the exposome paired 
with biospecimen collections. Moreover, 
the pace of progress needs to be acceler-
ated by forming global collaborations to 
facilitate patient and biospecimen accrual, 
and by implementing innovative models of 
patient recruitment such as the Count Me 
In Colorectal Cancer Project (https://join-
countmein.org/colorectal), which directly 
partners with patients in the US and Canada 
and makes all data available for research. 
Effort is needed to ensure that diverse pop-
ulations are included in studies of EOCRC, 
particularly underrepresented minorities 
who are disproportionately burdened by 
EOCRC, as evidenced by the higher mortal-
ity of non-Hispanic Black EOCRC patients 
compared to non-Hispanic white patients 
(1). Consideration also needs to be given 
to implementation of screening in younger 
age groups, as well as earlier detection us-
ing blood-based biomarkers. Although each 
of these steps requires commitment and 
perseverance, it is the growing numbers of 
young patients bravely battling this disease 
that will be the compass that keeps us on 
the path towards better understanding, pre-
venting, and treating EOCRC. j
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A cryptic clue to 
neurodegeneration?
Antisense oligonucleotides rescue cryptic RNA 
splicing and neuron regeneration

By Niamh O’Brien1,2 and Sarah Mizielinska1,2 

T
he specialized function of neurons re-
lies heavily on alternative splicing of 
RNA, and dysregulation of this process 
is implicated across the neurodegen-
erative disease spectrum. Advances 
in RNA sequencing have enabled the 

discovery of aberrations in splice recognition 
sites. This includes those that lead to mispro-
cessing of precursor mRNAs (pre-mRNAs), 
resulting in the inclusion of so-called “cryp-
tic exons” and the production of truncated 
mRNAs (and sometimes corresponding trun-
cated proteins). On page 1140 of this issue, 
Baughn et al. (1) report the mechanism of 
cryptic exon missplicing of STMN2 RNA (en-
coding the protein stathmin-2), which occurs 
when a protein associated with neurodegen-
erative disease—TAR DNA-binding protein of 
43 kDa (TDP-43)— is absent from the nucleus. 
Treatment with antisense oligonucleotides 
(ASOs) restored normal splicing and stath-
min-2 levels in cultured motor neurons and 
in a mouse model. These findings point to the 
possibility of therapeutically targeting cryptic 
exons to prevent RNA missplicing and associ-
ated disease.

TDP-43 proteinopathy is a term used to 
describe neurodegenerative diseases that 
exhibit aggregation of the DNA- and RNA-
binding protein TDP-43 irrespective of 
disease type. Initially, this was mostly of 
interest in the study of amyotrophic lateral 
sclerosis (ALS) and frontotemporal demen-
tia (FTD), in which it is a dominant pathol-
ogy, and mutations in TDP-43 are genetically 
associated with these diseases (2). However, 
TDP-43 proteinopathy has recently been 
discovered in other neurodegenerative dis-
orders, notably in Alzheimer’s disease (3). 
TDP-43 can be  present in variable forms of 
aggregates in neurons and glia, with post-
translational modifications and C-terminal 
truncation (4). Cytoplasmic aggregation is 
frequently concurrent with its depletion 

from the nucleus, where RNA splicing occurs.
The roles of TDP-43 in RNA homeostasis 

are diverse, including the regulation of RNA 
transcription, alternative splicing, and trans-
port. Depletion of TDP-43 from the nucleus 
leads to altered amounts of hundreds of RNA 
transcripts, some of which exhibit missplic-
ing onto cryptic exons (5). Cryptic exons are a 
class of exons that are found within noncod-
ing intronic regions of pre-mRNA but can be 
spliced into mature RNA, often leading to a 
premature stop codon. The absence of TDP-
43 from the nucleus of motor neurons results 
in decreased expression of stathmin-2, which 
has roles in axonal regeneration, microtubule 
stability, and lysosome trafficking (6). This 
reduction is the result of missplicing onto a 
cryptic exon and production of a nonfunc-
tional mRNA that is degraded (6, 7). Notably, 
STMN2 RNA cryptic splicing is found in ge-
netic and sporadic forms of ALS and FTD 
and is specific to TDP-43 proteinopathy (6–
8), suggesting its potential as a therapeutic 
target or biomarker. 

Baughn et al. mapped the TDP-43 bind-
ing site on STMN2 pre-mRNA in mice  to a 
stretch of three closely spaced guanine (G)–
uracil (U) hexamers in intron 1 of the gene. 
Deleting this sequence led to cryptic exon 
splicing, demonstrating that TDP-43 bind-
ing is essential for maturation of STMN2 
pre-mRNA and production of functional 
stathmin-2. Replacement of the GU hexam-
ers with another sequence and associated 
binding protein prevented cryptic splicing, 
suggesting that TDP-43 acts through steric 
hindrance of splicing factors. This effect was 
specific to the cryptic exon binding site and 
not a nearby cryptic polyadenylation site, 
suggesting alternative polyadenylation sites 
downstream. 

Defining the molecular interaction of 
STMN2 pre-mRNA and TDP-43 enabled sub-
sequent targeting of cryptic exon splicing 
with ASOs. This is a promising therapeutic 
approach for modulating gene expression be-
cause these short single-stranded DNA mol-
ecules can selectively target RNA transcripts. 
ASOs have been approved for clinical use in 
diseases such as spinal muscular atrophy and 
Duchenne muscular dystrophy. Baughn et al. 
designed a series of ASOs to target the STMN2 
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cryptic exon. These oligonucleotides restored 
stathmin-2 expression in motor neurons (de-
rived from induced human pluripotent stem 
cells) with reduced TDP-43. Functionally, this 
treatment restored axon regeneration (after 
axotomy) and improved stathmin-2–depen-
dent lysosome trafficking and synaptic active 
zone organization. 

Restoration of correct STMN2 pre-mRNA 
processing was also shown in vivo. Because 
mice do not have the STMN2 cryptic exon se-
quence, mice were genetically engineered to 
bear a partially humanized intron 1 (mouse 
sequence replaced with equivalent human 
sequence) but with the TDP-43 binding site 
(the GU hexamer) deleted. In 
heterozygous animals (one nor-
mal and one mutated allele), the 
inability of TDP-43 to bind to the 
corresponding RNA transcript 
resulted in cryptic splicing and a 
reduction in stathmin-2 expres-
sion, despite normal amounts 
of nuclear TDP-43. Despite this 
loss of stathmin-2, heterozy-
gous mice developed normally. 
However, genetically engineered 
mice in which both alleles were 
altered showed substantially de-
creased survival, demonstrating 
a dose-dependent requirement 
for stathmin-2. ASOs targeting 
the cryptic exon partially ame-
liorated these effects. Conversely, 
insertion of the cryptic exon into 
both alleles of mice harboring the 
ALS-associated TDP-43 Q331K 
mutation (which develop age-
related motor neuron disease) 
neither exacerbated the disease 
phenotype nor resulted in  Stmn2
RNA cryptic splicing. This con-
firms the requirement for the 
loss of nuclear TDP-43 (which is 
not present in the mouse model) 
for cryptic splicing alterations 
and highlights the challenges of 
finding appropriate preclinical 
models for the study of TDP-43 
proteinopathy.

The study by Baughn et al.
demonstrates that cryptic ex-
ons can be targeted with ASOs 
that can restore physiological 
splicing and functional protein 
production (see the figure). The 
importance of stathmin-2 in mo-
tor neurons was strengthened by 
a recent study that demonstrated 
distal motor neuropathy in mice 
that were genetically engineered 
to lack the protein (9). However, 
whether the restoration of stath-
min-2 is beneficial in neurode-

generation and thus clinical disease across 
TDP-43 proteinopathies is yet to be deter-
mined. Recently, genetic association of a re-
peat expansion in STMN2 has been identified 
in sporadic ALS (10), supporting a direct role 
of stathmin-2 in ALS. Because STMN2 is one 
of many TDP-43 targets, a wider approach 
to gene expression changes may also be re-
quired for further functional improvement; 
other targets include UNC13A (unc-13 ho-
molog A ), which encodes  a synaptic protein 
associated with FTD and ALS (11). Its corre-
sponding RNA is also cryptically spliced, and 
its expression decreases upon loss of TDP-43 
from the nucleus (12, 13). Targeting TDP-43 
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could have broad effects across the neuro-
degenerative disease spectrum, and efforts 
are ongoing in this area, but an advantage of 
targeting downstream effectors, particularly 
disease-specific effects such as cryptic splic-
ing, is that therapeutics will only target vul-
nerable neurons where pathology is present. 

An alternative and exciting avenue from 
the discovery of cryptic exon splicing is the 
potential of  de novo truncated mRNAs and 
protein as biomarkers. Biomarkers enable 
the monitoring of target engagement by a 
therapeutic agent and, consequently, im-
provements in preclinical and clinical stud-
ies. They can also be used to stratify patient 

cohorts and detect presymptom-
atic individuals, which is cru-
cial for effective clinical trials. 
This would benefit the clinical 
study of TDP-43 proteinopathies, 
which have diverse clinical pre-
sentation and are predominantly 
sporadic. Targeting TDP-43 as a 
biomarker has been challenging 
because fluid biomarkers often 
display a lack of sensitivity to 
detection, and effective imaging 
with positron emission tomogra-
phy has yet to be developed (14). 
Two preliminary studies point 
to the detection of de novo pro-
teins from cryptic splicing in the 
cerebrospinal fluid of presymp-
tomatic individuals with ALS or 
FTD (15, 16). Thus, cryptic splice 
products may fill a critical gap. j

 REFERENCES AND NOTES
 1. M. W. Baughn et al., Science 379, 1140 

(2023).
 2. M. Neumann, Biochem. Biophys. Res. 

Commun. 10, 232 (2006).
 3. K. A. Josephs et al., Acta Neuropathol. 

127, 811 (2014). 
 4. E. L. Sternburg et al., Trends Biosci. 47, 

6 (2022).
 5. J. P. Ling et al.,  Science 349, 650 

(2015). 
 6.  J. R. Klim et al., Nat. Neurosci. 22, 167  

(2019). 
 7. Z. Melamed et al., Nat. Neurosci. 22, 

180 (2019). 
 8. M. Prudencio et al., J. Clin. Invest. 130, 

6080 (2020). 
 9. K. L. Krus et al., Cell Rep. 39, 111001 

(2022). 
 10. F. Theunissen et al., Front. Aging 

Neurosci. 13, 658226 (2021). 
 11. M. A. van Es et al., Nat. Genet. 41, 1083 

(2009). 
 12. A. L. Brown et al., Nature 603, 131 

(2022). 
 13. X. R. Ma et al., Nature 603, 124 (2022). 
 14. P. Steinacker et al., Mol. Cell. Neuro. 97

(2019)
 15. S. Seddighi et al., bioRxiv 

10.1101/2023.01.23.525149 (2023).
 16. K. E. Irwin et al., bioRxiv 

10.1101/2023.01.23.525202 (2023).

 ACKNOWLEDGMENTS

N.O. and S.M. are supported by MND 
Association Grant Ruepp/Apr19/872-791.

10.1126/science.adg8501

17 MARCH 2023 • VOL 379 ISSUE 6637    1091

Cryptic exon splicing
TDP-43 (TAR DNA-binding protein of 43 kDa) binds to STMN2 precursor mRNA that 
encodes stathmin-2, ensuring normal splicing and protein expression (left). Loss of 
nuclear TDP-43 results in the inclusion of a cryptic exon in mature STMN2 mRNA that 
is then degraded (right). Cryptic splicing of STMN2 RNA has potential as a biomarker 
for TDP-43 proteinopathies and as a target for antisense oligonucleotide therapies.
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By Laura Santambrogio1,2,3

 H
undreds of protein posttranslational 
modifications (PTMs) have been 
mapped, greatly expanding the com-
plexity of the cellular proteome and 
substantially diversifying its functions 
(1). By changing the protein primary 

structure, PTMs may change protein func-
tion. Additionally, by modifying the self-pro-
teome, PTMs pose a danger for the develop-
ment of autoimmune diseases because they 
change the protein “self” sequence. On page 
1104 of this issue, Zhai et al. (2) describe how 
carboxyethylation of integrin aIIb (ITGA2B) 
is involved in the pathogenesis of the autoim-
mune disorder, ankylosing spondylitis.  

PTMs such as phosphorylation, ubiqui-
tination, acetylation, and glycosylation are 
crucial in regulating cellular processes and 
molecular functions. Conversely, other PTMs 
such as glycation, carbonylation, oxidation, 
lipoxidation, and citrullination are mostly 
observed during pathological conditions that 
are associated with acute and chronic inflam-
mation. During these pathological condi-
tions, a cellular redox imbalance generates an 
increased amount of reactive oxygen species 
and reactive nitrogen species, which oxidize 
biomolecules (3). Similarly, in metabolic con-
ditions such as type 2 diabetes mellitus, in-
creased glycemia (blood sugar concentration) 
induces protein glycation, glycoxidation, and 

lipoxidation (4). PTM-modified cytosolic pro-
teins are disposed of by the proteasome, or 
by the endolysosomal compartment through 
autophagy (5). Extracellular PTM-modified 
proteins enter the endocytic pathway 
through phagocytosis. The proteasome and 
the endolysosomal compartment enzymati-
cally digest the modified proteins and gener-
ate PTM-modified peptides for presentation 
on major histocompatibility complex (MHC) 
class I and MHC class II molecules (5). 

Through their T cell receptors (TCRs), T 
cells recognize self and nonself (pathogen) 
proteins through their presentation as pro-
cessed peptides by MHC class I and class II 
complexes expressed by all cells (MHC class 
I) or antigen-presenting cells (MHC class II). 
MHC molecules are the most polymorphic 
proteins in humans, encoded by hundreds of 
different human leukocyte antigen (HLA) al-
leles. Their polymorphism is mostly clustered 
in the peptide binding groove that drives dis-
tinctive peptide selection and binding speci-
ficities. The selectivity of each MHC variant 
for different sets of self and nonself-peptides 
shapes the differences in adaptive immune 
responses across the population and is an im-
portant driver in autoimmune disease.  

Upon presentation by MHC class I or 
class II molecules, PTM-modified peptides 
can change the interaction with the cognate 
TCR and thus the outcome of the immune 
response. For example, PTMs can decrease 

or increase the affinity of the peptide for the 
MHC binding groove, thus affecting the over-
all composition of the MHC peptidome pre-
sented by antigen-presenting cells to T cells 
(4, 6, 7). PTMs may also change the structure 
of the peptide amino acids involved in TCR 
binding, selecting a different T cell population 
compared with the one that would recognize 
the unmodified peptide. PTM-modified pep-
tides can also be recognized by the immune 
system as nonself, thus triggering an autoim-
mune response (2, 4, 6, 7). For example, im-
mune responses to oxidized peptides have 
been reported in atherosclerosis and cardio-
vascular diseases in which oxidized phospho-
lipids and malondialdehyde-modified pep-
tides are recognized by autoreactive T and B 
cells (8). Similarly, citrullinated modifications 
of vimentin and cartilage-related proteins as 
well as carbamylated proteins are targeted by 
autoreactive T cells in rheumatoid arthritis 
(9). Further, acetylated histone peptides are 
targeted in systemic lupus erythematosus by 
autoantibodies whose titer and activity cor-
relate with disease severity (10). 

Zhai et al. describe cysteine carboxyethyl-
ation of ITGA2B by cystathionine b synthase 
(CBS). This reaction modifies cysteine resi-
dues in ITGA2B in patients with ankylosing 
spondylitis, thus increasing the risk of non-
self immune recognition of PTM-modified 
ITGA2B. In a subset of these patients, who 
share the HLA-DRB1*04 haplotype, the car-
boxyethylated-Cys96 ITGA2B peptide has a 
high affinity for this MHC class II haplotype 
and thus activates antigen-specific autore-
active T cells (see the figure). Similarly, in-
creased B and T cell reactivity was observed 
in HLA-DR4 mice immunized with the same 
peptide. The T and B cell autoreactive re-
sponse to the modified peptide is sufficient 
to induce extracellular matrix inflammation 
and damage leading to the pathogenesis of 
ankylosing spondylitis in mice. 

The pathogenic autoreactivity reported 
by Zhai et al. raises questions about the 
maintenance of self-tolerance to proteins 
and peptides after PTMs. During thymocyte 
maturation, several mechanisms ensure that 
the maximum number of self-antigens are 
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Peptides from processed unmodified self proteins are presented by MHC II molecules. 
T cells with high a�nity T cell receptors (TCRs) for the MHC II–peptide complex are 
deleted in the thymus or they generate Treg cells. T cells with low a�nity TCRs for the MHC
II–peptide complex may be present in the periphery but are suppressed by Treg cells.  

T cells specific for MHC II peptides from proteins that are carboxyethylated can 

escape thymic deletion and may clonally expand into pathogenic e�ector T cells when 
the PTM-modified peptide is presented by a high-a�nity MHC II haplotype, thereby 
inducing autoimmunity.

Breaking tolerance with posttranslational modifications
Proteins are presented on cell-surface major histocompatibility complex (MHC) class I and class II molecules 
for recognition by adaptive immune cells. Tolerance to self proteins is achieved through deletion of reactive T and 
B cells and suppression by regulatory T cells (Treg cells). But if a self protein contains unusual posttranslational 
modifications (PTMs), it could be presented by MHC molecules and recognized by T cells, inducing autoimmunity.
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presented during thymic selection. These 
mechanisms include presentation of tissue-
restricted antigens by medullary thymic epi-
thelial cells through autoimmune regulator 
(AIRE)–mediated and Fez family zinc finger 
protein 2 (FEZF2)–mediated transcriptional 
regulation (11), as well as presentation of pe-
ripherally processed peptides that are trans-
ported to the thymus by migratory dendritic 
cells (12). Among these self-antigens, it is 
conceivable that many peptides will contain 
physiological PTMs. However, PTMs that are 
mostly observed in pathologic conditions 
may not be present in the MHC-peptide rep-
ertoire presented to instruct maturing T cells 
toward tolerance, and thus, they potentially 
could induce autoimmunity. 

To avoid autoimmunity, thymus-derived 
regulatory T cells (T

reg
 cells) directly control 

~30% of autoreactive conventional T cells 
from converting into pathogenic effectors 
(13). Although T

reg
 cell activation is MHC-

peptide specific, once activated, T
reg

 cells can 
suppress conventional T cells specific for a 
different MHC-peptide complex, through se-
cretion of anti-inflammatory cytokines and 
overall bystander suppression. Additionally, 
the circulating T cell repertoire includes pe-
ripheral T

reg
 cells, generated from the differ-

entiation of conventional naïve T cells that 
are repetitively stimulated with suboptimal 
antigen concentration or by peptides de-
rived from the commensal microbiota (14). 
These thymic or peripherally derived T

reg
 

cells may control T cells that are reactive to 
PTM-modified self-peptides that arise during 
sterile and pathogen-induced inflammatory 
conditions and during metabolic disease. 
However, in the presence of an MHC haplo-
type with high affinity for the PTM-modified 
peptide—for example, HLA-DRB1*04—and 
a T cell repertoire that strongly favors PTM-
peptide recognition, autoreactive T cells 
can escape T

reg
 cell–mediated suppression 

and clonally expand into pathogenic effec-
tor T cells. Given the large number of PTMs 
mapped during inflammatory and metabolic 
conditions, many more examples of recogni-
tion of PTM-modified self proteins in auto-
immunity are likely to be identified. j
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A massive machine regulates 
cell death
Structural analysis reveals how the decision to induce 
apoptotic cell death is regulated

By Peter D. Mace and Catherine L. Day

C
ells are bombarded with signals about 
their environment, which they in-
tegrate to decide an appropriate re-
sponse. Danger signals elicit the most 
drastic of these decisions—is the situ-
ation salvageable, or should the cell be 

sacrificed? When danger signals predomi-
nate, one of several pathways induces cell 
death, with apoptosis being the most com-
mon. The key executioners of apoptosis are 
proteases called caspases; when caspases are 
activated, apoptosis becomes irreversible. 
Caspase activation is tightly controlled by 
regulatory molecules, including the inhibi-
tor of apoptosis (IAP) proteins. The largest 
and most diverse member of the IAP family, 
baculoviral IAP repeat–containing protein 6  
(BIRC6), has remained an enigma. On pages 
1105, 1112, and 1117 of this issue, Hunkeler 
et al. (1), Dietz et al. (2), and Ehrmann et al. 
(3), respectively, reveal the molecular basis 
of how BIRC6 controls cell fate, which may 
ultimately inform the development of new 
anticancer drugs that induce cell death.

Caspases are expressed as inactive zymo-
gens, with dimerization and cleavage of the 
N-terminal prodomain required for full ac-
tivity (4). In unstressed cells, low-level cas-
pase activity is kept in check by IAPs. All 
IAPs contain one or more baculoviral IAP 
repeat (BIR) domains, which are required 
for caspase inhibition. Although there are 
subtle differences among IAP family mem-
bers, the ability of a shallow groove on the 
BIR domain to bind a four–amino acid 
motif at the N terminus of active caspases 
is central to caspase suppression. During 
apoptosis, the release of second mitochon-
dria–derived activator of caspases  (SMAC) 
from the mitochondrial intermembrane 
space unleashes caspase protease activity (5). 
The groove on the BIR domain is also cen-
tral to the ability of SMAC to unleash cas-
pases because SMAC contains a four–amino 
acid motif that binds to BIR domains more 
potently than caspases, thereby displacing 

them from IAPs. Because the goal of many 
cancer treatments is to trigger caspase ac-
tivation and cell death, this mechanism of 
caspase control inspired the development of 
a range of small-molecule IAP antagonists, 
known as SMAC mimetics, that mimic the 
four amino acids that bind the BIR domain 
to release caspases and trigger apoptosis.

In addition to direct caspase inhibition 
by the BIR domain, most IAPs have do-
mains that either bind ubiquitin or promote 
the attachment of ubiquitin to proteins (6). 
For example, the well-studied IAPs [cellular 
IAP1 (cIAP1), cIAP2, and X chromosome–
linked IAP (XIAP)] have a RING domain 
that confers ubiquitin ligase activity. More 
than a decade ago, it was discovered that 
SMAC-mimetic drugs not only act by releas-
ing caspases from XIAP, but, unexpectedly, 
they also activate the ubiquitin ligase activ-
ity of cIAPs (7). Thus, the interplay of BIR 
domain binding and ubiquitin modification 
is an overriding feature in the ability of IAP 
proteins to regulate cell death or survival.

BIRC6 is the most unusual member of 
the IAP family. It is gigantic at 4857 amino 
acids (approximately 10 times as large as 
the average human protein), but it only 
has one BIR domain. Until now, only one 
other domain had been identified: a ubiq-
uitin-conjugating domain that is not found 
in other IAPs but defines the E2 ubiquitin-
conjugating family of proteins. Ubiquitin-
conjugating domains normally function 
with partner ubiquitin ligase proteins, but 
BIRC6 appears capable of functioning as a 
rare hybrid enzyme. Although BIRC6 is an 
essential protein that is required for mouse 
embryonic development (8, 9), little has 
been known about its mechanism of action. 
Now, using a combination of biochemistry, 
electron microscopy, and cell biology, sev-
eral groups have started to uncover how 
BIRC6 functions (1–3, 10).

The size of BIRC6 has historically created 
issues for structural analysis, which are now 
surmountable using cryo–electron micros-
copy. The studies of  Hunkeler et al., Dietz et 
al., and Ehrmann et al. present a structural 
biology tour de force that reveals that BIRC6 
is not only large in primary structure but 
assembles into an even larger head-to-tail 
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dimer. A series of armadillo-like domains 
mediates dimerization and forms a scaffold 
on which multiple other domains assemble. 
The overall effect is a large, U-shaped archi-
tecture with a central cavity flanked by key 
functional domains (see the figure). This in-
cludes a large WD40 propeller domain that 
organizes the N-terminal module and stabi-
lizes the position of the BIR domain so that 
the key four–amino acid binding groove is 
oriented toward the central cavity. The twin 
ubiquitin-conjugating domains appear to 
hover atop each arm of the U-shaped archi-
tecture in a flexible manner.

Multiple structures of BIRC6 in complex 
with partners show that the central cavity 
is the key docking site for both substrates 

and inhibitors alike, including caspase-9, 
high-temperature requirement protein A2 
(HTRA2), and SMAC. This suite of struc-
tures reveals how BIRC6 acts as a platform 
for caspase ubiquitination, is inhibited by 
SMAC, and acts as a juncture in cellular de-
cision-making between inducing apoptosis 
or autophagy—a cell survival pathway. They 
show that BIRC6 is a bona fide ubiquitin li-
gase for active caspase-3, -7, and -9 and the 
apoptotic protease HTRA2, and thus, BIRC6 
inhibits apoptosis by promoting their pro-
teasomal degradation. Structures with cas-
pase-9 and HTRA2 show that substrates 
bind within the central cavity of the BIRC6 
dimer, interacting with the BIR domains on 
either side as well as other domains in the 
central scaffold. The flanking ubiquitin-con-
jugating domains can then transfer ubiqui-
tin onto substrates in the central cavity. The 
central cavity acts as an aptly named “zone 

of ubiquitination” for apoptotic substrates, 
which are tethered in place by interactions 
with the BIR domains.

That substrates are commonly bound in 
the central cavity provides a clear target 
for SMAC antagonism of BIRC6. Structures 
of SMAC-bound BIRC6 place the dimeric 
coiled-coils of SMAC across the central 
cavity, which itself is tethered by interac-
tions with the BIR domains on either side. 
Unexpectedly, extra helices of BIRC6 wrap 
SMAC in an extensive embrace and make 
SMAC binding near irreversible. Notably, 
this arrangement excludes substrates from 
binding to the central cavity or from bind-
ing to the BIR domains. These features 
make SMAC an exquisitely effective BIRC6 

antagonist, with a binding surface far more 
extensive than any other characterized IAP-
SMAC complex.

Downstream outcomes of the interplay 
between BIRC6, substrates, and SMAC 
likely differ according to cellular circum-
stance because BIRC6 not only regulates 
apoptosis but also the cellular salvage path-
way of autophagy (11). The role of BIRC6 in 
autophagy is through ubiquitination and 
degradation of light chain 3 (LC3), which 
mediates the selective recruitment of cargo 
to autophagosomes. The study of Ehrmann 
et al. as well as preliminary data (10) inves-
tigate interactions between BIRC6 and LC3. 
Although neither visualize binding of LC3 
to BIRC6, both show that binding is un-
likely to involve the BIR domain. Instead, 
hydrophobic motifs in central regions of 
BIRC6 appear critical. Clarifying complete 
details of BIRC6 substrate binding and the 

downstream consequences for substrate se-
lection and ultimately cell fate are impor-
tant for future investigation.

One pertinent corollary of the studies of 
Hunkeler et al., Dietz et al., and Ehrmann et 
al. is the confirmation that BIRC6-mediated 
ubiquitination depends on a noncanonical 
starting point (11). Whereas most ubiqui-
tin conjugation in cells is initiated by a ca-
nonical E1 enzyme in humans, BIRC6 func-
tions exclusively with a noncanonical E1 
[ubiquitin-like modifier-activating enzyme 
6 (UBA6)]. There are a limited number of 
defined partners of UBA6, and Hunkeler 
et al. identified codependency between 
BIRC6 and UBA6 in cancer (12), which may 
hint at one route to specifically antagonize 
BIRC6 therapeutically. These studies also 
unequivocally establish BIRC6 as a hybrid 
E2-E3 enzyme, like ubiquitin-conjugating 
enzyme E2 O (UBE2O), which also has sub-
strate binding and ubiquitin transfer activ-
ity (13, 14). However, much remains to be 
understood about the mechanism by which 
BIRC6 brings about ubiquitin transfer and 
the types of modifications that it assembles 
on substrates.

Together, the studies by Hunkeler et al., 
Dietz et al., and Ehrmann et al. advance our 
understanding of a key protein that regu-
lates cell death. They also clearly establish 
the importance of the BIR domain for cas-
pase inhibition but show that current SMAC 
mimetics are not well suited to antagonize 
BIRC6 because they were optimized for 
binding to the pocket on the BIR domains 
of cIAP and XIAP. The stage now seems to 
be set for the development of SMAC mimet-
ics that specifically target BIRC6. Such com-
pounds would have potential for the direct 
activation of caspases or could be used to 
harness the BIRC6 ubiquitination machin-
ery in the emerging field of degradation-
based therapeutics (15). j
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A life or death decision
Structures of baculoviral inhibitor of apoptosis (IAP) repeat–containing protein 6 (BIRC6) reveal how it regulates 
apoptosis. When bound to caspases, the BIR domains of the BIRC6 homodimer ensure that substrates are 
optimally positioned for ubiquitination (Ub) and degradation. However, when second mitochondria–derived 
activator of caspases (SMAC) is released from damaged mitochondria, it binds more tightly to BIRC6 than 
caspases do. This near-irreversible inhibition of BIRC6 activates caspase-mediated apoptosis.

1094    17 MARCH 2023 • VOL 379 ISSUE 6637

0317Perspectives_16757000.indd   1094 3/10/23   4:42 PM

http://science.org


P
H

O
TO

: J
O

S
E

 M
E

R
C

A
D

O
/S

TA
N

FO
R

D
 N

E
W

S
 S

E
R

V
IC

E

SCIENCE   science.org

By David Baltimore

P
aul Berg, the pioneering biochem-
ist who invented recombinant DNA 
technology, died on 15 February at age 
96. Paul, whose work made genetic 
engineering possible, was a bridge 
between the traditional world of bio-

chemistry and metabolism and the modern 
world of molecular biology.

Born in Brooklyn, New York, on 30 June 
1926, Paul served in the navy during World 
War II and then received a bachelor’s in 
biochemistry from Penn State University in 
1948. In 1952, he earned a PhD in biochem-
istry from Case Western Reserve University 
(then Western Reserve University). He did 
postdoctoral work in Copenhagen 
in Herman Kalckar’s laboratory be-
fore returning to the United States 
to work with Arthur Kornberg 
at Washington University in St. 
Louis. Kornberg moved his produc-
tive laboratory to the newly estab-
lished medical school at Stanford 
University, and Paul spent the rest 
of his career in Palo Alto, California, 
in Stanford’s legendary biochemistry 
department. 

Paul’s initial work was in inter-
mediary metabolism, exploring 
the energetics of biochemical re-
actions. He made a major advance 
in the understanding of protein 
synthesis, for which he received 
the 1959 Eli Lilly Award in Biological 
Chemistry. He also examined the role of 
RNA in protein synthesis. 

In the 1960s, Paul changed his focus from 
pure biochemistry to mammalian virology. 
He did a sabbatical at the Salk Institute in 
the virology laboratory of Renato Dulbecco 
and there learned from Marguerite Vogt how 
to do cell culture. His longtime research as-
sistant, Marianne Dieckmann, accompanied 
him, and together they learned how to work 
with simian virus 40 (SV40), which contains 
DNA and induces cancer. In the early 1970s, 
as the enzymology of DNA manipulation 
became available, Paul recognized that the 
DNA of SV40 and the DNA from bacteria 
or bacterial viruses could be joined to form 

hybrids or chimeric molecules—later known 
as recombinant molecules. The technology of 
making and manipulating such non-natural 
but extremely valuable molecules was called 
recombinant DNA technology. 

Such molecules were later made and in-
serted into bacteria by Herbert Boyer and 
Stanley Cohen, but the Nobel Committee 
for Chemistry reached back to the initiating 
biochemistry and recognized Paul for the dis-
covery. Recombinant DNA methods rapidly 
spread throughout biology, creating a revo-
lution in the way that questions were inves-
tigated. The techniques became the basis of 
the biotechnology industry. 

The 1980 Nobel Prize in Chemistry rec-
ognized two techniques that revolutionized 

biology—half of the prize was awarded to 
Frederick Sanger and Walter Gilbert for se-
quencing DNA and the other half to Paul 
for recombining DNA molecules. Achieved 
less than 30 years after the discovery of the 
double-helical structure of DNA by Watson 
and Crick, these breakthroughs raised some 
alarm. When Boyer and Cohen’s work was 
presented at a 1974 summer Gordon Research 
Conference, the conference attendees were 
so disturbed by the power and implications 
of the experiments that they wrote a letter, 
sent by the conference organizers to the US 
National Academy of Sciences (NAS), calling 
for the potential hazards of the technology to 
be considered. 

In response, Paul assembled a group of 
people he knew would be receptive to the 
concerns, including me, and the group be-
came a committee of the NAS. Led by Paul, 
we called for an international meeting—

because this technology was going to spread 
throughout the world—and asked that use of 
the technology be very limited until a frame-
work of concern could be put in place. 

The 1975 meeting in Monterey, California, 
established containment protocols under 
which experimentation could be initiated 
and included procedures for extending ex-
periments if no hazards were detected. In the 
end, the hazards were largely minimal, and 
experimentation became commonplace, but 
the thoughtful development of the field gave 
the public confidence that the scientific com-
munity was taking seriously the need to be 
systematic and careful about the widespread 
use of a powerful new technology. Paul’s deft 
leadership made him an international figure, 
the person to whom others turned when is-
sues of concern about technology arose. 

In addition to his role as a groundbreak-
ing researcher, Paul was a great citizen of 
Stanford University. He was a continual 
advocate of the role of basic science in the 
education of medical students. He personally 
trained students and postdoctoral fellows, 

who remained devoted to him. At 
Stanford, he founded and directed 
the Beckman Center for Molecular 
and Genetic Medicine, raising much 
of the money for its construction 
himself. He lived in a house on cam-
pus and participated with joy in the 
life of the university. 

A person of grace, elegance, and 
deep understanding, Paul was always 
available to students or the public. 
I spent many enjoyable hours with 
him engaged in conversation about 
science, art, society, and personal life 
over the years. He was devoted to his 
family and lost much of his zeal for 
life when Mildred Levy, his wife of 
nearly 75 years, died in 2021. 

Paul had a passion for collecting art, and 
great works covered the walls of his house. 
He was a denizen of the Berggruen Gallery in 
San Francisco and had met many of the art-
ists whose work he owned. Paul read widely, 
and we loved to share our discoveries in lit-
erature. He also loved to write. With molecu-
lar biologist Maxine Singer as his coauthor, 
he produced two notable books. One was a 
primer on genes and inheritance, and the 
other was an extensively researched biogra-
phy of George Beadle, a Nobel laureate whose 
research set the stage for the molecular era. 
Paul was deeply concerned about political af-
fairs and to his last days aware of the latest 
developments on the world stage.

With Paul’s death, science has lost one of 
its strongest, most humane, and most accom-
plished supporters. The world will be harder 
to understand without his wisdom. j

10.1126/science.adh2943
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Father of genetic engineering
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By Robert W. Howarth

J
ournalist Dan Egan’s approachable 
new book, The Devil’s Element: Phos-
phorus and a World Out of Balance, 
is an enjoyable, lively, and thought-
provoking read targeted to the general 
public. Yet even I, an expert on phos-

phorus and the environment, learned much 
that I had not previously known. 

Phosphorus fertilizer is critical to agricul-
ture: The modern agricultural system that 
supports our global population of 8 billion 
people simply would not exist without it. But 
just as phosphorus stimulates crop growth, 
it can also stimulate the growth of algae and 
cyanobacteria, particularly in freshwaters, 
and excess phosphorus can lead to excessive 
production of these microorganisms and a 
global decline in water quality.

Egan’s book has a strong historical per-
spective and is peppered with fascinating de-
tails. An early chapter presents the juxtaposi-
tion of the discovery in Hamburg, Germany, 
of phosphorus as an element in 1669 and the 
central role of phosphorus in the firebomb-
ing by Allied forces of Hamburg 274 years 
later in 1943. 

Other chapters explore the various 
sources from which phosphorus has been 
extracted for agricultural use, starting in an-
tiquity with manure; moving to bones, which 
had become a major source of the element 
by 1800; and later, bird excrement, or guano, 

CHEMISTRY 

Phosphorus in all its forms

which was mined on islands off of Peru in 
the mid-1800s. Once guano deposits became 
depleted, the global supply of phosphorus 
turned from “bones to stones,” writes Egan. 

Since the early 20th century, the world’s 
phosphorus has largely come from mining 
high-phosphorus rock formations. The book 
covers some of the horrors resulting from 
industrial-scale mining for phos-
phorus, including the destruction 
of Banaba Island in the central 
Pacific Ocean, which allowed for 
the development of agriculture 
in Australia and New Zealand, 
and the long, bloody, and ongo-
ing war between Morocco and 
the native Sahrawi people of the 
Western Sahara.

Beginning in the 1960s, the 
use of phosphorus in detergents 
led to rapid proliferation of algal 
blooms. Groundbreaking research 
by the late limnologist David Schindler and 
others clearly identified phosphorus as the 
culprit, leading relatively rapidly to bans on 
phosphorus in detergents and a remarkable 
improvement in water quality. However, in 
the decades since this success, phosphorus in 
lakes has again increased to destructive lev-
els. This time the cause is agriculture. Society 
has so far largely failed to address the prob-
lem of nutrient pollution from agriculture.

One aspect of Egan’s writing that makes 
his book so approachable is the large num-
ber of human-interest stories he includes. 
One such anecdote features a detailed de-
scription of beachcomber Gerd Simanski, 
who, in 2014, was badly burned by a quarter-

sized “rock” collected on the shores of the 
Baltic Sea. The rock turned out to be pure 
phosphorus left over from World War II. 
Protected for decades in oxygen-free mud, it 
proved to be very combustible once placed in 
Simanski’s pocket. He would spend most of 
the next 2 months recovering from the burns 
he sustained from the “very little rock.”

Stories of David Schindler’s scientific 
approach and achievements, as well as his 
early life, also enrich the book. Included 
is the famous story of how Schindler used 
a picture of his “whole-lake experiments” 
to show the public and policy-makers the 
pronounced effects phosphorus could 
have on freshwater ecosystems (1). Less 
well known—and previously unknown to 
me, although Schindler was a close friend 
and mentor—is Egan’s charming account 
of Schindler’s interview for a Rhodes 
Scholarship during his undergraduate stud-
ies. The review committee, we learn, began 
by focusing its questions on art history, baf-
fling Schindler until he recognized their er-
ror: His application had listed “limnology” 
as his field of study, which the committee 
interpreted as an interest in art, on the 
basis of the Latin root “limn.” (Limnology 
stems from a Greek root, not Latin, and re-
fers to the study of freshwaters.) 

The book concludes with two questions: 
Will world agriculture face a fu-
ture crisis as we run out of phos-
phorus to mine? And how can 
we better manage phosphorus 
to end the crisis of overfertilized 
waters? These are contentious 
issues—and ones that deserve 
discussion. Egan provides a 
strong introduction to possible 
answers and encourages the 
reader to engage in debate. 

In the few cases where Egan 
is proscriptive, I agree with his 
recommendations. We should end 

subsidies for making ethanol from corn, for 
example, which provides no environmental 
good and consumes 40% of the US corn har-
vest, with heavy downstream losses of both 
phosphorus and nitrogen. 

I highly recommend The Devil’s Element, 
which presents an easily digestible introduc-
tion to a major global issue. It would be a 
great book for a college seminar and should 
be read by all interested in better managing 
agriculture and our global environment. j
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Algae bloom on the Baltic Sea coast 
near Stockholm, Sweden, in 2020.

Limited availability and unwanted effects render the 
mineral’s future uncertain, despite its agricultural importance
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By José M. Muñoz

I
n her latest book, The Battle for Your 
Brain, neuroethicist and law professor 
Nita Farahany warns readers that neu-
rotechnology—technology designed to 
monitor or manipulate the human ner-
vous system—can “either empower or 

oppress us.” Farahany generously illustrates 
how such technologies, which range from 
monitoring tools such as functional 
magnetic resonance imaging and the 
electroencephalogram (EEG) to tech-
niques that can alter brain function, 
such as deep brain stimulation and 
transcranial magnetic stimulation, 
are affecting our lives. But The Battle 
for Your Brain is, above all, a call 
to expand human rights to include 
“cognitive liberty,” a right articu-
lated in 2004 by Wrye Sententia as 
our “autonomy over [our] own brain 
chemistry” (1). 

Farahany expands and develops 
this description by proposing that 
in order to ensure cognitive liberty, 
we must update three existing hu-
man rights, the first of which is the 
right to privacy. Our brain data, she 
maintains, are highly sensitive, be-
cause they may be used to decode 
and infer intimate traits related to 
an individual’s identity, emotions 
and feelings, intentions, memories, 
and even ideology. However, accord-
ing to Farahany, this does not make 
mental privacy (“our last bastion 
of freedom”) an absolute right. We 
must strike a balance, she argues, 
between individual and societal interests. 
The benefit of using an EEG device to 
monitor a trucker’s fatigue levels to pre-
vent traffic accidents, for example, might 
be worth the cost to the driver’s privacy. 

To establish responsible guidelines 
based on this balance, Farahany believes 
that a dialogue between academia, govern-
ments, corporations, and the public is es-
sential. Citizens must also be guaranteed 

access to their brain data, and a literacy 
around such data must be cultivated. 

The second right that Farahany main-
tains needs updating is the freedom of 
thought, which she argues is absolute—its 
violation being unjustified in any case. She 
emphasizes that this right, usually applied 
to the context of religious freedom, has a 
wide potential for expansion if we consider 
the capacity of neurotechnology to infer 

emotions and thoughts. At the same time, 
she cautions against adopting an exces-
sively broad concept of freedom of thought. 
Attempting to discover and understand 
what others think is an essential function 
that we regularly perform, she argues; there-
fore, banning every kind of “mind reading” 
could jeopardize human coexistence. 

Farahany proposes that we focus our ef-
forts instead on preventing government use 
of brain wave pattern authentication—the 
verification of one’s identity by comparing 
one’s brain activity patterns against refer-
ence profiles in a database—as a means of 
social control. We have the right, she also 
argues, not to have our thoughts surveilled 

and used against us in contexts such as po-
litical opposition and criminal proceedings.

The final right that Farahany believes 
intersects with cognitive liberty is self-
determination as it relates to our ability to 
access and alter our brain states. She argues 
that brain enhancements and diminish-
ments—used to improve cognitive capa-
bilities and to attenuate undesirable mental 
experiences, respectively—are “fundamen-

tal to human flourishing.” Farahany 
believes that self-determination, like 
privacy, is not an absolute right and 
that societal interests may justify re-
stricting individual brain enhance-
ment or diminishment in certain 
circumstances.

Self-determination is also relative 
with regard to mental manipulation; 
persuasion is, after all, part of soci-
ety. For this reason, as long as it is 
conducted ethically and without the 
intent to cause harm, Farahany is 
willing to concede that neuromarket-
ing—a type of marketing that incor-
porates consumer brain data—does 
not represent a violation of cognitive 
liberty. (She notes, however, that this 
is very different from the weaponiza-
tion of neuroscience and the use of 
psychological torture, which violate 
human dignity.)

Farahany ends her analysis by 
inviting readers to join the debate 
about the benefits and risks of 
various transhumanist proposals. 
These include postmortem brain 
cryopreservation, the expansion 
of human senses through brain–

computer interfaces, brain-to-brain com-
munication, brain-to-text messaging, and 
the use of brain implants to inactivate pain 
and suffering.

In The Battle for Your Brain, Farahany 
calls for “prudent vigilance and democratic 
deliberation” regarding the social reper-
cussions of neurotechnology. The book is 
valuable reading, not only for those inter-
ested in neuroscience but also for anyone 
genuinely concerned about the challenges 
humanity will face in the near future. j
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the strategy into its conservation targets at 
the next conference.
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Sedimentation sifted out 
of pollution priorities  
The Kunming-Montreal Global Biodiversity 
Framework (GBF) includes four goals and 
23 targets to halt biodiversity loss and 
restore natural ecosystems by 2030 (1). The 
list includes goals to reduce pollution from 
sources such as plastics and nutrients (Target 
7) but overlooks sediment—a key driver of 
poor water quality that threatens freshwater 
and marine ecosystems. To conserve aquatic 
environments, the global community must 
prioritize explicit indicators and commit-
ments to reduce excess sediment.

Excess sediment is caused by land-use 
change and unsustainable development 
including logging, agriculture, and construc-
tion. When sediment enters rivers, lakes, and 

coastal waters, it can smother nonmobile 
organisms, such as plants and corals. It can 
also reduce the light availability and water 
quality necessary for many species to grow, 
feed, and reproduce. As a result, sediment 
can impede ecosystem health and func-
tion (2–4) and reduce resilience to climate 
change (2, 5). In the hydrologic south, land 
use change led to a 41% increase in sediment 
run off between 1984 and 2021 (6). Globally, 
more than 40% of coral reefs are at risk from 
sediment export (7).

Governments and industry should work 
together with scientists to monitor and 
mitigate anthropogenic sediment impacts 
on freshwater and marine systems. Water 
quality (e.g., turbidity) and erosion metrics 
are relatively easy to measure through tra-
ditional and remote sensing methods and 
can be used to identify sedimentation (8). 
In addition to systematic land restoration 
and protection to combat land conversion, 
mitigating the negative effects of sediment 
requires erosion and sediment control, 
including maximizing covered ground; 
management of overland water flow; and 
sediment trapping, particularly in areas 
with high erosion risk like steep slopes. 

In Australia, governments have com-
mitted to sediment reduction regulations 
in catchments near the Great Barrier Reef 
(9). Programs such as the UN Educational, 
Scientific, and Cultural Organization 
International Sediment Initiative  (10) 
have also documented effective strate-
gies. Similar policies should be incor-
porated into global pollution reduction 
commitments. 

Managing sediment pollution would 
help to achieve global goals by facilitat-
ing habitat and species conservation (GBF 
Targets 1 to 4), sustainable food production 
[UN Sustainable Development Goal (SDG) 
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Edited by Jennifer Sills

Mitigate diseases to 
protect biodiversity 
Action is needed to mitigate global biodi-
versity loss, as affirmed by the Convention 
on Biological Diversity. At the UN 
Biodiversity Conference held in December 
2022 in Montreal (COP15), almost 200 
nations agreed to reverse ecosystem and 
species loss by 2030 (1). During the negoti-
ations, the risks of emerging infectious dis-
eases were discussed in relation to humans 
and livestock. However, the increasing 
threat such diseases pose to biodiversity 
was overlooked. 

As a result of anthropogenic activities, 
emerging infectious diseases spread rap-
idly, infecting naïve hosts that often lack 
effective response mechanisms, which can 
induce declines and extinctions (2). For 
example, Ranaviruses have caused mass 
mortalities in amphibians, reptiles, and 
fish all over the world (3). Fungal infec-
tions, such as white-nose syndrome in 
North American bats (4) or the recently 
discovered salamander plague in Europe 
(5), have led to substantial declines in 
their respective host populations, posing 
challenges to conservation efforts. These 
and other wildlife diseases are spread 
through human activities, such as travel 
and animal trade (2, 3, 6, 7). New emerg-
ing infectious diseases are being discov-
ered with increasing frequency (2, 5).

Once established, it is almost impossible 
to mitigate emerging infectious diseases. 
A multilateral One Health strategy can 
help to eradicate them before they spread. 
This approach requires monitoring, early 
warning systems (including citizen sci-
ence–based reporting), and rapid response 
programs across borders. Swift information 
transfer is crucial. Because national claims 
on genetic resources, stipulated by the 
Nagoya Protocol (8), could lead to a delay, 
exceptions should be made in the case of 
emerging infectious diseases. 

Acknowledging the impact of emerging 
infectious diseases on wildlife in multina-
tional agreements will foster global efforts 
to develop and execute mitigation strategies 
and protocols. COP15 neglected to seize this 
opportunity. To prevent biodiversity loss 
and to combat emerging infectious diseases, 
the Convention on Biological Diversity 
should work to implement the One Health 
approach immediately as well as incorporate 

A biologist checks a little brown 
bat for white-nose syndrome, 
a disease that threatens North 
American biodiversity.
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2], cleaner water (SDG 6), more responsible 
urbanization (SDGs 3 and 11), and better 
natural resource management (GBF Target 
10 and SDGs 12, 14, and 15). Sediment-
related policies could also increase ecosys-
tem climate resilience (GBF Target 8, SDG 
13, and the Paris Agreement) (1, 11, 12).  

Caitlin D. Kuempel
Australian Rivers Institute, Griffith University, 
Nathan, QLD 4111, Australia. 
Email: c.kuempel@griffith.edu.au 
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Outdated cap on NIH 
research grant budgets
In the News story “Research gets a boost 
in final 2023 spending agreement” (23 
December 2022, p. 1263), Science News 
Staff describe the large increase in the US 
National Institutes of Health’s (NIH’s) bud-
get for the coming year. They do not men-
tion that, despite the increase, NIH has not 
raised the annual cap of $500,000 on R01-
equivalent budgets in more than 25 years 
(1). NIH should increase the cap to adjust to 
modern-day spending power and research 
cost requirements.

For consumers, it takes about $900,000 
today to have the same purchasing power 
as $500,000 in 1998 (2). For researchers, 
examination of the Biomedical Research 
Development Price Index (BRDPI) (3), the 
NIH’s weighted metric of inflation that 
is driven largely by personnel costs (4), 
reveals a similar picture. Historical BRDPI 
trends (3, 5) suggest that it took about 
$996,000 in 2021 to conduct research 
equivalent to that conducted for $500,000 
in 1998. By any measure, an R01 grant can-
not support nearly as much science today 
as it could 25 years ago. Looking ahead, the 
annual BRDPI is projected to be higher for 

2022 to 2027 than in recent years (3). 
Meanwhile, our institutions and NIH 

keep asking grantees to pay for more. At 
institutions, the rates of fringe benefits 
(which cover expenses such as retirement 
and health insurance) associated with grant-
covered salaries continue to rise [now about 
$0.64 for every $1 of covered faculty salary 
at the University of Buffalo (6)], and the 
emerging expectation that grants (rather 
than the institution) will cover ever-rising 
tuition costs makes it harder to include 
graduate students in grant proposals. At 
NIH, the 2023 NIH Data Management 
and Sharing Policy (7) rightly addresses 
the importance of sharing scientific data 
but adds the cost of doing so to already 
stretched budgets (8). To make matters 
worse, NIH Institutes routinely subject 
funded grants to across-the-board cuts 
[such as the 5% cut at the National Institute 
on Mental Health and the 17% cut at the 
National Cancer Institute (9)].

As inflation mounts and the average 
annual budget of R01s edges closer to the 
cap (10), scholars may be overly optimistic 
[e.g., (11)] in estimating their budgets in 
ways that are detrimental to the science. It is 
possible to request permission to exceed the 
cap, but approval is far from guaranteed and 
requires the grantee to have their budget 
and key proposal elements ready months 
earlier than the standard submission dead-
line. It is time for NIH to acknowledge the 
marked increase in the cost of running R01-
funded projects and set a higher cap.

Larry W. Hawk
Department of Psychology, University at Buffalo, 
Buffalo, NY, USA. Email: lhawk@buffalo.edu
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degradation, preventing cell 
death. This mechanism can 
be co-opted by cancer cells, 
which frequently up-regulate 
IAPs. Hunkeler et al., Dietz et 
al., and Ehrmann et al. present 
complementary structures of 
BIRC6 complexes that illustrate 
the molecular mechanisms by 
which this key protein mediates 
control of apoptosis (see the 
Perspective by Mace and Day). 
BIRC6 adopts a dimeric, horse-
shoe-shaped architecture with 
a central cavity that allows for 
binding to target proteases. The 
pro-apoptotic protein SMAC 
binds very tightly to the same 
interior site as the proteases 
through multiple interactions, 
essentially irreversibly blocking 

KIDNEY DISEASE

GM-CSF in 
glomerulonephritis
Glomerulonephritis is an 
immune-mediated kidney 
disease, but the contributions of 
individual immune cell types is 
not clear. Paust et al. character-
ized pathological immune cells 
in samples from human patients 
and mice with the disease. They 
found that CD4+ T cells produc-
ing granulocyte-macrophage 
colony-stimulating factor 
(GM-CSF) caused monocytes 
to promote disease by produc-
ing matrix metalloproteinase 12 
and disrupting the glomerular 
basement membrane. Targeting 
GM-CSF to inhibit this axis 

reduced disease severity in mice, 
suggesting this cytokine as a 
potential therapeutic target for 
patients with glomerulonephri-
tis. —CSM
Sci. Transl. Med. 15, eadd6137 (2023).

NANOMATERIALS

Editing tools for layered 
materials
Layered metal carbides and 
nitrides, broadly known as 
MXene materials, are largely 
derived by the etching of the 
A component from Mn+1AXn 
(MAX) ternary layered com-
pounds. Ding et al. developed a 
method to chemically alter the 
MAX phases through a series 

of topotactic transformations 
that enable gap opening and 
atom species interchange. This 
broadens the family of MAX 
materials to enable the inclusion 
of unconventional elements, 
and these in turn can be used to 
make additional MXene materi-
als. —MSL

Science, add5901, this issue p. 1130

STRUCTURAL BIOLOGY

Inhibiting inhibitors of 
apoptosis
The ubiquitin ligase BIRC6 is 
an inhibitor of apoptosis (IAP). 
Under normal conditions, it 
binds to apoptotic proteases 
and targets these proteins for 

Edited by 
Michael Funk
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STRUCTURE PREDICTION

Speedy structures from single sequences

M
achine learning methods for protein structure prediction 
have taken advantage of the evolutionary information 
present in multiple sequence alignments to derive accurate 
structural information, but predicting structure accurately 
from a single sequence is much more difficult. Lin et al. 

trained transformer protein language models with up to 15 billion 
parameters on experimental and high-quality predicted structures 

and found that information about atomic-level structure emerged in 
the model as it was scaled up. They created ESMFold, a sequence-
to-structure predictor that is nearly as accurate as alignment-based 
methods and considerably faster. The increased speed permitted 
the generation of a database, the ESM Metagenomic Atlas, contain-
ing more than 600 million metagenomic proteins. —MAF  
Science, ade2574, this issue p. 1123

Visualization of metagenomic structural space with predictions arranged by similarity and colored by relation to characterized proteins
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the ability of BIRC6 to bind 
substrates. The structures and 
supporting biochemical work in 
these three studies provide rich 
insights into the functioning of 
this crucial gatekeeper of apop-
tosis and autophagy. —MAF

Science, ade5750, ade8840, 

ade8873, this issue 

pp. 1105, 1112, 1117;

see also adg9605, p. 1093

HEALTH AND MEDICINE

It’s all in the tears
All cells shed extracellular 
vesicles (EVs), which serve as 
intercellular communicators 
by circulating in body fluids 
and delivering their contents 
to different cell targets. Their 
makeup reflects the cellular 
state of their parent cells, 
thus rendering them essential 
diagnostic and therapeutic 
materials. Tears are secreted 
by the lacrimal glands, which 
contain enriched biomolecules 
filtrated from the circulating 
blood. Thus, tear EVs carry 
information from all body 
organs, rendering them a rich 
source for disease diagnosis. 
Using detailed proteomic 
analysis, Hu et al. identified 
EV proteins deriving from 37 
tissues and 79 cell types. The 
study constitutes an important 
resource for leveraging infor-
mation richness in tears. —ETP

Sci. Adv. 10.1126/

sciadv.adg1137(2023).

ORGANIC CHEMISTRY

Powerful approach to 
C–C bond formation
The aldol reaction is a pow-
erful approach to forging 
carbon–carbon (C–C) bonds in 
both biological and laboratory 
organic synthesis. Rahman et 
al. report a catalytic decarbox-
ylative aldol reaction in which 
small changes in the chiral 
ligand enable selective access 
to each possible isomer (four 
are possible) with a broad range 
of substrates. The demonstra-
tion of a large-scale reaction 
generating only carbon dioxide 
as the by-product highlights the 
practicality of the method. The 

Edited by Caroline Ash 
and Jesse Smith

IN OTHER JOURNALS
resulting products were read-
ily transformed to a range of 
valuable chiral building blocks. 
—MRG

Sci. Adv. 10.1126/

sciadv.adg8776 (2023).

EVOLUTION

Warning signs
Using bright coloration to warn 
predators off of toxic prey, 
or aposematism, presents a 
conundrum in evolution. How 
do brightly colored organ-
isms survive long enough to 
warn predators when they are 
easier to predate than their 
cryptic peers? Loeffler-Henry 
et al. used a large phylogeny 
of amphibians with known 
warning coloration to assess 
how such displays evolve. After 
comparing a series of models, 
they determined that apose-
matism likely appears through 
intermediate steps in which col-
oration is only visible when an 
organism is fleeing or intention-
ally displaying a hidden feature. 
This work demonstrates how 
the cost of such a trait may be 
circumvented through interme-
diary phenotypes. —CNS

Science, ade5156, this issue p. 1136

CELL BIOLOGY

Going through a phase
The gut microbiota is critical for 
human health. Understanding 
how beneficial bacteria colo-
nize the gut enables medical 
interventions that promote 
gut health. Krypotou et al. 
discovered a mechanism that 
enhances the fitness of a com-
mensal bacterium in the gut. 
Bacteroides thetaiotaomicron 
responded to nutrient limita-
tion and the mammalian gut 
environment by sequestering 
a transcription factor within a 
membraneless compartment. 
This molecular condensation 
increased transcription factor 
activity and modified the tran-
scription of hundreds of genes, 
including several promoting 
gut fitness. Thus, commensal 
bacteria can exploit protein 
condensation to colonize mam-
malian hosts. —SMH

Science, abn7229, this issue p. 1149

SOCIAL DISPARITY

Intelligence, wealth, and power

S
hould we infer unusually high intelligence in people with 
extremely high incomes? The highest earners make choices 
that are consequential because they occupy prestigious posi-
tions that wield immense power. Some may argue that the 
highest earners deserve their power and influence because of 

extraordinary intellect and merit, but this is debatable. Keuschnigg 
et al. examined cognitive ability from intellectual tests that the 
Swedish military required all men to take from the ages of 18 to 19. 
The authors then looked for a correlation between these tests and 
annual wages during the men’s life spans from data reported to tax 
authorities. They found that although wages were generally higher 
for people with higher cognitive ability, this pattern plateaued for 
wages above 60,000 Euros annually. Because the highest earners 
were not necessarily the most intellectually gifted, other factors may 
have propelled them to powerful jobs. —EEU

Eur. Sociol. Rev.  10.1093/esr/jcac076 (2023).
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CELL BIOLOGY

Losing lysosomes by 
lysophagy
Selective autophagy is a 
process by which autophago-
somes form in the cytoplasm to 
sequester and degrade cellular 
cargo. The ubiquitination of 
lysosomal proteins drives the 
selective engulfment of dam-
aged lysosomes in a process 
known as lysophagy. Several 
adapters have been identified 
on the surface of damaged 
endolysosomes, including p62/
SQSTM1. Working in HeLa cells 
and neurons, Gallagher and 
Holzbaur found that p62 func-
tions as an essential lysophagy 
adapter. Loss of p62 or its ability 
to self-associate prevented its 
recruitment to damaged lyso-
somes and impaired engulfment 
by autophagosomes. Also, p62 
facilitated the recruitment of the 
small heat shock protein HSP27, 
which maintained a liquid-like 
state of p62 oligomers, thereby 

promoting lysophagy. Thus, p62 
facilitates lysophagy through 
condensate formation that is 
regulated by HSP27, forming a 
platform for autophagosome 
biogenesis. —SMH

Cell Rep. 42, 112037 (2023).

GENETICS

Not-so-inactive X
Among humans and other 
eutherian mammals, individuals 
with two or more X chromo-
somes have one fully active X 
chromosome and any others 
are transcriptionally repressed 
and considered to be inactive. 
However, some genes on the 
inactive chromosome continue 
to be expressed, and San Roman 
et al. report that the inactive 
chromosome also has a direct 
impact on the active one. By 
collecting samples from patients 
with varying numbers of X and 
Y chromosomes and analyzing 
their gene expression patterns, 
the authors uncovered distinct 

effects of extra copies of the X, 
but not the Y chromosome. These 
effects were gene specific, which 
may help to explain some of the 
symptoms associated with X 
chromosome aneuploidies. —YN

Cell Genom. 3, 100259 (2023).

 BIOCHEMISTRY

Restoring NAD+ 
biosynthesis
Nicotinamide adenine dinucleo-
tide (NAD+) is an essential redox 
cofactor for metabolism, but 
it also serves as a cofactor for 
deacylation and ADP-ribosylation 
reactions. Declining NAD+ levels 
are observed during aging, and 
there is a hope that restoring 
NAD+ might be beneficial to 
health. Ratia et al. identified 
allosteric modulators of an 
enzyme that helps to salvage 
nicotinamide and determined 
crystal structures that reveal 
binding in an internal cleft near 
the active site. These molecules 
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stabilized a phosphorylated form 
of the enzyme and reduced feed-
back inhibition, both functions 
that may help to increase the 
enzyme’s activity. In vitro assays 
in cells showed an increase in 
NAD+ levels for one of the com-
pounds, a promising result for 
this approach. —MAF

Biochemistry 62, 923 (2023).

INORGANIC CHEMISTRY

Electric phosphorus
Numerous commercial chemi-
cals require the use of elemental 
phosphorus as a feedstock. 
Current methods for the reduc-
tion of naturally occurring 
phosphates require intensive 
heating to 1500°C in combina-
tion with silica and coke. Melville 
et al. explored the viability of 
an electrochemical reduction 
operating at just 800°C in a 
molten sodium trimetaphosphate 
melt. By calibrating a reference 
electrode to the sodium oxidation 
potential, the authors were able 
to measure overpotentials and 
ascertain the critical role of phos-
phoryl anhydrides in promoting 
phosphorus–oxygen bond cleav-
age. —JSY

ACS Cent. Sci. 10.1021/

acscentsci.2c01336 (2023).

SUPERCONDUCTIVITY

Both singlet and triplet
Spin-triplet superconductors 
have exotic properties that make 
them attractive candidate materi-
als for topological quantum 
computing. However, they are 
extremely hard to find, with only 
a handful of compounds having 
been identified so far. Recently, 
the material UTe2 was found to 
have properties consistent with 
spin-triplet superconductivity. 
Rosuel et al. performed com-
prehensive high-magnetic-field 
thermodynamic measurements 
in UTe2. Applying a field along a 
particular crystallographic axis 
resulted in an unusual transition 
between two different supercon-
ducting phases. The researchers 
speculate that the high-field 
phase is a spin-singlet and the 
low-field phase a spin-triplet 
superconductor. —JS

Phys. Rev X  13, 011022 (2023). P
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BEHAVIOR

Timing workouts for maximum benefit

R
egular physical activity has been shown to improve health and reduce the risk of cardio-
vascular disease and cancer. However, time of day is known to influence many metabolic 
parameters, so when should one exercise to optimize the benefits? Feng et al. investigated 
whether a morning or an afternoon workout has a greater health-promoting effect. Using 
UK Biobank data from almost 100,000 individuals, the authors showed that, as expected, 

physical activity was associated with reduced mortality at all ages. Mid-afternoon or mixed-time 
exercise, rather than morning or evening only, was associated with the lowest cardiovascular 
disease and all-cause mortality, particularly in aged and less fit individuals. Therefore, as with eat-
ing, there appears to be an optimal time for exercise.   —MMa   Nat. Commun. 14, 930 (2023).

RESEARCH   |   IN OTHER JOURNALS
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CANCER

Increasing early-onset 
colorectal cancer
Colorectal cancer (CRC) is a 
common cancer type in older 
people, but it is increasingly 
being found in people below the 
age of 50 years, especially in 
people younger than 30 years. 
The clinical characteristics of 
early-onset CRC differ from 
those of the late-onset dis-
ease, suggesting that there is a 
distinct pathophysiology. In a 
Perspective, Giannakis and Ng 
discuss the differences between 
early- and late-onset CRC and 
highlight what could be driving 
these differences and increased 
incidence, which are particularly 
evident in high-income countries 
with Western diets. The authors 
emphasize the need for active 
investigation of early-onset CRC 
tumorigenesis and for prospec-
tive studies to identify the causal 
factors that could also reveal 
new biomarkers to improve early 
detection. —GKA

Science, ade7114, this issue p. 1088

OPTICAL SENSING

Enhancing optical sensing 
and imaging
Optical sensing and imaging can 
be considered as an encod-
ing/decoding process in which 
the encoder is the hardware 
or device that takes the light 
signal or some property thereof 
(e.g., intensity, polarization, 
or spectral composition) and 
transduces that signal into 
usable information. The decoder 
is the software that then takes 
the information and converts 
it into something useful for 
the user. Yuan et al. provide a 
review of optical sensing and 
imaging methods that reflect 
the hardware trend toward 
miniaturization, reconfigurabil-
ity, and multifunctional ability. 
Simultaneously, the develop-
ment of machine learning 
algorithms has greatly enhanced 
image-processing performance. 

The development of both areas 
in concert with an information 
theory perspective provides 
a powerful platform spanning 
many sensing applications. 
—ISO

Science, ade1220, this issue p. 1103

IMMUNOLOGY

Nabbing a neoantigen
Autoimmunity can be caused 
by neoantigens that break 
immune tolerance. Zhai et al. 
profiled protein posttransla-
tional modifications in patients 
with ankylosing spondylitis, an 
autoimmune disease (see the 
Perspective by Santambrogio). 
They found that that a cysteine 
residue of integrin aIIb was 
carboxyethylated in a process 
that required the gut microbe 
metabolite 3-hydroxypropi-
onic acid (3-HPA) and resulted 
in pathogenic neoantigens. 
Treatment of HLA-DR4 mice with 
either the modified protein or 
3-HPA resulted in autoantibody 
production and autoimmune 
pathology. —STS

Science, abg2482, this issue p. 1104

NEURODEGENERATION

Rescue from TDP-43 
proteinopathies
Loss of the RNA-binding protein 
TDP-43 from the nuclei of 
affected neurons is a hallmark of 
neurodegeneration in TDP-43
 proteinopathies, including 
amyotrophic lateral sclerosis and 
frontotemporal dementia. The 
RNA most affected by reduced 
TDP-43, STMN2, encodes stath-
min-2, a protein required for 
axonal regeneration after injury. 
Baughn et al. found that TDP-43 
sterically blocks recognition of 
a cryptic splice site in STMN2 
pre-mRNA (see the Perspective 
by O’Brien and Mizielinska). 
The CRISPR effector dCasRx or 
antisense oligonucleotides could 
block STMN2 pre-mRNA cryptic 
splicing. This approach was able 
to rescue stathmin-2 levels in 
TDP-43–deficient human motor 

neurons and mouse genes 
edited to contain human STMN2 
cryptic splice/polyadenylation 
sequences. —SMH

Science, abq5622, this issue p. 1140;

see also adg8501, p. 1090

CANCER IMMUNOLOGY

SUMO switches off 
immunosurveillance
As an extracellular cytokine, 
interleukin-33 (IL-33) is 
associated with hepatocel-
lular carcinoma progression. 
However, Wang et al. found that 
as a nuclear factor, IL-33 was 
tumor suppressive, a function 
that was blocked in hepatocellu-
lar carcinoma cells. Intracellular 
IL-33 was SUMOylated in cell 
lines and tissues from hepatocel-
lular carcinoma patients. This 
posttranslational modification 
prevented the activation of cyto-
toxic T cells and macrophages in 
vivo. Thus, antitumor immunity 
in hepatocellular carcinomas is 
partially impaired by the loss of 
the nuclear factor function of 
IL-33. —LKF

Sci. Signal. 16, eabq3362 (2023).

CANCER IMMUNOLOGY

Overcoming a barrier in 
prostate cancer
 Prostate cancer is minimally 
responsive to most immuno-
therapy approaches because 
of the poor tumor infiltration of 
lymphocytes. Using mouse mod-
els of prostate cancer, Zhu et al. 
found that cancer cell expression 
of the chromatin effector Pygo2 
promoted immunotherapy 
resistance by restraining tumor 
T cell infiltration and cytotoxic-
ity. Pygo2’s suppressive effects 
were mediated by promoting the 
expression of the receptor tyro-
sine kinase Kit and the activity of 
indoleamine 2,3-dioxygenase 1, 
which occurred independently of 
Wnt/b-catenin signaling. Genetic 
deletion or pharmacological 
inhibition of Pygo2 enhanced 
prostate tumor responses to a 

wide range of immunotherapies. 
Together, these results dem-
onstrate that Pygo2 regulates 
cancer cell–extrinsic immune 
features and represents a poten-
tial target for reducing prostate 
cancer resistance to immuno-
therapy. —CO

 Sci. Immunol. 8, eade4656 (2023).

Edited by Michael Funk
ALSO IN SCIENCE  JOURNALS

0317ISIO_16797645.indd   1100-B 3/14/23   2:17 PM

http://science.org


Where
Science
Gets
Social.

AAAS’Member Community is a one-stop destination for scientists

and STEM enthusiasts alike. It’s “Where Science Gets Social”:

a community where facts matter, ideas are big and there’s

always a reason to come hang out, share, discuss and explore.

AAAS.ORG/COMMUNITY

http://AAAS.ORG/COMMUNITY


REVIEW SUMMARY
◥

OPTICAL SENSING

Geometric deep optical sensing
Shaofan Yuan†, Chao Ma†, Ethan Fetaya, Thomas Mueller*, Doron Naveh*, Fan Zhang*, Fengnian Xia*

BACKGROUND: Optical sensing devices mea-

sure the rich physical properties of an incident

light beam, such as its power, polarization

state, spectrum, and intensity distribution.Most

conventional sensors, such as power meters,

polarimeters, spectrometers, and cameras, are

monofunctional and bulky. For example, clas-

sical Fourier-transform infrared spectrometers

and polarimeters, which characterize the opti-

cal spectrum in the infrared and the polariza-

tion state of light, respectively, can occupy a

considerable portion of an optical table. Over

the past decade, the development of integrated

sensing solutions by usingminiaturized devices

together with advancedmachine-learning algo-

rithms has accelerated rapidly, and optical

sensing research has evolved into a highly

interdisciplinary field that encompasses de-

vices and materials engineering, condensed

matter physics, and machine learning. To

this end, future optical sensing technologies

will benefit from innovations in device archi-

tecture, discoveries of new quantummaterials,

demonstrations of previously uncharacterized

optical and optoelectronic phenomena, and

rapid advances in the development of tailored

machine-learning algorithms.

ADVANCES: Recently, a number of sensing and

imaging demonstrations have emerged that

differ substantially from conventional sensing

schemes in the way that optical information is

detected. A typical example is computational

spectroscopy. In this new paradigm, a compact

spectrometer first collectively captures the com-

prehensive spectral information of an incident

light beam using multiple elements or a single

element under different operational states and

generates a high-dimensional photoresponse

vector. An advanced algorithm then interprets

the vector to achieve reconstruction of the spec-

trum. This scheme shifts the physical complex-

ity of conventional grating- or interference-based

spectrometers to computation. Moreover, many

of the recent developments go well beyond

optical spectroscopy, and we discuss them

within a common framework, dubbed “geo-

metric deep optical sensing.” The term “geo-

metric” is intended to emphasize that in this

sensing scheme, the physical properties of an

unknown light beam and the corresponding

photoresponses can be regarded as points in

two respective high-dimensional vector spaces

and that the sensing process can be consid-

ered to be a mapping from one vector space

to the other. The mapping can be linear, non-

linear, or highly entangled; for the latter two

cases, deep artificial neural networks repre-

sent a natural choice for the encoding and/or

decodingprocesses, fromwhich the term “deep”

is derived. In addition to this classical geometric

view, the quantum geometry of Bloch electrons

in Hilbert space, such as Berry curvature and

quantum metrics, is essential for the determi-

nation of the polarization-dependent photo-

responses in someoptical sensors. In thisReview,

we first present a general perspective of this

sensing scheme from the viewpoint of infor-

mation theory, in which the photoresponse

measurement and the extraction of light prop-

erties are deemed as information-encoding

and -decoding processes, respectively.We then

discuss demonstrations in which a reconfig-

urable sensor (or an array thereof), enabled by

device reconfigurability and the implementa-

tion of neural networks, can detect the power,

polarization state, wavelength, and spatial fea-

tures of an incident light beam.

OUTLOOK: As increasingly more computing re-

sources become available, optical sensing is

becoming more computational, with device

reconfigurability playing a key role. On the

one hand, advanced algorithms, including deep

neural networks, will enable effective decod-

ing of high-dimensional photoresponse vec-

tors, which reduces the physical complexity

of sensors. Therefore, it will be important to

integrate memory cells near or within sensors

to enable efficient processing and interpre-

tation of a large amount of photoresponse

data. On the other hand, analog computation

based on neural networks can be performed

with an array of reconfigurable devices, which

enables direct multiplexing of sensing and

computing functions. We anticipate that these

two directions will become the engineering

frontier of future deep sensing research. On

the scientific frontier, exploring quantum

geometric and topological properties of new

quantum materials in both linear and non-

linear light-matter interactions will enrich

the information-encoding pathways for deep

optical sensing. In addition, deep sensing

schemes will continue to benefit from the

latest developments in machine learning.

Future highly compact, multifunctional,

reconfigurable, and intelligent sensors and

imagers will find applications in medical im-

aging, environmental monitoring, infrared

astronomy, and many other areas of our daily

lives, especially in the mobile domain and the

internet of things.▪

RESEARCH
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Schematic of deep optical sensing. The n-dimensional unknown information (w) is encoded into an

m-dimensional photoresponse vector (x) by a reconfigurable sensor (or an array thereof), from which w'

is reconstructed by a trained neural network (n′ = n and w' ≈ w). Alternatively, x may be directly deciphered

to capture certain properties of w. Here, w, x, and w' can be regarded as points in their respective high-

dimensional vector spaces Rn, Rm, and Rn′.
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Geometric deep optical sensing
Shaofan Yuan1†, Chao Ma1†, Ethan Fetaya2, Thomas Mueller3*, Doron Naveh2*,

Fan Zhang4,5*, Fengnian Xia1*

Geometry, an ancient yet vibrant branch of mathematics, has important and far-reaching impacts

on various disciplines such as art, science, and engineering. Here, we introduce an emerging concept

dubbed “geometric deep optical sensing” that is based on a number of recent demonstrations

in advanced optical sensing and imaging, in which a reconfigurable sensor (or an array thereof)

can directly decipher the rich information of an unknown incident light beam, including its intensity,

spectrum, polarization, spatial features, and possibly angular momentum. We present the

physical, mathematical, and engineering foundations of this concept, with particular emphases

on the roles of classical and quantum geometry and deep neural networks. Furthermore, we discuss

the new opportunities that this emerging scheme can enable and the challenges associated with

future developments.

L
ight sensors are ubiquitous and essen-

tial in many aspects of our lives. In hu-

mans, it is believed that more than 80%

of the total information captured by the

five senses is perceived by the eyes (1)—

light sensors in the visible spectral range—as

a result of evolution and natural selection over

millions of years. There are also many differ-

ent types of human-made light sensors, and

such a sensor is usually built to probe a speci-

fic physical property of light. For example, an

imager generates a two-dimensional (2D)map

of light intensity, a spectrometer determines

the spectral composition of light, and a polar-

imetermeasures the polarization state of light.

Many conventional light sensors are bulky, ex-

pensive, and monofunctional. In the past

decade, as sensing tasks have become more

demanding and as more computational re-

sources have become available, two trends

have emerged in optical sensing. First, it has

become critical to build miniaturized, inex-

pensive sensors that can be integrated on-chip

to enable pervasive applications, especially in

mobile domains such as mobile phones, smart

watches, autonomous vehicles, robots, and

drones. This trend is evidenced by the dem-

onstrations of ultracompact spectrometers in

various spectral ranges (2, 3) that use mini-

aturized dispersive optical components (4–8),

on-chip interferometers (9–12), arrays of sen-

sors with different spectral responses (13–24),

or spectrally reconfigurable sensors (25–28).

Moreover, on-chip polarization detectors

(29–31) and compact spectral imagers (32–34)

have also been extensively investigated. Sec-

ond, algorithms are playing increasingly im-

portant roles in sensing, and many recent

developments have leveragedmachine-learning

algorithms such as regression techniques and

neural networks in sensor design and opera-

tion (2, 3, 35, 36).

Here, in addition to covering some mini-

aturized spectral sensors, we review several

innovative optical sensing schemes in which

the functions of a miniaturized sensor go

beyond those of traditional concepts (37–47).

The recent progress in this field has been en-

abled by innovations in device physics and

the implementation of advanced machine-

learning algorithms. We approach these

schemes within a common framework that

we call “geometric deep optical sensing” [not

to be confused with “geometric deep learn-

ing,” a field that seeks to understand neural

networks in non-Euclidean domains (48)].

The term “geometric” is intended to emphasize

that the physical properties of the unknown

light and the corresponding photoresponse

can be regarded as points in two respective

high-dimensional vector spaces and that the

sensing process can be regarded as a map-

ping from one vector space to the other. The

mapping can be linear, nonlinear, or highly

entangled; for the latter two cases, deep arti-

ficial neural networks represent a natural

choice for the encoding and/or decoding

processes (49), from which the term “deep” is

derived. In addition to the geometric per-

spective discussed above, the quantum geom-

etry of Bloch electrons in Hilbert space, such

as Berry curvature and quantum metrics,

plays an important role in generating the

polarization-dependent photoresponse vectors

in some of the demonstrations (47, 50–60).

An information theory view

In general, from an information theory (61)

perspective, an (optical) sensing process can

be understood as follows (Fig. 1A): A sensor

acts as an encoder that converts unknown,

high-dimensional physical quantities into sen-

sor outputs; a channel corresponding to a

noisy measurement process reads the sensor

outputs; and a decoder deciphers the en-

coded high-dimensional information. Here,

the high-dimensional physical quantities can

be characterized by a vector w, which repre-

sents the intrinsic physical properties of a light

beam, such as power, spectrum, polarization

state, spatial or temporal properties, or the

combination of several of these. The vector

w can be treated as a point in a vector space

of dimension n (w ∈ R
n
) (Fig. 1B). In tradi-

tional sensing schemes, direct determination

of such a vector requires a series of measure-

ments that use different types of optical com-

ponents such as beam splitters, waveplates,

filters, dispersive gratings, and power meters,

followed by data processing steps. In the

sensing scheme introduced here,w is first en-

coded into a response vector x by a single sen-

sor or an array thereof, which is engineered to

capture spatial, spectral, polarization, and/or

temporal information. Vector x can be treated

as a point in a vector space of dimension m

(x ∈ R
m
) (Fig. 1B). It may be interpreted di-

rectly to capture certain properties of w or

decoded into a vector w′ to reconstruct the

desired physical quantities of w.

In contrast to traditional sensing schemes,

in the geometric deep optical sensing scheme,

both the encoding and decoding processes can

be implicit. Moreover, different kinds of in-

formation can be encoded concurrently into

the sensor outputs. As a result, this sensing

scheme allows for the detection of multiple

physical properties of light and functionality

multiplexing. Depending on the dimension-

ality of the two vector spaces R
n
and R

m
, we

distinguish between three cases. The casem=

n is the most common and corresponds, for

example, to the case of computational spec-

trometers (13, 18, 20, 25). The casem < n cor-

responds to compressed sensing (62–65). By

using prior knowledge or proper assumptions,

high-dimensional information can be recon-

structed froma low-dimensional photoresponse.

Finally, the case m > n may have the advan-

tage of being more robust to noise because

of redundancy introduced in the information-

encoding process (61).

Information-encoding mechanisms

As shown in Fig. 1B, the encoder’s role is tomap

the physical information in R
n
to a photo-

response in R
m
. In the following sections, we
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discuss examples of how this can be accom-

plished for different properties of incident light.

Tuning device geometric features and quantum

geometry for polarization encoding

Geometry plays a critical role in light-matter

interactions. For example, optical devices with

different geometric features can exhibit dis-

tinct polarization-dependent responses to light.

Previously, polarization imaging has been

demonstrated by using a 2D grating matrix

(66) consisting of optical elements with dif-

ferent geometries (Fig. 2A), in which different

polarization components of an incident light

beamare separated spatially for the subsequent

polarization information–encoding process.

Other than the geometric features of the sen-

sor, the quantum geometry of Bloch electrons,

that is, Berry curvature andquantummetric, can

also be tuned for the encoding of polarization

information. Quantum geometry represents the

geometry of thequantumstates inHilbert space,

and it is critical for nonlinear photoresponses

such as the second-harmonic generationand the

bulk photovoltaic effect (BPVE). One notable

feature of the BPVE is its strong polarization

and wavelength dependencies. In the device re-

ported by Ma et al. (47), the active material is

twisted double-bilayer graphene (TDBG) sand-

wiched between two hexagonal boron nitride

(hBN) thin films. The graphene (top) and silicon

(bottom) gate electrodes are used to produce

two electric potentials throughhBN tomodulate

the quantum geometric properties of TDBG for

polarization encoding.

Under excitationwith linearly polarized light,

the BPVE (shift current) is determined by two

independent conductivity elements sxxx and

syyy that can be directly calculated by inte-

grating Sxxx(yyy), which is the contribution

from an electron-hole pair that participates

in the resonant optical transition (51–54). Here,

Sxxx(yyy) depends on the Fermi distribution

difference between the electron and hole Bloch

bands, the interband non-Abelian Berry con-

nections, and the excitation light frequency.

The integrand Sxxx in the moiré Brillouin zone

is shown in Fig. 2B for Fermi energy EF = 0 and

interlayer potential difference DV = 100 meV

under excitation with 7.7-mm light in TDBG

(47). Hotspots in Fig. 2B indicate the positions in

momentum space at which the quantum geo-

metric properties relevant to sxxx are pro-

nounced, which allows for the resonant optical

transition. Under circularly polarized light

excitation, the BPVE (injection current) is gov-

erned by the interband Berry curvature di-

poles or the Hermitian metrics (54).

Importantly, not only does the nonlinear

response depend on the polarization of the

light, but this dependence is also tunable. The

tunability originates from the fact that the two

gate voltages can independently control the

Fermi energy (or carrier density) and the out-

of-plane displacement field of the 2D material

in the device. The displacement field canmod-

ulate the band structure that specifically deter-

mines the quantum geometric properties of

Bloch states. The Fermi energy determines

the electron-hole pairs of Bloch states that are

available for the resonant optical transition.

Together, they determine the nonlinear con-

ductivity tensor and hence tune the BPVE.

As a result, the polarization information of

the incident light can be encoded into the non-

linear photoresponse map that is generated

under different pairs of biasing gate voltages

(47). Such an encoding process is implicit be-

cause of the complexity of the device, includ-

ing strain, disorder, inhomogeneity, and so on

(67). However, the decoding can still be suc-

cessfully performed by using a trained neural

network, as discussed below.

Engineering the spectral response for

optical spectroscopy

Optical elements with different geometric fea-

tures can also be directly integrated with com-

plementary metal-oxide semiconductor (CMOS)

sensors to encode the spectral information

(Fig. 2C) (19). In such a spectrometer, each

element captures certain spectral character-

istics by leveraging the rationally designed

geometric features. Indeed, this approach has

been extensively used for information en-

coding in spectral and polarization imaging

(17, 19, 68–70). However, despite the effec-

tiveness of such a geometric approach, the

physical layout of optical elements can hardly

be reconfigured after fabrication, which limits

their potential in advanced applications. For

example, to achieve high resolution in spec-

troscopy, a large number of elements with

different geometric features are required, yet

their scaling is limited by optical diffraction,

which results in a large overall device foot-

print. Moreover, because of the lack of recon-

figurability, it is difficult to fully leverage the

capacities of machine-learning algorithms for

deciphering nontrivial high-dimensional data.

In addition to using elements with differ-

ent geometric features, there are a number of

other approaches for encoding spectral infor-

mation for optical spectroscopy. A prime ex-

ample is the engineering of the bandgap of

semiconductors; bandgap determines the

photon energies at which transitions between

bands can occur. Consequently, the tuning of

the bandgap can enable the encoding of spec-

tral information into a photoresponse vector.

Miniaturized spectrometers have been dem-

onstrated based on bandgap tuning by varying

Yuan et al., Science 379, eade1220 (2023) 17 March 2023 2 of 9

A

B

Fig. 1. An information theory view of deep optical sensing. (A) An encoder (an optical sensor or sensor

array) converts the unknown n-dimensional physical information w ∈ R
n into electrical outputs, the

channel corresponds to a noisy measurement process that reads the m-dimensional output x ∈ R
m, and a

decoder reconstructs the information w′ ∈ R
n. (B) The vectors w and x can be regarded as points in

n- and m-dimensional vector spaces Rn and Rm, respectively. A mathematical tool, for example, a trained

neural network, maps x to w′ from R
m back to Rn. A high-performance sensor captures the unknown

information accurately such that the reconstructed w′ is close to w in Rn. w and w′ are represented by the

red hollow dots with solid and dotted edges, respectively, in Rn. x is represented by the blue hollow dot

in Rm. Alternatively, x can be evaluated directly to capture certain features of w.
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the chemical compositions of materials or the

electrical displacement fields (13, 20, 25). In one

case, different chemical compositions were in-

troduced within a single cadmium sulfide sele-

nide (CdSxSe1−x) nanowire to encode the spectral

information of the incident light (20). The top

panel of Fig. 2D shows the photoluminescence

spectra taken at different locations along such

a single nanowire, and the bottom panel illus-

trates a fabricated single-nanowire spectrom-

eter. The spectral information of the light is

encoded into the photoresponse vector that is

measured along the wire. Moreover, the chem-

ical composition and the dimension of quan-

tum dots can be tuned together to cover a

broad spectral range, as demonstrated in a

quantum dot spectrometer (13).

An electric field can tune the absorption

edge of a bulk semiconductor, which is well

known as the Franz-Keldysh effect (71). In semi-

conductor quantum wells, such absorption
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Fig. 2. Information encoding mechanisms. (A) Encoding the polarization

information of light using a grating matrix with different physical geometries.

[Adapted with permission from (66)] (B) Calculated distribution of the integrand

for computing shift current of TDBG in the moiré Brillouin zone. Its tunability

enables the encoding of the polarization, wavelength, and power information of

mid-infrared light using the moiré quantum geometry of TDBG. [Adapted by

permission from Springer Nature Customer Service Center GmbH, Springer

Nature (47), copyright (2022)] (C) Encoding the spectral information of light

using an array of photonic crystals (PCs) with different geometric features.

[Adapted by permission from Springer Nature Customer Service Center GmbH,

Springer Nature (19), copyright 2019)] (D) Bandgap tuning by varying the

chemical composition for encoding spectral information. The photoluminescence

(PL) spectra taken in different locations of a CdSxSe1−x nanowire with a graded

composition are shown at the top. The shift in peak wavelength indicates the

varying bandgap along the wire. A fabricated single-nanowire spectrometer is

shown at the bottom. [Adapted with permission from (20)] (E) Spectral

responsivity of a reconfigurable black phosphorus sensor under different biasing

displacement fields. [Adapted by permission from Springer Nature Customer

Service Center GmbH, Springer Nature (25), copyright (2021)] (F) Photodetector

array for encoding optical images with n pixels into m electrical outputs. Each

subpixel is reconfigurable by two split gates, which are biased with voltages

of opposite polarities. [Adapted by permission from Springer Nature Customer

Service Center GmbH, Springer Nature (37), copyright (2020)] (G) Photo-

responsivity distributions of a reconfigurable pixel array for simultaneous image

capture and processing (image stylization, edge enhancement, and contrast

reduction). [Adapted with permission from (39)]
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tuning is more pronounced and is referred to

as the “quantum confinement Stark effect”

(72–75). Recently, a single on-chip black phos-

phorus device has been shown to function as

a mid-infrared spectrometer within the 2- to

9-mmwavelength range (25). The bandgap of

~10-nm-thick black phosphorus was tuned

by an external electric field, by using the Stark

effect for the encoding of spectral information.

Figure 2E shows the spectral responsivity of a

reconfigurable black phosphorus sensor (25)

in which the cutoff wavelength has been

extended to around 9 mm under a biasing

displacement field of 0.8 V/nm. This dem-

onstration has inspired further demonstrations

of spectrometers based on single, reconfigur-

able photodetectors (26, 27). In these works,

the electric field does not appreciably tune the

bandgap but rather changes the spectral re-

sponse of the devices by adjusting the relative

band alignment (26) or ion migration proper-

ties (27). Finally, metasurfaces on graphene

exhibit strong tunability in the mid- and far-

infrared wavelength regimes (76, 77). Spec-

troscopy has also been demonstrated by

combining such reconfigurable metasurfaces

with discrete infrared photodetectors (78).

In this case, the encoding process is realized

by tuning the reflection spectra of the meta-

surfaces with an external electric field.

Encoding optical images with reconfigurable

detector arrays

In addition to spectral and polarization infor-

mation, the spatial variations of light intensity

(optical images) can also be encoded in the

photoresponse. To this end, an array of recon-

figurable photodetectors as an image sensor

and an artificial neural network have been used

for ultrafast machine vision (37). The image-

encoding process captures the spatial features

directly and reduces the transmission band-

width requirements. Figure 2F shows an il-

lustration of the device, which consists of n

photoactive pixels arranged in a 2D array,

with each pixel divided intom subpixels (37).

Each subpixel is composed of a WSe2 photo-

diode whose responsivity can be reconfigured

by two split gates. Enabled by the reconfigur-

ability on the subpixel level, the sensor can be

trained to encode optically projected images

into an m-dimensional output, as will be fur-

ther discussed in the section “Roles of neural

networks in optical sensing.”

The concept of capturing spatial features

directly in the light-detection process has been

used in several other works (38–46). For exam-

ple, Fig. 2G illustrates three configurations of

the responsivity matrix of a 3-pixel–by–3-pixel

sensor array for image stylization, edge detec-

tion, and contrast correction in (39). Also in this

case, different geometric features can be cap-

tured directly in the imaging process with dif-

ferent configurations of the device response,

thus eliminating the need for subsequent com-

putational image processing steps. In another

example (79), a large fraction of the sensor ele-

ments in an imaging device were physically com-

bined into several “superpixels” that extended

over the entire surface area of the chip. For a

given pattern recognition task, their optimal

shapes were determined by using a machine-

learning algorithm from training data. Clas-

sification of optically projected images on an

ultrafast time scale and with an enhanced

dynamic range was demonstrated.

General considerations for information encoding

We have shown that there are a number of

pathways to realize information encoding.

This naturally leads to the following ques-

tion: What are the essential requirements for

constructing a good encoder and a measure-

ment channel? To reconstruct the physical in-

formation in R
n
or to capture the features of

interest directly from them-dimensional photo-

response, degeneracy is not desirable. When

multiple points in R
n
are mapped to the same

point in R
m
, loss-less reconstruction is no

longer possible. Indeed, it is the degeneracy in

their photoresponse that hinders conventional

nonreconfigurable detectors from sensing

richer information of unknown light because

light beams with different combinations of

physical properties (i.e., power, spectrum, po-

larization, angular momentum, geometric fea-

tures, and so on) can yield the same output

signal. The reconfigurability can eliminate de-

generacy by increasing the dimensionality of

the response. By configuring the geometric fea-

tures, spectral response, and quantum geomet-

ric properties of the sensor, the tunability in its

optical response can map different points in

R
n
to distinct points inR

m
. Noise introduced

in the measurement process may, however,

increase the possibility of overlapping orig-

inally distinctive points in R
m
, which leads to

potential degeneracy. Therefore, a sufficiently

large signal-to-noise ratio is important in the

encoding process. This observation is analo-

gous to the channel capacity in coding theory,

where capacity increases as noise decreases.

Other than noise reduction, introducing re-

dundancy in the measurements (m > n) may

mitigate the degeneracy problem (61).

Decoding pathways

Although the photoresponse vector x itself

may contain valuable information about cer-

tain features of w, a decoder is generally

needed to decipher and reconstruct the orig-

inal physical information to complete the sens-

ing process. In this section, we discuss two

general classes of models that are used in op-

tical sensing tomap the sensor response inR
m

to the original physical information in R
n
(or

to capture some information of interest direct-

ly from x): analytical (Fig. 3A) and data-driven

(Fig. 3B). Analytical models require a compre-

hensive understanding of the encoder, whereas

data-driven models usually use neural net-

works with experimental photoresponse data.

In addition, other approaches exist that do not

belong to either of the above two models but

could represent alternative future pathways

for decoding optical information. For example,

randomly initialized neural networks without

training have been shown to be effective in

image generation and restoration (80, 81), and

an analytical algorithm followed by a convolu-

tional neural network has been used to solve

inverse problems (82).

For an exemplary illustration of an analytical

decoding process, let us consider the following

method, which is widely used in spectral sens-

ing. In the linear response regime under opti-

cal excitation with spectrum Pl, the response

of a photodetector can be written as IS ¼
∫RlPldl, where Rl is the spectral responsiv-

ity (13–15, 18, 20, 21). The light spectrum and

the spectral responsivity can be represented

in a vector spaceR
n
by two vectors pl and rl,

respectively. The photoresponse IS is then the

inner product of these two vectors, IS ¼ rTlpl.

[Similar equations hold for other linear optical

properties, for example, the spatial intensity

variation, IS ¼ rTxpx , where px represents a

flattened optical image and rx is a spatially

varying photoresponsivity (37, 79).]

Consider an optical sensor consisting ofm=

n states, Si, where i = 1, 2,…, n. These n states,

or measurements, may be realized by using n

different subelements in the sensor or by n

different operational modes of a single recon-

figurable sensor. In either case, they can be

represented as n inner products discussed

above or as amatrix-vector product with photo-

responsivity matrix R, iS = Rpl. Here, R is an

n-by-n matrix, and its element at ith row and

jth column,RSi;j , represents the discrete photo-

responsivity at wavelength lj in state Si; iS
denotes the discretized photoresponse vector

IS1; IS2 ;…I Snð ÞT ; and the spectrum is denoted

as pl ¼ Pl1;Pl2 ;…Plnð ÞT . If the response matrix

R is known, then the spectrum pl can be recon-

structed using the measured photoresponse

iS. However, direct reconstruction by calculat-

ing the inverse R−1
may lead to unsatisfactory

results becauseRmay be ill-conditioned and

iS may exhibit measurement noise or even

errors. In recent demonstrations, this problem

has beenmitigated using adaptive regression

methods with Tikhonov (83) or LASSO (least

absolute shrinkage and selection operator) reg-

ularizations (84) by minimizing a cost func-

tion, cost = ||Rpl − iS||
2
+ aw(pl). Here, a is a

parameter that controls the regularization

strength andw(pl) is a penalty function. These

regularization approaches allow us to alleviate

the negative effects of an ill-conditionedmatrix

R and measurement noise. In the general case,

n ≠ m, adaptive regression methods can still
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be applied to compute a solution that mini-

mizes the cost function.

Unlike analytical models, data-driven sens-

ing generally consists of two steps. First, the

model, usually a neural network, needs to be

trained. This may occur on-chip or off-chip,

in a supervised or an unsupervised or self-

supervised manner (37–42, 47). In the former

case, both a set of sensor inputs w and their

photoresponse vectors x (or directly deciphered

information, e.g., classification results) are pro-

vided. In the latter, an efficient representation

(encoding) is learned from a set of inputs w

alone, and the decoder attempts to reproduce at

its output the original information, w′ ≈ w.

After training, the neural network can then be

leveraged to decipher the unknown information

based on the measured photoresponse vector x.

Data-driven models have several distinctive

advantages that make them suitable for ad-

vanced sensing applications. First, data-driven

models can be used as decoders to exploit

existing experimental results, even when analy-

tical models are not accessible. As illustrated

in Fig. 3B, after the neural network is trained,

the response can be interpreted without in-

volving any specific mathematical relation.

Second, different types of physical information

can be deciphered simultaneously, as long as

the training process takes them into account.

Third, it is possible to realize functionality

multiplexing because the outputs of the data-

driven models are not limited to specific phys-

ical properties of light. For example, imaging

and classification functions can be combined

using trained neutral networks, which sub-

stantially reduces the complexity of the overall

system.

At the same time, data-driven models re-

quire the acquisition of sufficient training data,

which need to be correctly labeled in the case of

supervised learning. If their characteristics

do not change substantially during operation,

then the sensors only need to be trained or

calibrated once by the manufacturers with-

out the end users having to go through this

process. Data augmentation methods, such as

interpolation and data synthesis, can be used

to expand training datasets (85). In addition to

the initial training of the model, recalibration

during operation can also be applicable to sen-

sors in both analytical and data-driven mod-

els. Choosing reliable references is crucial for

deploying sensors in recalibration because

laboratory-level calibration may not be avail-

able. Good references should have specific and

stable features, andmeasuring themwill provide

enough information for recalibration. Examples

include checkerboard and US Air Force (USAF)

1951 targets for imaging as well as elemental

and molecular spectral lines for spectroscopy.

Recalibration should focus on parameters

directly related to drifting and degradation,

which require a comprehensive understanding

of the sensor’s physical properties.

Manufacturing and environmental variations

andmeasurement noise are further issues that

need to be considered. Sensors may be sen-

sitive to manufacturing variability and envi-

ronmental conditions, such as temperature,

humidity, and stray light. Advanced packaging

schemes can increase tolerance to these con-

ditions. The effects of these variations can be

compensated numerically, if well understood.

Measurement noise can beminimized by opti-

mizing encoding processes and taking into ac-

count the sensor’s physical properties and

sensing requirements. Designing application-

specific encoding strategies is critical to achieve

both efficiency and accuracy. For example,

focusing on operational states that are strong-

ly affected by targeted spectral features can

improve the performance of spectral sensing.

Regardless of the model used, the dimen-

sionality m of the photoresponse vector is de-

terminedby themeasurement parameter space.

The parameters used to characterize the photo-

response vector can be diverse. For example,

in tunable dual-gate sensors (25, 47), top (VTG)

and bottom (VBG) gate biases are typical pa-

rameters that together form a 2D parameter

space. Bias voltage in the photocurrent gener-

ation path, ambient temperature, load applied

to the sensor, and external magnetic field may

also be among the parameters for photocur-

rent measurements, depending on the sensing

application. A conceptual, 3D parameter space

is shown in Fig. 3C, as illustrated by axes P1,

P2, and P3. In practice, the parameter space

can be reduced by a set of constraints to a

manifold (green surface in Fig. 3C) on which

the photoresponse is measured. When analyt-

ical models are applied, the understanding on

the sensor is usually extensive. As a result, a

smaller parameter space can be used. For ex-

ample, in a previously demonstrated dual-gate

black phosphorus spectrometer, it is known

that at charge-neutrality, the photoresponse

is highest and the bandgap tuning is effective

(25). As a result, it is not necessary to perform

the photoresponse measurements across the

entire 2D parameter space of VTG and VBG, but

they can instead be performed in a 1D line

along which VTG and VBG collectively induce

no net doping. In a data-driven model, the

understanding of the sensor does not neces-

sarily need to be as comprehensive. In this case,

usually a larger parameter space is needed
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Fig. 3. Information decoding pathways. (A) Schematic of using an analytical approach to extract n-dimensional

information from an m-dimensional photoresponse vector if the encoding process (not shown for simplicity)

can be modeled explicitly. (B) Schematic of using a data-driven model in sensing. A reconfigurable device (or

an array thereof) is used as an encoder to generate an m-dimensional photoresponse vector, and a trained neural

network is used as a decoder to decipher the n-dimensional information (n′ = n). The sensor itself can also act

as (part of) a neural network. Moreover, desirable features of the n-dimensional information may be directly

extracted from the m-dimensional photoresponse. (C) Schematic of a manifold in a conceptual, 3D parameter

space. For analytical models, usually a smaller parameter space (blue surface) is required to capture the

information, whereas a larger parameter space (red surface) is required for data-driven models.
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to fully capture the information of unknown

light, as illustrated in (47), in which a 2D pa-

rameter space of VTG and VBG was used. The

larger (red) and smaller (blue) areas in Fig. 3C

schematically represent these two types of

parameter spaces, respectively.

Roles of neural networks in optical sensing

We now discuss potential roles of artificial

neural networks in the information encoding

and decoding in optical sensors. Autoencoders

are a specific class of neural networks that are

particularly promising for the sensing scheme

introduced here. Figure 4A shows a schematic

of the network (37). An autoencoder consists

of two parts: an encoder that compresses the

input data in a bottleneck layer with m < n

dimensions and a decoder that attempts to

reproduce the original data at its output. Fig-

ure 2F shows an illustration of a device real-

ization for image encoding (37). We emphasize,

however, that the concept is not limited to

imaging alone; it can also be applied to other

optical sensing tasks, such as spectral measure-

ments. The device consists ofn= 9 photoactive

pixels arranged in a 2D array, and each pixel is

divided into m = 3 subpixels. Each subpixel

consists of a WSe2 photodiode whose photo-

responsivity can be configured to adjust the

synaptic weights. By interconnecting the sub-

pixels, an integrated neural network can be

formed in which the encoder is the optical

sensor itself and the decoder is the external

computer programs. Figure 4B shows the oper-

ation of a device after a training process that

is based on backpropagation (37). The encoder

translates the projected images (letters “n,”

“v,” and “z”) into an output current vector,

which is converted by a nonlinearity into an

activation code and finally reconstructed into

the original image by the decoder. It is notice-

able in Fig. 4B that the activation codes are

binary. This is a consequence of the training

process, in which Gaussian noise was injected

to learn binary representations. Such a device

may be operated as a binary-hashing autoen-

coder, which eliminates the need for analog-to-

digital conversion before signal reconstruction.

To implement a deep autoencoder, additional

hidden layers can be added to both the encoder

and the decoder to deepen the network and

increase its complexity and performance. Al-

though this is straightforward on the (software)

decoder side, on the (hardware) encoder side,

it is more elaborate but could be achieved, for

example, by converting the output currents

to voltages that are then fed into a memristor

crossbar (86, 87). However, as demonstrated

in Fig. 4C, comparable performance can be

achieved by keeping a single layer for the en-

coder and only increasing the number of layers

of the decoder.

Other neural network architectures can also

be implemented using a similar device struc-

ture. A machine vision processor was devel-

oped to operate as a convolutional neural

network by integrating 1024 MoS2 photo–

field effect transistors in a crossbar struc-

ture, and a classification of digits from the

Modified National Institute of Standards and

Technology (MNIST) dataset was demonstrat-

ed (38). Figure 4D illustrates the working

principles of another classifier presented in

(39) by implementing a convolutional neural

networkwith a prototypical 3-pixel–by–3-pixel

sensor. Here, the photoresponsivity of each

pixel is reconfigurable, and the total photo-

current represents the convolution of the im-

age and the responsivitymatrix. Binary figures

representing the letters “n,” “j,” and “u” were

used during the training to obtain the respon-

sivity matrix of each letter. A testing classifica-

tion accuracy of 100% was achieved by using

the weighted average of the convolutional ker-

nel. In a third example (42), an array of black

phosphorus programmable phototransistors

that can be programmed with 5-bit precision

was used to implement an in-sensor convo-

lutional neural network.

In addition to the image recognition and

processing functions described above, it is also

possible to detect multiple physical properties
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Fig. 4. Machine vision using a reconfigurable sensor array. (A) Illustration of an autoencoder with a single

hidden layer. The bottom shows the encoding and decoding of a letter from the MNIST database. (B) Operation

of an autoencoder based on a reconfigurable 9-pixel WSe2 sensor array. The sensor array acts as an encoder

that translates images into current codes that can later be reconstructed into the original image by an external

decoder. [(A) and (B) are adapted by permission from Springer Nature Customer Service Center GmbH,

Springer Nature (37), copyright (2020)] (C) Illustration of an autoencoder with a deep decoder (left) and MNIST

image (n = 784) reconstruction (m = 12) using different types of autoencoders (right). (D) Convolutional neural

network realized by a reconfigurable 9-pixel retinomorphic vision sensor. [Adapted with permission from (39)]
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simultaneously using a reconfigurable sen-

sor. As discussed in the section “Information-

encodingmechanisms,” by using the BPVE, the

polarization state, wavelength, and power in-

formation can be encoded into a 2D photo-

response map (47), as shown in the leftmost

panel of Fig. 5. Although the mechanisms of

theBPVE arewell understoodwithin the frame-

work of quantum geometry, precise analytical

modeling of themeasured photoresponse is not

feasible because of the extrinsic complexities

of themoiré system, such as finite temperature,

unintentional strain, and twist-angle disorder

(67). Instead, a convolutional neural network

can be trained as the decoder by using a large

number of such 2D mappings from excitation

lights with known physical properties. The

trained convolutional neural network can then

be used to decipher the 2D mapping to reveal

the wavelength, power, and polarization state

of an unknown light (47), as illustrated in Fig. 5.

We expect deep neural networks to play an

increasingly important role as the sensing tasks

become more complex and demanding.

Discussion and outlook

Emerging opportunities in deep optical sensing

Asnoted above, a single TDBGsensor can simul-

taneously detect the wavelength, intensity,

and polarization state of unknown light in the

mid-infrared regime. Extending this capability

to other wavelength ranges and enabling the

detection of other physical properties, such as

angular momentum (88–91), will further em-

power this sensing scheme. Innovativematerials

will be needed to demonstrate deep optical

sensing beyond the mid-infrared. Moreover,

the tunable BPVE,which is central to the TDBG

reconfigurable sensor concept, is a second-

order optical effect (47). The regular photo-

voltaic and photoconductive responses can

also be reconfigurable (37–42). The use of re-

configurable linear and higher-order photo-

responses together may further enhance the

capabilities and improve the performance of

deep optical sensing.

Another future direction is to expand the

capability of functionality multiplexing. It has

been shown that an array of reconfigurable

photodetectors can realize image-encoding

and -classification functions based on artificial

neural networks (37). However, the device can

only handle simple images because it is lim-

ited by the low resolution of the array and the

low complexity of the neural network archi-

tecture. The construction of reconfigurable

sensor arrays with higher resolution andmore

layers will enable the use of deep neural net-

works in conjunction with enhanced imaging

capabilities for more challenging machine-

vision tasks. Simultaneous encoding of both

spectral and spatial information may lead to

a new generation of high-throughput hyper-

spectral imaging systems.

Identifying innovative sensing materials

and mechanisms

As sensors become ubiquitous, it is highly de-

sirable to continuously reduce their size to

enable on-chip integration. To achieve this

goal, reconfigurability is key, as emphasized

throughout this Review. Miniaturized sensors

that can perform a wide range of different

tasks have been demonstrated mostly using

2D materials such as black phosphorus (25),

transition metal dichalcogenides (37), moiré

graphene (47), and perovskites (27). Research

on other material systems to realize reconfig-

urability will likely extend the operational

spectral range and enable new functionalities.

Van der Waals heterostructures, for exam-

ple, represent a diverse spectrum of material

systems with strong tunability that can inter-

act with light in the wavelength range from

microwave to ultraviolet. External electric fields

can tune not only the doping (or Fermi energy)

and the bandgap of the constituent materials

in the heterostructure but also the relative

band alignments between different layers (26)

and the quantum geometric properties (47, 57).

As a result, optical transitions within and be-

tween the layers, as well as nonlinear optical

effects, can all be reconfigured by electric

fields, which provides ample opportunities

for the realization of deep optical sensing in a

broad wavelength range. Moreover, conven-

tional thin-film semiconductors such as silicon-

germanium and III-V quantum wells also

exhibit tunability under electric fields (72, 73, 92),

which makes it feasible to build reconfigur-

able sensors based on highly mature semi-

conductor platforms. A recently demonstrated

silicon reconfigurable imager has shown the

potential of using silicon simultaneously for

imaging and in-sensor data processing in the

visible spectral range (93). Compressive sensing

and imaging can also benefit from device re-

configurability (46, 65).
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Fig. 5. Deep neural network polarimetry and wavelength detection. Schematic

of the convolutional neural network used for the demonstration of the polarimeter

and wavelength detection. The input layer is the measured 20-pixel–by–26-pixel

photovoltage (Vph) mapping (leftmost panel), and the output is a five-element vector,

Ŝ0; Ŝ1; Ŝ2; Ŝ3; l̂

� �
. The mapping, in which the polarization and wavelength information

of the incident 5-mm light is encoded, consists of 20 pixels by 26 pixels, which corresponds

to 20 values of top-gate voltage (VTG) and 26 values of back-gate voltage (VBG). The hidden

layers consist of the first convolution layer, the max-pooling layer, the second convolution

layer, and three subsequent fully connected layers. Stokes parameters can be directly

calculated using Ŝ0; Ŝ1; Ŝ2; Ŝ3

� �
. A wavelength label l̂ ¼ ∓1 corresponds to 5 and

7.7 mm, respectively. [Adapted by permission from Springer Nature Customer Service

Center GmbH, Springer Nature (47), copyright (2022)]
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Integration of sensing and

computing functionalities

Reconfigurable sensors may generate more

data than conventional sensors because of

their multiple operational states. Reading and

processing these large amounts of data can

be challenging. Developing information pro-

cessing schemes with integrated memory cells

near or within the sensorsmay thus be crucial.

For example, a reconfigurable integrated sen-

sor array, based on a van der Waals hetero-

structure, has been developed that incorporates

sensing, memory, and computing functions

(41). This sensor array exhibits nonvolatile

negative and positive photoresponses, which

are used for motion detection, and external

neural networks can be combinedwith the sen-

sor to enable more advanced functionalities.

A recent article (94) has extensively discussed

the possible strategies for performing in- or

near-sensor computing. Deep optical sensing

is expected to benefit tremendously from this

related field. Further, it is expected that the

hybrid integration of reconfigurable sensors

made from2Dmaterials, perovskites, and other

thin-film semiconductors with silicon electron-

ics for data processing may pave the way for a

new generation of deep sensing technologies.

Optical computing is another promising

pathway for high-throughput information pro-

cessing, which benefits both encoders and

decoders. Optical computing can enable high-

er degrees of freedom in encoder designs by

directly processing the optical signals and high-

throughput decoding through deep neural net-

works in hardware format, owing to the high

bandwidth of opticalmodulation andhigh speed

of light. Functions such as computer vision and

language processing have been demonstrated

based on optical deep neural networks (95, 96).

Leveraging the latest developments in

machine learning

Thedevelopment of deep optical sensing schemes

with reconfigurable sensors provides a singular

opportunity to test and exploit the latest de-

velopments inmachine learning. For example,

a generative-adversarial network (GAN) has

been used to enable compressed sensing with-

out assuming sparsity (97). A GAN typically

consists of two competing neural networks: a

generator and a discriminator (49). The gener-

ator is trained to produce vectors from ran-

dom noise to fool the discriminator, whereas

the discriminator attempts to distinguish the

generated vectors from existing datasets. By

properly training these two neural networks,

the generator learns the distribution of ex-

isting data and eventually generates vectors

that possess the features of the dataset. By

incorporating prior experience or knowledge,

the reconstruction error can be made small

even with a limited number of measurements.

We expect that GANs can be applied to im-

prove the deep sensing performance in terms

of the reduction of required measurements.

Another example is the long short-term mem-

ory (LSTM), which can be used together with

reconfigurable optical sensors to detect ultra-

fast events in computer vision and chemical

reactions (49).

Establishing mathematical guidelines

for encoding

One challenge in information encoding is to

minimize the required number of measure-

ment states m and to identify an optimal en-

coding strategy. If fewermeasurements can be

performed without compromising sensing per-

formance, then not only can the acquisition

speed be increased, but the data processing

requirements in subsequent steps can also

be reduced. By contrast, by choosing a largem,

redundancy can be introduced, which reduces

the probability of degeneracy of the photo-

response. Therefore, a set of mathematical

guidelines are needed to bridge the gap be-

tween these two conflicting requirements.

In conclusion, optical sensing will benefit

tremendously from the latest developments

in device technology, materials science, con-

densed matter physics, and machine learning.

Future sensors are likely to be highly compact,

reconfigurable, multifunctional, and intelligent,

and they will find applications in medical im-

aging, environmental monitoring, infrared as-

tronomy, and many other areas of our daily

lives, especially in the mobile domain.
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INTRODUCTION: Autoimmune diseases such as

ankylosing spondylitis (AS) can be caused by

emerging neoantigens that break immune tol-

erance in humans. Posttranslational modifica-

tions (PTMs) have been shown to be a critical

mechanism that alters protein structure and

function to generate neoantigens and induce

subsequent autoimmune responses. Previous

studies have confirmed that citrulline-modified

peptides are a critical source of neoantigens in

rheumatoid arthritis. However, the molecular

mechanisms underlying neoantigen formation

and pathogenic autoreactive responses for AS

are largely unknown. There is an urgent need to

develop a systematic approach to profiling the

possible PTMs in patients with AS and identify-

ing AS-associated PTMs responsible for autoreac-

tive neoantigen production to better understand

the etiology of autoimmune diseases.

RATIONALE: AS has been suggested to be an

autoimmune disease because of its clear cor-

relation with certain major histocompatibility

complex (MHC) alleles, including HLA-B27.

Neoantigens have been hypothesized to in-

duce an aberrant immune response, leading to

pathogenic autoreactive T cell responses and

autoantibody generation in AS. Here, we de-

veloped a systematic open search approach to

identify any possible amino acid residues and

derivatives in the proteins that are different

from the genomic coding sequences. We then

applied this information to identify AS-related

neoantigens with PTMs within a possible pool

of PTM autoantigens and elucidate the patho-

genesis of AS.

RESULTS: An open search approachwas applied

to identify any possible amino acid derivatives

across the proteome of patients with AS. This

approach generated a large set of noncoded

amino acids representing the mass differ-

ences between the coded amino acids and

actual residues. Among these, an amino acid

derivative with a delta mass of 72.021 showed

the greatest increase in patients with AS and

resulted from a PTM called cysteine carbox-

yethylation. In vitro and in vivo experiments

demonstrated that carboxyethylation at a

cysteine residue of integrin aIIb [ITGA2B

(CD41)] was catalyzed by cystathionine beta

synthase (CBS) in a process that required 3-

hydroxypropionic acid (3-HPA), a metabolite

commonly released from gut microbes. Cys-

teine carboxyethylation induced the lysosomal

degradation of ITGA2B and produced neoanti-

gens that triggered MHC-II–dependent CD4
+

T cell responses. Fluorescence polarization and

enzyme-linked immunosorbent assay (ELISA)

demonstrated that the identified carboxy-

ethylated peptide (ITGA2B-ceC96) specifically

interacted with HLA-DRA*01/HLA-DRB1*04

andwas associatedwith autoantibody produc-

tion and T cell responses in HLA-DRB1*04 pa-

tients. Additional in vitro assays showed that the

neoantigen ITGA2B-ceC96 correlated with

3-HPA levels but was independent of CBS ex-

pression. HLA-DRB1 haplotype, the carboxy-

ethylated peptide, specific autoantibodies, and

3-HPA levels in patients with AS all correlated

with one another. 3-HPA–treated and ITGA2B-

ceC96–immunized HLA-DR4 transgenic mice

developed colitis and vertebral bone erosion.

Thus, cysteine carboxyethylation induced by

the metabolite 3-HPA generates a neoantigen

that appears to be critical for autoimmune re-

sponses in patients with AS.

CONCLUSION: Cysteine carboxyethylation is

an in vivo protein modification induced by

the metabolite 3-HPA, which is commonly

released from gut microbes. Carboxyethylated

ITGA2B then induces autoantibody produc-

tion and autoimmune response in AS. Our

work provides a systematic workflow to iden-

tify differentially modified proteins that are

important for neoantigen production in im-

mune disorders. This approach furthers our

understanding of AS pathogenesis and may

aid in the development of neoantigen-based

diagnosis and treatment for AS and other

autoimmune diseases.▪
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Autoimmune diseases such as ankylosing spondylitis (AS) can be driven by emerging neoantigens that

disrupt immune tolerance. Here, we developed a workflow to profile posttranslational modifications

involved in neoantigen formation. Using mass spectrometry, we identified a panel of cysteine residues

differentially modified by carboxyethylation that required 3-hydroxypropionic acid to generate

neoantigens in patients with AS. The lysosomal degradation of integrin aIIb [ITGA2B (CD41)]

carboxyethylated at Cys96 (ITGA2B-ceC96) generated carboxyethylated peptides that were presented

by HLA-DRB1*04 to stimulate CD4+ T cell responses and induce autoantibody production. Immunization

of HLA-DR4 transgenic mice with the ITGA2B-ceC96 peptide promoted colitis and vertebral bone

erosion. Thus, metabolite-induced cysteine carboxyethylation can give rise to pathogenic neoantigens

that lead to autoreactive CD4+ T cell responses and autoantibody production in autoimmune diseases.

P
osttranslational modifications (PTMs)

can generate noncoded amino acid

(ncAA) derivatives that are known to

change protein structure and function.

These modifications potentially produce

neoantigens that can drive autoimmune re-

sponses (1, 2). Although a few PTMs have been

shown to correlate with autoimmune diseases

(3, 4), there have been no systematic approaches

to profiling the ncAA derivatives critical for

the mechanisms of autoreactive neoantigen

production and the etiology and pathology of

autoimmune diseases. In this study, we devel-

oped a workflow to systematically screen PTMs

associated with ankylosing spondylitis (AS) and

identified apanel ofmetabolite-induced cysteine

carboxyethylation targets. Among these, a differ-

entially carboxyethylated integrin aIIb (ITGA2B)

at Cys96, referred to hereafter as ITGA2B-ceC96,

was demonstrated to generate the pathogenic

neoantigen presented by HLA-DRB1*04 that

activated CD4
+
T cells and induced autoim-

mune responses. Moreover, when transgenic

mice bearing the humanHLA-DR4 allele were

immunized with the ITGA2B-ceC96 peptide,

colitis and vertebral bone erosion were induced.

Results

Cysteine carboxyethylation is increased

in patients with AS

AS is a prototype of spondyloarthritis that is

characterized by inflammation of the spine

and sacroiliac joints, leading to aberrant bone

erosion, remodeling, and ankylosis (5, 6). AS

is additionally characterized by comorbidities

including enthesitis and colitis (7–9). To iden-

tify the ncAAs of proteins in peripheral blood

mononuclear cells (PBMCs) from patients with

AS and healthy donors (table S1), we measured

the mass differences between the coded amino

acids and the actual residues (data S1). In total,

643 unique delta mass clusters spreading on

21,716 protein positions (table S2) were identi-

fied.Most of thesematched previously reported

PTMs (Fig. 1A) and were present at similar

levels in patients with AS and healthy donors

(Fig. 1B). However, the delta mass cluster at

72.021 Da was significantly increased in AS

patients [72.021 ± 0.007, R
2
= 0.41, fold change

(FC) = 2.4, P < 0.05, n = 881] (Fig. 1B and table

S3). Although this cluster wasmost commonly

detected at Cys, Arg, and Trp residues (Fig. 1C),

Cys+72.021 fit best to a normal distribution, ex-

hibited a regression efficiency >0.6 (±0.002,

R
2
= 0.64, n = 487) (Fig. 1D and fig. S1A), and

was significantly higher in the patients with

AS than in the HCs (P = 0.017, total Cys+72.021)

(Fig. 1E). Although many proteins were affected

by the mass shift of Cys+72.021, ITGA2B was

showed the greatest increase in modification

in the patient group (FC = 11.71, P= 0.037) (Fig.

1F). Although four different cysteine residues

at positions 87, 96, 161, and 718 in ITGA2B

were detected by mass shifts (Fig. 1G and fig.

S1, B and C), only the Cys96 modification, as-

signed as ITGA2B 96C+72.021, was significant-

ly increased in patients with AS (P = 0.012)

(fig. S1, D andE). Because the cysteine residues

at these four positions are known to form

disulfide bonds (10), the mass shift of ITGA2B

96C+72.021 was expected to disrupt the struc-

ture and function of ITGA2B (Fig. 1, H and I)

in patients with AS.

Themass shift of 72.021 matched themolec-

ular formula of C3H4O2. This result was con-

sistent with either a hydroxypropionyl group

or an carboxyethyl group, which are potential

products of a condensation reaction between the

cysteine thiol group and 3-hydroxypropionate

(3-HPA) or lactate (LA). Four possible mod-

ifications might be produced through either

thioether or thioester bonds, including S-(1-

carboxyethyl)-Cys (#1), S-(2-carboxyethyl)-Cys

(#3), S-(2-hydroxypropionyl)-Cys (#5), and S-(3-

hydroxypropionyl)-Cys (#7) (Fig. 2A). The in vitro

reaction of wild-type ITGA2B Cys96 peptide

(ITGA2B-wtC96) with 3-HPA and LA led to

carboxyethylation (#1) or hydroxypropionylation

(#5) (Fig. 2B), indicating that 3-HPA is the

likely substrate. Four modified ITGA2B-C96

peptides with isomers #1, #3, #5, and #7 were

then synthesized (fig. S2A). The thioester bonds

at C96 (#5 and #7) rapidly dissociated (fig. S2, B

and C), suggesting that the thioester modifi-

cations produced by LA or 3-HPA were very un-

stable in the aqueous phase and thus unlikely

to account for the in vivo formation of a stably

modified product. Thus, the Cys+72.021 mod-

ification observed in PBMCs is likely the car-

boxyethylation of cysteine with a thioether

bond to 3-HPA.

3-HPA induces the cysteine carboxyethylation

of ITGA2B

To confirm the occurrence of cysteine carboxy-

ethylation, we generated a specific antibody

against carboxyethylated ITGA2BCys96 (ITGA2B-

ceC96) in rabbits. The anti-ceC96 antibody

showed very high affinity and specificity for

the carboxyethylated peptide (ceC96, KD =

5.32 × 10
−9
) (Fig. 2, C and D). Indeed, when

ITGA2Bwas transiently expressed in 293T cells

in the presence of 3-HPA, the carboxyethylated

ITGA2B was clearly detected by immunoblot-

ting using the anti-ceC96 antibody (Fig. 2E). To

confirm cysteine carboxyethylation in vivo, en-

dogenous ITGA2B fromAS patient PBMCs was

immunoprecipitatedwith the anti-ceC96 antibody

(Fig. 2F) and analyzed by liquid chromatography–

tandem mass spectometry (LC–MS/MS). The
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Fig. 1. The cysteine+72.021 modification is significantly enriched in the PBMCs

of patients with AS. (A) AS patient and HC PBMC mass spectrometry analysis. The

delta mass clusters potentially indicate nonstandard amino acids or modified amino

acid derivatives. (B) The top 40 delta mass clusters with the highest frequencies in the

PBMC samples. Among these, one delta mass was 72.021 ± 0.007 Da (for the AS

group, n = 31; for HC the group, n = 13) with a fold change (FC) > 2, and the P value

was 0.014. Statistical significance was determined using Student’s t test. The FDR

for 72.021 ± 0.007 was 0.023 according to the Benjamini–Hochberg procedure.

These data are representative of three experiments. (C) Of the 881 +72.021 ± 0.007

modifications, 55.28% were cysteine (C) modifications (n = 487). (D) The frequency

distributions of cysteine with delta masses clustered at 72.021. (E) The Cys +

72.021 modifications differed between AS patients (n = 7) and HCs (n = 5). Additionally,

the number of modifications was higher in the AS patients. Statistical significance

was determined using Student’s t test. These data are representative of three

experiments. (F) Mass shift of Cys+72.021 on integrin alpha-IIb (ITGA2B). (G) Among

the top 20 proteins and sites with the Cys+72.021 modification, there were four Cys

+72.021 modifications in the ITGA2B@C96, ITGA2B@C87, ITGA2B@C161, and

ITGA2B@C718 proteins, as indicated with red and black lines. The abundance of the

ITGA2B@C96 modification was significantly different (P = 0.012) in AS patients

(n = 7) and HCs (n = 5). Statistical significance was determined using Student’s t test.

These data are representative of three experiments. (H) ITGA2B contains up to 20

cysteines, of which 18 form disulfide bonds. (I) Structural analysis revealed Cys+72.021

modifications on four cysteines within ITGA2B (ITGA2B@C96, ITGA2B@C87,

ITGA2B@C161, and ITGA2B@C718) in AS patients (PDB accession no. 1u8c).
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ITGA2B immunoprecipitated from PBMCs of

patients with AS showed a typical MS/MS spec-

trum similar to that of the synthetic ITGA2B-

ceC96 peptide (fig. S2D).

The requirement for 3-HPA in cysteine car-

boxyethylation was further confirmed in vitro

when carboxyethylated ITGA2B appeared and

increased in a dose-dependent manner after

incubation with 3-HPA (Fig. 2G). Moreover,

this reaction was abolished by inactivating cell

lysates through heat (fig. S3A). Thus, in vivo

cysteine carboxyethylation is an enzymatic re-

action that requires the metabolite 3-HPA to

provide the necessary carboxyethyl group.

To identify the enzyme that catalyzes cysteine

carboxyethylation, protein complexes were im-

munoprecipitatedwith specific antibodies against

unmodified andmodified ITGA2Bproteins (anti-

ITGA2B and anti–ITGA2B-ceC96, respectively).

The components were then identified by LC–

MS/MS. Interaction network analysis of the

identified components revealed differences

in the biological processes betweenmodified

versus unmodified ITGA2B. The unmodified

ITGA2B complex was associated with vesicle-

mediated transport, whereas the ITGA2B-ceC96

complexwas associatedwith theL-cysteinemeta-

bolic process, which is linked to cystathionine-

b-synthase (CBS) (fig. S3B). CBS was previously

shown to convert serine and homocysteine to

cystathionine in the folate pathway, requiring

pyridoxal-phosphate (PLP) and S-adenosyl-

L-methionine (AdoMet) as cofactors and en-

hancers, respectively (11–13). We therefore

hypothesized that CBS could promote cysteine

2-carboxyethylation (Fig. 3A and fig. S3C). In

support of this hypothesis, the carboxyethylation

of ITGA2B Cys96 was enhanced by overexpress-

ing CBS. Moreover, PTM levels increased in

both adose- and time-dependentmanner (Fig. 3,

B and C). The requirement for CBSwas further

confirmed by an in vitro assay. The cysteine 96

in the synthetic peptide ITGA2B-wtC96(91-104)

(Fig. 3D) and the recombinant protein ITGA2B

(32-989) (Fig. 3E) were efficiently carboxyethyl-

ated by CBS in the presence of 3-HPA and the

cofactors PLP and AdoMet.

Cysteine carboxyethylation induces the lysosomal

degradation of ITGA2B and produces neoantigens

that trigger CD4+ T cell responses

We next examined the stability of ITGA2B and

ITGA2B-ceC96 and their interactions with ITB3

(14). First,weobserved that ITGA2B-ceC96tended

to degrade in vitro (Fig. 4A). Compared with

unmodified ITGA2B, ITGA2B-ceC96wasmore

easily degraded in cycloheximide (CHX)–treated

cells (Fig. 4B). The instability of ITGA2B-ceC96

likely occurred because the Cys87–Cys96 disul-

fide bond was disrupted. To examine the effect
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Fig. 2. Cysteine carboxyethylation requires 3-HPA as a substrate. (A) The

composition of the Cys+72.021 modification is C3H4O2. The four primary possible

modifications are shown as #1 (ceC96), #3, #5, and #7. The metabolites that

are potential substrates for cysteine modification are 3-HPA and LA/2-HPA.

(B) Modification-related metabolite analysis using LC–MS/MS. The ITGA2B-

wtC96(91-104) peptide without modification (AEGGQCPSLLFDLR) was

incubated in vitro with either LA/2-HPA or 3-HPA. Statistical significance was

determined using one-way ANOVA with Dunnett’s multiple-comparisons test

with *P < 0.05. n = 3 per group per experiment. These data are representative of

two experiments. (C) SPR analysis of the affinity of the anti-ITGA2B-C96

carboxyethylation antibody (anti-ceC96) for the modified peptide (ceC96) and

unmodified peptide (wtC96). The results shown are representative of three

independent experiments. (D) Dot blot and ceC96 competition assays were used

to assess anti-ITGA2B-ceC96 antibody recognition. Unmodified (wtC96),

2-carboxyethyl-modified (ceC96), 1-carboxyethyl-modified (#3), 3-hydroxypro-

pionyl-modified (#5), and 2-hydroxypropionyl-modified (#7) peptides were tested

with the anti–ITGA2B-ceC96 (anti-ceC96) antibody. (E) Immunoblots of lysates

from 293T cells overexpressing ITGA2B and treated with 1 mM 3-HPA. The blots

were probed with the anti-ITGA2B-ceC96 and anti-ITGA2B antibodies. (F) Patient

PBMCs were subjected to endogenous ITGA2B immunoprecipitation with

anti-ceC96 antibodies. (G) LA/2-HPA and 3-HPA were added to bacterially

expressed ITGA2B protein (32 to 488 amino acids) with or without 293T cell

lysate. An anti-ITGA2B antibody (recognizing an immunogen from ITGA2B 50 to

100 amino acids) and the polyclonal anti-ceC96 antibody (prepared for ITGA2B-C96

2-carboxyethylation) were used in dot blotting and immunoblotting assays. In

(C) to (G), the results shown are representative of three independent experiments.

RESEARCH | RESEARCH ARTICLE



of carboxyethylation on the stability of the bond,

twomutationswere produced tomimic the neg-

atively charged carboxyl group (p.C96D) or

to block the formation of this disulfide bond

(p.C96M). These mutations enhanced the deg-

radation of ITGA2B (fig. S4A) and reduced its

interaction with ITB3 (fig. S4B). In addition,

ITGA2B-ceC96 was stabilized by adding the

lysosome inhibitor bafilomycin A1 (Baf.A) to

the cells (Fig. 4C and fig. S4C). Furthermore,

ITGA2B-ceC96 colocalized with the lysosome

marker LAMP1 (fig. S4D). Thus, compared with

unmodified ITGA2B, ITGA2B-ceC96 is less sta-

ble, likely because of its degradation through a

lysosomal pathway.

Interactions between CBS and ITGA2Bwere

associated with localization and cysteine car-

boxyethylation. ITGA2B-ceC96 intensely colo-

calized with nucleolin in nucleoli and with

CBS in the cytoplasm (fig. S4E). ITGA2B-ceC96

was translocated to the nuclei in the pres-

ence of 3-HPA (Fig. 4D). Unmodified ITGA2B

showed reduced nuclear localization (fig. S5,

A to D). Previous work (14) has shown that

ITGA2B undergoes structural changes upon

activation or deactivation from the physio-

logical resting state. Thus, modified ITGA2B

may adopt different structures and form dif-

ferent complexes in the nucleus (fig. S5E).More-

over, the carboxyethylation of ITGA2B Cys96

appeared to cause limited effects on cell viability

and proliferation, because 3-HPA treatment did

not significantly affect apoptosis (Fig. 4E) and

the ITGA2B mutations did not significantly

alter the cell cycle distribution (Fig. 4F).

The degradation of ITGA2B-ceC96may gen-

erate peptides that activate the HLA-restricted

adaptive immune responses in patients with

AS. Indeed, among the top 40 carboxyethylated

proteins, the ITGA2B-ceC96 peptide exhibited

some of the highestHLA-DRB1 scores (fig. S6A)

(15). To investigate whether the ITGA2B-ceC96

peptides can function as neoantigens and trig-

ger HLA-restricted adaptive immune responses,

we developed in vitro assays to detect auto-

antibody production and autoreactive T cell

responses. Using an enzyme-linked immuno-

sorbent assay (ELISA)–based method, we found

that the ITGA2B-ceC96–specific antibody showed

relatively high avidity for the ceC96 bridge

compared with the ITGA2B-wtC96–specific

antibody (fig. S6B). We then used this method

to assay plasma samples from 126 patients with

AS and 40 healthy donors. Compared with the

healthy donor group, the AS group showed sig-

nificantly higher levels of autoantibodies against

ITGA2B-ceC96. Furthermore, at least 10 pa-

tients in the AS group exhibited levels above

the highest level in the healthy donor group

(Fig. 5A). All 10 of these patients carried the

HLA-DRB1*04 allele (Fig. 5B), which is known

to be associated with AS (16). CD4
+
T cell re-

sponses were significantly induced by ITGA2B-

ceC96(84-110)–pulsed mature dendritic cells

(mDCs) (Fig. 5, C and D, and figs. S6C and S7,

A and B) in autoantibody-positive patients.

When pulsed with ITGA2B-ceC96(84-110), HLA-

DRB1*04
+
mDCs showed higher HLA-DR mem-

brane expression than mDCs carrying other

HLA alleles (fig. S7C). In addition, ITGA2B-

ceC96(84-110)–pulsed mDCs promoted CD4
+

T cell proliferation to a greater extent than

ITGA2B-wtC96(84-110)–pulsed mDCs (fig. S7D).

CD4
+
T cells stimulated with ITGA2B-ceC96(84-

110)–pulsed mDCs were then isolated by

fluorescence-activated cell sorting (FACS) (fig.

S8, A and B) and their T cell receptor (TCR)

repertoires were determined by single-cell

TCR sequencing (fig. S8C and data S2). Four

TCR clonotypes were validated by retroviral

expression in a CD4
+
Jurkat cell line depleted

endogenous TCRs (Jurkat-TCR
−

cells) (17, 18).

Cell surface expression of CD3 was used to val-

idate the successful expression of exogenous

TCRs, and an HLA-DRB1*04–ceC96 tetramer

was used to verify TCR and peptide–major his-

tocompatibility complex (MHC) interactions

(fig. S8D). Using this approach, we verified that

TCR clone #4 could bind the HLA-DRB1*04–

ceC96 tetramer (fig. S8E). To verify this TCR’s
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Fig. 3. Cysteine carboxyethylation is catalyzed by CBS. (A) For proteins that

contain cysteine, CBS is expected to promote cysteine 2-carboxyethylation from

cysteine and 3-HPA. (B and C) Immunoblot results obtained using anti-ceC96

antibody, anti-ITGA2B antibody, anti-FLAG antibody, and anti-CBS antibody to

analyze 293T cells overexpressing FLAG-tagged CBS and C-Myc-tagged ITGA2B

after treatment with 3-HPA. The results shown are representative of three

independent experiments. (D and E) Reactions of unmodified ITGA2B peptide

(ITGA2B-wtC96 peptide) (D) and recombinant ITGA2B protein (32–989) (E) and

CBS, 3-HPA, PLP, and AdoMet in vitro at 37°C for 20 min. Data are shown as

mean ± SEMs and n = 3 per group per experiment. These data are representative

of three experiments. Statistical significance was determined using one-way

ANOVA with Dunnett’s multiple-comparisons test with ***P < 0.001.
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antigen specificity, mDCs were isolated from

12AS patients. Patients DC1 toDC6wereHLA-

DRB1*04
+
, whereas patients DC7 to DC12 were

HLA-DRB1*04
−

. DCs from all clinical samples

were pulsed with either ITGA2B-ceC96(84-110)

(samples 1 to 12) or ITGA2B-wtC96(84-110) pep-

tides (samples 16 to 27) (table S4). TCR #4

prompted interleukin-2 (IL-2) production by

Jurkat cells only upon stimulation by HLA-

DRB1*04
+
mDCs pulsed with the ITGA2B-

ceC96(84-110) peptide (fig. S8F). Thus, the

ITGA2B-ceC96(84-110) peptide promotes an

antigen-specific T cell response that is restricted

to HLA-DRB1*04, possibly because this HLA

favors the presentation of the modified peptide.

The ITGA2B-ceC96 peptide is specifically

recruited to the antigen-binding groove of the

HLA-DRA*01ÐHLA-DRB1*04 complex

To confirm the presentation of the ITGA2B-

ceC96peptides byHLA-DRB1*04 and the down-

stream response, an in vitro presentation system

containing HLA-DR and HLA-DM complexes

was constructed and verified (fig. S9). The

ITGA2B-ceC96(84-110) peptide, named ceC96-

27, was recruited to the HLA-DRB1*04/HLA-

DRA*01 complex in the presence of HLA-DM.

Additional evidence of this interaction was pro-

vided by LC–MS/MS analysis (fig. S10, A to C).

To identify HLA-DR–presented peptides, the

fluorescence polarization (FP) of peptides con-

taining ITGA2B Cys96 was analyzed and com-

pared with that of a positive control (pep-PC:

PKYVKQNTLKLAT) (19) (Fig. 6A). ITGA2B-

ceC96(85-98) (ceC96-F, FLCPWRAEGGQCcePS)

showed the largest difference in FP, indicating

the strongest binding to the HLA-DRB1*04–

HLA-DRA*01 complex (Fig. 6B). This fragment

was thenalignedwith theantigen-bindingpocket

of the HLA complex using UCSF Chimera–based

modeling (20). A three-dimensional model

for HLA-DRA*01/HLA-DRB1*04:02:01 and the

ITGA2B-ceC96(85-98) (wtC96-F) (fig. S10D) was

built over the template of a previously reported

structure of HLA-DRB1*04:01/a-enolase 26/

cit26 peptides (21). After minimization, the

final structure showed highly conserved bind-

ing pockets for the wild-type epitope (fig. S10,

E to G). According to this model, the same

peptide with a carboxyethylated Cys96 could

form new hydrogen bonds with Trp
60

and

Gln
64
(fig. S10H, top) in the HLA molecule beta

chain or with Gln
95
(fig. S10H, middle) within

the same peptide after minimization. This pep-

tide could also dock with its carboxyethyl group

side chain at Cys
96

pointing out of the HLA-

binding pocket (fig. S10H, bottom). Thus, Cys
96

carboxyethylation can potentially influence bind-

ing to HLA class II molecules and alter the mo-

lecular surface available for TCR recognition.

We next explored whether this peptide could

be presented as a neoantigen. The ceC96 pep-

tide colocalized with HLA-DR on the surface

of patient-derivedDCs (Fig. 6C), but no surface

colocalization was observed with HLA-A/B/C

(Fig. 6D). Thus, carboxyethylation of ITGA2B
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Fig. 4. ITGA2B cysteine carboxyethylation induces lysosomal degradation.

(A) Stability of carboxyethylated ITGA2B and unmodified ITGA2B after

immunoprecipitation from patient PBMCs. Full immunoblots after staining an

anti-ITGA2B antibody (total ITGA2B protein), anti-ceC96 antibody (carboxyethylated

ITGA2B), and anti-rabbit IgG antibody (control for nonspecific antibody reactivity

during immunoprecipitation) at 0, 24, or 48 hours after immunoprecipitation.

(B) Immunoblot of ITGA2B immunoprecipitation after CHX treatment. The anti-

ceC96 antibody and anti-total ITGA2B antibody were used to compare the

degradation rates of carboxyethylated ITGA2B and total ITGA2B. The first lane

shows mouse IgG immunoprecipitation as a negative control. n = 3 per group per

experiment. These data are representative of two experiments. (C) Immunoblot

of cysteine carboxyethylated ITGA2B degradation after treatment with

dimethyl sulfoxide, MG132, leupeptin, or bafilomycin A1 combined with CHX

(n = 3). Cells were pretreated with 3-HPA for 24 hours, and then the medium

was replaced before the CHX, MG132, leupeptin, and Baf.A treatments.

(D) Immunoblot depicting the nuclear and cytoplasmic localization of ITGA2B

with carboxyethylated cysteine in the presence of the modifier 3-HPA. The results

shown are representative of three independent experiments. (E) Apoptosis

rate measured by annexin V staining after treatment with 3-HPA at different

concentrations for 0, 24, 48, or 72 hours (n = 3). (F) Cell cycle distribution of

293T cells transfected with wtC96 (C96WT) or mutant wtC96 (C96D or C96M)

(n = 3). Data are shown as mean ± SEMs and are representative of three

experiments. Statistical significance was determined using two-way ANOVA with

TukeyÕs multiple-comparisons test. ns, Not significant.
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at Cys
96
leads to the production of neoantigens

that are presented by theHLA-DRB1*04/HLA-

DRA*01 complex and bind to HLA-DR on the

surface of patient-derived DCs.

HLA-DR4–transgenic mice, which feature

the same antigen-binding specificity as HLA-

DRB1*04:01–positive individuals (22), were

immunized with ITGA2B-ceC96(84-110) and

ITGA2B-wtC96(84-110) antigenic peptides (fig.

S11A). On days 21 and 31 after immunization,

antibodies against ITGA2B-ceC96 were present

in only the mice immunized with the ITGA2B-

ceC96(84-110) peptide, not in those immunized

with ITGA2B-wtC96(84-110) (Fig. 6E and fig.

S11B). Moreover, the percentage of CD138
+
plas-

ma cells and effector CD4
+
T cells increased in

the mice immunized with ITGA2B-ceC96(84-

110) (Fig. 6, F and G), and did not change in

ITGA2B-wtC96(84-110)–immunized mice (fig.

S11, C to E).

ITGA2B cysteine carboxyethylation is associated

with autoantibodies and T cell responses

in HLA-DRB1*04 patients with AS

We further examined autoantibodies specific for

cysteine carboxyethylation in HLA-DRB1*04
+

patients. A total of 103 AS patients were typed

for HLA-A, HLA-B, andHLA-DRB1 (Fig. 7, A to

C). Consistent with previous studies (16), the

frequency of HLA-DRB1*04was 33.01% among

patients with AS (Fig. 7C) and <23% among

healthy populations (Fig. 7D). Mean anti–

ITGA2B-ceC96 antibody levels were higher in

HLA-DRB1*04
+
patients than inHLA-DRB1*04

−

patients (Fig. 7E). By contrast, there was no

correlation between HLA-B*27 and HLA-A*02

alleles and anti–ITGA2B-ceC96 antibody pro-

duction (Fig. 7, F andG).HLA-DRB1*04
+
patient–

derived DCs, which were pulsed with ITGA2B-

ceC96 peptide (DC-ceC96), significantly in-

duced CD4
+
T cell responses, as indicated by

the increased percentages of CD4
+
T cells ex-

pressing membrane CD137 and intracellular

interferon g (IFN-g), tumor necrosis factor a

(TNF-a), and IL-2 (Fig. 7H), compared with

DCs pulsed with no peptide (DC-NC) or the

ITGA2B-wtC96 peptide (DC-wtC96). By con-

trast, DC-ceC96 from HLA-DRB1*04
−

patients

did not induce CD4
+
T cell responses. Further-

more, there were no significant differences

in DC-induced CD8
+
T cell responses among

all three groups fromHLA-DRB1*04
−

or HLA-

DRB1*04
+
patients (fig. S11F). Thus, ITGA2B

cysteine carboxyethylation is associated with

autoantibody production and antigen-specific

CD4
+
T cell responses inHLA-DRB1*04

+
patients.

ITGA2B-ceC96Ðrelated metabolic and immune

changes are present in AS, rheumatoid arthritis,

and systemic lupus erythematous patients

as well as healthy donors

To further investigate the origin of cysteine car-

boxyethylation, we analyzed a total of 110 PBMC

samples from patients with AS, rheumatoid ar-

thritis (RA), and systemic lupus erythematous

(SLE), as well as from healthy controls (HCs).

We also sought to ascertain the prevalence of

and possible correlations among ITGA2B-ceC96

antigens, autoreactivity to ITGA2B-ceC96, HLA-

DRB1*04:02 expression, andautoimmunedisease.

Carboxyethylated ITGA2B was detected in

PBMCs from patients with AS, RA, and SLE.

Specifically, carboxyethylated ITGA2B levels

in PBMCswere significantly higher in patients

with AS than in healthy donors (Fig. 8A and

fig. S12, A to D). However, carboxyethylated

ITGA2B was not detected in synovial fluid cells

of patients with AS (fig. S12E). Possible correla-

tions among autoreactivity to ITGA2B-ceC96,

HLA-DRB1*04:02 expression, and autoimmune

diseases were then examined. HLA-DRB1*04-

ceC96 2D tetramer
+
cells (indicating autore-

active T cells) patients were identified among

the AS, RA, and SLE groups (Fig. 8B and fig.

S13A), and most tetramer
+
patients were also

HLA-DRB1*04
+
(fig. S13B). Additionally, ITGA2B-

ceC96–specific autoantibody levels were sig-

nificantly increased in the plasma of patients

with AS, RA, and SLE compared with that of

the HCs (Fig. 8C), but ITGA2B-wtC96–specific

autoantibody levels were comparable among

the groups. Neither sex nor age correlated with

the level of ITGA2B-ceC96–specific autoanti-

bodies (fig. S14, A to C).

3-HPA levels were significantly increased in

plasma samples from patients with AS com-

pared with those from the HCs and were rela-

tively higher in anti-ceC96 autoantibody–positive

patients (Fig. 8D and fig. S15, A and B). Among

the metabolites involved in the 3-HPA–related

pathway, only propionic acid and citric acid

were lower in patients with AS (fig. S15B). CBS

levels were increased in patients with AS but

not in those with RA or SLE (Fig. 8E and fig.

S12, A to D). Thus, the 3-HPA and related meta-

bolic pathways are enhanced significantly in

patients with AS. Furthermore, positive cor-

relations trended in patients with RA and

SLE compared with HCs.

The data for AS, RA, and SLE patients are

quantitated in table S5. ITGA2B-ceC96 levels

(fig. S16A) correlated with levels of 3-HPA and

anti-ceC96 autoantibody in the plasma, espe-

cially in the HLA-DRB1*04
+
patients (fig. S16, B

and C), suggesting that the HLA-DRB1 haplo-

type is a possible risk factor for AS pathogenesis.

Thus, 3-HPA, a key driver of cysteine carboxy-

ethylation, and ITGA2B-ceC96–specific immune

responses appear to play important roles in AS.

Although AS primarily affects the spine and

sacroiliac joints, which are sites difficult to

biopsy in humans because of ethical issues, one

of the most common extraskeletal manifesta-

tions is inflammatory bowel disease (9, 23).

Indeed, we detected ITGA2B-ceC96 in colon

tissue sections fromAS patients (fig. S17, A and

B). Immunized HLA-DR4 mice lost weight

and developed colitis at 8 weeks after the first

immunization with the wtC96 or ceC96 pep-

tide conjugated to the carrier protein keyhole

limpet hemocyanin (KLH) (fig. S18, A and B).

Colon histological scores and disease activity

index (24) were higher in KLH-ceC96–immu-

nized and 3-HPA–treatedmice (fig. S18, C to F)

than in those immunized with the wtC96

peptides. The fecal levels of lipocalin-2 (Lcn2)
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Fig. 5. ITGA2B cysteine car-

boxyethylation induces CD4+

T cell-related immune responses.

(A) Anti-ceC96 antibodies in the

plasma of AS patients (n = 126)

and HCs (n = 40) were quantified

by ELISA. The cutoff value (dotted

line) is three SDs above the

mean of the HC group. Data are

shown as mean ± SDs and are

representative of two experiments.

Statistical significance was deter-

mined using Student’s t test.

(B) MHC typing (HLA-A/B/DRB1)

of the patient indicated by a

yellow circle in (A) with high levels

of anti-ITGA2B-ceC96 antibody.

(C) IFN-g+ cells from the patients

were measured by ELISpot assay.

n = 3 per group per experiment.

These data are representative

of two experiments. DC-NC (negative control), DC-wtC96, and DC-ceC96 indicate T cells stimulated with original

DCs, DCs pulsed with the wtC96 peptide, and DCs pulsed with the ceC96 peptide, respectively. SFC, Spot-forming

cells. (D) IFN-g ELISpot assay for cells from AS patients (n = 7) who were HLA-DRB1*04+. For (C) and (D),

data are shown as mean ± SEMs and are representative of three experiments. Statistical significance was

determined using one-way ANOVA with Dunnett’s multiple-comparisons test with **P < 0.01 and ***P < 0.001.

Ab binding to ceC96 in plasma

HC AS
0.0625
0.125
0.25
0.5

1
2
4

P=0.037

A
45

0

A

C

DC-N
C

DC-w
tC

96

DC-c
eC

96

0

200

400

600

IFN-γ Elispots

(CD3+CD4+)

S
F

C
p
e
r

5
x
1
0

T
ce

lls

* * *

DC-N
C

DC-w
tC

96

DC-c
eC

96

0

50

100

150

200

250

IFN-γ Elispots

(CD3+CD8+)

HLA-DRB1*04 AS patients

IFN-γ Elispots

CD
4

CD
8

0

50

100

150

200

DC-NC
DC-wtC96
DC-ceC96

***
* *

S
F

C
p
e
r

5
x1

0
T

ce
lls

***

D

HLA-A
HLA-
DRB1MHC

haplotype

Anti-ceC96 ab.+patient

HLA-B

02:06/
24:03

04:02/
11:01

27:02/
58:01

B

RESEARCH | RESEARCH ARTICLE



and the percentage of animals positive for

fecal occult blood were both extremely ele-

vated in KLH-ceC96–immunized and 3-HPA–

treated mice (fig. S18, G and H). Moreover,

CD11c
+
cells (mainly macrophages and DCs

and some granulocytes and B cells), Ly6G
+

cells (mainly neutrophils and somemonocytes

and other granulocytes), and CD4
+
T cells

were detected in the colonic lamina propria,

which partly reflected the increased level of

inflammation in the colons of KLH-ceC96–

immunized and 3-HPA–treatedmice (fig. S19).

Finally, ITGA2B-ceC96–positive cells, ITGA2B-

ceC96–specific T cells and total immunoglobulin

G (IgG) were detected in the colons of KLH-

ceC96–immunized and 3-HPA–treated mice

(figs. S20 and S21). Thus, ITGA2B-ceC96–

specific CD4
+
T cell responses appeared to be

associated with the pathogenesis of colitis in

this mouse model.

Significant bone erosion and remodeling

were detected throughout the vertebrae of

ITGA2B-ceC96(84-110)–immunized and3-HPA–

treated mice, particularly in the lumbar spine

(fig. S22, A to D). Hematoxylin & eosin (H&E)

and safranin O-fast green staining indicated

the presence of bone erosion (trabecular bone
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Fig. 6. HLA-DR4Ðrestricted immune responses are triggered by carboxy-

ethylated ITGA2B peptides. (A) Candidate peptide sequences and FP results

for peptide competition assays. An HLA-DR/FAM-prepeptide complex was

generated, and unbound peptides were removed with a gel-filtration column. All

competition peptides (1 mM) were added to the HLA-DR/FAM-prepeptide

complex (100 nM) with HLA-DM (30 nM) for 2 hours. Influenza A HA (307–319)

was used as the positive control peptide (pep-PC). DFP values were obtained

by subtracting the competition group FP values from the HLA-DR/FAM-prepeptide

complex–only group FP values. Data are shown as mean ± SEMs and are

representative of three experiments. Statistical significance was determined

using one-way ANOVA with Dunnett’s multiple-comparisons test with ***P <

0.001 compared with the pep-PC group. (B) FP results for peptide competition

(pep-PC and ceC96-F) performed for 2 hours and 12 hours at different peptide

concentrations (n = 3). Data are presented as the mean ± SEMs and are

representative of two experiments. Statistical significance was determined using

four-parameter curve fittings, and the median inhibitory concentration (IC50)

for ceC96-F after 2 hours was 1459 nM, whereas the IC50 for ceC96-F after

12 hours was 1285 nM. (C and D) Representative images of confocal

immunofluorescence analysis (n = 5) of the colocalization of the modified peptide

(ceC96-FITC) (green) and HLA-DR/HLA-A/B/C (magenta) on the cell membrane.

An anti-ceC96 antibody was used to verify the presence of the ceC96 peptide

(gray). Scale bars: top panel, 5 mm; bottom panel, 2 mm. n = 5 per group per

experiment. These data are representative of three experiments. (E) Detection of

the anti–ITGA2B-ceC96 antibody in mouse plasma (n = 5 for each group) on

days 0, 7, 14, and 21. The arrows indicate the days on which the three

immunizations were performed. Data are shown as mean ± SEMs and are

representative of three experiments. Statistical significance was determined

using two-way ANOVA with Tukey’s multiple-comparisons test with *P < 0.05.

(F) Changes in the percentage of CD138+ plasma cells after coculture with

ceC96 peptides. Data are shown as mean ± SEMs and are representative of three

experiments. Statistical significance (n = 5) was determined using one-way

ANOVA with Dunnett’s multiple-comparisons test with **P < 0.01. (G) The

percentage of IFN-g+ T cells after coculture with ceC96 peptides (n = 5). Data are

shown as mean ± SEMs and are representative of three experiments. Statistical

significance (n = 5 for each group) was determined using one-way ANOVA

with Dunnett’s multiple-comparisons test with ***P < 0.001. ns, not significant.
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loss) and enthesitis in diseased bones (fig. S22E).

Thus, ITGA2B-ceC96 immunization leads to in-

creased susceptibility to spondylitis, a skeletal

manifestation of AS.

Discussion

We systematically screened possible PTMs

across the whole proteome and identified

cysteine carboxyethylation as a specific pro-

tein modification in the PBMCs of patients

with AS. Cysteine carboxyethylation promoted

lysosomal degradation of ITGA2B, generating

HLA-DRB1*04–restricted neoantigens. These

carboxyethylated neoantigens appeared to be

pathogenic and induced colitis in HLA-DR4

mice, a typical extra-articular inflammatory

manifestation of AS. Metabolic disorders that

are characterized by increased 3-HPA pro-

moted cysteine carboxyethylation.We propose

that cysteine carboxyethylation has a synge-

neic effect on metabolic disorders and aberrant

immune tolerance that may drive autoimmune

diseases such as AS.

The pathogenesis of AS is not well under-

stood. Autoantibodies are not often detected in

patients with AS, and whether AS is a T cell–

driven autoimmune disease remains controver-

sial (9). In our mouse model, carboxyethylated

antigens were necessary for the development

of colitis and spondylitis. Moreover, 3-HPA,

the substrate for cysteine carboxyethylation,

participates in several metabolic pathways

that are associated with autoimmune dis-

eases (25–27), and plasma 3-HPA levels have

been found to be increased in patients with

AS. Consistently, our data demonstrate that

cysteine carboxyethylation is an enzymatic re-

action that requires 3-HPA in vitro and in vivo.

Exogenous 3-HPA is derived mainly from

microbes such as Escherichia coli (28) and

Klebsiella pneumonia (29) and from food

products containing Poaceae, Fabaceae, and

Saccharomyces cerevisiae (30). These obser-

vations are also consistent with evidence that

the ITGA2B-ceC96 antigen is present in the

gut of patients with AS, which is known to be

related to intestinal disorders: 5 to 10% of AS

patients are clinically diagnosed with inflamma-

tory bowel disease, and 70% are clinically diag-

nosed with subclinical gut inflammation (8, 9).

Thus, our study agreeswith a general pathogenic

pathway inwhichmetabolic changes could induce

proteinmodifications (31–34) and produce path-

ogenic neoantigens, leading to autoimmunity.

Cysteine is the most active residue among

the standard amino acids, but only a small

number of cysteine modifications have been

reported because of limitations in the method-

ology in modern protein technologies. Our work

provides a workflow to profile cysteine modif-

ications and disease-associated amino acid

derivatives that appear to be important for neo-

antigen production in different immune disor-

ders. This workflow provides a general approach

to systematically screen PTM-related neoanti-

gens in patients with autoimmune diseases.

Materials and methods

Clinical patient samples and cell lines

All clinical samples were obtained from Xijing

Hospital, Fourth Military Medical University

(Xi’an, China). Information about clinical sam-

ples is provided in table S1. All patients were

diagnosed according to the 1984 modified

New York criteria for AS (35), the American

Rheumatism Association 1987 revised crite-

ria for the classification of RA (36), and the

American College of Rheumatology 1997 re-

vised classification criteria for SLE (37). In-

formed written consent was obtained from

all patients or their families and from all

healthy individuals before participation, and

ethics approval for this study was granted by

the Ethics Committee of FourthMilitaryMed-

ical University (no. 20110303-7). THP-1 and

human embryonic kidney 293T (HEK 293T)

cell lines (table S6) purchased from ATCC were
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Fig. 7. ITGA2B-ceC96

peptide-related T cell

response and autoantibody

production in AS patients

with specific HLA haplotypes.

(A to C) Distribution of the HLA-

A*02 (A), HLA-B*27 (B), and

HLA-DRB1*04 (C) alleles in

103 patients. (D) The percent-

age of HLA-DRB1*04+ individu-

als from the Allele*Frequencies

database (57–59) (www.

allelefrequencies.net,

pop_id = 2410, 2007, 2668,

and 1820, respectively).

(E) Anti-ITGA2B-ceC96 anti-

body production in HLA-

DRB1*04+ (n = 34) and HLA-

DRB1*04− (n = 69) patients

as determined by ELISA.

(F) Anti-ITGA2B-ceC96 anti-

body production in HLA-B*27+

(n = 85) and HLA-B*27− (n =

18) patients as determined

by ELISA. (G) Anti-ITGA2B-

ceC96 antibody production in

HLA-A*02+ (n = 61) and

HLA-A*02− (n = 42) patients

as determined by ELISA. In

(E) to (G), data are shown as mean ± SDs and are representative of two experiments.

Statistical significance was determined using Student’s t test. The cutoff value

(dotted line) represents a threefold increase above the mean in the control group value.

(H) The percentage of CD137+, IFN-g+, TNF-a+, and IL-2+ CD4+ T cells was determined

by flow cytometry in HLA-DRB1*04+ (n = 19) and HLA-DRB1*04− (n = 37) patients.

Data are shown as mean ± SEMs and are representative of two experiments. One-way

ANOVA with Dunnett’s multiple-comparisons test with *P < 0.05; **P < 0.01; ***P <

0.001; and ****P < 0.0001; ns, not significant.
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cultured in RPMI-1640 medium supplemented

with 10% fetal bovine serum (FBS), 1% penicil-

lin–streptomycin, and 2% L-glutamine at 37°C

in a humidified atmosphere with 5% CO2.

LC–MS/MS sample preparation

Human PBMC samples were obtained from sev-

en AS patients and five HCs. Total protein was

then isolated in the presence of a protease in-

hibitor cocktail (Roche, Switzerland) and aphos-

phatase inhibitor cocktail (Roche, Switzerland).

The cell lysates were centrifuged at 10,000g, the

supernatants were collected, and protein levels

were measured with a BCA kit (Pierce, Thermo

Scientific, Germany). To preserve the biochem-

ical properties of native protein residues during

protein preparation, reagents such as iodo-

acetamide and urea, which potentially modify

proteins, were omitted. Two hundred micro-

grams of cell lysate was digested with trypsin.

The samples were dialyzed with NH4HCO3 and

reduced with DL-dithiothreitol (Sigma-Aldrich,

USA). ZipTip C18 spin columns (Millipore, USA)

were used to purify the peptides (38).

Mass spectrometry and protein sequence

alignment analyses

Mixed peptides were fractionated on a reverse-

phase C18 column by high-performance liquid

chromatography as previously described (38–40).

The desalted peptides were analyzed by LC–

MS/MS on an LTQ-Orbitrap Elite mass spec-

trometer (Thermo Scientific) in data-dependent

mode, in which MS/MS fragmentation of the

20 most intense peaks was acquired for every

full MS scan. MS/MS spectra were searched

against the human protein database UniProt

using SEQUEST (41), with a maximum allowed

deviation of 10 ppm for the precursor mass

and 0.6 Da for fragment masses. Dynamic

modification included the oxidation of me-

thionine, and the false discovery rate (FDR)

was 1%. Every sample was run in triplicate. A

multiblind spectral alignment algorithm, Byonic

(42, 43), was used for openmodification search-

ing. The modification was set from −200 to

1000Da, and the fragment tolerancewas 0.6Da.

For clustering, mass shifts (delta masses) were

divided into subgroups with 1-Da intervals

bounded by n ± 0.5 (n = −200 to 1000) Da. The

mass shifts in eachmass windowwere analyzed

bymultivariate clustering using a Gaussianmix-

ture model. The clusters within each window

were determined by the Bayesian information

criterion (44). Next, the clusters in each window

were fitted individually by Gaussian regression

to calculate the peak value (expectedmass shift),

the SD, and the goodness of fit (R
2
).

Modified substrate screening

The unmodified peptide wtC96 (30 mM)

(AEGGQCPSLLFDLR) was incubated with

either LA or 3-HPA (1 or 5 mM) in 20 mg of

293T cell lysate at 37°C for 2 hours. LC–MS/MS

was performed to identify the modified pep-

tide (C96+72.021).

Stability assay with modified peptides

and mutant ITGA2B

To test the effect of pH on stability, 0.5 mg of

modified peptide (#5 or #7) was incubated at

37°C for 16 hours at pH 5.0, 6.0, 6.5, or 7.4. After

incubation, all samples were identified by LC–

MS/MS. To test the effect of ITGA2B mutation

on stability, the cysteine (C) at residue 96 in

ITGA2B was mutated to aspartic acid (D) or

methionine (M). ITGA2BwtC96 (C96WT), C96D,

and C96M cDNAs were cloned into the expres-

sion vector pCMV3, and the resulting vec-

tors were transfected into the 293T cells. After

48 hours, CHX (2 mg/ml) was added to 293T

cells for 0, 6, or 12 hours. 293T cells were treated

with MG132 (5 mM), leupeptin (100 mM), and

bafilomycin A1 (5 nM) to block protein deg-

radation through different pathways.

Anti-ITGA2B-ceC96–specific antibody generation

and verification

Anti-ITGA2B-ceC96 (anti-ceC96) IgG was de-

veloped in our laboratory as follows. ITGA2B-

ceC96 peptide was coupled with KLH at a 3:1

ratio (AEGGQCcePSLLFDLRC-KLH). A total of

0.75 mg of KLH-conjugated ITGA2B-ceC96 pep-

tide dissolved in double-distilled H2O and emul-

sified (1:1) in complete Fraud’s adjuvant (CFA)

was used to immunize rabbits once, and the

rabbits were then boosted three times with the

peptide in incomplete Fraud’s adjuvant (IFA) at

2-week intervals. Five batches of serum were

collected from each rabbit. The serum sample

with thehighestELISA titerwasused to enrich the

anti-ITGA2B-ceC96 antibody. The modified pep-

tide (ITGA2B-ceC96-BSA, AEGGQCcePSLLFDLRC-

BSA) and unmodified peptide (ITGA2BwtC96-

BSA, AEGGQCPSLLFDLRC-BSA) were diluted

with 0.1 M NaHCO3 and 0.5 M NaCl buffer

(pH 8.3) to a concentration of 5 mg/ml. Then,

5 mg of protein was added to 10 ml of agarose

solution. The sampleswere shaken overnight at

4°C, washed three times with 0.1 M NaHCO3

and 0.5MNaCl buffer, added to a 3× volume of

blocking buffer (0.1MTris-HCl, pH8.0), shaken

at 4°C for 2 hours, and loaded onto the columns.

Two hundred milliliters of rabbit serum am-

monium sulfate precipitation mixture was cen-

trifuged at 5000g for 30 min, the supernatant

was discarded, and the precipitated protein

was dissolved in 0.01 M phosphate-buffered

saline (PBS) buffer (pH 7.4) and filtered through

a 0.22-mm filter. Gel-filtration chromatography

was used to repeat the ITGA2B-wtC96 prepur-

ification process. The protein solution was

collected until the absorbance was <10mAU.

A gel-filtration column for ITGA2B-ceC96

purification was equilibrated 10 times with

equilibration buffer (0.01MPBS, pH 7.4). After
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Fig. 8. Comprehensive analysis

of ITGA2B-ceC96Ðrelated

metabolic and immune changes

in AS, RA, and SLE patients

and HCs. (A) The levels of the

antigen ceC96 in PBMCs of

AS (n = 39), RA (n = 31), and SLE

(n = 25) patients and HCs (n = 15)

quantified by immunoblotting

assays. (B) The ITGA2B-ceC96–

specific T cell levels in PBMCs of

AS (n = 39), RA (n = 31), and

SLE (n = 25) patients and HCs

(n = 15) were quantified by flow

cytometry analysis. (C) Anti–

ITGA2B-ceC96 antibody titers in

plasma of AS (n = 39), RA

(n = 31), and SLE (n = 25) patients

and HCs (n = 15) were quantified

by ELISA. (D) 3-HPA levels in

plasma of AS (n = 29), RA (n =

20), and SLE (n = 13) patients and

HCs (n = 15) were quantified by

mass spectrometry. (E) CBS levels

in PBMCs of AS (n = 39), RA

(n = 31), and SLE (n = 25) patients

and HCs (n = 15) quantified by immunoblot assays. In (A) to (E), ITGA2B-ceC96, 3-HPA, and CBS levels were

normalized to the corresponding mean value of the HCs (HCmean) and anti–ITGA2B-ceC96 antibody levels were

normalized to the value of HCmix. Data are shown as mean ± SDs and are representative of two experiments.

Statistical significance was determined using one-way ANOVA with Dunnett’s multiple-comparisons test, with the

P value displayed in the figure.
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loading, the column was washed to the base-

line, eluted with 0.05 M Gly-HCl (pH 2.5), and

neutralized (to pH 7.0) with 3 M Tris-HCl

buffer. The antibody was concentrated with a

10-kD ultrafiltration tube and stored in 0.01 M

PBS (pH 7.4).

Antibody specificity was verified with dot

blot and surface plasmon resonance (SPR) as-

says. For the dot blot assay, 5, 25, and 100 ng of

peptide was spotted on a nitrocellulose mem-

brane, which was then blocked in 5% bovine

serum albumin (BSA) in Tris-buffered saline

and Tween 20 (TBS-T) for 1 hour at room tem-

perature (RT) and incubated with primary anti-

body (anti–ITGA2B-ceC96 antibody, 0.1 mg/ml)

in BSA/TBS-T for 2 hours at RT. The peptides

were visualized with goat anti-rabbit IgG–

horseradish peroxidase (HRP) secondary anti-

body (1:10,000). For the competition assay,

ITGA2B-ceC96 peptide at a final concentra-

tion of 0.1 mg/ml was added to the primary

antibody before incubation. Antibody affinity

was tested with an SPR assay (45). The anti–

ITGA2B-ceC96 antibody was immobilized on

the chips, andwtC96 and ceC96 peptides were

injected onto the chip for verification.

Screening and verification of the modifying enzymes

For screening, an anti-ITGA2B antibody (0.1 mg/ml,

Santa Cruz Biotechnology) and anti–ITGA2B-

ceC96 antibody (0.1 mg/ml) were used to co-

immunoprecipitate a protein complex from the

lysates of 293T cells overexpressing ITGA2B.

The differential components in the two protein

complexes were identified by LC–MS/MS, and

the potential modification enzymes were pre-

dicted by protein protein interaction networks

using STRING. For verification, the cDNA se-

quence of CBS-FL (1 to 551 amino acids) was

subcloned into the pET21a(+) vector with a C-

terminal His tag. ITGA2B cDNA (32 to 488 or

32 to 989 amino acids) was subcloned into the

expression vector pET21b. The proteins were

overexpressed in E. coli Rosetta (DE3) cells and

purified by Ni-NTA affinity chromatography

(QIAGEN). CBS protein needed to be purified

in the presence of 0.1 mM PLP. The recombi-

nant ITGA2B and CBS proteins were examined

by an in vitro enzymatic reaction. The 25-ml re-

actionmixture contained 250mMTris (pH8.6),

10 mM 3-HPA, 0.5 mM AdoMet, 0.25 mM PLP,

and 30 mg of recombinant ITGA2B protein or

synthetic peptide. After preincubation at 37°C

for 5 min, 0.5 mg of recombinant CBS protein

was added to start the reaction, which was

terminated after 20 min or 2 hours by adding

25 ml of 10% trifluoroacetic acid. The presence

of cysteine 2-carboxyethylation was verified by

dot blot assays and immunoblotting assays.

Immunofluorescence and multicolor

immunohistochemistry imaging

For immunofluorescence, cells were washed

twice with PBS and stained as previously de-

scribed (46). The concentration of the anti-

body used in this study and the dilution ratios

of commercial antibodies are listed in table S6.

The cells were visualized using an IX73 micro-

scope systemwith a dry 20/0.75 lens (Olympus,

Tokyo, Japan) and an A1R-A1 confocal laser

microscope system (Nikon, Tokyo, Japan)with

an oil 100/1.49 lens. Multicolor-IHC was per-

formed using theOpal 7-ColorManual IHCKit

according to themanufacturer’s protocol (Akoya

Biosciences). The concentrations of the anti-

bodies are listed in table S6. Multicolor Opal

slides were visualized using the PhenoImager

HT (Akoya Biosciences) using a sCMOS camera

with a dry 20/0.75 lens and Vectra Quantitative

Pathology ImagingSystems (AkoyaBiosciences).

Immunoprecipitation

ITGA2B or ITGA2B-ceC96–specific antibodies

(0.1 mg/ml) and protein samples (300 mg) from

PBMCs or 293T cell lysates were used for im-

munoprecipitation and coimmunoprecipitation

assays according to the manufacturer’s protocol

(Immunoprecipitation Kit, Thermo Scientific,

26147; Co-Immunoprecipitation Kit, Thermo

Scientific, 26149).

Apoptosis and cell cycle analysis

Apoptotic cells and the cell cycle were detected

with the fluorescein isothiocyanate (FITC) An-

nexin V Apoptosis Detection Kit with propi-

dium iodide (BioLegend, 640914) and a cell

cycle detection kit (Keygen Biotech, KGA512)

according to the manufacturer’s protocols.

Immunogenicity prediction

The SYFPEITHI database was used to identify

and score candidate carboxyethylated pep-

tides, and the scores were based on the original

cysteine sequence, not themodified one. HLA-

B*2705, HLA-B*2709, HLA-DRB1*01, HLA-

DRB1*03, and HLA-DRB1*04 were scored, and

all candidate peptides were sorted by the av-

erage score for the five HLA subtypes. A CLIP

peptide (87-101) was used as a negative control

peptide.

HLA-DRA*01/HLA-DRB1*04 molecule complex

construction and expression

To produce the HLA-DRA*01:01 (IMGT/HLA

accession no. HLA00662)/HLA-DRB1*04:02:01

(IMGT/HLA accession no. HLA00687) hetero-

dimer, cDNA sequences of the extracellular

domains were codon optimized and introduced

into the pFastBac Dual plasmid. A nucleotide

segment was introduced to link the CLIP pep-

tide (PVSKMRMATPLLMQA) to theN terminus

of theDRB1 chain through a 15–amino acid long

linker that includes a thrombin cleavage site. A

strep II tag was added before the CLIP peptide.

The C-terminal part of the beta chain contained

a Cys followed by a human rhinovirus (HRV)

3C protease cleavage site, a basic leucine zipper,

a FLAG tag, and a BirA biotinylation site. The

C-terminal region of the alpha chain also con-

tained a cysteine residue, an HRV 3C protease

cleavage site, an acidic leucine zipper, and a

His tag. An interchain disulfide bondwas formed

by the C-terminally introduced Cys residues, and

the leucine zipper pair promoted MHC dimer

formation, whereas the His and FLAG tags

facilitated protein purification. The sequences

encoding the extracellular domains of HLA-

DM were also inserted into the two separated

MCSs in the pFastBac Dual plasmid. A strep

tag and 6His-tag preceded by a FLAG tag were

added to the C terminus of DMA and DMB,

respectively. HLAwas producedwith a baculo-

virus expression system according to the man-

ufacturer’s instructions. In brief, recombinant

Bacmid DNA carrying the HLA-DR sequence

was transfected into Sf9 insect cells, and high

titers of baculovirus were obtained after three

rounds of viral amplification. The baculovirus

was then used to infect the High5 cell line

grown in suspension in serum-free medium

for secretory expression. Supernatants harvested

on day 3 or 4 were buffer exchanged into equi-

librium buffer (TBS, pH 8.0), concentrated using

the TFF system, and subjected to affinity purif-

icationusing anti-FLAG resin (Genscript). Buffer

exchange (PBS) and concentration of eluates

were conducted by centrifugation (6000g for

4 hours at 4°C), and purity was confirmed by

SDS–polyacrylamide gel electrophoresis.

In vitro HLA-DRA*01/HLA-DRB1*04 peptide

exchange assays

We first constructed the alpha-beta complex of

HLA-DR and HLA-DM with different labels.

After testing the thrombin efficiency, HLA-DR

(1 mM) was incubated with thrombin at 37°C

for 1 hour for thrombin cleavage. Then, the

ceC96-27 and wtC96-27 peptides (27 amino

acids) were added to the exchange system (37°C

for 2 hours with or without HLA-DM). After

the reaction, His pull-down experiments were

performed to remove unbound ceC96-27 (1 mM)

andwtC96-27 (1 mM)and the Strep-CLIPpeptide

was exchanged. Finally, anti-ITGA2B-ceC96

(0.2 mg/ml), anti-Strep (1:1000), and anti-FLAG

(1:1000) antibodies were used to verify ceC96-

27 exchange by a dot blot assay.

FP assays

A FAM-labeledEpstein-Barr virus EBNA1peptide

(482-496, FAM-KGGGAEGLRALLARSHVER)

wasusedasaprebindingpeptide(FAM-prepeptide)

for the HLA-DRA*01/HLA-DRB1*04 complex.

For peptide competition assays, a fluorescent

HLA-DRA*01/HLA-DRB1*04-FAM-prepeptide

complex was generated by incubation of HLA-

DRA*01/HLA-DRB1*04/CLIP (1 mM)and500nM

HLA-DM with 500 nM FAM-prepeptide for

3hours at 37°C in sodiumcitrate buffer (150mM

sodium chloride, 50 mM sodium citrate buffer,

pH5.2).Unboundpeptidewas later removedwith

a gel filtration column (PD10; GE Healthcare).
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Competing peptides were added to the HLA-

DRA*01/HLA-DRB1*04-FAM-prepetide com-

plex (typically in a 100-ml volume in 96-well

plates) for the indicated times and concen-

trations. The dissociation of FAM prepeptide

from the HLA-DRA*01/HLA-DRB1*04-FAM-

prepeptide complex (100 nM, with 30 nM

HLA-DM)wasmeasured using an Infinite F200

plate reader (Tecan) with a 485/20 nm band-

pass and 535/25 nm band-pass filter set. FP

values were read at 25°C.

HLA-peptide structure analysis

The structure ofHLA-DRA*01/HLA-DRB1*04:01/

a-Enolase 26 (PDB: 5LAX) was used as the

starting template. Residues in the beta chain

of HLA-DRB1*04:02:01, which are different

from those of HLA-DRB1*04:01, weremutated

to be identical to those in HLA-DRB1*04:02:01.

The peptide SKGLFRAAVPSGAS bound to

HLA-DRA*01/HLA-DRB1*04:01 in the crystal

structure was mutated to FLCPWRAEGGQCPS.

The newmodel obtained in thiswaywas further

optimized by structure minimization in UCSF

Chimera (20). Most parameters were set to the

default values, excluding the steepest descent

steps, which were set to 1000, and the conjugate

gradient steps were set to 100. The interactions

between HLA and peptides were analyzed by

PISA. All the structure figures were generated

with PyMol (47). The structure of HLA-DRA*01/

HLA-DRB1*04:02:01 in complex with the car-

boxyethylated peptide was also edited in UCSF

Chimera and optimized with structure minimi-

zation using the same protocol.

HLA haplotype assays

The HLA haplotype identification report for

patients with AS was provided by Beijing

Bofurui Gene Diagnostics Ltd. Briefly, the HLA

haplotype included the identification of HLA-A,

HLA-D, and HLA-DRB1 alleles.

DC culture and identification

DC culture and identification were performed

as previously described (48). Briefly, PBMCs

were isolated and then resuspended in AIM-V

medium. Immature DC (iDC) medium (AIM-V

medium containing 800 U/ml of granulocyte-

macrophage colony-stimulating factor (GM-

CSF) and 500 U/ml of IL-4) was added to the

adherent cells, whichwere incubated in a 37°C

and 5% CO2 incubator. On day 6 of iDC culture,

an equal volume of mDC medium was added

(AIM-V medium containing of 1600 U/ml of

GM-CSF, 1000 U/ml of IL-4, and 10 ng/ml of

TNF-a, 10 ng/ml of IL-1b, 320 ng/ml of IL-6,

and 2 mg/ml of PGE2) with the peptides (wtC96

an ceC96) to achieve a final concentration of

10 mg/ml. The ratio of the original conditioned

medium to the mDC medium was 1:1 for 16

to 18 hours. iDCs and mDCs were primarily

identified through flow cytometry. The dilu-

tion ratios and clone names of the commer-

cial antibodies used for flow cytometry are

listed in table S6.

T cell stimulation assays

mDCs and T cells from the same individual

were cocultured at a 1:10 ratio in RPMI-1640

medium supplemented with 10 ng/ml of IL-7,

10% FBS, and 1% penicillin-streptomycin on

day 0. After 3 days, 50 U/ml of IL-2 was added

and the cells were cultured for 7 days. On day

10, mDCs were added to the T cells at a 1:10

ratio for restimulation for 8 hours in the pres-

ence of the blocking agents brefeldinA (5 mg/ml)

and monensin (2 mM) (48). Cells expressing

CD137, IFN-g, IL-2, and TNF-a were detected

by flow cytometry. After another 10 days of

coculture (day 20), CD4
+
and CD8

+
T cells were

sorted and IFN-g levels were measured by

ELISpot assays (DAKEWE, 2110005) according

to the manufacturer’s protocol. After an addi-

tional 10 days of coculture (day 30), CD4
+
and

CD8
+
T cells were sorted and single-cell TCR se-

quencing was performed. For positive controls,

T cellswere stimulatedwith phorbol 12-myristate

13-acetate (PMA), PMA+ ionomycin, or pooled

peptide-treated mDCs.

Single-cell TCR repertoire analysis

CD4
+
and CD8

+
T cells obtained from PBMCs

stimulated with DCs (DC-NC and DC-ceC96)

for 30 days were isolated by FACS (BD FACSAria

III). CD3
+
CD4

+
T cells and CD3

+
CD8

+
T cells

were collected, and 1 × 10
6
T cells/ml were used

for library preparation. 10X Genomics Chro-

mium Single Cell V(D)J immune repertoire

profiling was performed and analyzed by

Novogene (49). TCR clone subtype analysis

was then performed using Cell Ranger (10X

Genomics) and VDJtools.

TCR validation

TCR validation experiments were performed

as previously described (17, 18). Briefly, candi-

date TCRa-TCRb pairs were cloned into pCDH-

MSCV-MCS-EF1-copGFP-T2A-Puro vectors and

retrovirally expressed in CD4
+
TCR-free Jurkat

cells. The HLA-DRB1*04/ceC96 tetramer was

used to validate the candidate TCRs. The levels

of IL-2 secreted from DC-pulsed TCR Jurkat

cells were measured with an IL-2 ELISA kit

(DAKEWE, 1110202).

HLA-DR mice

Abbknockout/transgenicHLA-DR4mice (B6.129S2-

H2-Ab1
tm1Gru

Tg (HLA-DRA/H2-Ea, HLA-DRB1*0401/

H2-Eb) 1Kito) were purchased from Taconic

and ethics approval was granted by the Ethics

Committee of FourthMilitaryMedical University.

In vivo disease models

An in vivo mouse disease model was generated

by subcutaneously injecting 400 mg of peptide

(ITGA2B-wtC96 or ITGA2B-ceC96) emulsified

in CFA containing 250 mg of H37Ra Myco-

bacterium tuberculosis. Fourteen days later,

the mice were boosted with a second subcuta-

neous injection of the same amount of antigen

emulsified in IFA. On day 21, the mice were

boosted with a third subcutaneous injection

of the same amount of antigens with IFA. On

days 0, 7, 14, and 21, peripheral blood was

collected before immunization. Themice were

sacrificed on day 31 and samples were ana-

lyzed. C57BL/6Nmicewere immunized similarly

as a control. In the KLH-coupled immuniza-

tion groups, 1 mM 3-HPA (pH = 7, neutralized

with sodium hydroxide) was added to the

water 28 days after first KLH-coupled ITGA2B-

wtC96 or ITGA2B-ceC96 immunization inHLA-

DRB1*04 mice.

To evaluate the general colitis model, the

disease activity index was determined from

three scores (50). Colonic histopathology scor-

ingwas conducted in a double-blinded fashion

by at least four independent scorers following

a previously reported protocol (24, 51). Changes

in fecal contents were measured by lipocalin-2

ELISAs and fecal occult blood tests. H&E,

periodic acid–Schiff, and Safranin O–Fast Green

stainingwere performed as previously described

(52, 53).

To evaluate bone mass, a micro-computed

tomography (micro-CT) system (GE Health-

care, USA) was used as reported previously

(54).Micewere sacrificed, and specimenswere

fixed with 10% (vol/vol) paraformaldehyde for

24 hours and then imaged using a micro-CT

scanner at a resolution of 6.5 mm. Three-

dimensional reconstruction and structural

parameter quantificationwere performedwith

Micview V2.1.2 software. Segmentation thresh-

olds of 200 to 500 mg of hemagglutinin (HA)/

cm
3
were used to identify the newly formed

bone, which was anticipated to exhibit a lower

bone mineral density (BMD), and thresholds

of 550 to 3000mg of HA/cm
3
were applied to

measure normal mature bone with a higher

BMD (6).

Detection of antiÐceC96-antibody in

plasma by ELISA

AnELISA protocol was established tomeasure

anti-ceC96 antibody levels in plasma. Three

peptides,wtC96-linear (VFLCPWRAEGGQCPSL-

LFDLRDETRNV), ceC96-linear (VFLCPWRAEG-

GQCcePSLLFDLRDETRNV), and ceC96-bridge

(VFLCPWRAEGGQCcePSLLFDLRDCTRNV, Cys4

& Cys23 formed a disulfide bridge) were used

to determine anti-ceC96 and anti-wtC96 anti-

body levels. First, ELISAplateswere separately

precoated with the three peptides (10 mg/ml)

at 4°C overnight. Then, rabbit anti-ceC96 and

anti-wtC96 antibodies were added at differ-

ent concentrations (100, 10, or 1 ng/ml and

100, 10, or 1 pg/ml). Rabbit IgG (1 mg/ml) was

used as a negative control. ELISAs were then

performed following a standard procedure

(55) to clarify the specificity and effectiveness
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of the ceC96-bridge peptide. To detect anti-

ceC96 antibody levels in plasma from humans

andmice, ceC96-bridge peptide was coated on

the plates to directly interact with sample

sera and followed by incubating with HRP-

conjugated secondary anti-human or anti-

mouse antibody to obtain the optical density

values. HCmixtures (HCmix) of healthy donors

in group 2 (table S1) were used as a relatively

quantitative standard in different batches of

anti-ceC96 antibody assays, whereas human

anti-ITGA2B-ceC96–specific autoantibodies

were calibrated by HCmix.

Tetramer construction

TheHLA-DRA*01/HLA-DRB1*04molecular com-

plex was designed with a BirA biotinylation

site in the C-terminal region of the beta chain.

After construction and purification of the

HLA-DRA*01/HLA-DRB1*04-CLIP (negative

control), HLA-DRA*01/HLA-DRB1*04-influenza

A (positive control), HLA-DRA*01/HLA-DRB1*04-

wtC96, and HLA-DRA*01/HLA-DRB1*04-ceC96

complexes, biotinylation was performed to gen-

erate peptide-MHCmonomers. These peptide-

MHC monomers were biotinylated to enable

multimerization of tetrameric complexes on

streptavidin. Furthermore, allophycocyanin-

streptavidin and phycoerythrin-streptavidin

were used for flow cytometry.

Metabolic profiling

Metabolic profiling was performed (56) by

Metabo-Profile Biotechnology (Shanghai) Co.,

Ltd. Briefly, standards for all targeted metab-

olites obtained from Sigma-Aldrich (St. Louis,

MO, USA), Steraloids Inc. (Newport, RI, USA)

and TRC Chemicals (Toronto, Ontario, Canada)

were accurately weighed and prepared at a

concentration of 5.0 mg/ml. After derivatiza-

tion, the samples were transferred to a new

96-well plate with 10 ml of internal standards

in each well. An ultraperformance liquid chro-

matography coupled to tandem mass spec-

trometry (UPLC–MS/MS) system (ACQUITY

UPLC-Xevo TQ-S, Waters Corp., Milford, MA,

USA) was used to quantitate all targeted me-

tabolites. Three types of quality control sam-

ples (i.e., testmixtures, internal standards, and

pooled biological samples) were used. The raw

data files generated by UPLC–MS/MS were

processed using MassLynx software (v4.1,

Waters, Milford, MA, USA) to perform peak

integration, calibration, and quantitation.

Statistical analysis

Error bars represent the SEM or SD, as indi-

cated in the figure legends. Statistical signif-

icance was determined using Prism version

8.0 software (GraphPad Software, CA, USA).

Differences were deemed significant at P <

0.05. Two-way or one-way ANOVA followed by

Dunnett’s post-test, Tukey’s multiple-comparisons

test, or the Kruskall–Wallis test (for subgroup

analyses) was performed for multiple compari-

sons, and Student’s t test was performed for

other experiments to compare mean values.

****P < 0.0001; ***P < 0.001; **P < 0.01; *P <

0.05; and ns, not significant (P > 0.05).
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Structures of BIRC6-client complexes provide a
mechanism of SMAC-mediated release of caspases
Moritz Hunkeler1,2, Cyrus Y. Jin1,2, Eric S. Fischer1,2*

Tight regulation of apoptosis is essential for metazoan development and prevents diseases such

as cancer and neurodegeneration. Caspase activation is central to apoptosis, and inhibitor of

apoptosis proteins (IAPs) are the principal actors that restrain caspase activity and are therefore

attractive therapeutic targets. IAPs, in turn, are regulated by mitochondria-derived proapoptotic

factors such as SMAC and HTRA2. Through a series of cryo–electron microscopy structures of

full-length human baculoviral IAP repeat–containing protein 6 (BIRC6) bound to SMAC, caspases,

and HTRA2, we provide a molecular understanding for BIRC6-mediated caspase inhibition and its

release by SMAC. The architecture of BIRC6, together with near-irreversible binding of SMAC,

elucidates how the IAP inhibitor SMAC can effectively control a processive ubiquitin ligase to

respond to apoptotic stimuli.

G
enetically encoded cell death programs

such as apoptosis, necroptosis, and

pyroptosis remove infected, damaged,

or obsolete cells during development

and are essential in all metazoans (1).

Aberrant activity or lack of regulation of cell

death pathways leads to a wide array of hu-

man pathologies such as neurodegeneration,

autoinflammatory disease, and cancer (2, 3).

Apoptotic signaling pathways converge on

activation of cysteine-dependent aspartate-

directed proteases (caspases) to trigger execu-

tion of the apoptotic program (4). Inhibitor

of apoptosis proteins (IAPs) keep cell death

commitment in check by direct binding and

inhibition of initiator caspase-9 (casp-9) and

executioner caspases-3 and -7 (casp-3 and casp-7)

(5). Many cancer cells express elevated levels

of IAPs and have heightened apoptotic thresh-

olds to resist apoptotic signals and cytotoxic

therapies (6). In mammals, seven IAPs, also

referred to as BIRCs [baculoviral IAP repeat

(BIR) domain–containing proteins] exist

(5, 7, 8). The BIR domain found in all IAPs

interacts with the conserved IAP binding mo-

tif (IBM) of caspases (9) (fig. S1A). Most IAPs

also act as ubiquitin ligases mediating poly-

ubiquitylation and thereby degradation of

caspases (5).

Apoptotic stimuli lead to BCL-2 family–

mediated release of proapoptotic molecules

from the mitochondria, including cytochrome

c (10), apoptosis-inducing factor (11), second

mitochondria-derived activator of caspases

[SMAC, also known as direct IAP-binding pro-

tein with low isoelectric point (DIABLO)]

(12, 13), and the serine protease high temper-

ature requirement protein A2 (HTRA2) (14).

Similar to caspases, SMAC and HTRA2 both

directly interact with BIR domains of IAPs

through N-terminal IBMs (9) (fig. S1A), there-

by blocking IAP-mediated caspase inhibition

and releasing the brakes on cell death (5, 14).

These observations led to the development of

small-molecule SMAC mimetics that target

the IAP–caspase interaction (15), several of

which are currently undergoing clinical ex-

ploration (16).

BIRC6 [also called APOLLON (17) or BRUCE

(18)] plays critical roles in cell division (19, 20)

and regulation of autophagy (21, 22) and was

shown to exhibit prototypical anti-apoptotic

activity (17, 18, 23–26). The Drosophila BIRC6

homolog dBRUCE has been implicated in in-

hibiting apoptosis by targeting Reaper (27, 28),

a functional homolog of SMAC with high se-

quence similarity in its IBM (29). BIRC6 is

an essential IAP (24) and is evolutionarily the

oldest IAP to acquire E3 ubiquitin ligase ac-

tivity (30). The large multidomain 530-kDa

protein has a single BIR domain close to the

N terminus and an E2-E3 hybrid ubiquitin-

conjugating (UBC) domain close to the C ter-

minus, whereas the rest of the protein remains

largely uncharacterized (Fig. 1A). BIRC6 in-

teracts with and inhibits casp-3, casp-7, and

casp-9, and these interactions are inhibited

by SMAC (23, 31). BIRC6 has also been estab-

lished as a substrate for caspases as well as

HTRA2 (Fig. 1B) (23).

Owing to a lack of structural information,

how BIRC6 binds to and inhibits proapoptotic

caspases and how this inhibition is effectively

counteracted by SMAC and HTRA2 remains

elusive.We present cryo–electronmicroscopy

(cryo-EM) structures of full-length BIRC6

alone or bound to SMAC, casp-3, casp-7, or

HTRA2 and discuss how BIRC6 engages di-

verse substrates and inhibitors to control apo-

ptosis. We find that a dimeric architecture

of BIRC6 establishes an accommodating

central cavity that allows for competitive

binding of diverse factors recruited through

perfectly spaced BIR domains and stabilized

by electrostatic interactions. This architecture,

together with the near-irreversible binding

of SMAC, reconciles how caspase inhibition

and ubiquitylation by BIRC6 is released upon

apoptosis.

BIRC6 is a UBA6-dependent E2/E3 chimera

BIRC6 exhibits UBC domain-dependent anti-

apoptotic activity andbinds to caspases,HTRA2,

and SMAC through its BIR domain in cells

(23, 25, 26, 32). To reconstitute these activities

in a fully recombinant system and to enable

structural studies, we expressed and purified

full-length BIRC6 (fig. S1B). By examining the

Cancer Dependency Map [DepMap (33)], we

noticed a strong correlation between BIRC6

and the noncanonical ubiquitin-activating en-

zyme UBA6. On the basis of this observation,

we set out to testwhether BIRC6 prefersUBA6

over the canonical ubiquitin E1 enzyme UBA1.

Auto-ubiquitylation assays using UBA1 or UBA6

established a clear preference for UBA6 with

negligible activity observedwithUBA1 (Fig. 1C),

consistent with previous observations that

UBA6 and BIRC6 cooperate to regulate au-

tophagy (22).We further confirmed, by in vitro

ubiquitylation assays, that UBA6 was also the

preferred E1 for BIRC6-dependent ubiquity-

lation of casp-3, casp-7, and HTRA2 (fig. S1C).

To remove confounding effects from protease

activity, BIRC6 was incubated with casp-3

or casp-7 in presence of the caspase inhib-

itor Z-VAD-FMK, or the protease-inactivating

mutant Ser
306
→Ala of HTRA2 (hereafter

HTRA2-S306A). In presence of UBA6, ubiq-

uitin, and adenosine triphosphate (ATP), effi-

cient ubiquitylation of all three proteases was

observed (Fig. 1D). This activity is strictly

dependent on IBM binding through the BIR

domain, as it is lost upon introduction of in-

activating mutations (C328S/C331S, referred

to as BIRmut) (23, 34) (Fig. 1D). The ubiquityl-

ation of all substrates is inhibited by SMAC

(Fig. 1D), which itself is also a substrate for

BIRC6 ubiquitylation in vitro (23, 25) (fig. S1,

D and E). A mutant form of SMAC (SMAC*,

IBMmotif mutated toMVPI), which no longer

binds to BIR domains (23), fails to inhibit

BIRC6 activity (Fig. 1D). In the absence of pro-

tease inhibitors, casp-3, casp-7, andHTRA2digest

BIRC6 in a strictly BIR domain–dependent

fashion, which can be inhibited by SMAC but

not SMAC* (Fig. 1E). Together, these findings

establish that BIRC6 exerts the biochemical

activities of an IAP using its BIR and UBC do-

mains to bind and ubiquitylate casp-3, casp-7,
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and HTRA2, and that BIRC6 itself is a sub-
strate for these proteases. The absence ofmulti-
ple BIR domains and linker regions previously
shown to be important for efficient caspase
binding (35) raises the question of how BIRC6
interacts with caspases and its regulators
SMAC and HTRA2.

Cryo-EM structure reveals horseshoe-shaped

dimeric architecture

To structurally characterize BIRC6, we col-
lected cryo-EM data of full-length BIRC6.
Initial two-dimensional (2D) classification
revealed the presence of high-quality particles
but also preferred orientations leading to highly
anisotropic three-dimensional (3D) recon-
structions (fig. S2). Omitting 2D classifica-

tion and directly employing 3D classification
allowed retention of particles representing
rare views, which mitigated the preferred
orientation problem. Several rounds of classi-
fication and local refinements lead to high-
quality maps of BIRC6 refined to resolutions
of 2.0 to 3.0 Å (Fig. 2A, figs. S2 and S3, and
table S1). BIRC6 presents itself as a large
(180 Å by 170 Å by 120 Å) head-to-tail dimer
with an extended helical arch forming the
dimer interface (~10,286 Å2 interface area)
and serving as the backbone for functional
domains (Fig. 2B). The very N terminus forms
a WD40-like propeller domain [amino acids
(aa) 68 to 966)], which has a linker domain
(LD; aa 151 to 265) and the BIR domain (aa 278
to 364) protruding out between individual

blades of the propeller (Fig. 2C). The IBM
binding groove on the BIR domain is facing
the central cavity of BIRC6, as revealed by
superposition (main-chain root mean square
deviation: 1.2 Å) with a crystal structure of the
X-linked inhibitor of apoptosis protein (XIAP)
BIR3 domain in complex with the AVPI pep-
tide of SMAC (36) (Fig. 2C and fig. S3H). The
WD-40, LD, and BIR domains are connected
to the helical arch by a disordered linker
(~40 aa) and are sitting on two beta-sandwich
domains [b-X1 (aa 1030 to 1323) and b-X2 (aa
1563 to 1884)] (Fig. 2B). Centrally inserted
into the helical arch is a carbohydrate-binding
module family 32 (CBM)–like domain (37) (CBM,
aa 3160 to 3302) (Fig. 2, B and D), followed by
an unpredicted ubiquitin-like domain (Ubl,
aa 3819 to 4068) close to the C-terminal UBC
domain (aa 4520 to 4857) (Fig. 2E). The UBC
domain itself is invisible in the cryo-EM recon-
structions owing to its high degree of flexibility,
which likely enables efficient ubiquitylation of
diverse substrates.

Tight binding of SMAC to BIRC6 facilitates a

caspase release mechanism

Previous reports found similar affinities for
full-length SMAC and caspase-IBM binding to
individual BIR domains of XIAP and cellular
inhibitor of apoptosis protein 1 (cIAP1) with
binding affinity (Kd) values in the range of
hundreds of nanomolar tomicromolar (38–40).
This would suggest that a large excess of SMAC
is necessary for efficient release of bound
caspases. Binding affinities, however, are great-
ly increased with larger constructs of IAPs
containing multiple BIR domains (39), which
led to the conclusion that caspases and SMAC
compete for mutual binding sites through
multivalent interactions spanning multiple
domains (39, 41–43). In combinationwith struc-
tural studies, a model with two distinct BIR do-
mains tucked under an arch-shaped SMAC
dimer was proposed (36, 39, 43) (fig. S4A).
This model cannot apply to BIRC6, which has
only a single BIR domain, and even if one BIR
domain was contributed from each protomer,
they are still too far apart from each other to
form the proposed arrangement (fig. S4A). We
thus set out to characterize the binding mode
of SMAC to BIRC6 and established a time-
resolved Förster resonance energy transfer
(TR-FRET)–based equilibrium binding assay
to determine binding constants of SMAC,
casp-3, casp-7, and HTRA2-S306A. Substrates
and BIRC6 were labeled with BODIPY and a
terbium-pentafluorophenyl (Pfp) ester (44),
respectively. To conduct equilibrium mea-
surements, caspases were inhibited by addi-
tion of Z-VAD-FMK, which is not expected to
change the IBM-driven binding to BIRC6.
SMAC binding is the tightest observed, with
an apparent Kd of <2 nM (assay limited), fol-
lowed by casp-7 and HTRA2-S306A with Kd of
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Fig. 1. BIRC6 is a UBA6-dependent ubiquitin ligase for caspases. (A) Domain scheme for BIRC6.

Domain coloring and labeling are held constant throughout the figures. (B) Schematic overview of reported

cellular interactions of BIRC6. (C) Auto-ubiquitylation assay. Anti-ubiquitin Western blot (left) and SDSÐ

polyacrylamide gel electrophoresis (SDS-PAGE) (right) analysis of BIRC6 auto-ubiquitylation. A purple

asterisk indicates auto-ubiquitylated BIRC6, and red asterisks mark BIRC6 degradation bands. Blue asterisks

indicate ubiquitin-charged E1. (D) Ubiquitylation assay. Western blots using the indicated antibodies of

ubiquitylation assays establishing casp-3, casp-7, and HTRA2 as in vitro substrates of BIRC6. A BIR

domain mutant (BIRmut, C328S/C331S) is not capable of ubiquitylating substrates. Addition of wild-type

processed SMAC (N-terminal AVPI) inhibits activity, but not addition of a SMAC variant (SMAC*, N-terminal

MVPI). (E) SDS-PAGE analysis of BIRC6 stability assays upon incubation with casp-3, casp-7, and HTRA2.

All three proteases digest wild-type (wt) BIRC6 (black arrowhead), and the effect can be reverted to baseline

degradation by adding SMAC (but not SMAC*). Baseline degradation of the BIRmut variant is insensitive

to the presence of SMAC or SMAC*. The height of the 250-kDa marker is indicated, and the area marked

with a red asterisk indicates BIRC6 degradation bands. All gels and blots are representative of at least

three independent replicates.
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4 ± 1 nM (assay limited) and 75 ± 5 nM, re-
spectively (fig. S4, B and C). Binding of casp-3
was too weak to establish a Kd. To determine
the rank order of competitive binding rele-
vant for regulation, we established a TR-FRET
displacement assay where BODIPY-labeled
HTRA2-S306A was displaced from BIRC6 by
titration of unlabeled SMAC, casp-3, casp-7,
and HTRA2-S306A with half-maximal inhi-
bitory concentration (IC50) values of 9 ± 1,
167 ± 31, 383 ± 60, and 1358 ± 148 nM for
SMAC, casp-7, HTRA2, and casp-3, respectively
(Fig. 3A). These affinities are consistent with
mature SMAC released from the mitochon-
dria effectively inhibiting the anti-apoptotic
activity of BIRC6 by blocking interactionswith
caspases.
To test whether SMAC binding is solely gov-

erned by interactions of the SMAC IBM motif
and the BIR domains, we repeated the exper-
iment with the BIRmut variant of BIRC6 (Fig.
3B). SMAC still bound with an apparent Kd of

26 ± 2 nM, confirming the existence of a pre-
viously proposed BIR-independent binding
site for SMAC on BIRC6 (26). To characterize
the binding mode, we collected cryo-EM data
for a stable BIRC6-SMAC complex and obtained
an anisotropic reconstruction at a nominal
resolution of 2.5 Å (fig. S4D and table S2). The
resulting maps revealed clear additional heli-
cal density in the central cavity (Fig. 3, C and
D). Three-dimensional classification and local
refinements enabled unambiguous placement
of dimeric SMAC using a previously deter-
mined crystal structure (45) (aa 12 to 184) (Fig.
3, D and E). Because of limited map quality in
this region, the SMAC N termini in the IBM
binding grooves on the BIR domains were not
resolved. A local resolution-filtered map, how-
ever, revealed a connection between the mod-
eled SMAC N termini and the BIR domains
(Fig. 3C), which is accounted for by unmod-
eled residues (Fig. 3E). Notably, we also identi-
fied clear symmetrical density for two additional

helices on top of the SMAC dimer that are not
from SMAC itself (Fig. 3, D and E). Although
the quality of themap prevented unambiguous
building of the helix, careful inspection of sec-
ondary structure predictions and unmodeled
parts identified it as an extended helix contrib-
uted by BIRC6 (aa 1616 to 1666), connected to
the b-X2 domain through long disordered link-
ers of ~34 and 105 aa. The two helices, one
contributed from each protomer, hold SMAC
in place on top of the CBM domains (Fig. 3E).
To determine whether these helices constitute
the BIR-independent secondary binding site
(26), we measured the equilibrium binding
constants of a deletion construct of BIRC6
(DHelix, aa 1616 to 1666 removed) to be 30 ±
5 nM, comparable to the BIRmut construct
(Fig. 3B). A double mutant (BIRmut/DHelix)
had no observable affinity to SMAC (Fig. 3B),
consistent with BIR domain and helix con-
stituting the two binding sites. In vitro ubiq-
uitylation assays confirmed that there is a
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Fig. 2. Cryo-EM structure of full-length human BIRC6. (A) Composite EM

map of the BIRC6 dimer, with one chain colored as in Fig. 1A and the other chain

colored in gray. (B) Cartoon model of BIRC6 in two orientations. Domains of

one protomer are labeled. The UBC domain is not visible in the reconstructions.

(C) The N-terminal ~1000 amino acids comprise a disconnected WD40

propeller with the LD and BIR domains inserted between blades 2 and 3. The

location of the peptide binding grove on the BIR domain is illustrated by

placement of the AVPI peptide taken from PDB ID 1G73 (36). The N and

C termini are colored green and red, respectively, and the disordered linker

between the C terminus and the b-X1 domain is indicated by a dashed line

behind the domains. (D) Close-up on the CBM-like domains, holding the dimer

together in a ball clasp fashion. The surface of the two domains colored

according to electrostatic potential is shown at the top, revealing a highly

positively charged path right in the center. (E) Zoomed-in view of the

unpredicted ubiquitin-like domain (Ubl). An overlay with ubiquitin [PDB ID 1UBQ

(54)] is shown at the bottom.
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cumulative decrease of activity toward SMAC

(fig. S5A), without apparent change in auto-

ubiquitylation activity of the differentmutants

(fig. S5B). A study published in this same issue

(46) observed similar additional density and

assigned it to two helices (~aa 2222 to 2632

and ~aa 2268 to 2300) contributed from only

one protomer. Although additional contacts

with unresolved loop regions or alternative

binding modes are conceivable, the proposed

arrangement is incompatible with the density

we observe and our mutational studies. In ad-

dition to the two described interactions, there

is substantial charge complementarity between

SMAC and the CBM domains (Fig. 2D and fig.

S4H). While performing competitive binding

assays, we noticed that SMAC, once bound

to BIRC6, exhibited very slow off rates com-

pared with HTRA2, with virtually no displace-

ment visible up to 22 hours, whereas HTRA2

was readily displaced (fig. S5, C and D). This

near-irreversible binding of dimeric SMAC is

in accordance with the structural arrange-

ment and explains how SMAC can expel

bound caspases when released from mito-

chondria and thereby drive apoptosis. These

findings are consistent with our data showing

that BIRC6 ubiquitylation of casp-3 and casp-7

is effectively inhibited by the presence of

SMAC (Fig. 1D).

Caspases bind to the BIR domain and reside in

the central cavity

BIRC6 does not containmultiple BIR domains

or the linker region that was found to be es-

sential for XIAP binding to casp-3 and casp-7

(35, 42). We thus set out to characterize the

binding of these caspases to full-length BIRC6.

To reconstitute a stable complex between

BIRC6 and casp-3 or casp-7, we added Z-VAD-

FMK to prevent proteolysis of BIRC6. Recon-

structions from datasets collected for BIRC6

bound to casp-3 or casp-7 revealed a similar

overall architecture for BIRC6 (fig. S6 and

table S2). In both structures, the caspase oc-

cupies the central cavity established by the

two arms of the arch and the two CBM do-

mains in a flexiblemanner, whichmanifests in

blurred density (Fig. 4A and fig. S6). Despite

the lack of high-quality density for the caspase,

we could place crystal structures of the corre-

sponding dimeric casp-3 (35), constrained by

the position of the N termini and the BIR do-

mains (Fig. 4, B to E). Connecting density (Fig.

4A) between the caspase and the BIR domains

together with our mutational data (Fig. 1E)

confirms that the dimeric caspases are recruited

and held in place by canonical BIR domain

interactions with the caspase IBM (Fig. 4E).

The overall negatively charged active site re-

gion of casp-3 (Fig. 4C), which in previous

structures in complex with the XIAP BIR2 do-

main is occupied by the linker preceding BIR2

(35), is oriented toward the positively charged

CBM domains (Fig. 4, D and E). In some clus-

ters (clusters 2 and 3 in Fig. 4A), there appears

to be a connection between the CBM and

caspase density, which could potentially be

accounted for by a positively charged loop of

the CBM (aa 3186 to 3196) interacting with the

negatively charged active site region (Fig. 4, C

to E). This observation suggests that the BIRC6–

caspase interaction is further stabilized, in

addition to IBM binding by the BIR domains,

by extended charge and shape complement-

arity (Fig. 4, C to E). This hypothesis has re-

cently been substantiated by the fact that

charge-reversal mutations in the CBM loop

impair BIRC6-mediated inhibition of casp-3

and ubiquitylation of casp-7 (31).
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Fig. 3. Cryo-EM structure of BIRC6 in complex with SMAC. (A) TR-FRETÐbased displacement assay.

Increasing concentrations of SMAC, casp-7, HTRA2-S306A, and casp-3 were titrated into BODIPY-labeled

HTRA2-S306A at 50 nM, Flag-BIRC6 at 10 nM, and Tb-anti-Flag antibody at 8 nM. IC50 values of 9 ± 1, 167 ±

31, 383 ± 60, and 1358 ± 148 nM were determined for SMAC, casp-7, HTRA2-S306A, and casp-3, respectively.

(B) TR-FRET equilibrium binding assay of a BIRC6 BIR-domain mutant, a DHelix variant, a double mutant,

and BODIPY-labeled SMAC. The single mutants show comparable Kd of 26 ± 2 and 30 ± 5 nM for BIRmut

and DHelix, respectively, whereas the double mutant has no detectable binding. Data in (A) and (B) are

represented as mean ± SD from three technical replicates. N.D., not determined. (C) Local resolution-filtered

map highlighting the connectivity between SMAC (gray) and the BIR domains of BIRC6 (in color), indicated

by dashed circles. (D) Side view showing locally refined SMAC density in the central BIRC6 cavity. Density

for the additional helices is colored light green like the b-X2 domain. (E) Close-up highlighting how the SMAC

dimer is arching over the CBM domains. The connection to the IBM groove on the BIR domains is indicated with a

dashed line, and the shown AVPI peptide is modeled after PDB ID 1G73 (36). The attachment points of the two

additional helices (directionality indicated with labels for N- and C-terminal ends) with the b-X2 domain are

indicated with matching spheres and residue numbering. Domain labels with solid backgrounds belong to one

protomer, domain labels with white backgrounds indicate domains of the second protomer.
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HTRA2 binds BIRC6 competitively with

caspases and SMAC

Similar to SMAC, the serine protease HTRA2,
which is primarily involved in the clearance
of misfolded proteins in the intermembrane
space (47), is also released from the mitochon-

dria upon activation of the apoptotic cascade
(48). HTRA2 is a trimeric enzyme and after
maturation in themitochondrion consists of an
N-terminal protease domain and a C-terminal
PDZ domain, which is used for autoregulation
and substrate recruitment (49–51) (fig. S7A).

When released from the mitochondria, a ca-
nonical IBM (AVPS, fig. S1A) is exposed, and
HTRA2 has been shown to interact with BIRC6
(23). We sought to determine the structure of
HTRA2 bound to BIRC6 to better understand
how the trimeric HTRA2 is engaged by the
dimeric BIRC6. A stable complex of BIRC6
and HTRA2-S306A was purified and its con-
sensus structure determined by cryo-EM at an
overall resolution of 2.8 Å (fig. S7, B to G, and
table S2). Density was observed in the central
cavity of BIRC6 and, after 3D variability analy-
sis followed by clustering, identified as a trimer
of HTRA2-S306A (Fig. 5A). Making extensive
contacts to the CBM domains and the helical
arch structure of BIRC6, HTRA2-S306A is per-
fectly placed to be anchored by the BIR do-
mains (Fig. 5, B and C). The trimeric protease
is offset from the BIRC6 dimer axis, resulting
in an asymmetric assembly with one of the
three protease domains centered over the pos-
itively charged loops of the CBM domains (fig.
S7F). Overall, the assembly shows high plas-
ticity (fig. S7B), with all three IBM motifs on
HTRA2 in proximity to the BIR domains.
HTRA2-S306A presents itself in a previously
unobserved conformation that appears to be
primed for activity (fig. S7A), with only one of
the PDZ domains clearly defined by density
(Fig. 5A). This intermediate conformation is
stabilized by the Ubl domain in BIRC6 (Fig.
5, B and C). Similar to SMAC and caspases,
HTRA2 interacts with the CBM domains pri-
marily through an extended interface of charge
complementarity (fig. S7F), and the overall
conformation suggests that HTRA2, upon en-
gagement with BIRC6, enters into a conforma-
tion that is no longer autoinhibited, explaining
the observed proteolysis of BIRC6 by HTRA2
(Fig. 1E). In the observed arrangement, the
active sites of HTRA2 are only ~24 Å away
from a potential HTRA2 recognition site (SYIF)
(52), which is located in a loop in the CBM
domains (aa 3198 to 3201) (Fig. 5C), and the
observed flexibility could well allowHTRA2 to
cut BIRC6 at this site.

SMAC mimetics have a modest effect on

BIRC6 activity

Given that BIRC6 is a negative regulator of
apoptosis in cells (23) and exhibits all the ca-
nonical IAP biochemical features, we asked
whether SMAC mimetics designed to promote
apoptosis in tumors by blocking caspase re-
cruitment to IAPs would also inhibit BIRC6
activity. We obtained representatives of all
classes of clinical stage SMAC mimetics: SM-
406, birinapant, GDC-0917, LCL-161, GDC-0152,
and ASTX660 (fig. S8). To establish potency
in vitro, we performed casp-3 ubiquitylation
assays at increasing concentrations of each
inhibitor (Fig. 6A). Overall, we observe modest
inhibitory activity, with a rank order of LCL-
161, GDC-0152, GDC-0917, SM-406 > ASTX660 >
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Fig. 4. Model for the BIRC6/casp-3 complex. (A) Six particle clusters after 3D variability analysis revealing

a highly flexible binding mode of casp-3 in the central cavity of BIRC6. BIRC6 is shown in white, casp-3

in gray, and density connecting to the CBM domains in clusters 2 and 3 is indicated with dashed lines.

(B) Casp-3 structure from a published casp-3/XIAP-BIR2 crystal structure [PDB ID 1I3O (35); BIR2 domain

removed for clarity], with the large subunit in dark gray, the small subunit in light gray, and the IBM in

salmon. Two orientations are shown, and the viewing direction for (C) is indicated. (C) Electrostatic potential

map, viewed as indicated in (B), revealing a negatively charged patch near the caspase active sites.

(D) Casp-3 shown as surface in same orientation as in (B), bottom, modeled in the central BIRC6 cavity

indicating a snug fit. The positively charged loop (aa 3186 to 3196) in the CBM is indicated by dashed lines.

(E) Zoomed-in view for the BIRC6/casp-3 model, with casp-3 shown as cartoon in same orientation as in

(B), bottom, and (D). BIRC6 is shown as surface, and the location of the IBM groove on the BIR domain is

shown by a dashed yellow cartoon strand taken from PDB ID 1I3O (35). The active-site dyad of casp-3

(H121/C163) is colored green and highlighted with pink stars. The IBM of casp-3 needs to swing up to reach

into the BIR domain; this movement is indicated with a black arrow.
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birinapant. These findings are in line with

the fact that these SMAC mimetics were op-

timized for binding to cIAPs and XIAP (15)

and exhibit weak affinity for the BIR domain

of BIRC6. It is unlikely that bivalent SMAC

mimetics, such as birinapant, can engage both

BIR domains of BIRC6 simultaneously given

the distance between the two. Hence, they will

not exhibit improved efficacy, in line with the

observed inability to effectively inhibit BIRC6-

mediated ubiquitylation of casp-3.

Discussion

Our structural and biochemical characteriza-

tion of BIRC6 and its interaction with key pro-

apoptotic factors provides a molecular basis

for BIRC6 activity as an IAP and an example of

a full-length IAP protein engaging its clients

(Fig. 6B). The dimeric architecture of this

single BIR domain IAP is necessary for effec-

tive interaction with its multimeric substrates

and explains why BIRC6 homodimerization is

required for its IAP function (23). Only in this

dimeric arrangement can two BIR domains

simultaneously engage caspases, positioning

all observed binding partners in the central

cavity of BIRC6 in a highly mobile fashion

(movie S1). The structures reveal considera-

ble differences in caspase binding to what

had been observed for other IAPs. In the case

of XIAP, casp-3 and casp-7 were found to

interact not only with the BIR2 domain itself

but also with a linker region N-terminal to it

(35, 42, 53). In our structure of BIRC6, casp-3

and casp-7 engage in a canonical BIR domain

interaction with the active sites facing the

CBM domains. In addition, the interaction is

stabilized by electrostatic complementaritywith
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Fig. 5. Cryo-EM structure of BIRC6 in complex with HTRA2. (A) Cryo-EM
density, low-pass filtered to 6 Å, of BIRC6 (white) in complex with HTRA2-S306A
(colored). (B) Detailed view with BIRC6 shown as a surface representation and
HTRA2-S306A shown as a cartoon. The PDZ domain (salmon) wedges in between the

Ubl and CBM domains, while the protease domains sit over the CBM domains.
(C) Detailed view with BIRC6 and HTRA2-S306A shown as cartoons. The location of
the HTRA2-S306A active site closest to BIRC6 is indicated with a pink star, and the
putative protease recognition site on BIRC6 (in the CBM) is highlighted in green.

Fig. 6. SMAC mimetics have a limited effect on BIRC6 activity. (A) In vitro ubiquitylation assays. In vitro
ubiquitylation of casp-3 by BIRC6 in the presence of increasing concentrations (1, 10, and 50 mM) of the
indicated inhibitors was visualized by antiÐcasp-3 Western blots. Blots are representative of three
independent replicates. (B) Cartoon summary illustrating the different regulatory networks in non-apoptotic
(left) and apoptotic (right) cells. In non-apoptotic cells, caspases are largely inactive, and the small amount
of active caspase is immediately cleared from the cell through proteasomal degradation. BIRC6 is able
to regulate other pathways at the same time. Upon trigger of apoptosis, SMAC and HTRA2 are released
from the mitochondrion, and the amount of active caspase is increased, leading to (i) inhibition of BIRC6-
caspase binding by SMAC and (ii) proteolytic cleavage of BIRC6 by active caspases. HTRA2, while not
able to efficiently free bound caspases, is also cleaving BIRC6 (iii), and all these mechanisms combined lead
to a cumulative increase of active caspases.
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the CBMdomains, confining casp-3 and casp-7

to the central cavity of BIRC6. This binding

mode, together with the observation that SMAC

binding is nearly two orders of magnitude

tighter, with very slow off rates, explains how

SMAC binding is mutually exclusive and can

thereby effectively release active caspases from

BIRC6 (Fig. 6B). The different affinities ob-

served for casp-7, HTRA2, and casp-3 are at

least partially encoded in their IBM (fig. S1A),

with additional contributions from shape and

charge complementarity. Casp-3, the weakest

binder in our assays, presents the most dis-

tinct IBM, lacking the AXPX motif commonly

found in type III BIR binding proteins (9). Al-

though additional studies are needed to deter-

mine whether similar principles may apply to

other IAPs, our structures now provide a mo-

lecular understanding for SMAC-mediated re-

lease of casp-3 and casp-7 from an intact IAP.

The mechanism observed for inhibition of

caspases by BIRC6 and how it is counteracted

by SMAC provides insights into two distinct

ways of inhibiting highly processive enzymes

such as proteases or E3 ubiquitin ligases. Al-

though ubiquitylation and very tight, slow off-

rate binding appear different at first, they both

solve the problem of overcoming processivity

through a kinetic component. Ubiquitin-

mediated turnover leads to irreversible de-

struction of caspases, and very tight binding

of SMAC to BIRC6 similarly leads to a near-

irreversible sequestration of BIRC6, allowing

apoptosis to proceed beyond the point of no

return. This elegant solution is likely more

general in the regulation of such enzymes. It

remains to be seen how the tug-of-war be-

tween the proteolytic activity of the caspases

and the ubiquitylation activity of BIRC6 plays

out in a cellular context. It is conceivable that

the scale is tipped toward one way or the

other by a variety of different factors, includ-

ing the relative abundance of all players in-

volved. As noted before (23, 26), it is also

possible that one role of BIRC6 is to remove

spuriously activated caspases under baseline

conditions, whereas it can be overwhelmed

upon induction of apoptosis.

Despite several generations of SMAC mi-

metics with differing profiles in selectivity and

binding modes, the clinical responses have

been underwhelming (16). All current SMAC

mimetics were developed with a focus on

XIAP and cIAPs, as the role of BIRC6 and

other family members as anti-apoptotic IAPs

remained ambiguous. Our data demonstrate

that clinically explored SMAC mimetics are

poor antagonists of BIRC6-mediated caspase

degradation and thereby spare this arm of

IAP-mediated prosurvival signals. Our struc-

tures and biochemical characterization now

offer ways to directly target BIRC6. This

could be achieved through bivalent SMAC-

mimetic inhibitors with sufficient linker length

to engage both BIR domains simultaneously,

or by targeting the CBM domain of BIRC6 to

block engagement with caspases.
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STRUCTURAL BIOLOGY

Structural basis for SMAC-mediated antagonism of
caspase inhibition by the giant ubiquitin ligase BIRC6
Larissa Dietz1, Cara J. Ellison1, Carlos Riechmann1, C. Keith Cassidy1, F. Daniel Felfoldi1 ,

Adán Pinto-Fernández2,3, Benedikt M. Kessler2,3, Paul R. Elliott1*

Certain inhibitor of apoptosis (IAP) family members are sentinel proteins that prevent untimely cell death

by inhibiting caspases. Antagonists, including second mitochondria-derived activator of caspases

(SMAC), regulate IAPs and drive cell death. Baculoviral IAP repeat-containing protein 6 (BIRC6), a giant IAP

with dual E2 and E3 ubiquitin ligase activity, regulates programmed cell death through unknown

mechanisms. We show that BIRC6 directly restricts executioner caspase-3 and -7 and ubiquitinates

caspase-3, -7, and -9, working exclusively with noncanonical E1, UBA6. Notably, we show that SMAC

suppresses both mechanisms. CryoÐelectron microscopy structures of BIRC6 alone and in complex with

SMAC reveal that BIRC6 is an antiparallel dimer juxtaposing the substrate-binding module against

the catalytic domain. Furthermore, we discover that SMAC multisite binding to BIRC6 results in a

subnanomolar affinity interaction, enabling SMAC to competitively displace caspases, thus

antagonizing BIRC6 anticaspase function.

P
rogrammed cell death, such as apopto-

sis, is triggered by internal or external

signals, ultimately activating caspases—

a family of proteases. Although cell death

is required for normal development, it

must be tightly controlled. Several mecha-

nisms exist to prevent cell death in the absence

of signaling cues and to ensure that caspase

activity is stringently regulated (1). First, cas-

pases are expressed as inactive zymogens

(procaspases) requiring proteolytic process-

ing for activation, and second, a subset of

inhibitor of apoptosis (IAP) proteins restrict

caspase activity.

IAPs contain a signature baculoviral IAP re-

peat (BIR) domain that binds caspases among

other substrates and, frequently, a C-terminal

ubiquitin ligase domain responsible for at-

taching ubiquitin posttranslationally to tar-

get proteins. Of the eight mammalian IAPs,

only three are well-characterized inhibitors of

apoptosis: cellular IAP1 [cIAP1; baculoviral IAP

repeat-containing protein 2 (BIRC2)], cIAP2

(BIRC3), andX chromosome–linked IAP (XIAP;

BIRC4) (2). XIAP directly inhibits activated

caspase-3, -7, and -9 through a conserved Asp-

containing pocket in the BIR2 and BIR3 do-

mains binding to the amino terminus of the

processed caspase small subunit (3). cIAP1

and cIAP2 (cIAP1/2) do not physically restrict

caspase activity but promote caspase degrada-

tion through ubiquitination and promote cell

survival through the production of proinflam-

matory ubiquitin chains in inflammatory sig-

naling pathways (4–6).

BIRC6 (also known as Apollon or BRUCE,

the latter in mice) is a giant IAP (4857 amino

acids) conserved from Drosophila to humans

and contains the hallmark BIR domain and

a ubiquitin conjugation domain (UBC) con-

ferring E2 ubiquitin ligase activity. Genetic

studies highlight an essential role of BIRC6 in

development and apoptosis inhibition—BRUCE

knockout mice are embryonically lethal as a

result of placental defects or increased apo-

ptosis levels (7, 8). Further, cellular studies

have detected dual E2 and E3 ubiquitin ligase

activity [only identified in one other ligase (9)]

and inhibition of caspase-3, -7, and -9 (10–13).

Roles of BIRC6 in other cellular processes,

such as autophagy, are also emerging (14–17).

IAPs themselves must be inhibited to drive

apoptosis, achieved in the intrinsic pathway by

two mitochondrial-released proteins: HtrA2

cleaves XIAP and cIAP1/2 (18, 19), whereas sec-

ondmitochondria-derived activator of caspases

(SMAC) directly competes with caspases bind-

ing to XIAP (20, 21). BIRC6-mediated inhibition

of apoptosis has been shown to be suppressed

by SMAC in cellular studies (10, 22) through

uncharacterizedmechanisms. Despite this clear

cellular and genetic evidence for BIRC6 play-

ing a critical role in inhibiting cell death, little

is known about BIRC6 ubiquitin ligase activ-

ity, antiapoptotic mechanisms, and antago-

nism by SMAC.

BIRC6 functions exclusively with UBA6

To identify BIRC6 regulatory proteins, we ex-

pressed and purified recombinant full-length

BIRC6 (fig. S1A) and performed mass spec-

trometry on affinity-purified complexes from

unstimulated HEK293F cells. This approach

revealed significant enrichment of the non-

canonical E1, UBA6 (Fig. 1A and fig. S1B). Two

E1 ubiquitin ligases exist with UBA1 respon-

sible for initiatingmost ubiquitination cascades.

UBA6, however, functions with a small subset

of E2 enzymes and facilitates the transfer of

the ubiquitin-like protein FAT10 in addition

to ubiquitin (23, 24). Notably, BIRC6 only re-

ceives ubiquitin from UBA6 and not UBA1 in

in vitro transthiolation reactions (Fig. 1B and

fig. S1C), consistent with earlier studies de-

fining a UBA6-mediated role of BIRC6 in au-

tophagy (16). BIRC6 weakly accepts FAT10

from UBA6 compared with UBE2Z, the known

FAT10 acceptor (25) (fig. S1D). Our findings place

BIRC6 as the only UBA6-specific, ubiquitin-

selective ligase (fig. S1E).

Next, we investigated whether BIRC6 E2

activity is restricted to specific E3 families. In

in vitro autoubiquitination assays testing a

panel of E3s representative of the three fam-

ilies, BIRC6 displays cross-family E2 activity

working with UBE3C and ARIH1 of the HECT

and RBR E3 families, respectively (fig. S1, F to

H). With more than 600 known E3 ubiquitin

ligases, it is likely that BIRC6 also functions as

a stand-alone E2 to additional E3 ubiquitin

ligases.

BIRC6 restricts caspase activity

We also identified strong enrichment of the

intrinsic apoptosis antagonists SMAC and

HtrA2 in complex with BIRC6 (Fig. 1A), which

led us to test BIRC6 E2-E3 activity in ubiquit-

inating critical components of intrinsic apo-

ptosis.We observed robust ubiquitination of the

activated intrinsic initiator caspase, caspase-9,

and the activated executioner caspase-3 and -7

with weak ubiquitination of procaspases (Fig.

1C and fig. S2A). Additionally, BIRC6 ubiq-

uitinates SMAC and inactive HtrA2 (S306A)

(Fig. 1D and fig. S2B) but does not ubiquiti-

nate activated caspase-8, the initiator caspase

of extrinsic apoptosis (Fig. 1C and fig. S2C). In

all instances, BIRC6 catalyzes multimonoubi-

quitination of substrates (fig. S2D) in contrast

to polyubiquitination by XIAP and cIAP1 (fig.

S2, E to H). Despite weak FAT10 loading onto

BIRC6, we did not detect any transfer of FAT10

onto these substrates (fig. S1I). Our results

show that BIRC6 functions as a combined

E2 and E3 ubiquitin ligase, ubiquitinating key

players in intrinsic apoptosis.

Because we observed robust ubiquitination

of activated caspases by BIRC6, we tested

whether BIRC6 can directly inhibit caspase ac-

tivity. We recorded tight, nanomolar association

between BIRC6 and activated caspase-9, -3, and

-7 [dissociation constants (Kd) of 54.3 ± 8.8 nM,

8.9 ± 2.2 nM, and 10.3 ± 6.3 nM, respectively]

(Fig. 1E). The addition of stoichiometric ex-

cess of BIRC6 impaired activated caspase-9

activity but only in the absence of the apo-

ptosome complex (fig. S2, I to L), the macro-

molecular complex responsible for caspase-9

activation (26). By contrast, we observed that
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BIRC6 directly inhibits both caspase-3 and -7
activities in fluorogenic cleavage assays (Fig. 1,
F and G). Our data reveal dual anticaspase ac-
tivity of BIRC6: BIRC6 directly inhibits activ-
ated executioner caspase-3 and -7 and indirectly
inhibits activated caspases by multimonoubi-
quitination, leading to caspase degradation in
a cellular context.

BIRC6 architecture defines antagonism

by SMAC

Wenext exploredwhether SMAC regulates the
antiapoptotic activity of BIRC6. In a competi-
tion fluorogenic cleavage assay, we found that
BIRC6-mediated caspase-3 inhibition reduces
as the concentration of SMAC increases (Fig.
1H), showing that SMAC antagonizes BIRC6-
caspase inhibition. To reveal how antagonism
is achieved, we used single-particle cryo–
electron microscopy (cryo-EM) analysis to de-
termine the structures of BIRC6 alone or in
complexwith SMAC (Fig. 2, A to C; figs. S3 and
S4; and table S1). Our structures reveal that
BIRC6 has an overall crab-like architecture
made up of an antiparallel dimer, consistent
with size exclusion chromatography–multiangle
light scattering (SEC-MALS) (fig. S3E), consist-
ing of a rigid a-solenoid core (residues 1010 to
4502) (resolved to 2.9 Å) (fig. S6, A and B) with
a flexible N-terminal substrate-binding module
and an unresolved, highly flexible C-terminal
catalytic domain acting as antennae and claws,
respectively, guiding potential substrates to-
ward a central, mouth-like cavity (Fig. 2, B and
C). The antiparallel arrangement juxtaposes
the substrate-binding module with the cata-
lytic ubiquitin ligase domain at each end, po-
tentially allowing for both intra- and interchain
activity.
Our structures reveal multiple, previous-

ly unannotated domains interwoven around
the solenoid core, contributing to BIRC6
architecture and function (Fig. 2A). In the
central cavity, we identify a DOC domain (res-
idues 3160 to 3308), an all-beta strand struc-
ture first identified for substrate binding in
the anaphase-promoting complex/cyclosome
(APC/C) APC10 subunit (27). APC10 functions
as a substrate-binding module when in com-
bination with coactivators Cdc20 or Cdh1,
recruiting D-box containing substrates into
proximity of the APC/C catalytic module (28).
DOC domains have since been identified in
other E3 ubiquitin ligases (29) (fig. S5, A to C),
where they also likely serve as substrate-
binding platforms.
We observe two key roles for the central

DOC domain in BIRC6. First, a structural role
in which a short loop from the core of one
chain snakes over and nestles within the
solenoid core of the adjacent chain, position-
ing the DOC domain on top of the other
polypeptide chain and interlocking the two
chains (Fig. 2D). The DOC domain is further

stabilized by a beta strand (residues 2875 to
2889) protruding ~250 residues before the
DOC domain (colored red in Fig. 2D and fig.
S5C). Second, we determine a key functional
role of the DOC domain—in the BIRC6-SMAC
complex, we observed density (~8 Å) above
this central DOC domain platform, allowing
us to place the dimeric structure of SMAC in
this pivotal position (Fig. 2, C and E, and fig.
S7E). In contrast to other DOC domain pro-
teins, BIRC6 has a loop extending from the
DOCdomainwith a positively charged tip (resi-

dues 3189 to 3193;HRRAR) (Fig. 2D and fig. S5,
A and C). The antiparallel dimeric nature of
BIRC6 positions each HRRAR loop exten-
sion toward each other, forming an extended
substrate-binding interface. In BIRC6, we ob-
serve that each loop makes contact with the
SMAC helical bundle (Fig. 3C and fig. S5C),
which indicates that this distinctive extension
is important for substrate engagement.
In the N-terminal arm, we identify a DOC-

like domain and a jelly-roll domain, both with
potential for substrate binding and positioning
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in the central cavity (Fig. 2, A and B). Toward
the C-terminal arm, we identify a UBL do-
main containing a long unstructured loop
insertion (fig. S6, C and D). Of central im-
portance to the structural arrangement of
these domains is an antiparallel coiled-coil
running the length of the arm, nestled be-
tween the antiparallel solenoid core and
making contacts with the DOC-like and UBL
domains, the latter from the adjacent chain
(fig. S6, E to G). Additionally, the elbow of the
coiled-coil (Gln1954 and Leu1957) forms contacts
to the helix, leading to the DOC domain. To-
gether, the coiled-coil thus acts as a structural

hinge stabilizing the intricate interwoven do-
main arrangement (fig. S6, F and G).
Our SMAC-bound BIRC6 structure revealed

domains in the N-terminal substrate-binding
module, including a WD40 domain formed
over 1000 residues interrupted by a short heli-
cal domain distinct to BIRC6 and followed by
a BIR domain (fig. S7, A to D). This interrupted
WD40-BIR domain assembly forms a tightly
packed structural element and further expands
its repertoire of potential substrate interaction
regions (Fig. 2A).
We extended our analysis to other BIRC6

orthologs, which revealed that all these struc-

tural features are conserved (figs. S8 and S9).
This supports the conclusions that the overall
architecture and domain composition is essen-
tial for BIRC6 function.
Comparing our BIRC6 alone and SMAC-

bound structures, small, subtle differences
[root mean square deviation (RMSD) of 2.8 Å]
are observed across the central cavity and sur-
rounding arms (residues 1307 to 4502)with very
little conformational difference in the solenoid
core and DOC domain (residues 2100 to 3600;
RMSD value of 1.6 Å) (fig. S7, G and H). There-
fore, SMACbindingdoesnot inducepronounced
conformational changes in the BIRC6 core.
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Instead, binding of SMAC restricts themove-

ment of the highly flexible N-terminal substrate-

binding module, which allows visualization of

this additional region.

SMAC binding to BIRC6

We examined the interactions between BIRC6

and SMAC in more detail. Our BIRC6-SMAC

structure shows dimeric SMAC positioned

above the DOC domain (Fig. 2C and fig. S7, A

and E). The start of the SMAC helical bundle

(Leu
68
) points toward the BIR domain (Fig.

3A), which indicates a potential interactionwith

the N terminus of mature SMAC. Through

molecular docking simulations, the SMAC

N-terminal AVPI sequence binds to a well-

defined pocket in the BIRC6 BIR domain with

an invariant residue Asp
342

hydrogen bonding

to SMACN-terminal Ala
56
(Fig. 3A), analogous

to the reported XIAP BIR2 and BIR3 SMAC

interactions (30, 31) (fig. S10A). In support of

this model, we recorded a strong, nanomolar

interaction between BIRC6 and the SMAC N-

terminal peptide using fluorescence polariza-

tion (FP) and mutation of Asp
342

or His
351

in

full-lengthBIRC6 abrogated binding to the SMAC

peptide (Fig. 3B and fig. S10B); mutating Pro
353

positioned on the external face of the peptide-

binding pocket did not affect peptide-binding

affinity (Fig. 3B). In conclusion, the N- terminal

residues of SMAC bind to the BIR domain

through the conserved Asp
342
-containing pocket.

BIRC6 binding to monomeric SMAC (V81D)

is approximately four times as strong (Kd of

8.9 ± 1.4 nM) as binding to the isolated SMAC

peptide (Kd of 33.2 ± 3.7 nM) (Fig. 3D) and is

driven through the Asp
342

-containing pocket

(loss of Asp
342

abrogated binding) (Fig. 3D).

Consistent with our complex structure, we de-

tect a binding contribution from the DOC do-

main protruding loop because mutating the

positively charged residues in the DOC domain

tip to all Ala (HRRaR-A) or all Asp (HRRaR-D)

reduced the binding affinity comparable to that

measured between BIRC6 and the N-terminal

peptide of SMAC (Fig. 3, B to D, and fig. S7F).

Dimeric, wild-type (WT) SMACbinds BIRC6

with a subnanomolar affinity estimated through

a competition assay with the SMAC peptide

(Fig. 3E and fig. S10C), in agreement with the

SMAC-XIAP BIR2-BIR3 affinity reported (32).

Mutation of D342A in combination with

HRRaR-D reduced, but did not abolish, bind-

ing to dimeric SMAC (fig. S10D), which sug-

gests that SMAC dimerization strengthens

additional weakermultivalent interactionswith

BIRC6 not observed in our structure.

Together, our biophysical analyses support

that dimeric SMAC binding to dimeric BIRC6

is multisite, driven through the BIR domain

with additional contributions from the DOC

domain and other interfaces. Conservation

analyses among a large range of BIRC6 ortho-

logs reveal a highly invariant inner cavity in-

corporating theDOCdomainwith a conserved

protruding loop (Fig. 3F and fig. S9), which

indicates essentiality for substrate recognition

in the mouth of BIRC6.

SMAC antagonizes BIRC6-caspase binding

We then investigated what role the BIRC6-

SMAC binding mechanism plays in the in-

hibition of caspases. First, we tested whether

BIRC6-caspase binding involves the same key

domains and residues as SMAC binding. BIR

domain D342Amutation substantially reduced

or even abrogated BIRC6 binding to activated

caspase-3, -7, and -9 (Fig. 4, A and B, and fig.
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S10E). Crucially, BIRC6 D342A no longer

inhibited caspase-3 and -7 activity (Fig. 4, C

and D) and displayed reduced ubiquitination

of caspase-3, -7, and -9 (Fig. 4E).

Notably, similarly to SMAC-BIRC6 binding,

caspases interact with BIRC6 through multi-

valent mechanisms. Whereas caspase-3, -7, and

-9 binding is driven through the BIR domain

invariant Asp
342

, we recorded an additional

contribution from the DOC domain in the

BIRC6–caspase-7 interaction—mutating the

DOC domain tip (HRRaR-D) alone markedly

reduced BIRC6–caspase-7 binding and inhi-

bition (Fig. 4, B and D) while not distinctly

affecting BIRC6–caspase-3 interaction (Fig. 4,

A and C). Furthermore, caspase-3 binding was

more dependent on residues lining the BIR

domain pocket because mutation of His
351

sub-

stantially reduced caspase-3 affinity and ab-

rogated caspase-3 inhibition. By comparison,

BIRC6 H351D–caspase-7 affinity was less af-

fected, and inhibition was retained (Fig. 4, A

to D) owing to a greater binding contribution

from theDOCdomain. Together, this indicates

differential mechanisms of binding between

BIRC6 and caspase-3 and -7.

Finally, mutating Pro
353
—corresponding to

XIAP Pro
325

, important for XIAP–caspase-9

binding (33) but positioned away from the

BIRC6 SMAC peptide-binding pocket (Fig. 3A

and fig. S10A)—did not affect BIRC6–caspase-

9 binding or ubiquitination (Fig. 4E and fig.

S10E) or inhibition of caspase-3 and -7 (Fig. 4,

C and D). This indicates that BIRC6 inhibi-

tion of caspases differs from XIAP-mediated

inhibition of caspase-9.

Therefore, not only are the BIR and DOC

domains also involved in BIRC6 inhibition of

caspase-3, -7, and -9, but, critically, residues

pivotal for caspase binding are identical to

those bound by SMAC. This suggests that

SMAC directly competes with these caspases

for BIRC6 binding.

Lastly, we assessed whether the affinity of

SMAC binding to BIRC6 contributes to its

antagonism. Dimeric SMAC binds BIRC6 with

at least 10 times greater affinity than that of

monomeric SMAC (V81D) (Fig. 3E). Whereas

WT SMAC antagonizes BIRC6 ubiquitination

of caspase-3, -7, and -9, monomeric SMAC

(V81D) notably showed impaired ability to in-

hibit BIRC6 caspase ubiquitination, even at

higher SMAC concentrations (Fig. 4F and fig.

S10, F to H). Therefore, the multisite binding

of dimeric SMAC to dimeric BIRC6 that we

observe in our cryo-EM structure results in

a subnanomolar affinity that is key for the

ability of SMAC to block BIRC6 antiapoptotic

function.

Implications for BIRC6 function

These findings cement BIRC6 as a bona fide

caspase inhibitor. BIRC6 physically restricts

activity of caspase-3 and -7, positioning BIRC6

alongside XIAP as the only IAPs with this be-

havior (33–36). Furthermore, BIRC6 combines

this inhibitory activity with that of cIAP1/2

through ubiquitinating activated caspases

(6, 11, 37); BIRC6 may collude with another

E3 ubiquitin ligase, extending the initially de-

posited monoubiquitin and leading to caspase

degradation in a cellular context (fig. S11).

We uncover that SMAC antagonizes BIRC6

through directly outcompeting caspases bound

to key residues in conserved domains. SMAC

dimerization and the constitutive antiparallel,

dimeric nature of BIRC6 are critical for this

activity through a resultant subnanomolar

affinity complex. Our structures also reveal

an additional antagonistic role of the SMAC

central helical bundle in IAP inhibition. In ad-

dition to it enabling SMAC dimerization—key

for simultaneous binding of BIR2 and BIR3

domainswithin XIAP (20, 21) and cIAP1/2 and
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critical for engagement of the resultant two

BIRC6 BIR domains revealed through our

structure—interactions of the SMAC helical

bundle with the BIRC6 DOC domain further

increase the interaction affinity and physically

obstruct other substrates from binding in the

highly conserved central cavity.

IAPs, including BIRC6, are frequently over-

expressed in cancers (38–41), and detailed

understanding of XIAP and cIAP1/2 inhibitory

activity and regulation has enabled the design

of therapeutics exploiting the ability of SMAC

to block XIAP and cIAP1/2 function to restore

apoptosis (42). Before now, the BIRC6 BIR

domainwas thought to be divergent from those

of XIAP and cIAP1/2 (43), precluding it from

being a target for the design of small-molecule

inhibitors. We reveal that the SMAC peptide

binds the BIRC6 BIR domain in a near-identical

manner to XIAP BIR2 and BIR3 (fig. S10A).

Our findings illuminate the mechanisms of

BIRC6 antiapoptotic activity and multimodal

antagonism by SMAC and provide a biochem-

ical and structural framework for future de-

sign of small-molecule inhibitors targeting

this IAP.

Finally, the discovery of BIRC6 UBA6-

dependent ubiquitination activity opens the

way for exploring BIRC6 control of emerging

UBA6-regulated pathways (16, 23), potentiated

by the array of highly conserved substrate-

recruitment domains that we identify. Its abil-

ity to function as a stand-alone E2 in addition

to a dual E2 and E3 ubiquitin ligase further

extends the reach of BIRC6 through cooperat-

ing with distinct E3 ubiquitin ligases.
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STRUCTURAL BIOLOGY

Structural basis for regulation of apoptosis and
autophagy by the BIRC6/SMAC complex
Julian F. Ehrmann1,2*†, Daniel B. Grabarczyk1*†, Maria Heinke1, Luiza Deszcz1, Robert Kurzbauer1,

Otto Hudecz1, Alexandra Shulkina2,3, Rebeca Gogova1,2, Anton Meinhart1,

Gijs A. Versteeg3, Tim Clausen1,4*

Inhibitor of apoptosis proteins (IAPs) bind to pro-apoptotic proteases, keeping them inactive and

preventing cell death. The atypical ubiquitin ligase BIRC6 is the only essential IAP, additionally

functioning as a suppressor of autophagy. We performed a structure-function analysis of BIRC6 in

complex with caspase-9, HTRA2, SMAC, and LC3B, which are critical apoptosis and autophagy proteins.

CryoÐelectron microscopy structures showed that BIRC6 forms a megadalton crescent shape that

arcs around a spacious cavity containing receptor sites for client proteins. Multivalent binding of SMAC

obstructs client binding, impeding ubiquitination of both autophagy and apoptotic substrates. On the

basis of these data, we discuss how the BIRC6/SMAC complex can act as a stress-induced hub to

regulate apoptosis and autophagy drivers.

A
poptosis is an evolutionarily conserved

and essential form of programmed cell

death used to remove damaged or sur-

plus cells (1). Dysregulation of apoptosis

can lead to disease, in particular cancer,

atrophy, and neurodegenerative disorders

(2, 3). To safeguard against the untimely ini-

tiation of apoptosis, a family of functionally

related proteins called inhibitor of apoptosis

proteins (IAPs) bind and inhibit caspases, cys-

teine proteases that execute the cell death pro-

gram (4). A common feature of all IAPs is the

presence of a BIR domain, which binds to a

specific N-terminal signal sequence called

an N-degron in its target proteins (4). Active
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caspases cleave themselves to expose internal

N-degrons as the basis for IAP recognition.

During apoptosis, damaged mitochondria re-

lease the effector protein SMAC, which also

presents an N-degron and competes for BIR

domain binding, thereby liberating caspases

from IAPs (5, 6). Acting within the ubiquitin

cascade of E1-activating, E2-conjugating, and

E3-ligating enzymes,most IAPs contain aRING

domain that has E3 ubiquitin ligase activity (7).

This activity covalentlymodifies the target sub-

strate with the small protein ubiquitin, direct-

ing it for degradation by the proteasome. Thus,

binding of the IAP to its target both inhibits

pro-apoptotic proteases and promotes their

degradation.

The human IAP BIRC6 (also known as

BRUCEor APOLLON) is the only essential IAP

family member (8, 9). Despite its giant size of

530kDa, it has only two characterizeddomains,

a BIR domain for N-degron binding and a UBC

1118 17 MARCH 2023 ¥ VOL 379 ISSUE 6637 science.org SCIENCE

Fig. 1. Cryo-EM structure of human BIRC6 in its active dimeric form. (A) BIRC6

inhibits apoptosis and autophagy as an E2/E3 hybrid, and ubiquitinated targets

are marked for subsequent proteasomal degradation. (B) Recombinant BIRC6

purity was assessed by SDSÐpolyacrylamide gel electrophoresis, and oligomeric

state was determined by mass photometry measurements at 20 nM. (C) Auto-

ubiquitination activity of BIRC6 assessed with the E1 enzymes UBA1 or UBA6 with

wild-type or catalytically inactive BIRC6 C4666A. DyLight488-labeled ubiquitin

is spiked into the reaction for in-gel visualization (top). (D) Ubiquitination assay

of reported interaction partners HTRA2, caspase-9, SMAC, and LC3B. Gels and

ubiquitination assays are representative of at least three experimental replicates.

(E) Cryo-EM map of the BIRC6 homodimer, present in C2 symmetry, in

three orientations with dimensions indicated (left) and the model in cartoon

representation (right). Domains are annotated with respective sequence

boundaries and a schematic of the dimeric assembly is shown (top).
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domain at its C terminus, which is character-

istic of E2 ubiquitin–conjugating enzymes.

The UBC domain of BIRC6 is homologous to

those of UBE2O and UBE2Z, which function

as hybrid E2/E3 enzymes mediating ubiq-

uitin transfer without requiring a cognate E3

ligase (10–12). Both the BIR domain and UBC

domain of BIRC6 are important for its role

in down-regulating N-degron–containing pro-

apoptotic proteases such as caspases and

HTRA2 (13–16). However, this regulationworks

in both directions, and these proteases also ex-

ploit the BIR domain to degrade BIRC6 (13, 14).

A distinguishing feature of BIRC6 compared

with other IAPs are functions extending beyond

apoptosis regulation (17–20), exemplified by

its ability to inhibit autophagy (17, 21) (Fig. 1A).

During autophagy, ATG8 family proteins such

as LC3B recruit cargo-carrying receptor pro-

teins and form autophagosomal membranes

when lipidated (22). By ubiquitinating LC3B

SCIENCE science.org 17 MARCH 2023 • VOL 379 ISSUE 6637 1119

Fig. 2. Modes of HTRA2 and LC3B substrate recruitment. (A) Cryo-EM
structure of BIRC6 bound to HTRA2 low-pass filtered to 10 Å (left) is shown
together with a cartoon representation of the E3:substrate complex highlighting
the distance of the N-degron termini to the BIR domain (center). (B) Cartoon and
electrostatic potential (± 5 kBTec

−1 at 298.15 K) representation of the CBD-3
arginine loops packing against the negatively charged protease. Representative
alignment highlighting the three conserved arginine residues used to construct
the 3xRA mutant (Arg3190Ala/Arg3191Ala/Arg3193Ala) is shown below. Octopus,
Octopus sinsensis; Drosophila, Drosophilamelanogaster; Coral, Orbicella faveolate;
Trichoplax, Trichoplax sp. H2. (C) Ubiquitination assays of wild-type and BIR

domain mutated BIRC6 (D342Q) against HTRA2 with a native N-degron (AVPS)
or a variant (MIAVPS) unable to bind the BIRC6 BIR domain. (D) HTRA2 and
LC3B ubiquitination when titrating in an increasing concentration of the IAP
inhibitor LCL161, a BIR domain ligand. (E) HTRA2 and LC3B ubiquitination when
titrating in an increasing concentration of an AIM peptide or a control peptide
with the ATG8-interacting motif disrupted. (F) Fluorescence polarization assays
of LC3B binding to a peptide of BIRC6 AIM-4117Ðderived motif (sequence shown)
and its mutants. (G) Ubiquitination assays of a BIRC6 construct with a
perturbation in the ATG8 binding region (residues D4094 to 4145) compared
with wild type. All assays were performed as technical triplicates.
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and causing its proteasomal degradation (21),
BIRC6 limits the availability of this important
autophagic building block.

BIRC6 dimerizes around a central

ubiquitination zone

To determine the architecture of BIRC6 and its
molecular mechanism, we first expressed the
human protein in insect cells. Mass photom-
etry indicated that recombinant BIRC6 exists
as a stable dimer with a molecular weight of
~1.1 MDa (Fig. 1B). To test the activity of the
dimer, we performed in vitro ubiquitination

assays and saw activity in the presence of the
obligate E1 ubiquitin–activating enzymeUBA6
(13, 21, 23), validating the E2/E3 hybrid nature
of BIRC6 (Fig. 1C). We next determined the
activity against reported substrates with ex-
posed N-degrons. BIRC6 strongly ubiquiti-
natedHTRA2 (residues 134 to 458, S306A) and
caspase-9, but had only weak activity against
SMAC (residues 56 to 239). We also observed
ubiquitinationofLC3B,which lacks anN-degron
(Fig. 1D). We then performed cryo–electron
microscopy (cryo-EM) analysis of BIRC6 alone
and in the presence of substrates. These data

enabled us to generate a map of full-length
BIRC6 with an overall resolution of 3.3 Å and
build the structure of the active E2/E3 ligase
(figs. S1 to S5 and tables S1 and 2). The struc-
ture revealed an intricate antiparallel dimer
with four front-facing termini connected by a
twinned helical scaffold consisting of 31 arma-
dillo repeats (Fig. 1E and fig. S6A). The result-
ing C-shaped structure has overall dimensions
of 180 × 150 × 130 Å and encloses a central
cavity. TheN-terminalmodule is a seven-bladed
beta propeller with two inserted adjacent do-
mains (fig. S6, B andC): a BIRC6BIR-associated

1120 17 MARCH 2023 • VOL 379 ISSUE 6637 science.org SCIENCE

Fig. 3. BIRC6 inhibition by SMAC is dependent on a specific tripartite

binding mode. (A) Assays showing ubiquitination of HTRA2, caspase-9, and

LC3B in the presence and absence of SMAC. Experiment was performed

three times as a technical replicate. (B) Cryo-EM structure of BIRC6 bound to

SMAC. The main panel shows the model in cartoon representation with domain

coloring indicated below. Experimental degron density is highlighted in the

bottom inset. (C) Interaction between SMAC and CBD-3. The inset shows the

negatively charged surface of SMAC (± 5 kBTec
−1 at 298.15 K) binding the CBD-3

loops. (D) Experimental map and model shown in multiple orientations to

illustrate the densities of SMAC (red) and the BIRC6 coiled-coil motif CC1 (purple,

residues 2228 to 2295). (E) Representation of the multiple intermolecular cross-

links between SMAC and the CC1 insert detected by cross-link-coupled mass

spectrometry. (F) Using LC3B ubiquitination as a functional readout, BIRC6

mutants were tested for sensitivity to SMAC inhibition. The triple mutant combines

D342Q, 3xRA, and the CC1 deletion in a single construct. The fraction of the

LC3B-Ub band lost upon SMAC addition is quantified for four replicates for each

variant. Mean and SD are shown. (G) Ubiquitination of SMAC was tested for

BIRC6 variants with disrupted interaction sites. Mean and SD of three replicates

are plotted with SMAC ubiquitination normalized to the wild-type reaction.

(H) Schematic of how BIRC6 uses its BIR domain and AIM to select diverse

substrates for ubiquitination and how SMAC shuts down this activity by binding the

central cavity. The resolved interaction with the regulator SMAC contextualizes

prominent substitutions in cancer (R2291C), ubiquitination sites (K2270), and a

murine developmental disorder mutation (R3190Q) in BIRC6.
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domain (BBA, residues 142 to 267) and the
N-degron–binding BIR domain (residues 268
to 376). The beta-propeller is flexibly linked
to the start of the helical scaffold, which is
initiated by two carbohydrate-binding-like do-
mains, CBD-1 (residues 1031 to 1311) and CBD-2
(residues 1551 to 1891) (fig. S6D). Structurally
related domains use a common surface patch
to mediate interactions with carbohydrates
or proteins, for example, contributing to sub-
strate recruitment in another ubiquitin ligase,
the anaphase-promoting complex (24). For
CBD-1 and CBD-2, these surfaces point to the
interior of BIRC6 andmay serve as accessory
binding sites. A third CBD domain (CBD-3,
residues 3158 to 3301) is located at the center
of BIRC6, where it homodimerizes through
the described interface. A ubiquitin-like domain
(UBL, residues 3816 to 4011) accompanies a
sharp bend in the armadillo repeat backbone
toward the front side, where the C-terminal
UBC domain (residues 4492 to 4857) is loosely
tethered. Although we struggled to resolve the
UBC domain in our EM reconstruction, in two-
dimensional (2D) classes and 3D variability
analysis of a BIRC6 dataset in the absence of
substrates, we observed the appearance of glob-
ular density matching the dimensions of the
UBC module extending from the C-terminal
helical scaffold into the central cavity (fig. S6E).
The helical backbones of the two BIRC6 pro-
tomers interact intimately with each other,
as reflected by the large interface of 9100 Å2

and themarked stability of the dimer (Fig. 1B).
In addition to extensive van der Waals inter-
actions between the stacked armadillo repeats,
the dimer is stabilized by the interlocking of
CBD-3 in the center of the protein. In addi-
tion to forming a prominent protrusion in the
central cavity, CBD-3 and an adjacent helix
are swapped across the dimer, binding to the
armadillo repeat of the other protomer (fig.
S6F). Overall, the dimer architecture is critical
to orient the catalytic UBC and the substrate-
binding BIR domain toward the central cavity.
This cavity has a diameter of ~50 Å, providing
a spacious ubiquitination zone in reach of the
mobile UBC heads.

BIRC6 uses distinct targeting mechanisms for

apoptosis and autophagy substrates

To visualize the substrate-targeting mecha-
nism, we reconstituted complexes with the
client proteins caspase-9, HTRA2, and LC3B.
Cryo-EM data of complexes with caspase-9
and LC3B were inconclusive with regard to
substrate densities. We observed heteroge-
neous densities in the central cavity that were
similar to those detected in a BIRC6 dataset
in the absence of substrates (fig. S7A) and
presumably originated from the flexible UBC
domain or other low-occupancy disordered
regions. In strong contrast, the cryo-EM map
of the complex of BIRC6with HTRA2 revealed

clearly defined features of the bound substrate
(Fig. 2A and fig. S7, B to D). The local resolu-
tion of HTRA2 was ~8 Å and, because of its
distinctive pyramidal shape, the substrate could
be unambiguously fit into the density (Fig. 2A
and fig. S7, C andD).HTRA2 is a homotrimeric
protein composed of a trypsin-like protease, a
regulatory PDZ domain, and oneN-degron per
protomer (25). Measuring ~66 Å per side, the
trimeric protease core almost fully occupies
the central cavity of BIRC6. The base of the
trimer, where the proteolytic sites are located,
packs against the two CBD-3 domains (Fig. 2B
and fig. S7E). Both neighboring CBD-3s inter-
act with HTRA2 using the same feature, an
extended loop with three highly conserved
arginine residues (Fig. 2B). These arginines
recognize the charged surface area surround-
ing the active sites of HTRA2. In addition to
undergoing electrostatic interactions with
CBD-3, the protease is well positioned for its
N-degrons to interact with the BIRC6 BIR
domains, further anchoring the substrate to
BIRC6. Although we did not detect density
for the N-degron, the six N-terminal residues
would be able to bridge the 10-Å distance to
reach the proximal BIR domain, supporting a
stable yet flexible binding mode.
To understand the contribution of the dis-

tinct interaction sites toward substrate binding
and ubiquitination, we generated BIRC6 var-
iants with either the N-degron–binding site
mutated (D342Q) or the CBD-3 arginine loop
modified to negate the positive charge (3xRA).
We observed that HTRA2 recognition was
mainly dependent on the N-degron interac-
tion, because D342Q abrogated ubiquitination
(Fig. 2C). Accordingly, adding the chemical
N-degron mimetic LCL161 into the reaction as
a competitor ormutating the native N-degron
of HTRA2 impaired ubiquitination (Fig. 2D).
Although it is not critical for ubiquitination,
the interaction with CBD-3 could modulate
HTRA2 function. In the previously described
HTRA2 resting state, the PDZ domains are
closely packed against the protease body,
blocking access to the proteolytic sites (25).
Moreover, nuclear magnetic resonance data
indicated that binding of activator peptides
leads to PDZ displacement and subsequent
protease activation (26). In our cryo-EM struc-
ture, the BIRC6 CBD-3 domains have displaced
the PDZ domains, and density for one of these
flexible domains can be detected outside of
the trimer core (fig. S7F). Thus, binding to
BIRC6 could be directly coupled with protease
activation, providing a molecular mechanism
of howHTRA2 selectively degrades IAPs upon
mitochondrial stress (14).
Considering its diverse cellular roles, wewere

curious how BIRC6 recognizes substrates out-
side of the apoptosis pathway, especially those
lacking an N-degron. The best-characterized
nonapoptotic target is the autophagy protein

LC3B (21). Although it has been shown that
BIRC6 negatively regulates autophagy by ubiq-
uitinating and thereby depleting LC3B, the tar-
geting mechanism is unknown. One potential
docking site is the BIR domain,whichmediates
diverse protein-protein interactions, as exem-
plified by the phospho-dependent binding
of histone H3 to survivin/BIRC5 (27). To test
whether LC3B is also recognized by the BIR
domain, we performed competition assayswith
the N-degron mimetic LCL161. In contrast to
HTRA2, we observed no effect on LC3B ubiq-
uitination (Fig. 2D). Because LC3B typically
binds to proteins through the hydrophobic
residues of ATG8-interacting motifs (AIMs)
(22), which have the consensus sequenceW/F/
YxxL/V/I, we performed a bioinformatic motif
search and, after filtering for only those in dis-
ordered regions, identified several putative
AIMs in BIRC6 (28) (Fig. 2E). We therefore
investigated whether targeting of LC3B may
be mediated by such a motif and performed
competition experiments with a canonical AIM
peptide.Whereas the AIMpeptide had no effect
on targeting HTRA2, ubiquitination of LC3B
was strongly reduced, suggesting that one or
more of the putative BIRC6 AIMs recognizes
LC3B (Fig. 2E).
To identify which of the putative AIMs inter-

acts with LC3B, we performed fluorescence
polarization experiments with BIRC6-derived
peptides. Only the highly conservedAIMmotif
FEWVTI (residues 4117 to 4122, located in a
flexible loop attached to the armadillo repeat
scaffold; table S2) showed an interaction with
LC3B and this could be fit to a KD of 5 ± 1 mM
(Fig. 2F and fig. S8, A and B). Unusually, this
AIM consists of two overlappingmotifs, FxxVxx
and xxWxxI.We observed that bothmotifs con-
tributed to the interaction, with alanine substi-
tution of all four hydrophobic residues required
to fully abrogate the interaction (Fig. 2F). To
reveal whether this AIM is responsible for
LC3B targeting, we mutated it within full-
length BIRC6 and performed ubiquitina-
tion assays (Fig. 2G). In agreement with the
fluorescence polarization data, deleting the
entirety of AIM-4117 (residues D4094 to 4145)
strongly disrupted LC3B ubiquitination with-
out affecting HTRA2 ubiquitination. Overall,
we conclude that BIRC6 has distinct targeting
sites for apoptotic and autophagy proteins.

SMAC inhibits BIRC6 by multivalent binding to

the ubiquitination cavity

Although SMAC forms a complex with BIRC6
(fig. S9A), the apoptotic proteinwas onlyweakly
ubiquitinated (Fig. 1D).We reasoned that SMAC
could compete, through its N-degron, with
HTRA2 and caspase-9 and inhibit their ubiq-
uitination. Indeed, we observed a complete
loss of HTRA2 and caspase-9 ubiquitination
even when these substrates were in eightfold
excess of SMAC (Fig. 3A). Unexpectedly, SMAC
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also completely inhibited the activity of BIRC6
against LC3B despite the autophagy protein
not binding to the BIR domain.
To better understand the inhibitory mech-

anism of SMAC, we determined the structure
of the BIRC6:SMAC complex by cryo-EM.
SMACwas resolved at a local resolution of ~8Å,
enabling placement of dimeric SMAC into the
density (Fig. 3B and fig. S9B). Our structure
shows that the six helices of the SMAC dimer
penetrate the entire cavity of BIRC6, occluding
the CBD-3 and BIR domains. Like HTRA2,
SMAC is held in the center of the cavity by
nonspecific interactions of a negatively charged
surface with the arginine loops of the two
CBD-3 domains (Fig. 3B). This particular sur-
face on SMAC has previously been reported
to interact with another IAP, XIAP/BIRC4 (29),
pointing to a shared binding mechanism to
modulate IAP function (fig. S9C). BothN termini
of the SMAC dimer protrude toward the BIR
domains, and in this case low-resolution den-
sity for the bound N-degron can be observed
(Fig. 3B and fig. S9D). An additional density
corresponding to two helices was observed
packing against the SMACdimer (Fig. 3B). The
extra helices could not be reconciled with the
reported tetrameric form of SMAC (30). We
asked whether flexible segments of BIRC6
may contribute to this density, and used cross-
linking coupled mass spectrometry to identify
the putative additional SMAC binding site.
We detected four specific cross-links between
SMAC and a partially disordered insert in the
helical backbone of BIRC6 that we named
coiled-coil 1 (CC1, residues 2228 to 2295; Fig.
3C). This insert was predicted by Alphafold2
to form two antiparallel helices that fit well
to our orphan EM density and has the right
linker length to reach the modeled position
(fig. S9, E and F). In conclusion, SMAC coor-
dination relies on three main interactions:
N-degron binding at the BIR domain, elec-
trostatic interactions with CBD-3, and forma-
tion of a helical bundle with CC1.
LC3B is inhibitedbySMACdespitenot sharing

any of the identified SMAC:BIRC6 interac-
tion sites. To understand the mechanism of
this inhibition, we mutated each interaction
site and monitored the effect of SMAC on
BIRC6-mediated LC3Bubiquitination (Fig. 3D).
Disruption of the BIR domain with the D342Q
mutation did not fully restore LC3B ubiquiti-
nation, suggesting that the other two sites
contribute to SMAC binding. The 3xRA muta-
tion had little effect on SMAC inhibition, but
deleting CC1 caused a moderate loss of inhi-
bition, confirming the importance of this in-
terface. A BIRC6 variant mutated in all three
sites showed the strongest loss of SMAC-
mediated inhibition (Fig. 3D). We conclude
that multivalent interactions arrest SMAC in
the central cavity, obstructing the ubiquitina-
tion zone and inhibiting BIRC6 activity.

Because SMAC itself is poorly ubiquitinated,
we tested whether its tripartite binding mode
may be causative by ubiquitinating SMAC in
the absence of other substrates using the same
BIRC6 interfacemutants (Fig. 3E). The D342Q
mutation and the CC1 deletion resulted in a
twofold increase in SMAC ubiquitination, sug-
gesting that the tight, multivalent tethering
of SMAC also functions to protect it from be-
coming ubiquitinated.We observed no further
increase in ubiquitination for the variant mu-
tated for all three sites, presumably because
of the overall weakening of the SMAC:BIRC6
interaction. In sum, these data suggest that the
three characterized SMAC interaction sites are
critical to limit its ubiquitination and allow for
robust inhibition of BIRC6.

Discussion

IAPs function as cellular safeguards control-
ling programmed cell death. To achieve this,
IAPs must ensure that caspases are kept in-
active under nonstressed conditions while
allowing their SMAC-induced release during
apoptotic stimuli. To address the molecular
mechanism underlying this fundamentally
important decision on cell survival and cell
death, we performed a mechanistic analysis
of BIRC6, the only essential IAP. As revealed
by its cryo-EM structure, the giant ubiquitin
ligase adopts a C-shaped fold around a central
cavity containing various receptor sites. The
cavity fosters competition among substrates,
with SMAC usingmost of the provided contact
points and thus outcompeting other clients.
We thus propose that SMAC, upon release from
damagedmitochondria, undergoesmultivalent
interactions with IAPs such as BIRC6 to free
the sequestered caspases, which then complete
the cell death program. Moreover, multivalent
binding protects SMAC from being ubiquiti-
nated itself, explaining how the inhibitor can
persist when bound to BIRC6 and ensure com-
pletion of apoptosis. Conversely, under non-
stressed conditions when SMAC is absent,
BIRC6 can target and ubiquitinate N-degron
proteases. This basal activity is critical to pre-
vent the untimely apoptosis caused by sto-
chastic leaking of pro-apoptotic factors from
mitochondria (Fig. 3F) (14).
The regulation and activity of BIRC6 is tied

closely to key cellular processes. Clearance of
toxic aggregates, for example, benefits from
BIRC6 knockdown, because elevated ATG8
levels bolster the autophagy response. By study-
ing the ubiquitination of LC3B, we show that
BIRC6 uses an overlapping tandem AIM to
target ATG8 proteins. These motifs do not
coincide with the binding epitopes of HTRA2
and other apoptotic proteases, allowing a sep-
arate regulation of cell death and cell survival
pathways. SMAC inhibits ubiquitination of
both apoptotic factors and LC3B. We reason
that SMAC serves as a general regulator to

switch BIRC6 activity on and off in response
to stress stimuli requiring coregulation of au-
tophagy and apoptosis pathways (31, 32).
Our structural data pave theway for function-

al contextualization of known posttranslational
modifications and disease mutations within
BIRC6 (Fig. 3F). For instance, an Arg3204Gln
mutation in mice has been linked with devel-
opmental disorders (33, 34). The correspond-
ing Arg3190 in humans is part of the CBD-3
arginine loop that interacts with the negatively
charged surfaces of SMAC andHTRA2. Accord-
ingly, themutationmay influence the substrate
spectrum of BIRC6 or, alternatively, it may
affect the binding mode and thus functional
state of the pro-apoptotic protease HTRA2.
Further, proteomics studies identified ubiqui-
tination of Lys2270 within the SMAC interface
of CC1 as the most abundant posttranslational
modification, possibly altering BIRC6 function
(35). A regulatory role of CC1 is consistent with
our biochemical data showing that loss of CC1
correlates to decreased inhibition by SMAC.
Consistent with this observation, CC1 residues
in the SMAC interface are the most frequently
substituted BIRC6 residues detected in cancer
(36). The most mutated site, Arg2291, is one of
several conserved basic residues interacting
with the negatively charged SMACmolecule.
We hypothesize that CC1 mutations hinder
SMAC binding and prevent apoptosis initia-
tion. Tumors often present elevated levels of
IAPs as a broad survivalmechanism.Mutations
disrupting the tripartite interface may thus
desensitize cells to SMAC-triggered apoptosis
without impairing other crucial functions of
BIRC6 for cell survival and tumor propaga-
tion. It appears that multivalent binding of
SMAC offers an additional layer to regulate
BIRC6 activity and balance mitochondrial
stress, apoptosis, and autophagy.
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STRUCTURE PREDICTION

Evolutionary-scale prediction of atomic-level protein
structure with a language model
Zeming Lin1,2†, Halil Akin1†, Roshan Rao1†, Brian Hie1,3†, Zhongkai Zhu1, Wenting Lu1,

Nikita Smetanin1, Robert Verkuil1, Ori Kabeli1, Yaniv Shmueli1, Allan dos Santos Costa4,

Maryam Fazel-Zarandi1, Tom Sercu1, Salvatore Candido1, Alexander Rives1,2*

Recent advances in machine learning have leveraged evolutionary information in multiple sequence

alignments to predict protein structure. We demonstrate direct inference of full atomic-level

protein structure from primary sequence using a large language model. As language models of

protein sequences are scaled up to 15 billion parameters, an atomic-resolution picture of protein

structure emerges in the learned representations. This results in an order-of-magnitude acceleration

of high-resolution structure prediction, which enables large-scale structural characterization of

metagenomic proteins. We apply this capability to construct the ESM Metagenomic Atlas by

predicting structures for >617 million metagenomic protein sequences, including >225 million

that are predicted with high confidence, which gives a view into the vast breadth and diversity of

natural proteins.

T
he sequences of proteins at the scale of

evolution contain an image of biolog-

ical structure and function. The biolog-

ical properties of a protein constrain

the mutations to its sequence that are

selected through evolution, recording biol-

ogy into evolutionary patterns (1–3). Protein

structure and function can therefore be in-

ferred from the patterns in sequences (4, 5).

This insight has been central to progress in

computational structure prediction starting

from classical methods (6, 7) through the intro-

duction of deep learning (8–11) up to present

high-accuracy structure prediction (12, 13).

Languagemodels have the potential to learn

patterns in protein sequences across evolu-

tion. This idea motivates research on evolu-

tionary-scale language models (14), in which

basic models (15–17) learn representations

that reflect aspects of the underlying biology

and, with greater representational capacity,

capture secondary structure (14, 18) and ter-

tiary structure (14, 19–21) at a low resolution.

Beginning with Shannon’s model for the

entropy of text (22), language models of in-

creasing complexity have been developed,

which has culminated in modern large-scale

attention-based architectures (23–25). Despite

the simplicity of their training objectives, such

as filling in missing words or predicting the

next word, language models of text are shown

to exhibit emergent capabilities that develop

as a function of scale in increasing compu-

tational power, data, and number of param-

eters. Modern language models containing

tens to hundreds of billions of parameters

show abilities such as few-shot language trans-

lation, commonsense reasoning, and math-

ematical problem solving, all without explicit

supervision (26–29).

We posit that the task of filling in missing

amino acids in protein sequences across evo-

lution will require a language model to under-

stand the underlying structure that creates the

patterns in the sequences. As the representa-

tional capacity of the language model and

the diversity of protein sequences seen in its

training increase, we expect deep information

about the biological properties of the protein

sequences to emerge because those proper-

ties give rise to the patterns that are observed

in the sequences. To study this kind of emer-

gence, we scale language models from 8 mil-

lion parameters up to 15 billion parameters.

We discover that atomic-resolution structure

emerges and continues to improve in language

models over the four orders of magnitude in

parameter scale. Strong correlations between

the language model’s understanding of the

protein sequence (perplexity) and the accu-

racy of the structure prediction reveal a close

link between language modeling and the learn-

ing of structure.

We show that language models enable fast

end-to-end atomic-resolution structure pre-

diction directly from sequence. Our approach

leverages the evolutionary patterns that are

captured by the language model to produce

accurate atomic-level predictions. This removes

costly aspects of the current state-of-the-art

structure prediction pipeline, which eliminates

the need for a multiple sequence alignment

(MSA) while greatly simplifying the neural

architecture used for inference. This results

in an improvement in speed of up to 60× on

the inference forward pass alone while also

removing the search process for related pro-

teins entirely, which can take >10 min with
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the high-sensitivity pipelines used by Alpha-

Fold (12) andRoseTTAFold (13) and is amean-

ingful part of the computational cost even

with recent lower-sensitivity fast pipelines

(30). In practice, this means the speedup over

the state-of-the-art prediction pipelines is up

to one to two orders of magnitude.

This speed advantage makes it possible to

expand structure prediction to metagenomic

scale datasets. The past decade has seen efforts

to expand knowledge of protein sequences to

the immense microbial natural diversity of

Earth through metagenomic sampling. These

efforts have contributed to an exponential

growth in the size of protein sequence data-

bases, which now contain billions of proteins

(31–33). Computational structural character-

izations have recently been completed for

∼20,000 proteins in the human proteome (34)

and the ∼200 million cataloged proteins of

Uniprot (35), but the vast scale of metagenomic

proteins represents a far greater challenge

for structural characterization. The extent and

diversity of metagenomic structures is un-

known and is a frontier for biological knowl-

edge, as well as a potential source of discoveries

for medicine and biotechnology (36–38).

We present an evolutionary-scale structural

characterization ofmetagenomic proteins that

folds practically all sequences in MGnify90 (32),

>617 million proteins. We were able to complete

this characterization in 2 weeks on a hetero-

geneous cluster of 2000 graphics processing

units (GPUs), which demonstrates scalability

to far larger databases. High-confidence pre-

dictions are made for >225 million structures,

which reveals and characterizes regions of

metagenomic space distant from existing

knowledge. Most (76.8%) high-confidence pre-

dictions are separate fromUniRef90 (39) by at

least 90% sequence identity, and tens of mil-

lions of predictions (12.6%) do not have any

match to experimentally determined struc-

tures. These results give a large-scale view into

the vast extent and diversity of metagenomic

protein structures. These predicted structures

can be accessed in the ESMMetagenomic Atlas

(https://esmatlas.com) open science resource.

Atomic-resolution structure emerges in

language models trained on protein sequences

We begin with a study of the emergence of

high-resolution protein structure. We trained a

family of transformer protein language models,
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Fig. 1. Emergence of

structure when scaling

language models to

15 billion parameters.

(A) Predicted contact

probabilities (bottom

right) and actual contact

precision (top left) for

PDB 3LYW. A contact is

a positive prediction if

it is within the top L

most likely contacts for a

sequence of length L.

(B to D) Unsupervised

contact prediction per-

formance [long-range

precision at L (P@L)]

(SM A.2.1) for all scales

of the ESM-2 model. (B)

Performance binned by

the number of MMseqs

hits when searching the

training set. Larger ESM-2

models perform better

at all levels; the 150-

million-parameter ESM-2

model is comparable to

the 650-million-

parameter ESM-1b

model. (C) Trajectory of

improvement as model

scale increases for

sequences with differ-

ent numbers of MMseqs

hits. (D) Left-to-right

shows models from

8 million to 15 billion

parameters, comparing

the smaller model (x axis) against the next larger model (y axis) through

unsupervised contact precision. Points are PDB proteins colored by change

in perplexity for the sequence between the smaller and larger model. Sequences

with large changes in contact prediction performance also exhibit large

changes in language model understanding measured by perplexity. (E) TM-score

on combined CASP14 and CAMEO test sets. Predictions are made by using

structure moduleÐonly head on top of language models. Points are colored

by the change in perplexity between the models. (F) Structure predictions

on CAMEO structure 7QQA and CASP target 1056 at all ESM-2 model scales,

colored by pLDDT (pink, low; teal, high). For 7QQA, prediction accuracy

improves at the 150-million-parameter threshold. For T1056, prediction

accuracy improves at the 15-billion-parameter threshold.
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ESM-2, at scales from 8 million parameters

up to 15 billion parameters. Relative to our

previous generation model ESM-1b, ESM-2

introduces improvements in architecture, train-

ing parameters, and increases computational

resources and data [supplementary mate-

rial (SM) sections A.1.1 and A.2]. The resulting

ESM-2 model family outperforms previously

state-of-the-art ESM-1b (a ∼650 million pa-

rameter model) at a comparable number of

parameters, and on structure prediction bench-

marks it also outperforms other recent pro-

tein language models (table S1).

ESM-2 is trained to predict the identity of

amino acids that have been randomly masked

out of protein sequences:

LMLM ¼ �

X
i∈M

log p xijxnMÞð ð1Þ

where for a randomly generated maskM that

includes 15% of positions i in the sequence x,

the model is tasked with predicting the iden-

tity of the amino acids xi in the mask from

the surrounding context xnM , excluding the

masked positions. This masked language mod-

eling objective (25) causes the model to learn

dependencies between the amino acids. Al-

though the training objective itself is simple

and unsupervised, solving it over millions

of evolutionarily diverse protein sequences

requires the model to internalize sequence

patterns across evolution. We expect that this

training will cause biological structure to
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ESM-2
Folding

Trunk

48 blocks

Pair Rep

Single Sequence

Seq Rep

Folding Block

Folding
Trunk

Structure
Module

8 blocks

EGRLTVYCTVQ...

Pretrained via Masked LM

Recycling
A

B

C

Predicted
structure and
confidence

CASP14 T1057 (7M6B)
TM-score ESMFold: 0.98, Perplexity ESM-2: 4.4

TM-score Alphafold: 0.97

Glucosamine-6-phosphate deaminase (7LQM)
DockQ Score ESMFold: 0.91, Perplexity ESM-2: 2.3

L-asparaginase (7QYM)
DockQ Score ESMFold: 0.97, Perplexity ESM-2: 3.2

D

E

CASP14 T1074 (7OC9)
TM-score ESMFold: 0.64, Perplexity ESM-2: 16.6

TM-score Alphafold: 0.93

Fig. 2. Single sequence structure prediction with ESMFold. (A) ESMFold

model architecture. Arrows show the information flow in the network from the

language model to the folding trunk to the structure module that outputs 3D

coordinates and confidences. LM, language model. (B) ESMFold produces accurate

atomic resolution predictions, with similar accuracy to RoseTTAFold on CAMEO. When

MSAs are ablated for AlphaFold and RoseTTAFold, performance of the models

degrades. Scatterplots compare ESMFold (x axis) predictions with AlphaFold2 (y axis),

colored by language model perplexity. Proteins with low perplexity score similarly

to AlphaFold2. AF, AlphaFold2. (C) Model pLDDT versus true LDDT (left) and relative

performance against AlphaFold (right) on CAMEO. pLDDT is a well-calibrated

estimate of prediction accuracy. (D) Successful examples: Top shows test-set

predictions of T1057, with ESMFold (left) and AlphaFold2 (right). Coloring shows

predicted LDDT for both models (ESMFold high confidence, teal; AlphaFold2 high

confidence, green; both low confidence, pink). Ground truth is shown in gray.

The bottom two show complex predictions on a dimer (PDB: 7LQM) and a tetramer

(PDB: 7QYM); ESMFold predictions are colored by chain ID and overlaid on ground

truth (gray). DockQ (50) scores are reported for the interactions; in the case of

the tetramer 7QYM, the score is the average of scores over interacting chain pairs.

(E) Unsuccessful example: test-set predictions of T1074, with ESMFold (left)

and AlphaFold2 (right). Coloring shows predicted LDDT for both models (ESMFold

high confidence, teal; AlphaFold2 high confidence, green; both low confidence,

pink). Ground truth is shown in gray. ESMFold TM-score is substantially below

AlphaFold2 TM-score. The perplexity of the unsuccessful sequence is 16.6,

meaning the language model does not understand the input sequence.
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materialize in the language model because it

is linked to the sequence patterns. ESM-2 is

trained over sequences in the UniRef (39)

protein sequence database. During training,

sequences are sampled with even weighting

across ∼43 million UniRef50 training clusters

from ∼138 million UniRef90 sequences, so

that over the course of training, the model sees

∼65 million unique sequences.

As we increase the scale of ESM-2 from 8mil-

lion to 15 billion parameters, we observe large

improvements in the fidelity of its modeling

of protein sequences. This fidelity can be

measured by using perplexity, which ranges

from 1 for a perfect model to 20 for a model

that makes predictions at random. Intuitively,

the perplexity describes the average number

of amino acids that the model is choosing

among for each position in the sequence.Math-

ematically, perplexity is defined as the ex-

ponential of the negative log-likelihood of the

sequence (SM A.2.2). Figure S1 shows perplex-

ity for the ESM-2 family as a function of the

number of training updates, evaluated on a

set of ∼500,000 UniRef50 clusters that have

been held out from training. Comparisons

are performed at 270,000 training steps for all

models in this section. The fidelity continues

to improve as the parameters increase up to the

largest model. The 8-million-parameter mod-

el has a perplexity of 10.45, and the 15 billion

model reaches a perplexity of 6.37, which in-

dicates a large improvement in the under-

standing of protein sequences with scale.

This training also results in the emergence

of structure in the models. Because ESM-2’s

training is only on sequences, any informa-

tion about structure that develops must be

the result of representing the patterns in se-

quences. Transformer models that are trained

with masked language modeling are known to

develop attention patterns that correspond to

the residue–residue contact map of the protein

(19, 20). We examine how this low-resolution

picture of protein structure emerges as a

function of scale. We use a linear projection

to extract the contact map from the atten-

tion patterns of the language model (SM

A.2.1). The precision of the top L (length of the

protein) predicted contacts (long-range con-

tact precision) measures the correspondence

of the attention pattern with the structure

of the protein. Attention patterns develop in

ESM-2 that correspond to tertiary structure

(Fig. 1A), and scaling leads to large improve-

ments in the understanding of structure (Fig.

1B). The accuracy of the predicted contacts

varies as a function of the number of evolu-

tionarily related sequences in the training set.

Proteins with more related sequences in the

training set have steeper learning trajectories

with respect to model scale (Fig. 1C). Improve-

ment on sequences with high evolutionary
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Fig. 3. Mapping metagenomic structural space. (A) ESMFold calibration with

AlphaFold2 for metagenomic sequences. Mean pLDDT is shown on the x axis, and

LDDT to the corresponding AlphaFold2 prediction is shown on the y axis.

Distribution is shown as a density estimate across a subsample of ∼4000

sequences from the MGnify database. (B) Distribution of mean pLDDT values

computed for each of ∼617 million ESMFold-predicted structures from the MGnify

database. (C) The distribution of the TM-score to the most similar PDB structure

for each of 1 million randomly sampled high-confidence (mean pLDDT > 0.7 and

pTM > 0.7) structures. Values were obtained by a Foldseek search, which does

not report values under 0.5 TM-score (53). (D) Sample of 1 million high-

confidence protein structures is visualized in two dimensions by using the UMAP

algorithm and colored according to distance from the nearest PDB structure, in

which regions with low similarity to known structures are colored in dark blue.

Example protein structures and their locations within the sequence landscape are

provided; see also Fig. 4 and table S2. (E) Additional UMAP plot in which the

1 million sequences are plotted according to the same coordinates as in (D) but

colored by the sequence identity to the most similar entry in UniRef90 according

to a blastp (60) search.
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depth thus saturates at lower model scales,
and improvement on sequences with low evo-
lutionary depth continues as models increase
in size.
For individual proteins, we often observe

nonlinear improvements in the accuracy of
the contact prediction as a function of scale.
Plotting the change in the distribution of long-
range contact precision at each transition
to a higher level of scale reveals an overall shift
in the distribution toward better performance
(Fig. 1D), as well as a subset of proteins that
undergo greater improvement. The accuracy
of the contact map prediction and perplex-
ity are linked, with proteins undergoing large
changes in contact map accuracy also under-
going large changes in perplexity [normalized
discounted cumulative gain (NDCG) = 0.87]
(SM A.2.6). This link indicates that the lan-
guage modeling objective is directly correlated
with the materialization of the folded struc-
ture in the attention maps.
To identify atomic-resolution information

in the model, we project out spatial coordi-
nates for each of the atoms from the internal
representations of the language model using
an equivariant transformer (SM A.3.3). This
projection is fitted by using experimentally
determined protein structures from the Pro-
tein Data Bank (PDB) (40) and evaluated on
194 CAMEO proteins (41) and 51 CASP14 pro-
teins (42). TM-score, which ranges from 0 to 1,
measures the accuracy of the projection in
comparison to the ground truth structure,
with a value of 0.5 corresponding to the thresh-
old for correctly predicting the fold (43).
The evaluation uses a temporal cutoff, which
ensures that the proteins used for testing
are held out from those used in fitting the
projection. This makes it possible to measure
how atomic-level information emerges in the
representations as a function of the parame-
ter scale.
We discover that an atomic-resolution struc-

ture prediction can be projected from the rep-
resentations of the ESM-2 language models.
The accuracy of this projection improves with
the scale of the language model. The 15 billion
parameter model reaches a TM-score of 0.72
on the CAMEO test set and 0.55 on the CASP14
test set, a gain of 14 and 17% respectively rel-
ative to the 150 million parameter ESM-2
model (Fig. 1E). At each increase in scale a
subset of proteins undergoes large changes
in accuracy. For example, the protein 7QQA
improves in root mean square deviation
(RMSD) from 7.0 to 3.2 Å when the scale is
increased from 35 million to 150 million pa-
rameters, and the CASP target T1056 im-
proves in RMSD from 4.0 to 2.6 Å when the
scale is increased from 3 billion to 15 billion
parameters (Fig. 1F). Before and after these
jumps, changes in RMSD are much smaller.
Across all models (table S1), there is a cor-

relation of −0.99 between validation perplex-
ity and CASP14 TM-score and −1.00 between
validation perplexity and CAMEO TM-score,
which indicates a strong connection between
the understanding of the sequence measured
by perplexity and the atomic-resolution struc-
ture prediction. Additionally, there are strong
correlations between the low-resolution pic-
ture of the structure that can be extracted from
the attention maps and the atomic-resolution
prediction (0.96 between long-range contact
precision and CASP14 TM-score and 0.99 be-
tween long-range contact precision andCAMEO
TM-score). These findings connect improve-
ments in language modeling with the increases
in low-resolution (contact map) and high-
resolution (atomic-level) structural information.

Accelerating accurate atomic-resolution

structure prediction with a language model

Language models greatly accelerate state-of-
the-art high-resolution structure prediction.
The language model internalizes evolutionary
patterns linked to structure, which eliminates
the need for external evolutionary databases,
MSAs, and templates. We find that the ESM-2
language model generates state-of-the-art
three-dimensional (3D) structure predictions
directly from the primary protein sequence,
which results in a speed improvement for
structure prediction of more than an order of
magnitude while maintaining high-resolution
accuracy.
We developed ESMFold, a fully end-to-end

single-sequence structure predictor, by train-
ing a folding head for ESM-2 (Fig. 2A). At
prediction time, the sequence of a protein is
inputted to ESM-2. The sequence is processed
through the feedforward layers of the lan-
guage model, and the model’s internal states
(representations) are passed to the folding
head. The head begins with a series of fold-
ing blocks. Each folding block alternates be-
tween updating a sequence representation
and a pairwise representation. The output of
these blocks is passed to an equivariant trans-
former structure module, and three steps of
recycling are performed before outputting
a final atomic-level structure and predicted
confidences (SM A.3.1). This architecture rep-
resents a major simplification in comparison
with current state-of-the-art structure pre-
diction models, which deeply integrate the
MSA into the neural network architecture
through an attention mechanism that oper-
ates across the rows and columns of the MSA
(12, 44).
Our approach results in a considerable im-

provement in prediction speed. On a single
NVIDIA V100 GPU, ESMFold makes a predic-
tion on a protein with 384 residues in 14.2 s,
six times faster than a single AlphaFold2 model.
On shorter sequences, the improvement in-
creases up to ∼60× (fig. S2). The search process

for related sequences, which is required to con-
struct the MSA, can take >10 min with the
high-sensitivity protocols used by the published
versions of AlphaFold and RoseTTAFold; this
time can be reduced to <1 min, although with
reduced sensitivity (30).
We train the folding head on ∼25,000 clus-

ters covering a total of ∼325,000 experimen-
tally determined structures from the PDB,
which is further augmented with a dataset
of ∼12 million structures that we predicted
with AlphaFold2 (SM A.1.2). The model is
trained with the same losses that are used for
AlphaFold (45). To evaluate the accuracy of
structure predictions, we use test sets that
are held out from the training data by a May
2020 cutoff date; as a result, all structures that
are used in evaluation are held out from the
training, and the evaluation is representative
of the performance that would be expected
in regular usage as a predictive model on the
kinds of structures that are selected by ex-
perimentalists for characterization. This also
makes it possible to compare with AlphaFold
and RoseTTAFold because these models also
have not been trained on structures depos-
ited after May 2020. We use two test sets: The
CAMEO test set consists of 194 structures that
are used in the ongoing CAMEO assessment
(between April 2022 and June 2022); the CASP14
test set consists of 51 publicly released struc-
tures that have been selected for their dif-
ficulty for the biannual structure prediction
competition.
We compare the results of ESMFold on these

evaluation sets toAlphaFold2andRoseTTAFold
(Fig. 2B). ESMFoldachieves anaverageTM-score
of 0.83 on CAMEO and 0.68 on CASP14. Using
the search protocols releasedwith AlphaFold2,
including MSAs and templates, AlphaFold2
achieves 0.88 and 0.85 on CAMEO and CASP14,
respectively. ESMFold achieves competitive
accuracywithRoseTTAFold onCAMEO,which
averages a TM-score of 0.82. When evaluat-
ing AlphaFold2 and RoseTTAFold on single
sequences by ablating the MSA, their per-
formance degrades substantially and falls
well below that of ESMFold. This is an arti-
ficial setting because AlphaFold2 has not been
explicitly trained for single sequences; how-
ever, it has recently emerged as important in
protein design, in which these models have
been used with single-sequence inputs for de
novo protein design (46–48).
Although the average performance on the

test sets is belowAlphaFold2, the performance
gaps are explained by the languagemodel per-
plexity. On proteins for which perplexity is
low, ESMFold results match AlphaFold2. On
the CAMEO test set, the 3-billion-parameter
ESM-2 model used in ESMFold achieves an
average perplexity of 5.7. On the CASP14 test
set, the same model only has an average per-
plexity of 10.0. Performance within each set
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is also well correlated with perplexity. On the
CAMEO test set, language model perplexity
has a Pearson correlation of −0.52 with the TM-
score between the predicted and experimental
structures; on CASP14, the correlation is −0.71
(Fig. 2B). On the subset of 18 CASP14 pro-
teins for which ESM-2 achieves perplexity <7,
ESMFold matches AlphaFold in performance
(average TM-score difference <0.03 and no
TM-score differences >0.1). The relationship
between perplexity and structure prediction
suggests that improvements in the language
model will translate into improvements in
single-sequence structure prediction accuracy,
which is consistent with observations from the
scaling analysis (Fig. 1, D and E). Additionally,
this means that the language model’s perplex-
ity for a sequence can be used to predict the
quality of the ESMFold structure prediction.
Ablation studies indicate that the language

model representations are critical to ESMFold
performance (fig. S3). With a folding trunk of
eight blocks, performance on the CAMEO test
set is 0.74 local distance difference test (LDDT)

(baseline). Without the language model, this
degrades substantially, to 0.58 LDDT. When
removing the folding trunk entirely (i.e., only
using the language model and the structure
module), the performance degrades to 0.66
LDDT. Other ablations, such as only one block
of a structure module, turning off recycling,
not using AlphaFold2 predicted structures as
distillation targets, or not using triangular up-
dates, result in small performance degradations
(change in LDDT of −0.01 to −0.04).
ESMFold provides state-of-the-art structure

prediction accuracy, matching AlphaFold2 per-
formance (<0.05 LDDT difference) on more
than half the proteins (Fig. 2B). We find that
this is true even on some large proteins—T1076
is an example with 0.98 TM-score and 540 res-
idues (Fig. 2D). Parts of the structure with low
accuracy do not differ notably between ESM-
Fold and AlphaFold, which suggests that lan-
guage models are learning information similar
to that contained in MSAs. We also observe
that ESMFold is able to make good predic-
tions for components of homo- and hetero-

dimeric protein-protein complexes (Fig. 2D).
In a comparison with AlphaFold-Multimer
(49) on a dataset of 2,978 recent multimeric
complexes deposited in the PDB, ESMFold
achieves the same qualitative DockQ (50) cat-
egorization for 53.2% of chain pairs, despite not
being trained on protein complexes (fig. S4).
Confidence is well calibrated with accuracy.

ESMFold reports confidence in the form of pre-
dicted LDDT (pLDDT) and predicted TM (pTM).
This confidence correlateswell with the accuracy
of the prediction, and for high-confidence pre-
dictions (pLDDT > 0.7), the accuracy is compa-
rable to AlphaFold2 (ESMFold LDDT = 0.83,
AlphaFold2 LDDT = 0.85 on CAMEO) (Fig. 2C
and fig. S5). High-confidence predictions ap-
proach experimental-level accuracy. On the
CAMEO test set, ESMFold predictions have a
median all-atom RMSD95 (RMSD at 95% resi-
due coverage) of 1.91 Å and backbone RMSD95

of 1.33Å.Whenconfidence is very high (pLDDT
> 0.9), predictions havemedian all-atomRMSD95

of 1.42 Å and backbone RMSD95 of 0.94 Å. The
confidence can thus be used to predict how
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Fig. 4. Example ESMFold structure predictions of metagenomic sequences.

(A) Example predicted structures from six different metagenomic sequences;

also see table S2. Left of each subfigure: The prediction is displayed with

the AlphaFold2 prediction (light green). Right of each subfigure: The prediction

is displayed with the Foldseek-determined nearest PDB structure according

to TM-score. (B and C) Examples of two ESMFold-predicted structures that have

good agreement with experimental structures in the PDB but that have low

sequence identity to any sequence in UniRef90. (B) Predicted structure

of MGYP000936678158 aligns to an experimental structure from a bacterial

nuclease (light brown, PDB: 3H4R), whereas (C) the predicted structure of

MGYP004000959047 aligns to an experimental structure from a bacterial sterol

binding domain (light brown, PDB: 6BYM).
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likely it is that a given structure prediction

will match the true structure if it were to be

experimentally determined.

Recent work has investigated the use of

language models for the direct prediction of

protein structure from sequence, without a

learned full atomic-level structure projection,

but the accuracy has not been competitive

with the use of MSAs (21, 51). An approach

developed concurrently with ours that uses

a similar attention-based processing of lan-

guagemodel representations to output atomic

coordinates also appears to show results that

are MSAs (52).

Evolutionary-scale structural characterization

of metagenomics

This fast and high-resolution structure predic-

tion capability enables the large-scale structural

characterization of metagenomic proteins.

We fold >617 million sequences from the

MGnify90 database (32). This is the entirety

of the sequences of length 20 to 1024 and

covers 99% of all the sequences inMGnify90.

Overall, the characterization produces ∼365 mil-

lion predictions with good confidence (mean

pLDDT>0.5 andpTM>0.5),which corresponds

to ∼59% of the database, and ∼225 million pre-

dictionswith high confidence (mean pLDDT>

0.7 and pTM > 0.7), which corresponds to ∼36%

of total structures folded (Fig. 3). We were able

to complete the predictions in 2 weeks on a

cluster of ~2000 GPUs (SM A.4.1).

For structure prediction at scale, it is crit-

ical to distinguish well-predicted proteins from

those that are poorly predicted. In the previous

section, we evaluated calibration against ex-

perimentally determined structures on held-out

test sets and found that the model confidence

is predictive of the agreement with experimen-

tally determined structures. We also assess

calibration against AlphaFold predictions on

metagenomic proteins. On a random subset

of ∼4000 metagenomic sequences, there is a

high correlation (Pearson r = 0.79) between

ESMFold pLDDT and the LDDT to AlphaFold2

predictions (Fig. 3A). When combined with

results on CAMEO showing that when con-

fidence is very high (pLDDT > 0.9), ESMFold

predictions often approach experimental ac-

curacy, these findings mean that ESMFold’s

confidence scores provide a good indication

of the agreement with experimental struc-

tures and with the predictions that can be

obtained from AlphaFold2. Across the ∼617 mil-

lion predicted structures, ∼113 million structures

meet the very high-confidence threshold.

Many of the metagenomic structure pre-

dictions have high confidence (Fig. 3B) and

are not represented in existing structure data-

bases (Figs. 3, C to E). On a random sample

of 1 million high-confidence structures, 76.8%

(767,580) of the proteins have a sequence iden-

tity below 90% to any sequence in UniRef90,

which indicates that these proteins are dis-

tinct from existing UniRef90 sequences (Fig.

3E). For 3.4% (33,521 proteins), no match is

found in UniRef90 at all (SM A.4.2). We use

Foldseek (53) to compare the predicted struc-

tures with known structures in the PDB. At

thresholds of 0.7 and 0.5 TM-score, Foldseek

reports 25.4% (253,905 proteins) and 12.6%

(125,765 proteins) without a match, respec-

tively (Fig. 3, C andD). For 2.6% (25,664) there

is both low structural similarity (TM-score

≤0.5) and no close sequence homolog (>30%

identity). On the basis of these subsampled es-

timates, there are ~28million proteins (12.6%

of 225 million) with both high-confidence

predictions and TM-score < 0.5 to known

protein structures (examples in Fig. 4A and

table S2). These results demonstrate that

ESMFold can effectively characterize regions

of protein space that are distant from existing

knowledge.

Large-scale structural characterization also

makes it possible to identify structural sim-

ilarities in the absence of sequence similarity.

Many high-confidence structures with low sim-

ilarity to UniRef90 sequences do have similar

structures in the PDB. This remote homology

often extends beyond the limit detectable by

sequence similarity. For example, MGnify se-

quence MGYP000936678158 has no matches

to any entry in UniRef90 or through a jackhm-

mer (54) reference proteome search, but it has

a predicted structure conserved across many

nucleases (PDB: 5YET_B, TM-score 0.68; PDB:

3HR4_A, TM-score 0.67) (Fig. 4B and table S2);

similarly, MGnify sequence MGYP004000959047

has no UniRef90 or jackhmmer reference pro-

teome matches, but its predicted structure has

a high similarity to the experimental structures

of lipid binding domains (PDB: 6BYM_A, TM-

score 0.80; PDB: 5YQP_B, TM-score 0.78) (Fig.

4C and table S2). The ability to detect remote

similarities in structure enables insight into

function that cannot be obtained from the

sequence.

All predicted structures are available in the

ESMMetagenomicAtlas (https://esmatlas.com)

as an open science resource. Structures are

available for bulk download, by means of an

application programming interface (API), and

through a web resource that provides search

by structure and by sequence (53, 55). These

tools facilitate both large-scale and focused

analysis of the full scope of the hundreds of

millions of predicted structures.

Conclusions

Fast and accurate computational structure

prediction has the potential to accelerate

progress toward an era in which it is possible

to understand the structure of all proteins

discovered in gene sequencing experiments.

Such tools promise insights into the vast

natural diversity of proteins, most of which

are discovered in metagenomic sequencing.

To this end, we have completed a large-scale

structural characterization of metagenomic

proteins that reveals the predicted structures

of hundreds of millions of proteins, mil-

lions of which are expected to be distinct in

comparison to experimentally determined

structures.

As structure prediction continues to scale to

larger numbers of proteins, calibration be-

comes critical because, when the throughput

of prediction is limiting, the accuracy and

speed of the prediction form a joint frontier

in the number of accurate predictions that can

be generated. Very high-confidence predic-

tions in the metagenomic atlas are expected

to often be reliable at a resolution sufficient for

insight similar to experimentally determined

structures, such as into the biochemistry of

active sites (56). For many more proteins for

which the topology is predicted reliably, in-

sight can be obtained into function through

remote structural relationships that could not

be otherwise detected with sequence.

The emergence of atomic-level structure in

language models shows a high-resolution pic-

ture of protein structure encoded by evolution

into protein sequences that can be captured

with unsupervised learning. Our current mod-

els are very far from the limit of scale in pa-

rameters, sequence data, and computing power

that can in principle be applied. We are op-

timistic that as we continue to scale, there will

be further emergence. Our results showing the

improvement in the modeling of low depth

proteins point in this direction.

ESM-2 results in an advance in speed that

in practical terms is up to one to two orders

of magnitude, which puts far larger numbers

of sequences within reach of accurate atomic-

level prediction. Structure prediction at the

scale of evolution can open a deep view into

the natural diversity of proteins and accel-

erate the discovery of protein structures and

functions.
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Chemical scissorÐmediated structural editing of
layered transition metal carbides
Haoming Ding1,2,3, Youbing Li1,3, Mian Li1,3, Ke Chen1,3, Kun Liang1,3, Guoxin Chen3, Jun Lu4,
Justinas Palisaitis4, Per O. Å. Persson4, Per Eklund4, Lars Hultman4, Shiyu Du1,2,3, Zhifang Chai1,2,3,
Yury Gogotsi5*, Qing Huang1,3,6*

Intercalated layered materials offer distinctive properties and serve as precursors for important

two-dimensional (2D) materials. However, intercalation of nonÐvan der Waals structures, which can

expand the family of 2D materials, is difficult. We report a structural editing protocol for layered

carbides (MAX phases) and their 2D derivatives (MXenes). Gap-opening and species-intercalating

stages were respectively mediated by chemical scissors and intercalants, which created a large

family of MAX phases with unconventional elements and structures, as well as MXenes with versatile

terminals. The removal of terminals in MXenes with metal scissors and then the stitching of 2D

carbide nanosheets with atom intercalation leads to the reconstruction of MAX phases and a family

of metal-intercalated 2D carbides, both of which may drive advances in fields ranging from energy

to printed electronics.

I
ntercalated materials are predominantly

produced by introducing non-native spe-

cies into the van der Waals (vdW) gaps of

inherently layered vdW materials such

as graphite, hexagonal boron nitride, and

transitionmetal dichalcogenides (1, 2). Guest-

host interactions alter the electronic structure

and enable property tailoring for energy stor-

age, catalysis, electronic, optical, andmagnetic

applications (3–7). Mn+1AXn, or “MAXphases,”

are a large family of ternary layered compounds

that typically have weak metallic bonds be-

tween M and A atoms and covalent bonds

within the Mn+1Xn layers (8, 9). Here, M de-

notes an early transition element, A is a main

group element, X is nitrogen and/or carbon,

and n is a number between one and four. The

strong non-vdW bonding in MAX phases re-

quires chemical etching of A elements to ob-

tain their two-dimensional (2D) derivatives,

MXenes (10–12). The resultant vdW gaps in

MXenes provide space for intercalating vari-

ous guest species. For example, anions such

as F
–
, O

2–
, OH

–
, and Cl

–
spontaneously coor-

dinate with exposed M atoms of MXenes as
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termination species T, as described by the
Mn+1XnTx formula (10, 13). Intercalation of
cations, cationic surfactants, and organic
molecules in vdW gaps expands the inter-
layer spacing of MXenes and facilitates their
delamination into monolayers, finding roles
in energy storage, printed electronics, electro-
magnetic interference shielding, and many
other applications (14–16).
Recently, we reported a Lewis acidic molten

salt (LAMS) etching protocol that is capable of
both etching and substituting weakly bonded
interlayer atoms inMAXphases (13). A series of
MAX phases containing late transition metals
and MXenes with pure halogen terminations
were synthesized and explored for applica-
tions as catalysts and ferromagnetic and elec-
trochemical energy storage materials (17–20).
However, only a few LAMSs have thermophys-
ical (solubility,melting point, andboiling point)
and chemical (redox potential and activity of
cations and coordination geometry of anions)
properties required to act as both etchant and
intercalant. For example, MXenes with -O,
-S, -Se, -Te, and -NH terminations were only
realized by an anion exchange reaction with
brominated MXenes (21). The direct use of
oxides or chalcogenides with strong covalent
bonds to supply -O and chalcogen termina-
tions would be a daunting task because of their
high melting temperature and low solubility,
both of which substantially limit the structural
editing capability of LAMS etching. In this
work, we introduce a chemical scissor–mediated
intercalation chemistry for structural editing
of non-vdW MAX phases and vdW MXenes.
The range of constituent elements of MAX
phases and terminating groups of MXenes is
greatly extended. Structural editing by alter-
nating LAMS and metal scissors leads to the
exfoliation of MAX phases and MXenes into
stacked lamellae directly in molten salts and
guides the discovery of a series of 2D metal-
intercalated layered carbides.

Chemical scissorÐmediated structural

editing routes

The chemical scissor–mediated structural
editing protocol contains four reaction routes
(Fig. 1A): (i) the opening of non-vdW gaps in
MAX phases by LAMS scissors because of dif-
ferences in redox potential between Lewis
acidic cations and A elements (route I), (ii) the
diffusion of metal atoms into interlayer atom
vacancies to form MAX phases to lower the
system’s chemical energy (route II), (iii) the
removal of surface terminations of multilayer
MXenes through electron injection withmetal
scissors and opening of vdW gaps (route III),
and (iv) the coordination of anions with oxi-
dized early transition metal atoms to form
terminated MXenes (route IV).
The periodic table emphasizes elements that

are represented in MAX phases and MXenes

(Fig. 1B). Aside from usual main-group ele-
ments (such as Al, Ga, and Sn), unconven-
tional elements (Bi, Sb, Fe, Co, Ni, Cu, Zn, Pt,
Au, Pd, Ag, Cd, and Rh) were intercalated into
MAX phases. Meanwhile, in addition to the
known halogen (-Cl, -Br, and -I) and chalcogen
(-S, -Se, and -Te) terminations, the -P and -Sb
(group 15 elements) terminations are demon-
strated. All reaction recipes used in this study
are listed in table S1.

Topotactic structural transformation of MAX

phases aided by LAMS scissors

The Cu2+ cation in a LAMS scissor CuCl2 has
a strong electron affinity and can oxidize Al
atoms that are weakly bonded in MAX phases
(route I), as shown in Eqs. 1 and 2. As soon as
interlayer atom vacancies VA (denoted by □
in Mn+1□Xn) are available, predissolved guest
metal atoms A′ (e.g., Ga, In, or Sn) in molten
salt diffuse into interlayers and occupy VA to
form Mn+1A′Xn phases (Eq. 3) in a topotactic
structural transformation manner (route II)
(figs. S1 to S5). The A-element etching (vacancy
formation) and intercalation (guest atom occu-
pancy) are transient and concerted processes.
The inserted guest atoms keep the interlayer
space accessible to intercalants and prevent
the etched Mn+1□Xn from collapsing into a

close-packed, twin-like structure. Notably, the
LAMS scissor should preferentially etch the A
atoms in MAX phases but avoid the oxidation
of intercalatingmetals (fig. S6) (22). Because of
the thermodynamically favorable occupation
of VA vacancies, main-group metals with low
melting points (Tm) diffuse into Mn+1□Xn to
form stable MAX phases. Accordingly, with
the aid of LAMS CdCl2, Sb (Tm = 613°C) was
successfully intercalated into a series of MAX
phases such as Ti3SbC2, Ti3SbCN, Nb2SbC,
and Ti3(Sb0.5Sn0.5)CN (figs. S7 to S9). In the
x-ray diffraction (XRD) pattern of Ti3SbC2,
the (000l) peaks shifted toward higher Bragg
angles compared with the Ti3AlC2 precursor
(Fig. 2A), which indicates a shrinkage of lat-
tice parameter c from 18.578 Å for Ti3AlC2 to
18.443 Å for Ti3SbC2 (fig. S10 and table S2). A
similar decrease of lattice parameter c, but
increase of a, was also observed in Nb2SbC
(a = 3.329 Å and c = 13.210 Å) as compared
with Nb2AlC (a = 3.107 Å and c = 13.888 Å). The
strong coupling between the Sb 4p orbital
with Ti 3d and Nb 4d orbitals accounts for
the shortened bonding length along the c axis
(23). Scanning transmission electronmicros-
copy (STEM) imaging of Ti3SbC2 showed a
typical zigzag pattern of the MAX phase along
the 11�20½ �zone axis (Fig. 2B). Lattice-resolved
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Fig. 1. Structural editing protocol of MAX and MXene mediated by the chemical scissors. (A) Schematic

illustration of structural editing of MAX phases and MXenes through chemical scissorÐmediated intercalation

protocol. Mn+1□Xn denotes the structure with interlayer atom vacancies that formed after A-element etching.

(B) Periodic table showing elements involved in the formation of MAX phases and MXenes. Light blue,

M elements; brown, A elements; black, X elements; green, ligand (T) elements; circled, elements studied in

the present work.
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STEM combined with energy dispersive spec-
troscopy (EDS) and scanning electron micros-
copy (SEM) further corroborated the absence
of Al in final Ti3SbC2, which indicates the
complete substitution of Al by Sb through
the LAMS scissor–mediated intercalation
(fig. S11):

3Cu2+ + 2Al = 3Cu + 2Al3+ (1)

Mn+1AlXn = Mn+1□Xn + Al3+ + 3e– (2)

Mn+1□Xn + A′ = Mn+1A′Xn (3)

Noble metals are seldomly considered as
constituent elements of MAX phases because
of their chemical inertness and high melting
points (24). However, low eutectic points (EPs)
of noble metals alloys, such as Au-Cd (EP ≈

629°C), Ag-Sb (EP≈484°C), Pd-Sn (EP≈600°C),

Pt-Cd (EP ≈ 670°C), and Rh-Sn (EP ≈ 660°C)
can promote the noble metal intercalation
into the interlayer atom vacancy of Mn+1□Xn

etched by LAMS scissor CdCl2, and lead to
the formation of noblemetal–containingMAX
phases: Nb2AuC (Fig. 2, C and D, and fig. S12),
Nb2(Au0.5Al0.5)C (fig. S13), Nb2(Ag0.3Sb0.4Al0.3)C
(fig. S14), Nb2(Pd0.5Sn0.5)C (Fig. 2, E and F, and
fig. S15), Nb2PtC (fig. S16), Nb2(Pt0.6Al0.4)C
(fig. S17), and Nb2(Rh0.2Sn0.4Al0.4)C (fig. S18).
Late transition metals in the fourth period
(Fe, Co,Ni, Cu, andZn) can also fully substitute
for Al in Nb2AlC aided by the same scissor,
CdCl2, and produce Nb2FeC, Nb2CoC, Nb2NiC,
Nb2CuC, and Nb2ZnC (Fig. 2, G and H, and
figs. S19 to S24). The formation ofMAXphases
with transition metals in the A layer impli-
cates the possibility of tuning their interlayer
non-vdW bonding by orbital interaction of
d-block electrons. However, the elements in

groups 11 and 12 have saturated d orbitals,
and their coupling with the d orbital of the
transition metal becomes weak (23), which
results in a small difference between the lattice
parameters of Nb2AuC (a = 3.175 Å and c =
14.062 Å) and Nb2AlC (a = 3.107 Å and c =
13.888 Å), although the atomic radius of Au
(146 pm) ismuch larger than that of Al (121 pm).
The successful incorporation of noble metals
with large atomic radii reflects the excellent
structural tolerance and agile composition
tunability in layered transitionmetal carbides.
In addition to monoatomic substitution, a

double layer of Bi atoms in aMAX-like phase
Nb2Bi2C was observed (Fig. 2I and fig. S25) in
analogy with the well-studied Mo2Ga2C (25).
Thismeans that the chemical scissor–mediated
protocol can not only enrich the elemental
composition but can also expand the struc-
tural diversity of layered carbides.
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Fig. 2. Transformation of a MAX phase to another MAX phase. (A) XRD

patterns of Ti3SbC2 and its parent phase Ti3AlC2. (B) STEM image of

Ti3SbC2. (C) XRD patterns of Nb2AuC and its parent phase Nb2AlC.

(D) STEM image of Nb2AuC. (E) XRD patterns of Nb2(Pd0.5Sn0.5)C and

its parent phase Nb2AlC. (F) STEM image of Nb2(Pd0.5Sn0.5)C. (G) XRD

spectra of a series of MAX phases from Nb2AlC: Nb2FeC, Nb2CoC, Nb2NiC,

and Nb2Bi2C. (H and I) STEM images of Nb2CoC (H) and Nb2Bi2C (I).

All STEM images were acquired along the 11�20
� �

zone axis of MAX phases,

and atomic structural models were added to corroborate the topotactic

structural transition.
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Diverse surface terminations of MXenes

guided by the hard and soft acid

and base principle

After the redox-driven etching of A element,
further oxidation of Mn+1□Xn by LAMS scissors
(Eq. 4) results in the formation of 2D MXenes
(route IV). This means that high oxidation–
state M atoms in Mn+1□Xn could accept the
nonbonding electron pair from Lewis base
T– (e.g., Cl–, Br– and I–) in molten salts and
form planar coordination structures (Eq. 5).
Moreover, the stability of these coordination
structures of MXenes is largely determined
by the hard and soft acid and base (HSAB)
principle when several Lewis bases coexist
in a molten salt. Most of the transition metal
cations (such as Ti4+, Zr4+, and V5+) with high
positive charges are typical hard Lewis acids
(26). Consequently, the increase in chemical
hardness of the halogen ligands (i.e., –I < –Br <
–Cl < –F) strengthens the stability of result-
ant adducts, which explains the prevailing
F-terminated MXenes obtained through var-
ious HF etching protocols (10). Although S2–

anion is a soft base, it could bemore energet-
ically favorable to coordinate with transition
metals than Cl–, which is consistent with the
fact that the O2– terminal is more stable than
F– in HF-etched MXenes. Indeed, when S2–

was fed by ionic compounds, FeS or CuS, into
chloride melts, S-terminated MXene Ti2CSx
and Ti3C2(S0.5Cl0.5)x were obtained (fig. S26):

Mn+1□Xn = Mn+1□Xn
2+ + 2e– (4)

Mn+1□Xn
2+ + xT– = Mn+1XnTx (5)

HSAB-guided coordination assists the for-
mation of other chalcogenide MXenes (T =
–Se and –Te) in molten chloride salts (figs.
S27 to S31). For example, a LAMS scissor CuI
etches Al out of Nb2AlC (Eq. 2) and simulta-
neously oxidizes Nb atoms to a higher oxida-
tion state (Eq. 4). The produced Cu reacts with
Te (Tm ≈ 450°C) in the chloride melt to form
the ionic Cu2Te compound with the eutectic
point of 610°C (figs. S32). Last, Te2– anions
released from Cu2Te and driven by electro-
static forces diffuse into positively charged
Nb2□C interlayers to form coordination with
Nb atoms (Eq. 5). An accordion-like morphol-
ogy is shown in the SEM image of the result-
ant Nb2CTexMXene (Fig. 3A). The appearance
of (000l) peaks at low Bragg angles and the
disappearance of MAX-phase diffraction peaks
(Fig. 3B) confirmed the complete transforma-
tion from Nb2AlC to Nb2CTex. X-ray photo-
electron spectroscopy (XPS) analysis further

corroborates the coordination of Te with Nb
(ENb3d = 203.5 and 206.3 eV) (Fig. 3, C and D,
figs. S33 and S34, and table S3) (27).
To form atom vacancies VA during etching

in melts, chemical scissor CuI was added in
the amount sufficient for removing Al out of
Nb2AlC. A closely packed, twin-like Nb2C struc-
ture with a typical zigzag atom arrangement
was observed (Fig. 3, E and F, and fig. S35),
implicating the existence of interlayer atom
vacancies betweenNb2C layers, which provide
the space accessible for ligand coordination
and atom intercalation. Both STEM-EDS and
SEM-EDS analyses semi-quantitatively iden-
tified the termination stoichiometry of x≈ 1 in
Nb2CTex, which manifests a different coordi-
nation structure with a two-electron chalcogen
(Te) that bridges Nb atoms when compared
with the halogen-terminated MXenes (x ≈ 2)
(fig. S36) (13, 19, 21). A ripple-like atomic ar-
rangement appeared in Nb2CTex along the
c plane (Fig. 3, G and H, and fig. S37). This
should be attributed to the lattice stress caused
by large Te atoms (ionic radius = 221 pm). Ac-
tually, the lattice parameters (a ≈ 3.403 Å and
c ≈ 20.130 Å) of Nb2CTex are significantly
larger than those of the parent MAX phase
Nb2AlC (a ≈ 3.106 Å and c ≈ 13.888 Å) (fig. S38
and table S2) (28). The enlarged a value (~9.5%
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Fig. 3. Conversion from MAX phase to MXene. (A) SEM image of Nb2CTex.

(B) XRD patterns of Nb2AlC and derived Nb2CTex. Dd represents the swelling

of interlayer spacing after chemical etching. (C and D) Nb 3d orbital (C)

and Te 3d orbital (D) XPS spectra of Nb2CTex. (E) STEM image revealing a

close-packed, twin-like structure of Nb2C and (F) the typical zigzag structure

with interstitial voids denoted by black boxes in the structure, implicating the

formation of interlayer atom vacancies after etched-out Al atoms. (G) STEM image

of Nb2CTex along the 11�20
� �

zone axis and (H) their ripple-like morphology.

(I and J) STEM images of Ta2CSex. (K and L) STEM images of Ta2CSbx showing

the similar ripple-like morphology.
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increase) indicates a substantial in-plane tensile

stress exerted by Te on the Nb2C layers. In-

deed, the ripple-like morphology almost dis-

appears in MXene Ta2CSex (Fig. 3, I and J,

and fig. S39) because Se has a smaller ionic

radius of 198 pm. Furthermore, a series of

mixed terminations of chalcogen and halogen,

such as T = Te1–xClx, Te1–xBrx, and Te1–xIx (x =

0 to 1), could be arbitrarily tuned by control-

ling the molar ratios of elements in their pre-

cursors (figs. S40 to S42).

The proposed approach can be used to ex-

pand the range of possible surface termina-

tions. For example, phosphorus is a volatile

and reactive element that cannot be directly

used to functionalize MXenes. We observed

that as soon as the Ti3AlC2 was etched by

LAMS scissor CuBr2, P
3-
anions released from

an ionic compound Cd3P2 (EP ≈ 740°C) easily

attacked Ti3C2 together with Br
–
to form a

Ti3C2(P0.4Br0.6)x MXene (figs. S43 and S44).

Following the same exfoliation mechanism,

we obtained two Sb-terminated MXenes,

Ta2CSbx and Ta4C3Sbx (figs. S45 to S47). We

also observed a ripple-like morphology in

Ta2CSbx because the atomic radius of Sb is

similar to that of Te (Fig. 3, K and L).

Reconstruction of 3D MAX phases from 2D

MXenes enabled by metal scissors

This chemical scissor–mediated intercalation

protocol is also applicable to editing MXenes.

The Lewis basic ligands on MXenes can be

removed by chemical scissoring of reductive

metals (M′) with a low electron affinity. From

the point of view of coordination, the electrons

donated by reductive metals refill the un-

occupied d orbitals of transition metal cations

in MXenes (reduction reaction), reducing the

effective coordination centers for the ligands,

which share their electron pairs. Therefore,

M atoms in Mn+1□Xn are reduced to a lower

oxidation state, and terminations are removed

from MXenes (Eq. 6) (route III). The regained

nonterminated Mn+1□Xn provides 2D build-

ing blocks for 3D MAX phase reconstruction

when guest atoms reoccupy the interlayer va-

cancies (Eq. 7) (route II). Taking thewell-studied

1134 17 MARCH 2023 • VOL 379 ISSUE 6637 science.org SCIENCE

Fig. 4. Reconstruction of MAX phases from MXenes. (A) XRD patterns of the

conversion of Ti3C2Cl2 MXene to different MAX phases. (B to G) STEM image

of Ti3C2Cl2 MXene (B), Ga-filled Ti3□C2 after removal of terminals (C), Ti3GaC2

(D), Ti3AlC2 (E), Ti3SnC2 (F), and Ti3Cd2C2 (G) along the 11�20
� �

zone axis.

(H) XRD patterns showing the products after multiple etching and reconstruc-

tion. (I to K) SEM images of Ti3AlC2 obtained after one round (I), two rounds (J),

and three rounds (K) of etching and reconstruction, respectively. (L) The cross-

section image of the product after three rounds of etching and reconstruction,

showing the stacking structure of the Ti3AlC2 lamellae. (M) Bright-field STEM

image of Sn-intercalated carbide lamellae at a low magnification. (N and O) Dark-

field STEM image showing atomically resolved structure of Sn-intercalated carbide

Ti9Sn2C6Clx (N) and its corresponding atomic structure (O).
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Ti3C2Cl2MXene as an example, the metal scis-

sor Ga removed -Cl terminations to form non-

terminated Ti3□C2 (fig. S48). The evaporation

of gaseous GaCl3 (Tb ≈ 201°C) helps the com-

plete removal of chlorine. The intercalation of

guest atoms (Ga, Al, and Sn) stitched resultant

Ti3□C2 layers to reconstruct the MAX phases

(Ti3GaC2, Ti3AlC2, and Ti3SnC2), which was

confirmed by XRD patterns (Fig. 4A). Atom-

ically resolved STEM images (Fig. 4, B to F)

verify the phase conversion from Ti3C2Cl2
MXene via nonterminated Ti3□C2 to final

reconstructed MAX phases:

Mn+1XnTx + M′ = Mn+1□Xn + M′Tx (6)

Mn+1□Xn + A′ = Mn+1A′Xn (7)

We observed wide gaps in nonterminated

Ti3□C2 when Cl terminations were removed

from Ti3C2Cl2 (Fig. 4C). EDS analysis con-

firmed the presence of Ga atoms distributed

in the gaps, which kept the nonterminated

Ti3□C2 from collapsing into close-packed, twin-

like phase (fig. S48). The gap spacing seemed

large enough to accommodate more than one

layer of atoms. Indeed, Ti3Cd2C2with a double

layer of Cd (Fig. 4G) was reconstructed when

metal scissor Al and intercalantmetal Cd were

used. Most reconstructed MAX-phase particles

preserve theaccordion-likemorphologyofmulti-

layer MXenes (fig. S49), which indicates that

the removal of terminals by metal scissors and

subsequent guest atom intercalation only hap-

pens between adjacent MXene lamellas sep-

arated by no more than vdW distance.

Multiple interconversions between MAX

phases and 2D MXenes could further enrich

the structural editing of layered carbides. First,

Ti3AlC2was exfoliated by chemical scissor CdCl2
to formTi3C2Cl2MXene (routes I and IV). Then,

the synthesized multilayer Ti3C2Cl2 MXene

was reconstructed by chemical scissor Al back

into multilayer Ti3AlC2 (routes III and II).

The characteristic (0002) diffraction peaks of

Ti3C2Cl2 and Ti3AlC2 confirm the successful

interconversion by means of LAMS etching

and metal-aided reconstruction and become

substantially broadened after three cycles of

interconversion because of the reduced layer

thickness (Fig. 4H). The fully exfoliated Ti3AlC2
andTi3C2Cl2 lamellaewere finally formed (Fig.

4, I to L, and fig. S50). The spacing between

these lamellae is sufficiently large for ions to

access, whichmay benefit diffusion-controlled

electrochemical andcatalytic applications.When

Snwas used as an intercalant in the final recon-

struction step, Ti3SnC2 nanosheets were built

up fromTi3C2Cl2 nanosheets (Fig. 4M). STEM

images revealed that Ti3SnC2 nanosheets belong

to a family of metal-intercalated 2D carbides

in which adjacent Ti3C2 lamellae are interca-

lated by monolayers of Sn atoms but have -Cl

terminations on the outmost surface (Fig. 4N

and fig. S51). Therefore, such reconstructed

metal-intercalated carbides combine both the

functional features of MXenes that have tun-

able surface terminations and the structural

features ofMAXphases that possess oxidation-

resistant interlayers. Metal-intercalated 2D

carbides with the formula M(n+1)mAm–1XnmTx
(A, intercalated atom; m, number of layers)

can be defined ifm layers of stacked MXenes

Mn+1XnTx are intercalated by (m–1) layers of

guest atoms after removal of (m–1) interlayer

terminals bymetal scissors (Eqs. 8 and 9). A Sn-

intercalated 2D carbide Ti9Sn2C6Clx is obtained

where n = 2 andm = 3 (Fig. 4O). If m = 1, then

there is no intercalation at all, and the atom-

intercalated 2D carbide has the same formula

as MXene Mn+1XnTx. If m is large enough,

surface terminations can be neglected for thick

lamellae and the formula M(n+1)mAm–1XnmTx
is reduced to Mn+1AXn, which represents the

bottom-up reconstruction of 2DMXene nano-

sheets into 3D MAX phase particles:

mMn+1XnTx + (m–1)M′ =

M(n+1)m□ m–1XnmTx + (m–1)M′Tx (8)

M(n+1)m□ m–1XnmTx + (m–1)A =

M(n+1)mAm–1XnmTx (9)

Conclusions

The chemical scissor–mediated structural edit-

ing of MAX phases and their derived MXenes

provides a powerful and versatile protocol to

engineer the structure and composition of

both vdW and non-vdW layered materials. The

regulated intercalation routes allow the incor-

poration of unconventional elements into the

monoatomic layer of MAX phases, which can-

not be achieved through traditionalmetallurgic

reactions, and enable the terminals’ regulation

of MXenes. Metal-intercalated 2D carbides,

which combine the distinct structural features

ofMAXphases andMXenes, canbe constructed

through the removal of surface terminations

of MXenes by metal scissors and the subse-

quent accommodation of guest atoms between

the MXene lamellae, thus further expanding

the family of layered materials. Future efforts

should focus on the delamination of these 2D

and 3D layered carbides, as well as metal-

intercalated 2D carbides, into single- and

few-layer nanosheets, which are needed for

fundamental property characterization and

for taking full advantage of these new mate-

rials in energy storage, electronics, and other

applications.
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EVOLUTION

Evolutionary transitions from camouflage to
aposematism: Hidden signals play a pivotal role
Karl Loeffler-Henry1†, Changku Kang2,3*†, Thomas N. Sherratt1

The initial evolution of warning signals in unprofitable prey, termed aposematism, is often seen as

a paradox because any new conspicuous mutant would be easier to detect than its cryptic

conspecifics and not readily recognized by naïve predators as defended. One possibility is that

permanent aposematism first evolved through species using hidden warning signals, which are

only exposed to would-be predators on encounter. Here, we present a large-scale analysis of

evolutionary transitions in amphibian antipredation coloration and demonstrate that the

evolutionary transition from camouflage to aposematism is rarely direct but tends to involve an

intermediary stage, namely cryptic species that facultatively reveal conspicuous coloration.

Accounting for this intermediate step can resolve the paradox and thereby advance our

understanding of the evolution of aposematism.

S
election to avoid being killed by pred-

ators has contributed to the diversity of

animal color patterns (1). These color

adaptations include crypsis and disrup-

tive coloration to avoid being detected

and/or recognized (2), conspicuous warning

signals in defended species to indicate un-

profitability to would-be predators [an associa-

tion known as aposematism (3)], and mimetic

signals that share or exploit the aposematic

signals of other organisms (4). Although our

understanding of the genetics, development,

perception, and function of these color signals

has substantially progressed in recent years

(5), we still know little about the macroevolu-

tionary patterns of color pattern evolution. Spe-

cifically, large-scale macroevolutionary studies

on animal color defense are surprisingly scarce,

and even these have tended to consider sim-

ple binary classifications of species color, no-

tably whether they are cryptic or conspicuous

(6–8). Although this binary classification cap-

tures some well-known antipredator strategies

of animals (crypsis and potential aposematism

or mimicry), this may not be enough to ex-

plain how diverse color defense strategies have

evolved in nature. For example, some species

are cryptic at rest but have bright color signals

hidden on body surfaces that are only exposed

when signaling to conspecifics, fleeing, or as

part of a defensive posture (9–14). These flex-

ible signaling strategies could represent inter-

mediate stages and therefore might play a

pivotal role in evolutionary processes gener-

ating different antipredator defenses (15).

Amphibians are an excellent group to ex-

plore the evolutionary transitions among dif-

ferent antipredator strategies. Their phylogeny

is available in nearly all extant taxa (16), and

their color patterns have been strongly shaped

by predators through natural selection (17). A

previous study examining macroevolutionary

patterns of amphibian antipredator adapta-

tions found that rates of speciation, extinc-

tion, and transition vary among species with

different defensive traits (6). Although this

large-scale study revealed important evolu-

tionary pathways from camouflage to aposem-

atism, the inference was based largely on a

simple two-color state classification scheme

(cryptic and conspicuous) of each species’ dor-

sal coloration. However, many amphibian spe-

cies show amore complex set of color patterns,

such as having a cryptic dorsum yet conspic-

uous patches on normally hidden body parts

(18–21). These hidden color signals are tax-

onomically widespread in the animal kingdom

yet have seldom been considered in macro-

evolutionary studies (13, 14).

The hidden color signals of amphibians

tend to occur in one of two different forms:

conspicuous color present on (i) the whole

venter (lower surface), such as those in the

genus Bombina, or (ii) part of the concealed

body surface, such as ventral shanks or hind-

limbs commonly found in the family Hylidae.

These hidden signals are often exposed through

behavioral displays [e.g., via an unken reflex

toward approaching predators, or foot flag-

ging for intraspecific signaling (14, 22–24)].

In addition, amphibians may sometimes use

flashing signals during escape: These colors

would be visible only when the prey is mobile

and may mislead a predator into assuming

that the prey’s flash color is its resting color

and in so doing hinder subsequent search (25).

Hidden conspicuous color signals may have

evolved from typical aposematic signals to off-

set the costs of conspicuousness while sta-

tionary. Alternatively, they may serve as an

intermediate state from camouflage to apo-

sematism because this strategy can gain the

advantages of both by only signaling when

discovered (15, 26, 27).

Here, using discrete character evolution

models, we investigate the role of hidden con-

spicuous color signals during the evolutionary

transitions between camouflage and aposema-

tism. Specifically, we examine the transitions

between different antipredator strategies based

on a five-category color classification scheme,

accounting for crypsis, conspicuousness, two

different types of hidden signals [PV; partially

conspicuous venter: cryptic dorsum with con-

spicuous color present as small patches on

normally hidden body parts and FV; fully

conspicuous venter: cryptic dorsum with con-

spicuous colors that fully cover the venter

(28)], and polymorphism (Poly; defined here

as a species having both cryptic and conspic-

uous forms regardless of whether they are

regional variants or coexist in the same pop-

ulation; see Fig. 1 for example species and

materials and methods for details). We iden-

tified two classes of hidden signals because

(i) the classes are distinguishable morpholog-

ically and (ii) their putative functions differ in

that FV coloration is likely to solely function as

an aposematic signal to attacking or approach-

ing predators, whereas PV colorationmay also

serve as a flashing signal or territorial display

(14). We analyzed two datasets: color (1106

species with color information available) and

color+chem (315 species with both color and

chemical defense information available).

Results and discussion

Main evolutionary transitions in the color model

We tested nine different models: three models

that allowed transitions between almost all

states (with two exceptions, see below) at

equal or differing rates [All rates different

(ARD), Symmetric (SYM), Equal rates (ER)

models], and six models that restricted certain

transitional pathways (Intermediate, FV inter-

mediate, Stepwise, PV/FV secondary, FV cost-

offset PV secondary, Cost-offset) (table S1 and

fig. 1A). Transitions between the FV and Poly

states and between the PV and Poly states

were not allowed (see materials and methods

for details). An intermediate model that did

not allow the direct transition of species be-

tween the cryptic and conspicuous states was

the best-supported (lowest Akaike informa-

tion criterion)model (Fig. 1A and tables S1 and

S2 for descriptions and full results), while the

estimated transition rates were qualitatively

equivalent among the three best-supported

models [the Intermediate, ARD, and a modi-

fied Intermediate model in which the PV state

cannot evolve directly to the conspicuous state

but only through the FV state (FV interme-

diate); fig. S1]. The parameter estimates from

fitting the Intermediate model revealed sev-

eral major patterns of evolutionary pathways
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(Fig. 1B). First, although species in the cryptic

state can evolve directly toward all other states

with the exception of the conspicuous state

(which is precluded in the best-supportedmod-

el), the cryptic state is stable (i.e., the transition

rates from all other states to the cryptic state

are at least three times higher than the rates

away from it) and the most likely basal ances-

tral state (support probability = 69%; Fig. 2).

Second, the PV state is most strongly asso-

ciated with the cryptic state: Species with

the PV color mainly evolve from cryptic color-

ation and tend to transit back to it. However,

although the transition rate is low, the PV

state is also the most likely state leading to

the FV state, which could facilitate the sub-

sequent transition toward the conspicuous

state. Third, species in the conspicuous state

largely evolve from the FV or polymorphic

state, and other routes are less likely. How-

ever, because species in the polymorphic state

evolve almost exclusively from the conspicu-

ous state, the major pathway to the initial

evolution of conspicuous coloration is likely

through the FV state. Fourth, the polymorphic

state appears unstable and transits rapidly to

the cryptic or conspicuous state.

Main evolutionary transitions in the

color+chem model

In the color+chem model, the evolutionary

pathways among the states are substantially

more complex than the color-onlymodels (Fig.

1C). As with the color model, the cryptic state

was found to be themost likely basal ancestral

color state in the subset of species considered

in the color+chem model (support probabil-

ity = 60%; Fig. 3). Although there was slightly

stronger support for the hypothesis that the

basal defensive state of frogs and salaman-

ders involved chemical defense, the datawere

more equivocal (Fig. 3; 58% support proba-

bility for chemical defense versus 42% for no

chemical defense). Chemical defense frequent-

ly coincides with conspicuous coloration: In-

deed, the majority of species classified as either

conspicuous, FV color, or polymorphic have

chemical defense (more than 90% in all three

groups; table S3). However, chemical defense

also occurs in less-conspicuous species as well

(65% in species with PV color, 51% in the cryp-

tic species; table S3). This is not surprising, as

chemical defense is known to provide survival

advantages to both conspicuous and cryptic

species through aposematic signaling and taste

rejection, respectively (29–31). On average, the

transition rates toward the acquisition of de-

fense are higher than the transition rates away

from this defensive state, but the only color

state that is more likely to lose than acquire

chemical defense is crypsis (Fig. 1C). This is

consistent with previous findings that the ac-

quisition of alkaloid sequestration is favored

over losing it in poison frogs (32). One expla-

nation for the loss of chemical defense in cryp-

tic amphibians is that they experience less risk

of detection by predators and therefore less

selective pressure for the maintenance of

postdetection defense (33). Considering that

chemical defense may pose a cost to its bearer

(34, 35), this may make deterrent toxins less

favored in some cryptic lineages. Another non–

mutually exclusive reason for the differential

in acquisition or loss of chemical defenses in

the different types of signaler may be that

species with any form of conspicuous sig-

nals can potentially benefit from “go slow”

signaling that makes predators cautiously

sample the prey to determine the presence

of chemical defense (36). By contrast, preda-

tors may sample cryptic prey without caution,

possibly making selection for chemical de-

fense to reduce injury after capture weaker

in cryptic species.

After accounting for chemical defense, the

evolutionary transition from crypsis to apo-

sematism (chemically defended conspicuous

state) is not simple but is instead composed

SCIENCE science.org 17 MARCH 2023 • VOL 379 ISSUE 6637 1137

Fig. 1. Diagrammatical representations of the models that we compared and the parameter estimates

of the best-supported models. No arrows in the fitted transition models (A) indicate that the transition rates

were constrained to be zero. See table S1 for the descriptions of the models. Panels (B) and (C) show the

estimated transition rates among different states from the best-supported models using color dataset [(B);

species with color information available; N = 1106] and color+chem dataset [(C); species with both color and

chemical defense information available; N = 315 species]. Species that were classified as uncertain color (N = 47)

were excluded. Arrow thickness reflects the estimated transition rates, which are also given by the values

listed next to each arrow (those transitions that are possible but not depicted have estimated rates less than

0.00001). The radius of circles is proportional to the log-transformed number of species in each state.

Gray arrows indicate that the strength of evidence is weak because the estimated transition rates were

inconsistent between different functions (“fitMk” and “corHMM”) (28), most likely because they were

estimated from very few changes in the tree or they were estimated from only one extant species

(undefended Poly). Cry: cryptic; PV (partially conspicuous venter): cryptic dorsum with conspicuous color

present as small patches on normally hidden body parts; FV (fully conspicuous venter): cryptic dorsum

with conspicuous colors fully covered on the venter; Con: conspicuous; Poly: a species showing multiple

distinct morphs that include both cryptic and conspicuous forms. ARD: All rates different model; SYM:

symmetric model; ER: equal rates model (see table S1 for details). The photos show sample species from

each color category that we used. From left to right, Theloderma corticale (Dan Rosenberg), Hyla andersonii

(Troy Hibbitts), Paramesotriton hongkongensis (Dan Rosenberg), Dendrobates tinctorius (Michael Gäbler).
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of multiple pathways that involve intermediate

states (Fig. 1C; see fig. S2 for the visual com-

parisons of how accounting for chemical de-

fenses modifies the transition rates among the

color states from the color model results).

Whereas the transition from the undefended

conspicuous state to the defended conspicu-

ous state is high, the transition rates toward

the undefended conspicuous state from any

other states are either zero or very low. This is

reasonable because any mutations that make

an individual conspicuous without having

chemical defense would be detrimental and

as such would be selected against unless other

defensive strategies, such as Batesianmimicry,

are involved (37, 38). Thus, a more stable route

to aposematism is via the chemically defended

FV state. There are multiple pathways to

evolve the chemically defended FV state, but

the main routes appear through the defended

PV state or undefended FV state, which also

mainly evolve from the undefended PV state.

These observations collectively suggest that at

least the FV state (but often involving the PV

state) is likely to be involved in transitions

from camouflage to aposematism. Once apo-

sematism has evolved, it goes back to neither

the PV nor FV state but instead either evolves

back to the cryptic state directly or becomes

cryptic/conspicuous-mixed polymorphic.

Hidden signals and their implications for

amphibian color evolution

We hypothesized that the PV signals poten-

tially function as a secondary defense (flash

displays or postdetection warning) or are used

for intraspecific signaling in normally cryptic

species (14, 25); thus, the PV signals aremainly

associated with cryptic coloration. Our results

of both color and color+chem models support

this view in that the PV state is primarily as-

sociated with the cryptic state with a stronger

tendency to go back to the cryptic state (Fig. 1,

B and C). Also, the PV state is the most likely

state that can lead to the evolution of the FV

state, which is amajor precursory state toward

conspicuous coloration. The presence of PV

signals implies that a species has managed to

express bright (e.g., carotenoid or pteridine

pigments based) colors potentially acquired

through diet and/or manufactured de novo

and presumably evolved for antipredator or

conspecific signaling (14, 39, 40). This could

further facilitate the expression of conspicuous

colors on other parts of the body, resulting in

the evolution of the FV states.

In both color and color+chem models, spe-

cies having FV color evolve from either the

cryptic or PV color, but not from the conspic-

uous color (Fig. 1, B and C). Thus, the con-

jecture that the FV color evolves from the

conspicuous color to offset the cost of being

continuously conspicuous is not supported (15).

Instead, the FV state is the most likely inter-

mediate stage that is required for the transi-

tion from crypsis to aposematism. About 91%

of species with FV color have chemical defense

(table S3), suggesting that their ventral warn-

ing coloration is likely an honest signal of their

defense, rather than a bluff. Theoretically, the

FV state can have a selective advantage over

the conspicuous state when a species has no

chemical defense: Having a conspicuous dor-

sum without defense should be highly detri-

mental to individuals, leaving less opportunity

to evolve chemical defense subsequently. How-

ever, because the FV strategy does not involve

the loss of crypsis, this strategy may be able to

persist until the evolution of chemical defense

follows. Indeed, the results of the color+chem

model suggest that the nonchemically de-

fended conspicuous state rarely evolves from

any other nonchemically defended states, but

the FV state could evolve from the PV state in

the absence of chemical defense (Fig. 1C).

Transitional patterns of the cryptic/

conspicuous-mixed polymorphic state

Only 2.3% of all species in our dataset were

considered to exhibit both cryptic and con-

spicuous morphs, i.e., were classified as poly-

morphic. Despite its relative rarity, our results

suggest that this cryptic/conspicuous-mixed

polymorphism has evolved multiple times in

different lineages independently (Fig. 2). Most

of these polymorphic species have chemical

defense (10 out of 11 species) and have evolved

mainly from the conspicuous states (Fig. 1, B

and C). Both the color and color+chemmodels

suggest that once the cryptic/conspicuous-

mixed polymorphic state is reached, it tends to

rapidly evolve toward either the cryptic or con-

spicuous state with a stronger tendency toward

the cryptic state (Fig. 1, B and C). The low

number of species in the mixed-polymorphic

state may reflect this evolutionary instability.

Conclusion

Our study highlights the importance of hidden

color signals for the evolutionary processes

that generate diverse antipredator colora-

tion in amphibians. Our results suggest that

(i) species with hidden color signals, especially

those with conspicuous colors that cover the

whole venter, represent a key stage in the evo-

lution of aposematic species from cryptic
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Fig. 2. Ancestral state estimation of each color state (N = 1106 species) in frogs and salamanders.

Pie charts at each node show the probabilities of ancestral states. The ancestral state of frogs and

salamanders is likely to be cryptic coloration. The hidden color signals (PV and FV) are widespread and have

evolved multiple times in different lineages. PV: cryptic dorsum with conspicuous color present as small

patches on normally hidden body parts; FV: cryptic dorsum with conspicuous colors fully covered on the

venter. See table S11 for photo credits.
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species; (ii) cryptic/conspicuous-mixed poly-

morphism plays a pivotal role in transitions

from aposematism back to crypsis; and (iii) the

transition rates toward acquisition of chem-

ical defense are higher than those to its loss

in most color states, with the exception of

the cryptic state. A number of complementary

models confirmed the robustness of these

conclusions (see materials and methods for

details and figs. S3 to S9 and tables S4 to S10

for the results).

Biologists have long wondered how rare

conspicuous mutants of a cryptic defended

species can spread in a population when they

have a higher predation risk before predators

learn to avoid them (41, 42). The fact that apo-

sematic species appear to seldomderive directly

from cryptic species confirms the long-standing

intuition that the evolution of aposematism

from crypsis is challenging. Here we show

macroevolutionary evidence for an impor-

tant yet unrecognized solution in which the

problem is effectively side-stepped: Rather

than evolve from cryptic species, aposematic

mutants appear to derive largely from species

with hidden signals. One intuitive way that

this might work is if would-be predators that

are already exposed to a species with hidden

warning signals continue to treat permanently

aposematic mutants of this species with cau-

tion. The initial evolution of hidden color sig-

nalsmight be facilitated by predatory pressure

that promotes the evolution of secondary

defenses such as flash or warning displays

(15, 24, 25), or via sexual selection that results

in the expression of conspicuous signals in

body parts that are only visible during behav-

ioral displays (14). These complex transitional

routes from crypsis to aposematismwould not

be revealed if traditional dichotomous clas-

sifications of animal antipredator coloration

(either cryptic or conspicuous) are applied (see

fig. S10 for the results when the binary clas-

sification was used). Thus, macroevolutionary

studies on animal coloration should take into

account these underappreciated hidden sig-

nals, which are both common and widespread

across the animal kingdom (13, 43, 44), to ad-

vance our understanding of the evolution of

antipredator defenses. Indeed, many animal

taxa such as snakes, fishes, and a variety of

arthropods (see fig. S12 for example groups)

include species that are cryptic, are aposematic,

and have hidden conspicuous signals. We

therefore encourage follow-up studies in other

taxa to evaluate the generality of the stepping-

stone hypothesis as a route to aposematism.
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have usually occurred via

intermediate states.
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NEURODEGENERATION

Mechanism of STMN2 cryptic splice-polyadenylation
and its correction for TDP-43 proteinopathies

Michael W. Baughn1,2†, ZeÕev Melamed1,2,3*†, Jone López-Erauskin1,2, Melinda S. Beccari1,2,

Karen Ling4, Aamir Zuberi5, Maximilliano Presa5, Elena Gonzalo-Gil5, Roy Maimon1,2,

Sonia Vazquez-Sanchez1,2, Som Chaturvedi2, Mariana Bravo-Hernández2, Vanessa Taupin2,

Stephen Moore2, Jonathan W. Artates1,2, Eitan Acks1,2, I. Sandra Ndayambaje6,

Ana R. Agra de Almeida Quadros6, Paayman Jafar-nejad4, Frank Rigo4, C. Frank Bennett4,

Cathleen Lutz5, Clotilde Lagier-Tourenne6,7*, Don W. Cleveland1,2*

Loss of nuclear TDP-43 is a hallmark of neurodegeneration in TDP-43 proteinopathies, including

amyotrophic lateral sclerosis (ALS) and frontotemporal dementia (FTD). TDP-43 mislocalization results

in cryptic splicing and polyadenylation of pre–messenger RNAs (pre-mRNAs) encoding stathmin-2

(also known as SCG10), a protein that is required for axonal regeneration. We found that TDP-43 binding to a

GU-rich region sterically blocked recognition of the cryptic 3′ splice site in STMN2 pre-mRNA. Targeting

dCasRx or antisense oligonucleotides (ASOs) suppressed cryptic splicing, which restored axonal regeneration

and stathmin-2–dependent lysosome trafficking in TDP-43–deficient human motor neurons. In mice that

were gene-edited to contain human STMN2 cryptic splice-polyadenylation sequences, ASO injection into

cerebral spinal fluid successfully corrected Stmn2 pre-mRNA misprocessing and restored stathmin-2

expression levels independently of TDP-43 binding.

I
n the human nervous system, the ability

to maintain proper RNA metabolism is

thought to decline during aging (1). Dis-

ruption of RNA metabolism is a common

feature of many human neurodegenera-

tive disorders, including the fatal paralytic dis-

ease amyotrophic lateral sclerosis (ALS) and

the twomost commondementias: Alzheimer’s

disease (AD) and frontotemporal dementia

(FTD) (1–5). Although the exact gene expres-

sion profiles and affected neuronal popula-

tions vary among the dementias and other

neurodegenerative disorders, there is grow-

ing evidence supporting common molecular

mechanisms (6, 7).

TDP-43 proteinopathy describes a set of neu-

rological disorders that are characterized by

mislocalization of the RNA-binding protein

TDP-43 [encoded by the TARDBP (TARDNA-

binding protein) gene]. TDP-43 relocates from

its typically nuclear location and accumulates

in the cytoplasm of affected neurons in the

formof aggregates. TDP-43mislocalization and

aggregation is found in 97% of ALS patients,

about half of FTD patients, and 30 to 50% of

AD patients (8–11). TDP-43 pathology has also

been reported in a growing number of brain

disorders (2), including Huntington’s disease

(12), Perry syndrome (13), and chronic trau-

matic encephalopathy (CTE) (14). Recently, a

subset of aged Alzheimer’s patients has been

reclassified as limbic-predominant age-related

TDP-43 encephalopathy (LATE disease) (15)

because their post mortem brain samples

show aberrant TDP-43 instead of the expected

amyloid beta (Ab). Although cytoplasmic ac-

cumulation of TDP-43 has been reported in

ALS and FTD, nuclear clearance of TDP-43 is

often observed even without apparent aggre-

gation(s) (16, 17). Loss of nuclear TDP-43 af-

fects expression and processing of multiple

mRNA targets across different cell types and

tissues (18–24).

TDP-43 closely regulates maturation of the

pre-mRNA encoding stathmin-2 (also known

as SCG10, encodedby the STMN2 gene) (25, 26).

Stathmin-2 is a neuronally enriched protein

that plays a crucial role in axonal outgrowth

during development (27) and regeneration

(25, 26, 28). Developmental deletion of mouse

Stmn2 causes motor deficits with denervation

of neuromuscular junctions (29, 30). Among

the four members of the stathmin gene fam-

ily, stathmin-2 has the highest expression in

mouse andhumanmotor neurons (25); STMN2

is among the top 20 most enriched mRNAs

in the ALS-vulnerable motor neurons of the

anterior gray column of the spinal cord (25, 31).

In post mortem FTD and ALS patient brain

and spinal cord tissues, loss of nuclear TDP-43

results in the use of cryptic splice (25, 26, 32)

and polyadenylation sites (25) within the first

intron of the STMN2 pre-mRNA (25, 26). This

leads to inclusion of a cryptic exon 2a and

the production of an mRNA encoding only a

truncated open reading frame (17 codons) (25)

and suppression of the full-length 179–amino

acid stathmin-2 protein (25, 26, 32).

Stathmin-2 is a tubulin-binding protein that

is thought to affect microtubule dynamic in-

stability (33, 34), although its mechanism of

action in axons and axonal growth cones is

unclear (35–38). Lowering stathmin-2 in in-

duced pluripotent stem cell (iPSC)–derived

human motor neurons inhibits the regener-

ative capacity of injured axons (25, 26). Dimin-

ished regeneration capacity of injured motor

neurons when TDP-43 function is reduced can

be rescued by restoring stathmin-2 expression

levels (25), which suggests that restoration of

stathmin-2 expression in TDP-43 proteino-

pathies may provide a therapeutic strategy.

In this work, we determined the regulatory

elements through which TDP-43 regulates

STMN2 pre-mRNA processing and identified

steric binding antisense oligonucleotides (ASOs)

1140 17 MARCH 2023 • VOL 379 ISSUE 6637 science.org SCIENCE

1Ludwig Institute for Cancer Research, University of California at
San Diego, La Jolla, CA 92093, USA. 2Department of Cellular
and Molecular Medicine, University of California at San Diego, La
Jolla, CA 92093, USA. 3Department of Medical Neurobiology,
Faculty of Medicine, The Hebrew University of Jerusalem, Israel.
4Ionis Pharmaceuticals, Carlsbad, CA 92010, USA. 5Rare Disease
Translational Center, The Jackson Laboratory, Bar Harbor, ME
04609, USA. 6Department of Neurology, Sean M. Healey & AMG
Center for ALS, Massachusetts General Hospital, Harvard
Medical School, Boston, MA 02114, USA. 7Broad Institute of
Harvard University and MIT, Cambridge, MA 02142, USA.
*Corresponding author. Email: dcleveland@health.ucsd.edu

(D.W.C.); clagier-tourenne@mgh.harvard.edu (C.L.-T.);

zmelamed@mail.huji.ac.il (Z.M.)

†These authors contributed equally to this work.

RESEARCH | RESEARCH ARTICLES

https://doi.org/10.6084/m9.figshare.19890313
https://www.sciencemag.org/about/science-licenses-journal-article-reuse
http://science.org/doi/10.1126/science.ade5156
http://science.org
mailto:dcleveland@health.ucsd.edu
mailto:clagier-tourenne@mgh.harvard.edu
mailto:zmelamed@mail.huji.ac.il
https://www.sciencemag.org/about/science-licenses-journal-article-reuse


SCIENCE science.org 17 MARCH 2023 ¥ VOL 379 ISSUE 6637 1141

0.0

0.5

1.0

- - - - - - ACATGAGGATCACCCATGT

TGTGTGAGCATGTGTGCGTGTGTG Endogenous sequence

Engineered exon 2a-MS2

Human exon 2a TDP-43 binding sites

1

Human STMN2 gene

CRISPR Engineering

(SH-SY5Y cells)

AAAAA

A

C

2 3 4 5

Genome
editing of
STMN2

gene
+Dox

Lentivirus
expressing

inducible MCP
or MCP-TDP-43 RRM

Modified exon 2a 
with MS2-loop

MS2-loop

SH-SY5YMS2

ED

MCP-
TDP-43 RRM

MCP
only

0.0

0.5

1.0

1.5

E
n
d
o
g
e
n
o
u
s

T
A

R
D

B
P

m
R

N
A

R
e
la

tiv
e
 e

x
p
re

s
s
io

n

No Dox

Dox

F

B

0.0

0.5

1.0

0.1

T
ru

n
ca

te
d
 S

T
M

N
2
 R

N
A

R
e
la

tiv
e
 e

x
p

re
s
s
io

n No Dox

Dox

MCP-
TDP-43 RRM

MCP
only

2a1

0.0

0.5

1.0

TARDBP

RNA

R
e

la
ti
v
e

 R
N

A
 e

x
p

re
s
s
io

n

WT SH-SY5Y

Heterozygous

MS2

replacement

into STMN2

0.0

0.5

1.0

Full-length

STMN2 mRNA

Truncated

STMN2 RNA

0.0

0.5

1.0

F
u
ll-

le
n
g
th

S
T

M
N

2
m

R
N

A
R

e
la

tiv
e
 e

x
p
re

s
s
io

n

No Dox

Dox

Isogenic control level

1 2 3 4 5

MCP-
TDP-43 RRM

MCP
only

2a

MS2-coat 

protein (MCP)

MS2-loop

Exon 2a 

25.5 kb

SH-SY5Y
cell line

*** ***
** **

*** ****

or

MCP-

TDP-43 RRM

Exon 2a 

MS2-loop

1.25

N
o 

si
R
N
A

si
C
on

tro
l

si
TD

P-4
3

N
o 

si
R
N
A

si
C
on

tro
l

si
TD

P-4
3

N
o 

si
R
N
A

si
C
on

tro
l

si
TD

P-4
3

0.0

0.5

1.0

1.5

N
o 

si
R
N
A

si
C
on

tro
l

si
TD

P-4
3

N
o 

si
R
N
A

si
C
on

tro
l

si
TD

P-4
3

N
o 

si
R
N
A

si
C
on

tro
l

si
TD

P-4
3

0.0

0.5

1.0

1.5

N
o 

si
R
N
A

si
C
on

tro
l

si
TD

P-4
3

N
o 

si
R
N
A

si
C
on

tro
l

si
TD

P-4
3

N
o 

si
R
N
A

si
C
on

tro
l

si
TD

P-4
3

0.0

0.5

1.0

1.5

R
e
la

tiv
e
 e

x
p
re

s
s
io

n

R
e
la

tiv
e
 e

x
p
re

s
s
io

n

R
e
la

tiv
e
 e

x
p
re

s
s
io

n

TARDBP mRNA Full-length STMN2 mRNA Cryptically spliced and 

polyadenylated STMN2 RNA 
1 2 3 4 5 2a1

5'- AAATTAAAAC -3'

CRISPR-inactivation of polyA site

5'- AAAGGAAAAC -3'

WT SH-SY5Y
5'- atattgcag/GACTC -3' 5'- atattgcaa/AACTC -3'

IHG CRISPR-inactivation of splice acceptor

* NS NS

NS

NS NS************ NS ****

NS

**** *** *****

NS NS

NS

Fig. 1. Human GU-motif removal and MS2-directed tethering demonstrate

TDP-43 binding locus, and cryptic site mutations identify TDP-43Ð

dependent misprocessing requiring cryptic splice acceptor. (A) Schematic of

CRISPR-engineering strategy for conversion of the GU binding motif in exon 2a into

an MS2 aptamer sequence in one STMN2 allele of diploid SH-SY5Y neuroblastoma

cells. (B) Quantitative reverse transcription polymerase chain reaction (RT-PCR)

demonstrating that SH-SY5Y cells carrying heterozygous GU to MS2 edit

misprocess STMN2 RNA, leading to 50% loss of stathmin-2–encoding mRNA

compared with that in wild-type cells and accumulation of truncated RNA.

(C) Schematic depicting MS2:MCP–directed strategy to direct MCP-tethered

proteins to the normal TDP-43 binding locus. (D to F) Quantitative RT-PCR

measurement of (D) truncated STMN2, (E) full-length STMN2 mRNA, or (F)

endogenous TARDBP mRNA levels with and without induction of MCP-fusion

protein expression in SH-SY5Y cells carrying heterozygous MS2 aptamer insertion.

(G to I) Quantitative RT-PCR measured expression of TARDBP, full-length STMN2

mRNA, and truncated STMN2 RNAs 96 hours after siRNA treatment with a control

siRNA pool or a pool targeting TARDBP in (G) wild-type SH-SY5Y cells, (H) SH-SY5Y

cells harboring homozygous mutation of the human exon 2a 3′ splice acceptor site,

and (I) SH-SY5Y cells harboring a homozygous mutation of the human exon 2a

premature polyadenylation signal to the mouse sequence AGGAAA. For all quantitative

PCR analysis, individual data points are independently treated wells of cells. Error

bars are SEM. Statistical significance was determined by means of two-tailed

Student’s t test in (B) to (F), or one-way analysis of variance (ANOVA) with Dunnett

correction in (G) to (I). ****P <0.0001; ***P < 0.001; **P < 0.01; *P < 0.05.
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capable of restoring normal stathmin-2 pro-

tein and RNA levels when administered within

a mammalian nervous system.

A GU-motif confers TDP-43 bindingÐdependent

maturation of STMN2 pre-mRNA

A previous analysis of datasets for RNAs bound

by TDP-43 [using ultraviolet individual nucleo-

tide resolution crosslinking, immunoprecipita-

tion, and sequencing (iCLIP)] identified TDP-43

binding within the human (18) but not mouse

(19) STMN2 pre-mRNA, ~5.6 kb from the start

(5′ end) of the first STMN2 intron (25). The

iCLIP-defined TDP-43 binding site is posi-

tioned between the cryptic splice and poly-

adenylation sites of the recently identified

exon 2a (25), in a region containing a 24-base

GU-rich segment comprising three closely

spaced GUGUGU hexamers, which are the

consensus motif for TDP-43 binding (19, 39).

We used CRISPR-Cas9 genome engineering

to test whether TDP-43 binding at this locus

could preventmisprocessing by blocking rec-

ognition of the cryptic RNA elements. We

replaced the 24-base domain that encodes the

GU-motif sequence with a 19-base segment

that encodes the bacteriophage MS2 aptamer

sequence, an RNA stem-loop structure that

can be bound with high affinity [dissociation

constant (Kd) = 2 × 10
−10

M] (40) by the MS2

coat protein (MCP) (Fig. 1, A to C). In human

neuronal SH-SY5Y cells carrying the MS2-

binding site replacement in one STMN2 allele

(fig. S1A), steady-state full-length STMN2mRNAs

were reduced by 50%. This was accompanied

by appearance of an abundant, truncated

STMN2 RNA produced by use of the cryptic

splice and polyadenylation sites, despite sus-

tained TDP-43 levels (Fig. 1B). Thus, the GU

motif bound by TDP-43 was required to sup-

press use of cryptic sites within the STMN2

pre-mRNA.
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Fig. 2. Humanization of mouse Stmn2 gene in N2A cells demonstrates

human-specific inhibition of altered STMN2 pre-mRNA processing via non-

conserved TDP-43 binding sites. (A) Quantitative RT-PCR demonstrating that

depletion of TDP-43 in wild-type mouse N2A cells does not affect Stmn2

expression levels. (B) Schematics of the human and mouse Stmn2 genomic

regions before and after genome editing to insert a 3-kb human fragment of

STMN2 intron 1 into mouse N2A cells. (C) Quantitative RT-PCR demonstrating

dose-dependent reduction of N2A Stmn2 mRNA level that correlates with the

number of alleles carrying human STMN2 gene fragment. (D) Quantitative RT-

PCR and (E) RT-PCR confirming expression of chimeric Stmn2 truncated RNA

with mouse exon 1 spliced to human exon 2a, in N2A clones carrying the human

STMN2 gene fragment. (F) Immunoblotting confirming reduced expression of full-

length stathmin-2 protein levels in N2A clones that carry humanized Stmn2 gene

fragment. (G) Quantitative RT-PCR showing restoration of normal Stmn2 pre-

mRNA processing in N2A cells upon doxycycline induction of MCP expression.

For all quantitative PCR analyses, each data point indicates an independently

treated well of N2A cells. Error bars are SEM. Statistical significance was

determined by means of two-tailed StudentÕs t test in (A) or one-way ANOVA

with Dunnett correction in (F) or Tukey correction in (C), (D), and (G). ****P <

0.0001; ***P < 0.001; **P < 0.01; *P < 0.05.
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TDP-43 binding sterically blocks cryptic

splicing and polyadenylation of STMN2

TDP-43 binding to the GUmotifs could act di-

rectly to prevent use of cryptic processing sites

in the STMN2 pre-mRNA by sterically blocking

accessibility to those sites through additional

splicing (41–44) or polyadenylation (45–48)

factors. Alternatively, TDP-43 binding to the

GU motifs could act indirectly by promoting

recruitment and assembly of additional RNA

processing protein complexes whose presence

occludes access of 3′ splice site or transcription

termination and polyadenylation complexes.

To distinguish between direct and indirect

models for suppressing cryptic site use in the

STMN2 pre-mRNA,we transducedourSH-SY5Y

cells, in which the MS2 aptamer was inserted

into one STMN2 allele, with a lentivirus carrying
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Fig. 3. Dose-dependent suppression of STMN2 cryptic splicing and polyad-

enylation by rASOs in iPSC-derived motor neurons with TDP-43 depletion.

(A) Schematic representation of the exon 2a region of human STMN2 gene

with TDP-43 binding sites and selected rASOs that show splice-modifying

activity. (B) STMN2 mRNA restoration analyzed by means of quantitative RT-PCR

after treatment with five representative rASOs in iPSC-derived motor neurons

depleted of TDP-43. Expression of TFRC mRNA was used as endogenous

control. (C) Quantitative RT-PCR analysis of truncated STMN2 RNA levels after

treatment with five representative rASOs in iPSC-derived motor neurons depleted

of TDP-43. Expression of TFRC mRNA was used as endogenous control.

(D) Immunoblot showing TDP-43 and stathmin-2 protein levels in iPS motor

neurons treated with control or TDP-43Ðsuppressing ASOs, subsequently

treated with control or splice-rescuing rASOs 3, 4, or 5 to restore stathmin-2. b3

Tubulin was used as an endogenous control. (E) Immunoblot showing TDP-43

and stathmin-2 levels in motor neurons depleted of TDP-43 with a targeted

ASO and subsequently treated with control or rescue ASO 5. Linearity of

antibody detection with 25 and 50% control-treated motor neuron lysate loading

controls are included at the far left side of the blot. Immunoblots are quantified

in (F). Each lane and data point indicates an independently differentiated

and ASO-treated neuronal culture. Error bars are SEM. Statistical significance

was determined by means of one-way ANOVA with Dunnett correction. ****P <

0.0001; ***P < 0.001; **P < 0.01; *P < 0.05.
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Fig. 4. Restoration of axonal regeneration capacity by using rASOs that

rescue stathmin-2 levels in iPSC-derived motor neurons with TDP-43 deple-

tion. (A) Timeline of iPSC-derived motor neuron maturation, ASO or rASO treatment,

and axotomy. (B) Immunofluorescence images of microgrooves (left of dotted line)

and distal compartments (right), 36 hours after axotomy. Axonal regeneration and

growth cones are observed by means of immunofluorescence detection of stathmin-2

(green) and NF-H (red) in the terminals of motor neurons. (C to E) Quantification of

axonal recovery for at least 450 axons per condition represented as (C) the

percentage of recovered axons relative to control ASO-treated motor neurons,

(D) the overall number of axons per micrometer from the axotomy site plotted, and

(E) corresponding area-under the curve. Statistical significance was determined

by means of one-way ANOVA with TukeyÕs multiple comparison correction.

(F) Schematic of ASO treatment and live motor neuron lysosomal tracking and analysis.

(G) Representative kymographs of lysosomal transport in axons of ASO-treated

motor neurons. (H) Quantification of moving tracked axonal lysosomes after ASO

treatment. Statistical significance was determined by means of one-way ANOVA

indicated, with three independently differentiated chambers quantified per condition.

Error bars are SEM. ****P < 0.0001; ***P < 0.001; **P < 0.01; *P < 0.05.
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a doxycycline-inducible gene encoding a 29-kDa

high-affinity MS2 coat protein dimer fused to

an RNA-binding-incompetent human TDP-43

variant (MCP-TDP-43
DRRM

) missing both RNA-

recognition motifs (DRRM). This allowed us to

direct single-molecule binding of the fusion

protein to the STMN2-embedded MS2 RNA

aptamer but not to TDP-43 binding sites on

other endogenous pre-mRNAs (Fig. 1C).Within

24 hours of MCP-TDP-43
DRRM

induction, cryp-

tically spliced and polyadenylated stathmin-2

mRNAs were reduced by 90% (Fig. 1D, left).

Next, to determine the effect of simple steric

binding at the replaced GU locus, we induced

expression of MCP alone (without TDP-43

fusion) (Fig. 1C). Targeting exon 2a by means

of MCP binding at the MS2 sequence similarly

reduced accumulation of truncated STMN2

RNA by 90% (Fig. 1D, right). Corresponding-

ly, full-length stathmin-2 mRNA levels were

largely restored through binding of either MCP

variant (Fig. 1E), whereas endogenous TARDBP

mRNA levels remained unaltered (Fig. 1F).

Thus, TDP-43 binding to the GU-domain of the

STMN2 pre-mRNA blocked cryptic splicing

and polyadenylation through a simple steric

inhibition mechanism.

Genomic disruption of exon 2a cryptic splice

site protects against misprocessing

Wenext testedwhether recognition of either the

cryptic splice or polyadenylation sites (which

lie 203 bases fromeach other within the STMN2

pre-mRNA) were responsible for initiation of

STMN2 pre-mRNAmisprocessing when TDP-43

levels fall. We used genome editing in SH-SY5Y

cells to eliminate either the cryptic polyadenyl-

ation motif or the 3′ splice acceptor site (fig.

S1, B andC). As previously reported (25), small

interfering RNA (siRNA)–mediated reduction

of TDP-43 to 30% of its initial level in the

parental cells resulted in an even larger (85%)

reduction in stathmin-2–encoding mRNAs

(Fig. 1G). In cells homozygously CRISPR-edited

to convert the cryptic 3′ splice acceptor se-

quence from a functional AG/GA to a nonfunc-

tional AA/AA sequence, siRNA reduction of

TDP-43 resulted in no significant change in

full-length STMN2mRNA and complete abro-

gation of both cryptic splicing and polyade-

nylation (Fig. 1H).

By contrast, elimination of the identified

cryptic polyadenylation signal was not protec-

tive against STMN2 pre-mRNAmisprocessing.

In cells homozygously edited to carry a disrupted

cryptic polyadenylation signal [after convert-

ing the initial ATTAAA sequence to a nonfunc-

tional AGGAAA (49)] (Fig. 1I), reduction in

TDP-43 sharply reduced full-length STMN2

RNAs (Fig. 1I, gray bars) and generated RNAs

with exon 1 ligated onto exon 2a (Fig. 1I, pink

bars). Moreover, despite inactivation of the

most proximal site of exon 2a polyadenylation,

cryptically spliced STMN2 RNAs remained

polyadenylated. A search of putative cryptic

polyadenylation sites downstream within the

intron 1 sequence identified 39 occurrences

of the canonical AATAAA signal for polyade-

nylation and 22 additional instances of the

ATTAAA variant, one or more of which must

become new cryptic polyadenylation sites when

the first ATTAAA was inactivated.

Cryptic human STMN2 splice and pA sites

induce misprocessing of mouse Stmn2

Despite 93% conservation in mRNA coding se-

quence and 100% conservation at the amino

acid level, the mouse Stmn2 gene has little

conservation of sequence within the region of

its first intron corresponding to human exon

2a, including absence of predicted or experi-

mentally validated TDP-43 binding site(s) (19).

Correspondingly, cryptic Stmn2 splicing and

polyadenylation were not present in the mouse

neuron-like N2A cell line after TDP-43 level

was reduced by siRNA and full-length Stmn2

mRNA level remained unchanged (Fig. 2A).

We genome engineered one or both Stmn2

alleles in these mouse cells by insertion of a

3.2-kb segment containing the exon 2a sequence

of human STMN2 intron 1 after a 12-nucleotide

modification to convert the GU-rich TDP-43

binding motif into an MS2 aptamer (Fig. 2B).

The resultant edited mouse Stmn2 alleles con-

tained human exon 2a sequence positioned as

in the human gene, 5.6 kb downstream of the

5′ splice site (5′ss) of intron 1. Heterozygous or

homozygous insertions of the cryptic splicing

and polyadenylation sites from human STMN2

resulted, respectively, in reduction or nearly

complete elimination of mature mouse Stmn2

mRNA (Fig. 2C), driven by constitutive use of

the human cryptic 3′ splice and polyadenyla-

tion sites, leading to production of a chimeric

mouse-human truncated Stmn2 RNA (Fig. 2,

D and E). Mouse stathmin-2 protein was ac-

cordingly reduced or eliminated inheterozygous

and homozygous clones, respectively (Fig. 2F).

Lentiviral-mediated expression of MCP restored

levels of full-length mouse Stmn2 mRNA (Fig.

2G). Thus, the cryptic human STMN2 3′ splice

acceptor and polyadenylation elements could

drivemisprocessingofmouseStmn2pre-mRNAs

when TDP-43 was not bound.

Targeting of dCasRx blocks misprocessing

of STMN2 pre-mRNA

TheCRISPR effector RfxCas13d (CasRx) can be

targeted to a specific RNA sequence with an

appropriate ≥21-base guide RNA (50). The

“nuclease-dead” variant of which (dCasRx) re-

tains RNA-binding but not enzymatic cleavage

activity and can be directed to pre-mRNAmol-

ecules to affect alternative splicing (50). We

applied an initial test in human neuronal cells

of the therapeutic potential in TDP-43 pro-

teinopathies of dCasRx-directed targeting to

sterically block use of cryptic splice and poly-

adenylation siteswithin the STMN2pre-mRNA.

This possibility is especially attractive for dCasRx

given its small size and reported versatility in

RNA binding that is independent of a proto-

spacer adjacent motif (PAM) targeting require-

ment (50). Eleven guide RNAs were designed

with sequences that tiled across a 353-base

region spanning the cryptic splice and poly-

adenylation sites in the human STMN2 pre-

mRNA (fig. S2A). SH-SY5Y cells were genome

edited to carry an ALS- or FTD-linked TDP-

43
N352S/N352S

mutationwithin both endogenous

TARDBP alleles (25), resulting in a partial loss

of TDP-43 function, production of a truncated

STMN2 RNA (fig. S2, B and C), and a corre-

sponding 50% reduction of the full-length

stathmin-2–encoding mRNAs (Fig. S2B,D).

These cells were then transducedwith a lenti-

virus encoding dCasRx and each of the 11 gRNAs

from our tiling array. Four guides with bind-

ing sites covering (i) the cryptic 3′ splice acceptor

site (gRNA 3), (ii) overlapping or (iii) directly

adjacent to the endogenous TDP-43 binding

site (gRNA 6 and 7), and (iv) covering the cryptic

polyadenylation signal (gRNA 10)–generated

(fig. S2A) marked reduction of up to 70% in

the levels of cryptically spliced, polyadenylated

STMN2RNA relative to a control TDP43
N352S/N352S

line expressing dCasRxwithout a gRNA (fig. S2,

B and C). gRNA-mediated targeting of dCasRx

to partly overlap the authentic TDP-43 bind-

ing site (gRNA6) showed an up to 40% increase

in levels of full-length stathmin-2–encoding

mRNAs, as did direct targeting of cryptic splice

acceptor or polyadenylation signals (fig. S2,

B and D). Guides directing binding to an in-

termediate locus upstream to the alternative

polyadenylation signal produced further de-

pletion of normal STMN2 levels in these cells

(fig. S2B, gRNA 8 and 9), perhaps displacing

an additional RNA-binding factor with a

role in pre-mRNAmaturation. Stathmin-2 pro-

tein expression was restored proportionally

to the mRNA levels, with gRNA 6 mediating

30% protein increase relative to no guide con-

trol (fig. S2, E and F). Thus, suppression of cryp-

tic splicing and polyadenylation and partial

restoration of STMN2 expression in cells with

diminishedTDP-43 activitywas achieved through

dCasRx-mediated steric binding on the exon

2a sequence.

Antisense oligonucleotide suppression

of STMN2 pre-mRNA misprocessing

Antisense oligonucleotides (ASOs) that have

been chemically modified to correct RNA pro-

cessing defects without recruiting ribonuclease

H (RNase H) to catalyze RNA degradation have

become an attractive therapeutic approach

for neurodegenerative diseases (51, 52). Their

usage to alter pre-mRNA splicing of the sur-

vival of motor neuron 2 (SMN2) gene (51) is an

approved standard of care for spinal muscu-

lar atrophy (SMA) in the United States and
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Fig. 5. In vivo ASO-mediated restoration of Stmn2 pre-mRNA processing

in a humanized mouse, engineered to constitutively misprocess Stmn2

RNAs from a partly humanized allele. (A) Schematic showing the strategy to

produce a mouse in which Stmn2 human exon 2A was inserted without a TDP-43

GU binding site to drive constitutive misprocessing of the humanized allele,

and resulting mouse lines obtained after CRISPR editing. (B) Quantitative

RT-PCR showing full-length mouse Stmn2 mRNA levels were reduced by half in

animals heterozygous for the humanized Stmn2
HumDGU/+ allele compared with

wild-type littermate controls. (C) Quantitative RT-PCR showing that truncated

chimeric RNAs consisting of a mouse exon 1 fused to a modified human exon 2a

were abundantly and specifically expressed in mice heterozygously carrying the

modified humanized Stmn2HumDGU/+ allele. (D) Quantitative RT-PCR showing normal
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Europe. Correspondingly, 250 potential rescue

ASOs (rASOs) were synthesized to target across

the region spanning cryptic splice and poly-

adenylation sites in the STMN2 pre-mRNA (fig.

S3A) and evaluated for their ability to suppress

cryptic splicing and polyadenylation of STMN2

pre-mRNAs. Using SH-SY5Y cells harboring

a homozygous TDP-43
N352S/N352S

mutation, we

identified several rASOs that within 24 hours

produced dose-dependent restoration of full-

length stathmin-2–encoding mRNAs to a level

comparable with that in wild-type cells (fig.

S3B) and an accompanying reduction in lev-

els of the truncated stathmin-2 RNA variant

(fig. S3C). Correspondingly, rASOs-mediated

blockage of cryptic splicing and polyadenyla-

tion resulted in stathmin-2 protein restoration

as early as 48 hours after transfection (fig. S3,

D and E).

rASOs restore axonal regeneration capacity

in TDP-43Ðdeficient motor neurons

To determine the therapeutic potential of rASOs

in the neuronal population most affected in

ALS, we generated motor neurons from in-

duced pluripotent stem cells, reduced TDP-

43 levels through addition of an ASO targeting

TARDBP RNAs (25), and assayed for restora-

tion of STMN2mRNA and protein levels after

addition to cell culture media of stathmin-2

rASOs (Fig. 3A). Reduction in TDP-43 resulted

in accumulation of truncated STMN2 RNAs

and suppression of full-length STMN2mRNAs

to 30% of their initial level (Fig. 3, B and C). In

the absence of a rASO, stathmin-2 protein levels

dropped to an undetectable level in TDP-43–

depletedneurons (Fig. 3,D toF). rASO treatment

increased STMN2 mRNAs in a dose-dependent

manner in TDP-43–depleted motor neurons,

with rASO-5 elevating STMN2 mRNA from

30% to an average of 86% of its normal level

(Fig. 3B), whereas the truncated STMN2 RNA

accumulation was almost completely reversed

(Fig. 3C). Encouragingly, stathmin-2 protein

level, which was below the detection limit in

motor neurons with ASO-depletion of TDP-43,

was rescued by rASOs (Fig. 3D), with rASO-5

returning stathmin-2 protein to a level nearly

indistinguishable from that in control neurons

with normal TDP-43 levels (Fig. 3, E and F).

To determine the functional consequences

of rASO-mediated stathmin-2 restoration on

the regenerative capacity of motor axons, we

used an iPSC-motor neuron axotomy and re-

growth assay in microfluidic chambers (Fig. 4A)

(25). Addition into the somatic compartment of

an ASO targeting TDP-43–encoding mRNAs

for RNase H–dependent degradation for 20 days

led to loss of detectable stathmin-2 protein (Fig.

4B, middle, green) accompanied by inhibition

of axonal regeneration capacity after me-

chanically induced axotomy (Fig. 4, B and C,

middle), in contrast to motor neurons treated

with nontargeting control ASOs (Fig. 4, B

and C, left and top, respectively). Relevance of

stathmin-2 in axonal regeneration is estab-

lished through direct reduction of stathmin-2

(by using a STMN2-targeting ASO); loss of

stathmin-2 alone is sufficient to almost elimi-

nate axonal regeneration after axotomy (25).

Free uptake of an rASO added to the somatic

compartment 8 days after initiation of ASO-

dependent reduction in TDP-43–restored accu-

mulation of axonal stathmin-2 protein levels

(Fig. 4B, right, green). The ability of axotomized

motor axons to regenerate into the distal com-

partment was also rescued, with nearly iden-

tical recovered axon number and density into

the distal compartment when compared with

those of control axons (Fig. 4B, right; quantified

inFig. 4, C toE), despite apparent heterogeneity

in stathmin-2 accumulation in individual axons

(Fig. 4B). Analysis of regenerating axons after

ASO-mediated reduction in stathmin-2 revealed

that a residual level of stathmin-2 protein, 25%

of the normal level, was sufficient to support

axonal regeneration after injury in human

motor neurons (fig. S4, A to C).

Recognizing that impaired axonal transport

has been demonstrated in several ALS models

(53–56), we next applied live-cell imaging to

track organelle movement within cultured

iPSC-derived motor neurons (Fig. 4F). Move-

ment of lysosomes in iPSC-derivedmotor neu-

rons treated with ASOs to degrade STMN2 or

TARDBPmRNAs showed a decrease in active-

ly moving lysosomes (reduction from 71% in

axons exposed to control ASOs to 50% after

stathmin-2 or TDP-43 suppression) (Fig. 4, G

and H). rASO treatment to restore stathmin-2

levels significantly reversed the impaired lyso-

some trafficking phenotype despite sustained

TDP-43 suppression, as evident by an increased

proportion (to 64%; P = 0.028) of lysosomes

that were moving (Fig. 4H).

We then used electron microcopy imaging

to provide ultrastructural analysis of excita-

tory synapses under conditions of stathmin-2

or TDP-43 suppression. Overall, synaptic mor-

phology did not show abnormalities (fig. S5, A

to E), including active zone and post-synaptic

density (PSD) length and total amount of

synaptic vesicles. However, in TDP-43 and/or

stathmin-2–deficient motor neurons, multiple

synapses showed an increase of electron dense

material in the active zone, in comparison with

that of motor neurons treated with a control

ASO (fig. S5, A to F). rASO treatment to specif-

ically restore stathmin-2 levels in motor neurons,

despite continuous TDP-43 suppression, fully

restored the proportion of synapses showing

normal presynaptic electron density to reflect

that of control neurons (fig. S5F, top and bot-

tom bars).

rASO-mediated restoration of Stmn2

pre-mRNA processing in the mammalian CNS

Recognizing that mouse Stmn2 pre-mRNA

processing is independent of TDP-43 function

(Fig. 2A) owing to absence of the regulatory

sequences that define human exon 2a, we

tested whether humanizing the mouse Stmn2

pre-mRNA by introduction of human exon 2a

and flanking intronic sequences was sufficient

to confer TDP-43 dependency. For this, we gen-

erated humanized Stmn2 mice from mouse

embryonic stem cells that had been CRISPR-

Cas9 genome-edited to replace a 479-bp seg-

ment of mouse Stmn2 intron 1 with a 394-bp

segment of human STMN2 intron 1 contain-

ing exon 2a (227 bp) and its flanking regions

(75 bp upstream and 92 bp downstream). Exon

2a was positioned 5.5 kb downstream of the

5′ splice site of mouse exon 1, a spacing equiv-

alent to its positioning in human STMN2 (fig.

S6A). Mice with heterozygous or homozygous

humanized Stmn2 gene alleles were viable

and developed normally.

Using primary cortical neurons from hetero-

zygous Stmn2
HumExon2a/+

embryos, we con-

firmed that the presence of human exon 2a

and flanking sequences were sufficient to

drive altered processing of the humanized

Stmn2 pre-mRNA when TDP-43 was depleted

(fig. S6, B and C). An 85% ASO-mediated reduc-

tion in TDP-43 level (fig. S6C) triggered nearly

complete suppression of full-lengthmouse Stmn2

mRNAs from the humanized allele, as indicated

by 50% reduction in total Stmn2mRNA level in

heterozygous cortical neuron cultures (fig. S6D).

Usage of cryptic splice-polyadenylation sites

was confirmed with abundant, polyadenylated

SCIENCE science.org 17 MARCH 2023 • VOL 379 ISSUE 6637 1147

mouse Tardbp mRNA levels in both heterozygous humanized Stmn2HumDGU/+ mice

and wild-type littermate controls. (E and F) Quantitative RT-PCR showing suppression

of truncated chimeric RNA accumulation in both (E) brain and (F) spinal cord of

mice dosed by means of ICV injection with rASOs. (G and H) Quantitative

RT-PCR showing rASO-mediated restoration of full-length mouse Stmn2 mRNAs

in both (G) brain and (H) spinal cord of mice after ICV injection of rASOs.

(I) Immunoblot showing restoration of stathmin-2 protein in the spinal cords of

heterozygous humanized Stmn2HumDGU/+ mice dosed by means of ICV injection

with rASOs, compared with phosphate-buffered saline (PBS)–injected animals or

wild-type C57 BL/6J mice. Twenty-five and 50% loading of lysates from

wild-type mouse S1 are at the far left, and NF-M is shown as an endogenous

loading control protein. (J) Quantification of relative stathmin-2 protein

restoration. Each lane and data point indicates an individual mouse. Error bars are

SEM. Statistical significance was determined by means of two-tailed Student’s t test

in (B) to (D), or one-way ANOVA with Dunnett correction in (E) to (H) or

Tukey correction in (J). ****P < 0.0001; ***P < 0.001; **P < 0.01; *P < 0.05.
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Stmn2 RNAs containing mouse exon 1 spliced to

human exon 2a and whose level was inversely

proportional to the level of TDP-43 (fig. S6, C and

E). Homozygous humanization of Stmn2 in a

mouse line developing age-dependent motor neu-

ron disease from expression of a disease-linked

mutant TDP-43
Q331K

without loss of nuclear

TDP-43 (57) neither exacerbated development

of disease phenotype (fig. S7, A to D) nor induced

cryptic Stmn2 pre-mRNA misprocessing (fig.

S7E) and loss of full-length Stmn2mRNA (fig.

S7F) in brain or spinal cord by 12 months of age.

These findings are consistent withmisprocessing

of the humanized Stmn2 pre-mRNA requiring

loss of nuclear TDP-43 function.

ALS-FTDmodel mice that develop cytoplas-

mic aggregation of TDP-43 from increased ex-

pression of wild-type TDP-43 die only days

after weaning (58, 59) and do not provide an

adequate therapeuticwindow forASO-mediated

restoration of stathmin-2 levels. To enable in vivo

testing of rASOs for their efficacy in restoring

stathmin-2 levels within the mammalian ner-

vous system,we generated additional humanized

mouse models. Two humanized Stmn2
HumDGU

founder lines were generated by means of

CRISPR-Cas9–mediated genome engineering

of mouse ES cells to produce mice carrying a

3.2-kb portion of human STMN2 intron 1 con-

taining exon 2a (modified to replace the 24-base

GU domain that is the TDP-43 binding site with

sequence for a 19-base MS2 aptamer) and in-

serted into the corresponding locus of the first

intron of mouse Stmn2 (Fig. 5A).

In heterozygotes of both lines, the inability

of TDP-43 to bind exon 2a
DGU

resulted in con-

stitutive suppression of full-lengthmouse Stmn2

mRNAs to 50% of wild-type levels (Fig. 5B)

accompanied by chronic use of cryptic splic-

ing and polyadenylation elements encoded

by Stmn2
HumDGU

pre-mRNAs (Fig. 5C) despite

normal TDP-43 levels (Fig. 5D). Although

Stmn2
HumDGU

heterozygous mice developed

normally and matured without overt neurolog-

ical symptoms, there was 80% reduced survival

to weaning of Stmn2
HumDGU/HumDGU

homo-

zygotes identified in heterozygous matings—

evidence of developmental lethality driven

by Stmn2 suppression.

Usage of Stmn2 cryptic splice and polyad-

enylation sites encoded by the modified hu-

man exon 2a was inhibited in the cortex and

spinal cord after intracerebral ventricular (ICV)

injection of any of three rASOs into cerebral

spinal fluid of 2-month-old Stmn2
HumDUG/+

mice (Fig. 5, E and F). Two weeks after injec-

tion, rASO-5 suppressed inclusion of exon 2a

by 50 and 35% in the cortex and spinal cord,

respectively (Fig. 5, E and F). The suppression

of cryptic processing was accompanied by sig-

nificant restoration of full-length, stathmin-2–

encoding mRNAs after injection of two of

the three rASOs (rASO-4 and rASO-5) and

was maximized by a second administration

of rASO-5, yielding 53 and 45% increases of

full-length Stmn2 mRNA production in the

cortex and spinal cord and 55 and 40% de-

creases in truncated Stmn2RNAs, respectively

(Fig. 5, E toH). The highest stathmin-2 protein

restoration in the spinal cord was achieved in

mice ICV-injected twice with rASO-5, resulting

in almost 80% of its normal expression level in

wild-typemice (Fig. 5, I and J). Moreover, there

was apparent, dose-dependent stabilization of

stathmin-2 protein (Fig. 5, I and J), with the

reducedmRNA level in the Stmn2
HumDUG/+

mice

yielding an even larger reduction in stathmin-2

protein, which is evidence supporting a ther-

apeutic threshold for ASO-mediated STMN2

mRNA restoration inducing larger changes in

stathmin-2 protein accumulation.

Discussion

Cytoplasmic accumulation coupled with nu-

clear clearance of the RNA binding protein

TDP-43 is found in affected neurons of ~97%

of ALS patients (10, 60, 61), which suggests

that nearly all ALS-causing mechanisms con-

verge on TDP-43 dysfunction. Nuclear loss of

TDP-43 is also a common hallmark in ap-

proximately half of patients with FTD and

Alzheimer’s disease (8–11). Although splicing

and 3′ cleavage and polyadenylation of pre-

mRNAs are cotranscriptionally coupled (62, 63),

by introducing targeted gene editing, we have

now determined that TDP-43 binding to the

human STMN2 pre-mRNA sterically blocks

recognition of a cryptic 3′ splice site in intron

1, enabling correct pre-mRNA processing and

productionof a functional, stathmin-2–encoding

mRNA. Although therapeutic efforts to target

several genetic forms of ALS and FTD are un-

derway (64–66), direct approaches to restore

normal TDP-43 protein localization and func-

tion are challenged by many factors, including

as yet unidentified mechanisms leading to

the initial TDP-43 dysfunction, apparently high

sensitivity of healthy neurons to reduction in

TDP-43, and a tight autoregulatory mecha-

nism that is proposed to gate TDP-43’s own pre-

mRNA maturation and translation (19, 67, 68).

We have identified two approaches to en-

able restoration of endogenous stathmin-2

accumulation in neurons affected by TDP-43

pathology: targeting dCasRx or cryptic splice

blocking ASOs to the STMN2 pre-mRNA. For

the latter approach, we have engineered mice

to carry a Stmn2 gene partially humanized by

insertion of the human STMN2 cryptic splice

and polyadenylation sequences but without

TDP-43 binding. We then demonstrated in vivo

proof-of-concept molecular efficacy of ASOs

administered into the cerebrospinal fluid in

an adult mammalian nervous system to res-

cue stathmin-2 accumulation to a level that

is sufficient to restore axonal regrowth and

transport in affected human motor neurons.

This approach follows from an initial success

in the therapeutic use of a splice-modifying

ASO whose action in spinal muscular atrophy

restores SMN to motor neurons by correct-

ing missplicing of the pre-mRNA of SMN2

(51, 69, 70). Next steps for the development of

stathmin-2 restoration as a potential therapy

include the development of suitable TDP-43

loss-of-function mouse models with which

to determine the phenotypic contribution of

Stmn2 humanization, and direct experimen-

tal determination of the functional conse-

quences of stathmin-2 loss from an aging adult

mammalian nervous system. Although non-

splicing-dependent mechanisms likely play a

role in pathophysiology of disease and TDP-

43–dependent cryptic splicing affects pro-

cessing ofmanymRNA targets [such asUNC13A

(21, 22)] whose contribution to disease pheno-

types remain to be determined, our results

provide direct support for ASO-mediated re-

storation of stathmin-2 as a potential ther-

apeutic approach for ALS and other TDP-43

proteinopathies.
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CELL BIOLOGY

Bacteria require phase separation for fitness
in the mammalian gut
Emilia Krypotou1,2, Guy E. Townsend II1,2,3, Xiaohui Gao1, Shoichi Tachiyama1,2, Jun Liu1,2,

Nick D. Pokorzynski1, Andrew L. Goodman1,2, Eduardo A. Groisman1,2*

Therapeutic manipulation of the gut microbiota holds great potential for human health. The mechanisms

bacteria use to colonize the gut therefore present valuable targets for clinical intervention. We now

report that bacteria use phase separation to enhance fitness in the mammalian gut. We establish

that the intrinsically disordered region (IDR) of the broadly and highly conserved transcription

termination factor Rho is necessary and sufficient for phase separation in vivo and in vitro in the

human commensal Bacteroides thetaiotaomicron. Phase separation increases transcription termination

by Rho in an IDR-dependent manner. Moreover, the IDR is critical for gene regulation in the gut.

Our findings expose phase separation as vital for host-commensal bacteria interactions and relevant

for novel clinical applications.

T
he gut microbiota plays a critical role in

human health, with some species promot-

ing wellbeing and others causing various

diseases (1). Manipulating the gut micro-

biota holds excellent clinical promise but

requires identifying factors and mechanisms

that enable beneficial bacteria to colonize the

gut. One of the most abundant bacterial species

in the human gut, Bacteroides thetaiotaomicron,

is associated with lean and healthy individ-

uals (2) and is being tested in clinical trials

as a biotherapeutic for gastrointestinal dis-

orders (3). We therefore investigated what con-

trols B. thetaiotaomicron’s ability to colonize the

mammalian gut.

We establish that B. thetaiotaomicron’s fit-

ness in themurine gut is facilitated by a unique

domain of its transcription termination fac-

tor Rho that is necessary for liquid-liquid phase

separation (LLPS).LLPS is aphenomenonguided

by protein-protein or protein-RNA electro-

static interactions and results in the formation

of biomolecular condensates (4, 5). These con-

densates enable cells to perform biological

processes often related to RNA regulation in dis-

tinct, membraneless subcellular compartments

(6–8). In eukaryotes, LLPS plays fundamental

physiological roles, including (i) arresting

translation of inactivated ribosomes (9), (ii)

controlling transcription rate by condensing

transcription factors with nascent RNA (10),

and (iii) storinguntranslatedmRNAsand trans-

lation factors stalled at initiation codons trig-

gered by stress conditions (stress granules) (9).

In bacteria, LLPS regulates several processes

(11–13), including (i) mRNA decay in RNA

degradosome condensates (BR-bodies) of

Caulobacter crescentus (14) and (ii) RNA poly-

merase (RNAP) clustering during exponential

growth of Escherichia coli (15).

Rho is an adenosine triphosphate (ATP)-

dependent RNA helicase essential in gram-

negative bacteria, including B. thetaiotaomicron

(16, 17). Rho controls gene expression by ter-

minating transcription at the end of genes or

within mRNA leaders, thereby modifying the

RNA abundance of the downstream regions

in response to specific signals (18, 19). Rho is

highly conserved but harbors an additional

domain in several species that varies in se-

quence, length, and properties (20) (fig. S1). For

example, the additional domain of Clostridium

botulinum Rho exhibits prion properties when

expressed in E. coli (21), and the additional do-

mains of theBacteroides fragilis andMicrococcus
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luteus Rho proteins mediate RNA interactions

during in vitro transcription termination as-

says (22, 23). However, the physiological role(s)

that the additional Rho domain plays in native

bacteria has remained unknown.

The B. thetaiotaomicron Rho intrinsically

disordered region (IDR) is required for

fitness in the gut

The 722-residue–long Rho from B. thetaiotao-

micron harbors a 303-residue region near its

N terminus not found in the 419-residue Rho

proteins from the well-studied bacteria E. coli

and Salmonella enterica serovar Typhimurium

(Salmonella) and predicted to be intrinsically

disordered (IDR) based on amino acid content

and sequence (MobiDB: database of protein

disorder and mobility annotations) (22) (Fig. 1,

A and B). Rho proteins from several other bac-

terial species harbor an additional domain at

the same position as the B. thetaiotaomicron

Rho (20). However, these domains differ from

the 303-residue region of the B. thetaiotaomicron

Rho in amino acid sequence and length [fig.

S1 and (20)], suggesting that the additional

domain was acquired independently during

evolution. The additional domains of closely

related species share amino acid content but

not sequence. Within the Bacteroidetes, the

additional domain comprises a Lys- and Glu-

rich region and an Asn- and Gln-rich region

separated by a short, highly conserved amino

acid sequence (fig. S1).

To establish the role that the Rho IDR itself

plays in B. thetaiotaomicron physiology, we en-

gineered isogenic B. thetaiotaomicron strains

deleted for the native rho gene and expressing

wild-type (WT) or DIDR rho from the chromo-

somal site for the insertion element NBU2

(fig. S2A). The Drho strain expressing DIDR

rho (DIDR strain) was viable under laboratory

conditions and exhibited slightly faster growth

during exponential phase in minimal medium

supplementedwith glucose (fig. S3A) and slightly

higher final yield in minimal and rich media

than the isogenic strain expressing WT rho (fig.

S3B). By contrast, the DIDR strain was readily

outcompeted in the gut of germ-freemice by the

WT Rho-expressing strain, which accounted

for 95% of the bacterial population by day 6

(Fig. 1C). Because removal of the IDR did not

affect Rho protein abundance (fig. S4), these

results suggest that B. thetaiotaomicron re-

quires the Rho IDR for fitness in the mamma-

lian gut.

Gut colonization experiments using a differ-

ent set of isogenic strains that expressed WT

or DIDR rho from the native genetic locus (fig.

S2B) and a different germ-free mouse strain

resulted in the same outcome: the DIDR strain

was readily outcompeted by thewild type despite

the DIDR strain abundance in the inoculum

beinghigher than that ofWTB. thetaiotaomicron

(fig. S2C). Moreover, the DIDR strain was also

outcompeted by theWT strain in ex–germ-free

mice harboring a complex bacterial commu-

nity comprising 13 bacterial species repre-

sentative of themain phyla in the human gut

(Fig. 1D). Cumulatively, these results robustly

demonstrate that Rho’s IDR is essential for

B. thetaiotaomicron fitness in the murine gut.

The IDR promotes Rho phase separation in vitro

To investigate how IDR furthers gut coloni-

zation, we examined whether the Rho phase

separates because intrinsically disordered re-

gions of RNA-binding proteins often promote

LLPS (5–8). Differential interference contrast

(DIC) microscopy revealed that purified WT

Rho protein forms droplets in vitro at con-

centrations >1 mM in physiological salt con-

ditions (150 mM KCl) (24) (Fig. 2A and fig.

S5A). By contrast, no droplets were detected

for the DIDR protein even at a concentration

of 20 mM (Fig. 2A). Because the Rho intracel-

lular concentration is ~1 mM (see Materials

and Methods), the in vitro LLPS occurs at a

physiological protein concentration.

The size andabundanceof thedroplets formed

by theWTRho protein are dependent on the salt

concentration, both increasing at lower concen-

trations (fig. S6, A and B). Addition of a total

RNAextract fromB. thetaiotaomicron resulted in

larger andmore abundant droplets for WT Rho

but had no effect on the DIDR protein (Fig. 2B

and fig. S5B), in agreement with the notion that

RNAs often stimulate LLPS in RNA-binding pro-

teins harboring disordered domains (4, 25, 26).

Droplets formed byWTRho underwent fusion

(Fig. 2C) and dissolved in the presence of LLPS

inhibitor 1,6-hexanediol but not the control 2,5-

hexanediol (27, 28) (fig. S6C). A fluorescently

tagged WT Rho protein (RhomNeonGreen)

behaved similarly to untagged Rho, forming
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Fig. 1. B. thetaiotaomicron Rho harbors an intrinsically disordered region required for fitness in the

murine gut. (A) The B. thetaiotaomicron Rho protein harbors a 303 amino acid–long domain absent

from well-characterized homologs, such as that from E. coli. Predicted to be intrinsically disordered (IDR), the

identified domain is immediately adjacent to Rho’s RNA binding domain (RBD). (B) AlphaFold (60, 61)

prediction of the structures of the E. coli and B. thetaiotaomicron Rho proteins (source UniProt) highlighting

the IDR in the latter. The N- and C-termini of the structures are indicated with N and C, respectively.

(C) Relative abundance of isogenic B. thetaiotaomicron strains expressing WT (GT1504) or DIDR (GT1506)

Rho at the indicated times in the gut of germ-free mice (n = 5 Swiss Webster mice); the strains were present

in a 1:1 ratio in the inoculum. (D) Relative abundance of isogenic B. thetaiotaomicron strains harboring

WT (AK310) or DIDR (AK312) Rho and 13 species representing the major phyla in the human gut during

gut colonization in germ-free mice (n = 5 C57BL/6 mice); the B. thetaiotaomicron strains were supplied at

~1:1 ratio (2 × 108 CFU WT Rho- versus 1.5 × 108 CFU DIDR Rho-expressing strains) in the inoculum. For

(C) and (D), bacterial abundance was measured by qPCR of genomic DNA recovered from mouse fecal

samples over time. SD error bars are shown.

RESEARCH | RESEARCH ARTICLES

http://science.org


droplets that responded to salt, protein, and

RNA concentrations and were dissolved by 1,6-

hexanediol but not the control 2,5-hexanediol

(fig. S7), as reported for other RNA-binding,

phase-separating proteins (4, 25–28). Fluo-

rescence recovery after photobleaching

(FRAP) experiments using droplets formed by

RhomNeonGreen and RNA exhibited slow fluo-

rescence recovery (Fig. 2, E and F), consistent

with droplets formed by LLPS with gel-like

properties. These results establish that the

B. thetaiotaomicron Rho protein exhibits IDR-

dependent LLPS in vitro.

The purified IDR domain also formed drop-

lets but only in the presence of the RNA extract

(Fig. 2B and fig. S5B). Fluorescently labeled

RNA localized within droplets formed by Rho

or the IDR (Fig. 2D), suggesting that the nega-

tively charged RNA promotes LLPS through

electrostatic interactions with the positively

charged IDR (fig. S1), as reported for other pro-

teins displaying LLPS (25, 26). We established

that low RNA:Rho ratios promote droplet for-

mation, whereas high ratios hinder it (Fig. 2G

and fig. S5C) (4). By contrast, droplets formed

by the IDR increased substantially at high RNA

concentrations independently of the protein

concentration (fig. S8). These data establish

that: (i) the IDR is necessary and sufficient for

in vitro LLPS; (ii) RNA abundance regulates

droplet formation through the IDR; and (iii) a

region of Rho outside the IDR modulates its

LLPS properties.

The IDR promotes Rho phase separation in vivo

We examined IDR’s ability to promote Rho

LLPS in vivo by investigatingB. thetaiotaomicron

experiencing carbon starvation, a condition

inducing or activating transcription factors

required for gut colonization (29, 30), or carbon-

replete conditions. Immunofluorescence re-

vealed that HA-taggedWTRho and DIDR Rho

localized throughout the cytoplasm (Fig. 3A).

However, WT Rho displayed patchy disper-

sion and formed clusters that increased under

carbon starvation and disappeared following

1,6-hexanediol treatment, whereasDIDRRhowas

evenly distributed under all conditions (Fig. 3A).

Rhophase separateswhileB. thetaiotaomicron

is in the murine gut because distinct foci were

observed in bacteria harvested from the cecal

contents of germ-free mice monocolonized

with B. thetaiotaomicron expressingWTRho

but not with the isogenic DIDR Rho mutant

(Fig. 3B). Cryo–electron tomography (cryo-ET)

revealed high-density circular formations in

WT B. thetaiotaomicron harvested from the

gut but not in the isogenic DIDR rhomutant

(Fig. 3B and movies S1 and S2). While the cir-

cular formations are IDR-dependent, pro-

teins other than WT Rho and/or RNAs may

be part of these assemblies. Further investiga-

tions will explore the relationship between

the high-density circular formations observed
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Fig. 2. Rho exhibits IDR-dependent phase separation in vitro. (A) DIC microscopy of WT Rho and

DIDR Rho proteins at the indicated protein concentrations reveals droplet formation by the former but

not by the latter. (B) DIC microscopy of WT Rho, DIDR Rho, and IDR proteins (2.5 mM) in the presence of

total B. thetaiotaomicron RNA extract (25 ng/ml). (C) Time-lapse DIC microscopy of WT Rho (10 mM)

droplet fusion in the presence of total B. thetaiotaomicron RNA extract (50 ng/ml). (D) DIC and fluorescence

microscopy of WT (5 mM) and IDR (2.5 mM) proteins with fluorescently labeled (TM-rhodamine) total

B. thetaiotaomicron RNA extract (12.5 ng/ml and 100 ng/ml, respectively). (E) FRAP of WT RhomNeonGreen

(2.5 mM) with total B. thetaiotaomicron RNA extract (12.5 ng/ml) at 50 mM KCl. (F) Normalized

fluorescence recovery of the FRAP experiment in (E). Mean and SD (dashed lines) of n = 28 droplets are

shown. (G) (Left) DIC microscopy of WT Rho protein at the indicated concentrations in the presence of

total B. thetaiotaomicron RNA extract at the indicated concentrations. (Right) Schematic of droplet formation

data shown in left panel. Experiments were carried out in the presence of 150 mM KCl unless indicated

otherwise. n = 3 independent experiments. Scale bars, (A), (B), (C), and (G) 10 mm; (D) and (E) 1 mm.
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by cryo-ET and the foci observed by immuno-

fluorescence in the strain expressing WT Rho

(Fig. 3B).

Quantification of Rho clustering using the

dispersion of the immunofluorescence signal

(15) (see Materials and Methods and fig. S9)

revealed significantly higher clustering forWT

Rho than for DIDR Rho when bacteria were

grown in glucose, subjected to carbon starva-

tion conditions, or harvested from the mouse

gut (Fig. 3, C andD, and fig. S10). 1,6-hexanediol

treatmentdecreased clustering values forbacteria

expressing WT Rho to those of bacteria express-

ing DIDR Rho, which were not affected by the

treatment (Fig. 3D). The transcription factor

BT4338 (30)—which served as a negative con-

trol because it lacks a disordered domain and

was not expected to exhibit LLPS—behaved

similarly to the DIDR Rho. That is, BT4338

was evenly localized throughout the cytoplasm,

not affected by 1,6-hexanediol treatment, and

displayed similar clustering under all inves-

tigated conditions (Fig. 3, A and D).

When expressed in trans in a DIDR rhomu-

tant, the IDR formed cytoplasmic puncta and

displayed high clustering that was reduced

upon 1,6-hexanediol treatment (Fig. 3, A and

D). The IDR expressed in trans clustered sim-

ilarly in bacteria grown in glucose or experi-

encing carbon starvation, consistent with the

in vitro LLPS experiments demonstrating that

the purified IDR domain behaves differently

from the purified full-length WT Rho protein

(Fig. 2 and fig. S8). The results presented above

indicate thatRho forms condensates in an IDR-

dependent manner in B. thetaiotaomicron and

that the number of condensates increases upon

carbon starvation and in the murine gut.

IDR-dependent phase separation governs

transcription termination by Rho

How do LLPS and the IDR control Rho’s abil-

ity to terminate transcription? We designed

in vitro transcription termination assays to

determinewhether LLPSaffectsRho-dependent

transcription termination efficiency and/or

specificity andwhether the IDRmodifies Rho-

dependent termination under non-LLPS con-

ditions. Initially, we used the SalmonellamgtA

leader as a template because it has an estab-

lished Rho-dependent terminator (31), together

with Salmonella RNAP, sigma70, and NusG

proteins and also because themgtA RNA does

not promote Rho LLPS in vitro (Fig. 4A). We

determined that B. thetaiotaomicron Rho re-

quires NusG to terminate transcription in the

mgtA leader and produces the same termi-

nation product as the Salmonella Rho protein

used as control (fig. S11) (31), demonstrating

that B. thetaiotaomicron Rho is functional in a

heterologous system. We then carried out ex-

periments using a salt concentration that pro-

motes LLPS (100 mM KCl) and one that does

not (200 mM KCl) (Fig. 4B and fig. S12).

Under LLPS-promoting conditions,WTRho

displayed significantly higher transcription

termination activity within the mgtA leader

than DIDR Rho (Fig. 4, C and D). By contrast,

WT and DIDR Rho exhibited similarly low

termination activity under non-LLPS condi-

tions (Fig. 4, C and D). The high-salt non-LLPS

conditions slightly decreased RNAP activity

as previously reported (32). In addition, ter-

mination by DIDR Rho was lower at high salt

than at low salt, indicative of salt also exerting

an effect independently of LLPS. Control exper-

iments revealed that the Rho-specific inhibitor

bicyclomycin (BIC) (33) prevents termination

by WT and DIDR Rho under both LLPS and

non-LLPS conditions (Fig. 4, C and D). In sum,

under LLPS conditions, WT Rho has higher

termination activity on the mgtA template
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Fig. 3. Rho exhibits IDR-dependent phase separation in vivo. (A) Fluorescence microscopy of

immunostained isogenic B. thetaiotaomicron strains expressing HA-tagged WT Rho (AK82), DIDR Rho (AK86),

IDR (AK393), or BT4338 (GT1481). Bacteria were grown until mid-exponential phase in minimal media

with glucose (Glu), then subjected to 30 min carbon starvation (No C) and/or 5 min 5% 1,6-hexanediol

(Hex). (B) Fluorescence microscopy and 3D reconstructions using cryo-ET of bacteria harvested from the

gut of germ-free mice monocolonized with B. thetaiotaomicron expressing HA-tagged WT Rho (AK82) or

DIDR Rho (AK86). n = 3 mice per strain. (C) Quantification of protein clustering data shown in (B). (Data

points represent clustering values of individual cells from three independent experiments; n = 405).

(D) Quantification of protein clustering data shown in (A). (Data points represent clustering values of

individual cells from three independent experiments; n = 75). Scale bars: Immunofluorescence in (A and

B) 1 μm and cryo-ET (B) 200 nm. P values: unpaired t test in (C); FisherÕs Least Significant Difference (LSD)

test was performed only for depicted pairwise comparisons (D).
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than DIDR Rho. These results suggest that the

reported higher termination displayed by WT

B. fragilis Rho on a different template relative

to theDIDR derivative in low-saltmedia (22) is

likely the result of LLPS.

To further explore the role of LLPS in Rho-

dependent transcription termination, we used

a template corresponding to the leader re-

gion and part of the coding region of the

B. thetaiotaomicron roc (BT3172) gene (34). We

chose this template because rocmRNA amounts

increased ~10 times upon BIC treatment in vivo

(fig. S13) and because the roc RNA promoted

Rho LLPS in vitro, in contrast to themgtA RNA

(Fig. 4A). Under LLPS-promoting conditions,
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Fig. 4. IDR-dependent LLPS control

of Rho transcription termination in vitro.

(A) DIC microscopy of WT Rho protein

(2.5 mM) in the presence of 50 ng/ml of

mgtA RNA, roc RNA, or rocmgtA RNA, and

150 mM KCl. (B) DIC microscopy of WT

Rho protein used in the in vitro transcription

assays under LLPS-promoting (100 mM

KCl) or non–LLPS-promoting (200 mM KCl)

conditions. In vitro transcription of DNA

templates corresponding to mgtA (C),

roc (E), and rocmgtA (G) in the presence

of WT Rho or DIDR Rho ± Rho inhibitor

bicyclomycin (BIC) under LLPS-promoting

(100 mM KCl) or non–LLPS-promoting

(200 mM KCl) conditions. Arrows indicate

runoff (RO) and termination (TR) products.

(D, F, and H) Relative transcript abundance

(termination/run off) for data presented

in (C), (E), and (G), respectively. Scale bar:

10 mm. 1 mM Rho protein was used in (B)

to (H). Transcription from the three templates

was driven by the lpR promoter. NusG

(300 nM) was included in all transcription

assays. P values: Fisher’s LSD test was

performed only for depicted pairwise

comparisons, n ≥ 3 independent experiments,

SD error bars are shown. Bands shown

in (C) are from the same gel, but during

preparation of this figure two lanes between

lanes 1 and 2 and one lane between lanes 6

and 7 were cropped from the original

image (see fig. S16 for uncropped image).
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WT Rho produced multiple termination prod-

ucts with high efficiency (Fig. 4, E and F),

typical of Rho-dependent terminators (35),

whereas DIDR Rho showed minimal termi-

nation activity (Fig. 4, E and F). As expected,

BIC inhibited the appearance of termination

products (Fig. 4, E and F). By contrast, no

termination products were detected for either

Rho protein under non-LLPS conditions (Fig.

4, E and F). Therefore, efficient termination

in the roc template requires IDR-dependent

LLPS of WT Rho.

Next, we examined how LLPS affects tran-

scription termination by WT and DIDR Rho

proteins on an engineered template consist-

ing of the roc sequence at the 5′ end and the

mgtA sequence at the 3′ end (Fig. 4G). This tem-

plate harbors sites terminated by Rho with

different efficiencies under non-LLPS (mgtA,

high; roc, low) and can elicit LLPS (Fig. 4A).

Under LLPS-promoting conditions, WT Rho

promoted termination primarily within roc,

whereas the DIDR Rho promoted termination

primarily withinmgtA (Fig. 4, G and H). That

DIDR Rho appears to be more active thanWT

Rho in terminating at the downstream mgtA

reflects that WT Rho promotes termination

at the upstream roc (Fig. 4, G and H). By con-

trast, under non-LLPS conditions, WT and

DIDR Rho promoted termination only within

mgtA (Fig. 4, G and H), which is higher in the

roc-mgtA template (Fig. 4, G and H) than in

themgtA template (Fig. 4, C and D). (The dif-

ferent terminationwithinmgtA observedwith

the mgtA and rocmgtA templates may reflect

differences in the secondary structures of the

mgtA and rocmgtA RNAs affecting Rho access

to its binding sites.) The IDR itself does not

appear to contribute to Rho’s termination

activity under non-LLPS conditions because

WT and DIDR Rho exhibited similarly robust

termination activity under these conditions

(Fig. 4, G and H). We conclude that LLPS in-

creases the transcription termination activity

of WT Rho and that certain RNAs (e.g., roc) are

terminated primarily under LLPS-promoting

conditions.

Central metabolism genes show IDR-dependent

expression in the gut

To understand how LLPS control of Rho tran-

scription terminationaffectsB. thetaiotaomicron

gene expression in the gut, we determined the

bacterial mRNA abundance in cecal contents of

ex–germ-freemicemonocolonizedwith isogenic

B. thetaiotaomicron strains expressing either

WTRhoorDIDRRho.RNAwasharvested from

bacteria inmice sacrificed 3 days after gavage

when both strains had reached similar numbers

(fig. S14).

The mRNA abundance of ~400 genes dif-

fered between the two strains (FDR-adjusted

P value <0.05): 208 of the genes were present

in greater than twofold lower amounts and
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Fig. 5. B. thetaiotaomicron exhibits IDR-dependent gene expression in the murine gut. RNA-seq

analysis was performed in cecal contents of ex−germ-free mice (C57BL/6 mice, n = 5) monocolonized with

strains harboring WT Rho (AK310) or DIDR (AK312) Rho. (A) Volcano plot of gene RNA abundance in

the WT versus DIDR Rho strains as log2-fold change versus -log(p). Genes >2-fold up-regulated (blue) or

down-regulated (orange) in the DIDR background are highlighted. (FDR-adjusted P value <0.05). (B) Heat

map of genes differentially expressed in strains harboring WT Rho versus DIDR Rho based on molecular function.

(C) KEGG pathway enrichment analysis of differentially expressed in strains harboring WT Rho versus DIDR

Rho. Identified pathways with enrichment p-value <0.05 and number of genes per pathway shown. (D) Log2 fold

change of genes identified in (C).

Fig. 6. LLPS of B. thetaiotaomicron Rho governs B. thetaiotaomicron gene expression in the gut.

(A) Conditions that elicit IDR-dependent LLPS of Rho (highlighted with a blue circle) increase transcription

termination by WT Rho. Some RNAs can be terminated with low efficiency even without LLPS (i.e., mgtA,

purple schematic) but other RNAs require LLPS for termination (i.e., roc, orange schematic). (B) When

B. thetaiotaomicron experiences specific stress conditions, Rho exhibits LLPS in an IDR-dependent manner,

which increases Rho-dependent transcription termination thereby altering global gene expression in ways

that further B. thetaiotaomicron fitness in the gut.
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185 in greater than twofold higher amounts

in the DIDR rho mutant compared with the

isogenic WT strain (Fig. 5A). Numerous genes

involved in central cellular pathways, includ-

ing those of amino acid and small molecule

biosynthesis, tRNA processing, and protein

translation and folding, were down-regulated

in the DIDR strain, whereas genes related to

transcription and two-component system sig-

nalingwere up-regulated. Other genes exhib-

iting IDR-regulated expression are involved in

carbohydrate metabolism and carbohydrate

acquisition by SusC- or SusD-like proteins

(36), which mediate binding and uptake of

complex polysaccharides (Fig. 5B). Important-

ly, several IDR-regulated genes are required

for bacterial fitness in the gut, including those

involved in acquisition of the essential vita-

min B12, which B. thetaiotaomicron is un-

able to synthesize and secures from the host

diet (17, 37) (table S1).

KEGG pathway enrichment analysis revealed

that the DIDR rho strain has lower mRNA

abundance of genes participating in trans-

lation and biosynthetic pathways for amino

acids, nucleotides, and secondary metabo-

lites but higher abundance of those partic-

ipating in aerobic respiration than the WT

strain (Fig. 5, C and D, and table S1). Notably,

the mRNA amounts of anaerobic respiration

genes—which have been implicated in gut

colonization in several Bacteroides species

(25, 26)—were lower in the DIDR rhomutant

than in theWT strain (table S1). Thus, the Rho

IDR governs expression of numerous genes

involved in critical functions and required

for fitness in the gut.

Discussion

We have uncovered a molecular mechanism

employed by B. thetaiotaomicron, and poten-

tially other commensals, to successfully colonize

the mammalian gut. We determined that the

IDR of B. thetaiotaomicron Rho (Fig. 1) pro-

motes LLPS (Figs. 2 and 3) and that this

promotion, in turn, alters Rho’s ability to ter-

minate transcription (Fig. 4), thereby mod-

ifying expression of numerous genes when

B. thetaiotaomicron is present in the gut (Fig. 5).

The IDR increases Rho’s termination activ-

ity by promoting LLPS but is not required for

Rho’s core biochemical function (Fig. 4). That

LLPS-promoting conditions increase termina-

tion by WT Rho may reflect higher activity

resulting from an increase in the local Rho

concentration and/or an expanded recogni-

tion of RNA templates mediated by the IDR.

This would enable B. thetaiotaomicron to ter-

minate certain RNAs (exemplified by the mgtA

RNA in our experiments) in all conditions be-

cause they harbor sequences readily recog-

nized by Rho (i.e., rut sites and secondary

binding sites) and other RNAs primarily in

LLPS-promoting conditions because they are

poorly recognized by Rho (exemplified by the

roc RNA in our experiments) in non-LLPS

conditions (Fig. 6).

Carbon limitation decreases ribosome abun-

dance (38), thereby reducing mRNA protec-

tion by ribosomes and favoring Rho interaction

with unprotected mRNAs. Carbon limitation

also elicits Rho LLPS in an IDR-dependent

manner (Fig. 3). The IDR is located immedi-

ately adjacent to Rho’s primary RNA binding

site (fig. S1) and interacts with RNAs resulting

in LLPS (Fig. 2). We would like to suggest that

the IDR enhances Rho’s termination activity

by increasing the likelihood that Rho will bind

anRNA rather than affecting subsequent steps

in the transcription termination process (39).

Colonization of the mammalian gut is a

complex process that includes competition

with other bacteria for scarce nutrients and

resistance to the host’s immune system. The

ability of an organism to respond to such a rap-

idly changing environment ensures its fitness

advantage. By triggering sequestration of Rho

molecules in an LLPS compartment, carbon

starvation and the murine gut enable environ-

mental control of Rho-dependent termination,

thereby changing expression of numerous genes.

That RNA polymerase and the NusA protein

form condensates in E. coli (15) raises the pos-

sibility of additional transcription factors phase

separating either independently or in conjunc-

tion with Rho in B. thetaiotaomicron.

Bacterial evolution is driven by horizontal

gene transfer (40). Our results highlight how

a single, acquired domain within a highly con-

served protein expanded its properties with-

out changing its core biochemical function

and now plays a critical role in the organism’s

physiology. Thus, acquisition of the IDR might

have allowed B. thetaiotaomicron to transition

from its original milieu to the mammalian

gut. Our findings establish a critical role for

LLPS in host-commensal bacteria interactions,

expanding LLPS importance for bacterial phys-

iology (11–13) and defining new targets for gut

microbiota manipulation.
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WO R K I N G  L I F E

Her tale evoked memories of my 
own struggles applying to graduate 
schools a decade earlier. I grew up 
poor in Iran and was the first one 
in my family to even finish middle 
school. But I was committed to 
pursuing my education, including 
an advanced degree in the United 
States. I paid for the language tests 
and application fees using money 
I had earned by tutoring and was 
thrilled to receive an offer. But I 
still needed to buy plane tickets, 
cover my first month’s rent in the 
United States, and pay a hefty fee to 
bypass Iran’s 2 years of compulsory 
military service and be allowed to 
leave the country.

I eventually hit on a drastic solu-
tion: I could sell one of my kidneys, 
which is legal in Iran. I placed an ad-
vertisement and found a buyer. I was 
relieved yet terrified of undergoing a serious operation that 
might leave me needing medical attention for years to come.

Thankfully, an extremely generous friend intervened. 
Mostafa had always believed in me and supported me. But I 
tried to hide my financial difficulties from him, and others, 
because I was ashamed. So, Mostafa had assumed my fam-
ily had some emergency education fund for me—until one 
night when he overheard me talking on the phone with the 
kidney customer. He asked whether the situation was really 
that bad. I told him my family could barely afford food. I 
had no other option—it was either sell an organ or give up 
on my Ph.D.

The next day, I was astonished to see a large sum deposited 
into my bank account. Mostafa and his family had pooled all 
their savings and gifted me the money. The windfall covered 
all my expenses and even left me with an extra $173, which 
I carefully stretched until I received my first paycheck in the 

United States. It was a surreal and 
life-changing moment that I will al-
ways cherish and be grateful for.

Now that I’m relatively settled and 
financially secure, I am trying to pay 
forward the generosity I received 
by helping students like Gloria—
because, unfortunately, not much 
has changed over the past decade. 
Universities still require applica-
tion fees and costly standardized 
tests, disregarding the financial 
strain these expenses place on stu-
dents from low-income households. 
Moreover, the criteria for waiving 
application fees too often exclude 
international students—for instance, 
by requiring proof of U.S. citizenship 
or permanent residency.

As for Gloria, two schools ulti-
mately waived the application fees, 
and she ran through her savings and 

scraped together funds to apply to four more. I worked with 
her to prepare a strong application package and reached out 
to my connections for additional advice. We’re still waiting 
to hear whether she is accepted or this hard-fought money is 
effectively going down the drain.

Institutions need to build more equity into the system to 
provide opportunities for all students, regardless of their 
background or nationality. They can lower application fees, 
offer more waivers, or eliminate fees entirely for applicants 
from economically disadvantaged countries with weak cur-
rencies. They can accept more affordable English proficiency 
tests or cover the costs. They can assist with expenses such as 
travel and initial living costs. Diversity is not free, and it can-
not be left to luck. j

Ali Khaledi-Nasab is a research scientist at Amazon Web Services. 
Send your career story to SciCareerEditor@aaas.org.

“Universities still require 
application fees and 

costly standardized tests.”

Priced out of science

W
hen I set up my first call with Gloria, a student from Kenya who was having trouble getting 
into a Ph.D. program in the United States, I assumed she might be struggling with English 
or not have a competitive CV. I heard of her difficulties through my professional network, 
and as an international graduate of a U.S. Ph.D. program myself I wanted to help. I could 
not have been more wrong about her problem. Gloria’s English was flawless, and she had 
a perfect score on the Test of English as a Foreign Language (TOEFL). She had earned a 

master’s degree, publishing a paper along the way. The issue was cost. She had already shelled out a 
substantial sum for the TOEFL, and now the fees for the eight applications she hoped to submit were 
more than her family’s monthly income. She had sought waivers; all but one university had refused.

By Ali Khaledi-Nasab
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