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Advertorial

The field of child and youth development is a complex one that, like many other areas 

of research, requires collaborations that transcend individual disciplines and bring 

together diverse experiences and research modalities. The Jacobs Foundation, based 

in Switzerland, understands this concept. In an effort to support science that enables 

sound solutions to challenging research problems, the foundation inaugurated the 

Klaus J. Jacobs (KJJ) Research Prize in 2009. The prize celebrates unique perspectives 

in child and youth development and learning, and is consequently not limited to 

specific fields, with past prizes having been awarded to researchers in psychology, 

economics, neuroscience, and education. 

“The KJJ Research Prize is focused on multidisciplinarity because you get the 

biggest ideas and the most exciting discoveries when you bring together different 

parts of developmental and learning science,” says Terrie Moffitt, one of the early 

recipients of the KJJ Research Prize, who shared the award with her husband, 

Avshalom Caspi. Moffit is the Nannerl O. Keohane University Professor of Psychology 

at Duke University and professor of Social Development at King’s College London, 

and chair of the jury of the KJJ Research Prize. Caspi is professor of Psychology 

& Neuroscience at Duke University, and professor of Personality Development at 

the Institute of Psychiatry, Psychology, & Neuroscience at King’s College London. 

Together, they codirect the Dunedin Study, a longitudinal analysis of all the babies 

born in 1972 in Dunedin, in New Zealand. Considered one of the most relevant 

longitudinal investigations in the field, Moffitt and Caspi engage specialists in 

psychology, economics, public health, genetics, dentistry, ophthalmology, and 

more. “As a collaborative team, we can inform each other and make cross-discipline 

leaps,” she says. “That’s what leads to unexpected, new discoveries.” 

At the time they won the prize in 2010, the two scientists had launched another 

major longitudinal project, the Environmental Risk (E-Risk) Longitudinal Twin Study, 

with a new cohort of kids—this time looking at all the twins born in the United 

Kingdom in 1994 and 1995 who were growing up in disadvantaged or adverse 

circumstances, particularly those born to teenage mothers. Long-term, longitudinal 

projects like this require significant financial resources, says Moffitt. The support 

from the KJJ Research Prize allowed the team to be creative and expand the type 

of data they collected, often in real time. For example, Moffitt and Caspi realized 

the value of taking and scrutinizing blood samples from the twins, to ascertain the 

presence of stress biomarkers in the children. With the KJJ Research Prize funding, 

they could seize the opportunity to immediately augment their study to achieve new 

goals. “There were rapid response things we could do with the money,” she says. 

“We were able to be nimble.” 

“The kind of support that this field needs most is for longitudinal research,” says 

Ulman Lindenberger, director at the Max Planck Institute for Human Development, 

codirector of the Max Planck UCL Centre for Computational Psychiatry and Ageing 

Research, and a member of the Jacobs Foundation Board of Trustees. “In order to 

start a project where you know you can follow kids for multiple years—from infancy 

to age 8, for example—you need this financial stability.” 

Advertorial
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(From left) Fabio Segura (co-CEO, Jacobs Foundation), Lavinia Jacobs (President, Jacobs Foundation), Daniel Schwartz (2021 prize recipient), Charles Nelson (2021 prize recipient), 

 Terrie Moffitt (2010 prize recipient and chair of the KJJ Research Prize jury), and Simon Sommer (co-CEO, Jacobs Foundation).

The Klaus J. Jacobs Research Prize: A force for good
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Making a positive difference
The Jacobs Foundation serves as a model of a new way of advancing science 

through strategic philanthropy. The prize is eclectic and about inclusiveness, says 

Moffitt. “We are open to considering anybody whose work directly leads to science 

that makes children’s lives better,” she adds.

A call for nominations is announced in mid-January of every other year and 

global and disciplinary diversity of nominations is encouraged. The prize jury looks 

for researchers with a record of groundbreaking work at an international level and 

whose research will continue to make a fundamental and positive difference in the 

lives of children and youth. “It is an acceleration prize,” says Moffitt, “to give people 

the freedom provided by a major injection of cash so that they can take their science 

in exciting directions and improve its reach.”

Prize recipients are expected and encouraged to stay engaged with the Jacobs 

Foundation and contribute to an enriching and forward-thinking network that 

fosters growth of the field of child development and learning. “Especially during 

the time of COVID when everyone was downtrodden and stressed, the Jacobs 

Foundation was a place where you got the feeling that things are moving, things can 

happen, and they will find a way,” says Moffitt. “There’s such positivity—the whole 

foundation just radiates optimism.”

Since receiving the prize, Moffitt has continued to serve the Jacobs Foundation 

and KJJ Research Prize because she wants to be a part of this force for premier 

science. “It’s a great organization and it makes you feel like you are part of 

something that is bigger and more important than just yourself and your own 

laboratory,” she says. “I love being chair of the jury. And I do think the prize makes a 

difference for the field.”
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Sponsored by

The Klaus J. Jacobs Research Prize is awarded every other year by the 

Jacobs Foundation  to researchers who have made pioneering scientific 

contributions in any scholarly discipline aiming at improving learning, 

development, and living conditions of children and youth. It is endowed 

with 1 million Swiss Francs, and prize recipients can use CHF 900,000 for 

the project itself and CHF 100,000 for additional support such as travel and 

professional development. 

“It’s a prize that was needed because it provides visibility to the field of 

child and youth development and it gives the top scientists in the field the 

extra boost and research money to realize an ambitious project that might 

be beyond reach without the prize,” says  Ulman Lindenberger, member of the 

Jacobs Foundation Board of Trustees. 

The prize is inclusive of all areas of scholarship, and welcomes 

nominations from experts in educational sciences, psychology, economics, 

sociology, family studies, media studies, political sciences, linguistics, 

neurosciences, computer sciences, medical sciences, and many others. 

“There is a good alignment between the prize and what the foundation is 

known for—namely to  fund research  that is based on good scholarship and 

has been shown to work,” says Lindenberger.

And while it is still in its adolescence, the prize has already transformed 

lives and opportunities to serve children through ambitious science. 

“This award, which is a tribute to Klaus [J. Jacobs]’s humanitarian vision, 

I think over time will be regarded as a Nobel Prize of research in youth 

development ,” said Albert Bandura, late professor of social science in 

psychology, Stanford University, and previous member of the KJJ Research 

Prize jury.

Nominations for 2023 are now open and should be submitted by March 

15, 2023. For more information, please visit bit.ly/KJJprize2023 or contact 

award@jacobsfoundation.org.
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T
he ranking of universities and colleges at the 
national and global level is a well-known dubi-
ous practice. Flawed methodologies generate 
distorted and inaccurate profiles of these insti-
tutions. Yet, rankings have remained a popular 
and trusted measure of “the best” by the public. 
U.S. News & World Report has long had a stran-

glehold on US higher education. Using algorithms that 
process various measurements such as standardized 
test scores, alumni giving, and opinion surveys, it pub-
lishes annual ranked lists of undergraduate colleges as 
well as graduate, business, law, and medical schools. 
For too long, parents, politicians, and trustees have 
treated these lists with more importance than they 
deserve. That may be ending, as prestigious law and 
medical schools have started to 
walk away from this “evaluation.”

I spent 15 years in academic ad-
ministration working under this 
tyranny. In a choice I later regret-
ted, I voluntarily filled out mean-
ingless surveys from U.S. News 
about the “reputation” of other 
institutions (questions like “Give 
every university a 1-5 ranking” or 
“Name the five most innovative 
universities”). I also endured meet-
ing after meeting of trustees talk-
ing about how important it was 
for our university to “get ahead” of 
certain other universities (mostly the ones their friends 
went to). And I watched as Washington University in 
St. Louis School of Law sold its soul by trying to attract 
students with high entrance exam test scores through 
offers of financial aid, whether they needed it or not. 
It was an unsuccessful effort to get into U.S. News’s 
“T-14”—the top 14 law schools in the nation.

There are two obvious methodological problems with 
all of this. One is that the numerical rankings suffer 
from false precision. Is there really a difference between 
#10 and #11 in the undergraduate school rankings? 
Johns Hopkins University famously had a plan called 
“10 by 20” with the goal of getting to #10 by 2020. Hop-
kins is a great undergraduate institution—whether it’s 
#10 or #11 is meaningless, but it did indeed make it into 
the top 10 ahead of schedule, which no doubt delighted 
its trustees and students. 

The other methodological problem is that rankings 
reward those schools that boost measurements by ad-

mitting students who have had the advantages of better 
pre-college education and test preparation coaching, 
and whose wealth will make them likely future donors. 
Equally worthy applicants without such resources lose 
out. Other aspects used in the measurements such as 
size of individual classes, faculty salaries, faculty-to-
student ratio, and the amount of available financial aid 
also favor universities with vast financial endowments 
and income.

The good news is that in recent months, a reckoning 
has begun. Last September, Columbia University chose 
not to participate in the undergraduate rankings after 
an enterprising professor discovered that the school 
was fudging its own numbers. When Columbia’s data 
were corrected, it dropped from #2 to #18, allowing 

other colleges to inch up the list.
Two months later, law schools 

began pushing back. Yale and 
Harvard Law Schools announced 
that they would refuse to provide 
data to U.S. News, and several 
outstanding law schools followed 
suit. There are some excellent law 
schools, such as University of Chi-
cago, Vanderbilt, and Washington 
University in St. Louis, that have 
stuck to participating in the rank-
ings, no doubt because of pressure 
from their alumni, students, and 
trustees. When these schools inevi-

tably move up in rank because higher-ranked schools 
have dropped out, they will send out gleeful press re-
leases about their new status.

This revolt against rankings has now begun in the 
world of science as the University of Pennsylvania, Har-
vard, Stanford, Columbia, and Washington University 
in St. Louis also recently moved against the medical 
school rankings. This is a great sign. Faculty at medical 
schools that haven’t dropped out yet should pressure 
their deans to follow suit. In announcing its decision, 
the dean of Washington University’s medical school 
said, “…it is time to stop participating in a system that 
does not serve our students or their future patients.”

There are many theories about how higher education 
in the United States lost its way. A reasonable hypoth-
esis is that it started in 1983 when U.S. News published 
its first list. It’s been downhill ever since. Time to turn 
it around.

–H. Holden Thorp

Revolt against educational rankings

H. Holden Thorp
is Editor-in-Chief 
of the Science 
journals and is also 
a faculty member in 
the Department of 
Chemistry and in the 
School of Medicine 
at Washington 
University in St. 
Louis, St. Louis, MO, 
USA. hthorp@aaas.
org; @hholdenthorp

Published online 27 January 2023; 10.1126/science.adg8723

“Is there really a 
difference between 
#10 and #11 in the 

undergraduate 
school rankings?”

0203Editorial_16569145.indd   419 1/31/23   5:33 PM

http://science.org
mailto:hthorp@aaas.org
mailto:hthorp@aaas.org


420    3 FEBRUARY 2023 • VOL 379 ISSUE 6631 science.org  SCIENCE

hardline conservative cleric, as the new 
secretary of the Supreme Council of the 
Cultural Revolution (SCCR). Among other 
responsibilities, SCCR elects university 
deans and the presidents of the Academy 
of Sciences and the Academy of Medical 
Sciences. As its secretary, Khosropanah, 
who succeeded a more moderate cleric, 
will not formally participate in decisions 
but can wield considerable informal power. 
Khosropanah has promoted unproven 
Islamic medicine against COVID-19—
claiming it cured him three times—and 
has been accused of plagiarism.

China’s R&D outlay surges again
FUNDING |  China’s expenditures on R&D 
rose 10.4% in 2022, to 3.09 trillion yuan 
($457 billion), the country’s National 
Bureau of Statistics says. It was the 
seventh year in a row spending rose by 
10% or more. In 2020, China’s R&D spend-
ing was about 15% less than that of the 
United States. 

Dolphins boost fishers’ haul
ANIMAL BEHAVIOR |  For more than a 
century, artisanal fishers in southern 
Brazil have worked alongside wild bottle-
nose dolphins in an unusual example 
of cooperative hunting. The dolphins 
chase a 40-centimeter-long fish called 
the Lebranche mullet (Mugil liza) toward  
shore, where fishers standing in shallow 
water toss their nets. Now, researchers 

NEWS
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Edited by Jeffrey Brainard

Pandemic declaration extended 
INFECTIOUS DISEASES |  Three years after 
it started, the COVID-19 pandemic con-
tinues to be a Public Health Emergency of 
International Concern (PHEIC), the World 
Health Organization (WHO) declared this 
week. But a special emergency committee 
for the disease hinted that the designation—
which gives WHO recommendations more 
heft and can influence travel and quarantine 
policies—might end later this year. Since 
WHO first declared COVID-19 a PHEIC 
on 30 January 2020, the panel has recom-
mended 11 times to keep the designation in 
place. Although COVID-19 is causing fewer 
deaths now than 1 year ago, it “remains a 
dangerous infectious disease,” the panel 
said, with more than 170,000 COVID-19–
related deaths reported within the past 

8 weeks, about 80,000 of them in China. 
The committee encouraged WHO to 
integrate SARS-CoV-2 surveillance into 
monitoring of influenza viruses. It asked 
the agency to assess how ending the 
PHEIC would affect the development and 
authorization of COVID-19 diagnostics, 
therapeutics, and vaccines. Separately, the 
administration of President Joe Biden said 
this week it will end the U.S. declaration 
of a national public health emergency in 
May . That policy has, for example, paid 
for COVID-19 testing and treatment for 
people lacking health insurance.

New official worries Iran scientists 
LEADERSHIP |  Many Iranian scientists are 
dismayed about the 17 January appoint-
ment of Abdolhossein Khosropanah, a 

Fishers and dolphins work together to catch mullet at 
Praia da Tesoura in Laguna, Brazil.

COVID-19

NIH oversight of EcoHealth grant rapped

A
federal watchdog has found the U.S. National Institutes of 
Health (NIH) did not properly oversee a grant to the EcoHealth 
Alliance, a New York City–based nonprofit that funded work 
at the Wuhan Institute of Virology (WIV) in China. In 2020, 
then-President Donald Trump claimed SARS-CoV-2 could have 
come from the WIV lab, an idea that many scientists continue 

to say lacks evidence. Soon after, NIH terminated the EcoHealth grant, 
which had provided $600,000 to WIV. The 18-month-long audit by the 
Office of Inspector General of the Department of Health and Human 
Services says NIH did not provide a valid reason for the termination 
or provide EcoHealth with required information for appealing the de-
cision. The report also finds that “NIH did not effectively monitor or 
take timely action to address” problems with the project’s compliance, 
such as a 2-year delay in a progress report from EcoHealth that de-
scribed potentially risky virus experiments. And auditors concluded 
that EcoHealth’s monitoring of WIV eroded once the pandemic started 
and that EcoHealth had overbilled $90,000 in expenses on NIH grants 
totaling $8 million from 2014 to 2021. EcoHealth responded that the 
audit “did not find significant issues” in its performance. NIH said it 
is improving its oversight.
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Tubes, containing rock, deposited by NASA’s Perseverance rover on 
Mars’s surface for possible return to Earth for analysis. 
They will serve as a backup in case the rover fails to deliver other 
samples to a future lander.10
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have quantified the benefits for the fish-
ers: They increase the odds of catching 
mullet 17-fold when they throw their 
nets in sync with the dolphins’ preda-
tory dives. These mammals use rapid-fire 
echolocation, a sign of hunting, when the 
fishers are casting. But this teamwork 
has become less common during the past 
16 years as overfishing by artisanal and 
commercial fishers has reduced mullet 
populations, the scientists report this 
week in the Proceedings of the National 
Academy of Sciences.

Scientists’ job joy stays strong
WORKPLACE |  Job satisfaction in 2021 
among U.S. scientists and engineers 
holding Ph.D.s matched the high levels 
recorded prepandemic, according to 
survey findings reported last week by the 
U.S. National Science Foundation. Across 
academe, government, and industry, 
between 89% and 95% of respondents 
said they were very or somewhat satisfied 
with their principal job, about the same 
levels as in 2019. Employment also stayed 
high, at about 85%. In 2021, 3% reported 
that COVID-19 influenced them to work 
only part time or not at all, for example 
because of pandemic-related family 
responsibilities, reduced hours, or layoffs, 
the Survey of Doctorate Recipients found.

Reports of Long Covid wane
PUBLIC HEALTH |  Long Covid’s prevalence 
among Americans who’ve had the virus is 
declining, a survey indicates. The new data 
come from the Household Pulse Survey, 
run by the U.S. Census Bureau; during the 
pandemic, it has added questions about 
COVID-19. The most recent results, analyzed 
last week by the Kaiser Family Foundation, 
showed that in June 2022, 19% of people 
who reported having had a bout of COVID-
19 said they had Long Covid when they 
took the survey. By January, that number 
had dropped to 11%. The decline suggests 
at least some people are recovering from 
the chronic, disabling symptoms, such as 
fatigue and breathlessness, associated with 
Long Covid. It also suggests the risk of 
developing Long Covid may have dropped 
over time. Still, the U.S. prevalence is about 
6%, as researchers study how to treat it.

Lander returns to research jobs
WORKPLACE |  Eric Lander, who resigned 
in February 2022 as President Joe Biden’s 
top science adviser after an investiga-
tion found he bullied subordinates, will 
resume academic research positions he 
held before starting that position. He had 
taken leave from the Broad Institute and 
faculty positions at Harvard University and 

SPACE FLIGHT 

Nuclear rocket eyed for Mars trips

N
ASA and the Defense Advanced Research Projects Agency (DARPA) plan to launch 
and test a nuclear-powered rocket engine in space as soon as 2027, the agen-
cies announced last week. Such engines promise higher thrust and efficiency 
than conventional ones, enabling faster travel times and bigger payloads 
for human missions to Mars, the agencies say. Although NASA has 

experimented with nuclear engines since the 1960s, none has been dem-
onstrated in space. Powered by low-enriched uranium, the engine’s 
fission reactor will heat and vaporize liquid propellants, shooting 
the gases out of a nozzle to provide thrust. NASA will provide 
the engine and DARPA the experimental spacecraft that 
will carry it. The design plans include a safety review.

A nuclear rocket engine could be two to 
five times more efficient than one using 

chemical propellants, supporters say.

the Massachusetts Institute of Technology 
to work for the White House. The insti-
tute’s director, Todd Golub, wrote Broad 
researchers last week that “we have high 
expectations for all Broadies to foster an 
inclusive culture of respect. … Eric also 
deeply values this culture and is committed 
to upholding it.” 

Hallucinogen tackles depression
CLINICAL RESEARCH |  The psychedelic 
compound dimethyltryptamine (DMT) has 
shown promise in treating major depressive 
disorder in an early stage trial, a drugmaker 
said last week in a press release. It is one of 
several hallucinogens medical researchers 
have been testing for mental disorders such 
as anxiety and post-traumatic stress disor-
der. The short duration of DMT-induced 
trips, lasting 20 minutes to 1 hour, may offer 
an alternative to longer treatment sessions 
needed with other psychedelics, such as 
psilocybin and LSD. In the DMT trial, half 
of the 34 participants received an active 
dose, the other half only a placebo; all also 
received supportive therapy. Using a stan-
dardized rating scale for major depression, 
researchers found those who received DMT 
showed a significant reduction in their 
symptoms at the end of 2 weeks compared 
with placebo, according to the firm Small 
Pharma, which made the test compound.
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By Jocelyn Kaiser

F
ederally funded scientists who work 
with potentially harmful bacteria, vi-
ruses, and other agents could soon face 
a major expansion of U.S. government 
oversight. An expert group last week 
recommended broadening rules that 

require universities and funding agencies to 
determine whether proposed studies count 
as dual-use research—work that carries the 
risk of intentionally or accidentally creat-
ing a bioweapon. Currently, such reviews 
are only required for experiments involving 
15 dangerous agents. But the panel argues 
the reviews should now extend to work with 
all human, plant, and animal pathogens, 
even those causing only mild disease.

Coming from the National Science Ad-
visory Board for Biosecurity (NSABB), the 
recommendation reflects the heightened 
concern about biosafety and biosecurity cat-
alyzed by the COVID-19 pandemic, which 
some allege originated from a laboratory in 
Wuhan, China. But the proposal has drawn 
fierce pushback from many researchers and 
even one NSABB member. Extending dual-
use reviews to all disease-causing viruses, 
bacteria, and fungi is “a potential for disas-

ter” because it could hamstring even rou-
tine studies, warned NSABB panelist Mark 
Denison, a virologist at Vanderbilt Univer-
sity, at a 27 January meeting. The move and 
other policy changes could even hinder cru-
cial work to fight pandemics, critics say.

NSABB’s chair, however, downplayed 
such concerns. “We … suspect this will be 
a very small subset of research that would 
ultimately require a full [dual-use] review,” 
said Gerald Parker, a biosecurity expert at 
Texas A&M University, College Station. If 
funding agencies adopt the policy, he said, 
they will need to clarify how they plan to 
prevent it from hampering research.

The rules for managing “dual-use re-
search of concern” (DURC) emerged after 
letters holding anthrax killed five people in 
the United States in 2001. Under 2012 and 
2014 federal policies, researchers working 
with any of 15 “select agents,” including an-
thrax and Ebola virus, must decide whether 
a planned study falls into any of seven prob-
lematic categories. For example, if they plan 
to modify an agent to make it drug-resistant 
or more transmissible, institutional bio-
safety committees (IBCs) must report it to 
federal officials and include a risk manage-
ment plan. (In rare cases, institutions have 

decided the work won’t move forward.)
Such studies continued to stir concerns, 

however. In 2017, the Department of Health 
and Human Services (HHS) added re-
view rules for a subset of DURC: “gain-of-
function” studies that modify viruses such 
as severe acute respiratory syndrome and 
H5N1 avian influenza in ways that could 
make them more dangerous to humans. 
But HHS has only reviewed three experi-
ments under this policy, known as Poten-
tial Pandemic Pathogen Care and Oversight 
(P3CO). Some scientists say these policies 
are too lax, and that the National Institutes 
of Health (NIH) has improperly exempted 
problematic studies, including some in-
volving mpox and bat coronaviruses. In 
February 2022, NIH and the White House 
asked NSABB to revisit and harmonize the 
DURC and P3CO policies.

NSABB’s recommendation reflects long-
standing concerns that limiting DURC re-
views to a list of specific agents could miss 
high-risk studies. For example, the current 
policy does not cover reconstructing an ex-
tinct virus such as horsepox, a relative of 
smallpox. Some institutions already extend 
DURC reviews to all pathogen work.

Under the new proposal, local IBCs would 
review studies with any pathogen that fit 
the DURC criteria. They would also look for 
studies that fall under an expanded P3CO 
definition: any work that is “reasonably 
anticipated” to generate a pathogen that 
is likely to pose a “severe threat to public 
health,” even if it is only moderately trans-
missible or virulent. The P3CO policy would 
no longer exempt studies done for disease 
surveillance or vaccine development, but 
promises expedited review of such studies.

Many virologists worry the new reviews 
could delay work with relatively benign 
agents such as cold viruses, herpesviruses, 
and viruses modified to treat cancer. They 
fear the rules also could complicate basic 
studies that manipulate viruses to under-
stand protein function. Denison and others 
note that deliberately creating viruses resis-
tant to drugs is essential to developing anti-
viral treatments. “At the moment it looks 
like this would significantly slow down 
science,” says influenza virologist Seema 
Lakdawala of Emory University.

If NIH and other agencies adopt the 
rules—and it’s not clear when that might 
happen—NSABB recommends the gov-
ernment create a special office to help re-
searchers comply. The panel also wants the 
policy to apply to privately funded research, 
but that could require a lengthy regulatory 
process or Congress to pass new laws. j

Biohazard suits protect scientists working with 
pathogens. New U.S. rules aim to protect the public.

U.S. scientists brace for greater 
scrutiny of risky research
Expert panel recommends broader reviews of research 
involving pathogens or toxins that could have “dual use”
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By Katie Langin

P
ostdocs—the Ph.D.s who do much of 
the labor of science—are notoriously 
underpaid. But the problem has inten-
sified over the past year as postdocs 
struggle to get by amid soaring infla-
tion and professors report problems 

recruiting Ph.D. graduates to fill positions. 
Several institutions and states have recently 
implemented policies to increase their pay. 
But these policies haven’t always come with 
an increase in funding, leaving lab leaders 
wondering how to cover rising staff costs 
and what the downstream effects will be. “I 
think a lot of faculty feel extremely trapped,” 
one professor says.

“This is much needed change; postdocs 
are simply not paid enough,” says Kelly 
Stevens, an associate professor of bio-
engineering at the University of Washing-
ton, Seattle. In that state, a law went into 
effect in January stipulating that organiza-
tions with 51 or more employees must pay 
salaried employees at least $65,478 per year; 
the National Institutes of Health (NIH) start-
ing postdoc salary, which many institutions 
use as a baseline to set their postdoc pay, is 
$54,840. But the new mandate puts lab lead-
ers in a tough position, Stevens adds, because 
federal research grants haven’t kept up with 
inflation and necessities such as lab supplies 
are also becoming pricier. “The money has to 
come from somewhere,” she says.

The push to raise pay is especially strong 
in high cost of living areas. In November 
2022, the Massachusetts Institute of Tech-
nology (MIT) announced that, starting this 
year, the minimum postdoc salary will be 
$65,000. In December, University of Califor-
nia (UC) postdocs won a new contract that 
will bring their minimum salary to $71,490 
by October 2026. And last week, Princeton 
University announced it will raise its mini-
mum postdoc salary to $65,000 in March.

These increased salaries are still a far 
cry from what Ph.D. graduates can make in 
many industry positions. But for those who 
want to stick with academia, the raises 
may help relieve some financial stress. “A 
postdoc has to earn a living wage,” says 
Benedict Borer, an environmental micro-
biologist and president of the MIT Postdoc-
toral Association. Before the recent raise at 
MIT, he adds, it had “become difficult for 
… postdocs, especially postdocs with fam-

ily, to actually just get through the year.”
Professors contacted by Science agree. 

“The whole profession has to face up to, ‘Yeah, 
OK, we have all been collectively under-
paying the postdocs,’” one says. “We have a 
selfish reason to want to pay them better,” 
another adds: “We want to be able to attract 
… the best talent.”

But many of those faculty members are 
also left worrying who will foot the bill. MIT 
and Princeton have allocated temporary 
supplementary funding to cover the salary 
increases. UC, however, hasn’t as of now 
provided additional funding. “Funding [for 

postdocs] is primarily provided by external 
grants from the federal government or pri-
vate fellowships,” a university spokesperson 
wrote in an email to Science.

“Most people’s analysis is that we will just 
have to have smaller labs,” says Bassem Al-
Sady, an associate professor of epigenetics 
at UC San Francisco. That’s fine for him 
personally—he likes the feel of a smaller lab 
and wants to pay his postdocs a wage that 
makes their lives “stress-free.” But he wor-
ries about what will happen down the line 
when faculty members in high cost of living 
areas go to renew their federal grant support 
and their application is compared with those 
from researchers who could afford to hire 
more lab members. “I wonder if it causes a 
disparity in competitiveness.”

NIH established a working group in No-
vember to come up with recommendations 

to better support and retain postdocs, which 
it will issue later this year. At a December 
Advisory Committee to the Director meet-
ing, acting NIH director Lawrence Tabak 
expressed optimism that the working group 
would come up with tangible solutions. “The 
current system … is no longer sustainable,” 
he said. “It’s very, very important that we lay 
out what the potential options are.” But solu-
tions will not come easy, he added. “It is a 
zero-sum game … so spending our way out 
of this, I think, is going to be complicated.”

Many of the professors Science spoke with 
hope Congress or state governments will 

commit additional funds to help address the 
problem. “To me, the answer is invest more 
money in [academic science], not shrink it,” 
a research institute executive and scientist 
told Science on the condition that she remain 
anonymous. She’s currently looking at her in-
stitution’s finances to determine how much 
it can afford to raise its postdoc salaries—
and she hopes government agencies are do-
ing the same. “What I would hope is that the 
government is feeling the urgency as much 
as we feel … to find money somewhere.”

“There’s only so much funding you can 
ask individual faculty to obtain given scarce 
federal support,” Al-Sady adds. In December, 
he wrote to his state representatives to ask 
that more funding be set aside for Califor-
nia’s universities. “Please, please help us!” he 
wrote. “There is no place I would rather be, 
but I cannot do it without some support.” j

WORKFORCE

As some postdocs’ pay rises, funding fears grow
Salary mandates in California and Washington leave many lab heads scrambling
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By Andrew Curry

F
or the ancient Egyptians, mummifi-
cation was a spiritual process imbued 
with deep meaning. Ancient texts 
show it took 70 days, with carefully 
defined rituals and invocations, to 
prepare the deceased for an eternal 

afterlife. It also required specialized skills, 
long lists of ingredients, and a professional 
class of embalmers steeped in religious and 
chemical knowledge.

But what went into—or was smeared on, 
brushed over, and wrapped around—the 
mummified bodies themselves has been 
mostly guesswork on the part of modern 
scholars. “There’s almost 
no textual evidence,” says 
Philipp Stockhammer, an 
archaeologist at the Ludwig 
Maximilian University of Mu-
nich. “How this worked, how 
the substances were mixed, 
how they were named—this 
wasn’t known.”

That changes with a study 
Stockhammer and his col-
leagues published this week 
in Nature. By identifying 
residues from labeled jars 

found in an ancient Egyptian mummifica-
tion workshop, the researchers were able 
to show the process involved complex 
chemistry and exotic ingredients, includ-
ing resins sourced from a continent away. 
“You can actually look into the vessels 
and see what’s still inside,” says Barbara 
Huber, an archaeological scientist at the 
Max Planck Institute for Geoanthropology 
who was not involved with the research.

The new evidence emerged from a 
2700-year-old (664 B.C.E.–525 B.C.E.) burial 
complex south of Cairo called Saqqara. In 
2016, University of Tüb ingen archaeologist 
Ramadan Hussein, who died in the spring 
of 2022, identified shallow aboveground 

pits where the dead would 
have been covered in na-
tron, a salt mixture used to 
dry out the body after death. 
Partway down a nearby 
shaft was an underground 
chamber outfitted with flat 
stone niches for corpses—a 
workshop for mummifiers. 
“It’s the first physical evi-
dence for the places where 
they worked,” says Univer-
sity of York archaeochemist 
Stephen Buckley. At the very 

bottom of the shaft, 30 meters down, were 
burial chambers.

A body that began the mummifica-
tion process at the top of the “funeral 
home” could have been buried directly 
below, presumably after spending a few 
weeks being prepared in the underground 
chamber. “It was a protoindustrial mum-
mification workshop for the upper class,” 
Stockhammer says.

The shaft had been carefully filled with 
sand, rocks—and dozens of embalming ves-
sels that seemed to have been ritually dis-
posed of after workers had used them. “They 
turned it into a hiding place for the tools,” 
Hussein said in an interview before his 
death. “We found cups, bowls, plates, and 
incense burners inscribed with the names 
of oils and substances used for embalming.”

The researchers used a dentist’s drill to 
remove coin-size fragments a few milli-
meters thick from the inside of the contain-
ers, then analyzed their chemical makeup 
using gas chromatography-mass spectro-
metry. Earlier studies had analyzed mum-
mies from museum collections and identi-
fied embalming chemicals including tree 
resins and bitumen. But this is the first to 
examine vessels found in the context of a 
mummification workshop.

The analysis revealed traces of ani-
mal fats, beeswax, vegetable oils, and 
bitumen along with multiple plant resins—
ingredients that were probably mixed and 
heated to form ointments. Their proper-
ties made them particularly easy to recover 
from pottery vessels, even after thousands of 
years. “The more fatty and sticky a residue 
is, the better results you get,” Stockhammer 
says. “We had good organic preservation, 
and we had residues that preserve well.”

After being immersed in natron, corpses 
were treated with the sticky mixtures to seal 
the skin, blocking decay and decomposition 
by bacteria. “The materials we found have 
an antibacterial function,” Stockhammer 
says. “It’s the most complicated part of the 
process, where the chemistry really starts.” 
Some ointments may have been smeared 
directly on the corpses; others were prob-
ably applied to the linen bandages, which 
may have been dipped directly into wide-
mouthed “goldfish bowl” vessels.

Some of the bowls still had stains on the 
outside from spills and dripping mummy 
wrappings. Many also bore labels nam-
ing specific ingredients—antiu or sefet—or 
giving more general descriptions, like “to 
make his odor pleasant” and “treatment 
of the head.” “For the first time, you have 
a direct correlation between text and a spe-

Pot residues show how ancient 
Egyptians made a mummy
Analysis reveals the chemicals applied to corpses in a 
2700-year-old mummification workshop

ARCHAEOLOGY 

Embalming a body in ancient Egypt combined ritual, 
chemistry, and ingredients from distant sources.

The label on a jar from a 
mummification workshop read 

“to be put upon his head.”

NEWS   |   IN DEPTH
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cific residue,” Huber says. “I don’t know if 
there’s a better case study than having them 
all together.”

The finds may require reassessment of 
ancient Egyptian texts. The word antiu, 
for example, appears thousands of times 
in Egyptian sources, and for more than a 
century Egyptologists have thought it re-
ferred to myrrh, the resin of a particular 
thorn tree. But vessels labeled antiu at the 
mummification workshop contained other 
substances—most notably cedar, sourced 
at the time from the mountains of Leba-
non. “Possibly antiu is just a generic word 
for resin,” Hussein said before his death. 
Sefet, described as one of the “seven sacred 
oils” in many ancient texts, turned out to 
be a mixture of cypress or juniper resin 
and animal fat.

The researchers also identified more ex-
otic ingredients, including dammar and el-
emi, resins extracted from hardwoods native 
to Southeast Asian rainforests thousands of 
kilometers from ancient Egypt. Cedar and 
pistachio, meanwhile, were sourced from 
around the Mediterranean, and pitch from 
the Dead Sea. “Almost all the things em-
balmers needed came from outside Egypt,” 
Stockhammer says. “And you need a lot of 
this to mummify and embalm, not just a few 
grams. Even if it’s just a few thousand indi-
viduals a year who are high-status enough 
to be mummified, it’s still a lot of material. 
Mummification drove globalization.”

The substances themselves may have 
been selected precisely because they were 
hard to get. “Some of the materials may 
have been used not because they were 
more effective, but because they were 
exotic—‘Look at the size of my world, that 
I can get something from so far away,’” 
Buckley says.

Some scientists caution that the mum-
mification compounds could have de-
graded and changed over time, throwing 
off the analysis. “They may have gone a lit-
tle too far in the interpretation,” says Kate 
Fulcher, a heritage scientist at the Brit-
ish Museum. “No one’s done a controlled 
experiment where we’ve aged resin for 
3000 years and seen how it’s deteriorated—
we don’t know how these [chemical com-
pounds] look after all this time.”

But the chemical artistry behind the pot 
residues is unmistakable, reflecting precise 
knowledge of ingredients, temperatures, 
and cooking times won over hundreds, if 
not thousands, of years. Ancient Egyptians 
“spent more than 2000 years trying to per-
fect the preservation of the human body—
that’s 2000 years trying to perfect their 
workflow,” Stockhammer says. “The chemi-
cal knowledge they must have had in this 
workshop was amazing.” j

New COVID-19 vaccine strategy 
would mimic flu’s annual shots
Scientists and regulators seek new course amid uncertainty

COVID-19 

By Jennifer Couzin-Frankel

C
OVID-19 vaccination in the United States is set to change this year. The Food and 
Drug Administration (FDA) is planning a shift toward a single booster shot, ad-
ministered in the fall, like the strategy used for influenza. Members of an FDA vac-
cine advisory panel meeting last week generally endorsed the idea and also said all 
COVID-19 vaccines should have the same composition going forward. Today, the ini-
tial shots are based on the virus that emerged in Wuhan, China, in 2019, whereas 

most boosters also target the Omicron variant.
Yet many important questions remain. It’s not clear whether a COVID-19 booster can 

protect for a full year, whether some vaccinated people who have also been infected with 
COVID-19 could wait longer, or which variants the annual shot should target. Nor is it clear 
how many people would embrace another booster. “Where are we headed?” Jerry Weir of 
FDA’s Office of Vaccines Research and Review asked at the 26 January meeting. “I don’t 
know, but we just follow the data we have.”

Science asked researchers to weigh in on some of the most urgent questions.

Q: What are the pros and cons of an annual 
booster—the influenza strategy?
A: The influenza vaccine consists of an an-
nual dose tailored to flu strains expected to 
circulate next winter. FDA officials say they 
anticipate something similar for COVID-19: 
assessing strains “at least annually” and 
conferring with advisers in early June 
to settle on the makeup of a fall vaccine. 
(Executives at vaccinemakers Pfizer and 
Moderna said that schedule would pose no 
problem; Novavax would want to know the 
strain around March, a company official 
said.) Many researchers agree the regimen 
is less cumbersome and confusing than 
multiple boosters per year, and it makes 
sense to “vaccinate with the circulating 
variants,” says immunologist Rafi Ahmed, 
director of the Emory Vaccine Center.

But flu is seasonal, Ahmed and others 
note, whereas the coronavirus circulates 
year-round. People who contract COVID-19 
in August—which is vanishingly rare for 
flu—would have to decide whether to also 
take a shot in the fall, when their immunity 
may still be robust. It’s also unclear whether 
an annual booster offers everyone enough 
protection for a whole year. The durability 
question “is a big one,” says immunologist 
Jennifer Gommerman of the University of 
Toronto. FDA indicated it might recommend 
two doses for the elderly, the immuno-
compromised, and children who’ve had 
fewer than two doses.

More data could help bolster—or 
weaken—the case for a once-a-year vaccine. 

Because the current vaccines are especially 
protective against severe disease, it’s crucial 
for the U.S. Centers for Disease Control and 
Prevention (CDC) “to tell us exactly who’s 
getting hospitalized and dying from the vi-
rus,” panel member Paul Offit, an infectious 
disease specialist at the Children’s Hospital 
of Philadelphia, said at the meeting. Offit 
craves details on patients’ ages, whether 
and how their immune system is compro-
mised, and whether they received antiviral 
medications. “Only then can we make the 
decision about who gets vaccinated, with 
what, and when.” Bruce Gellin, a global 
public health specialist at the Rockefeller 
Foundation, added a caveat as well: “This is 
not influenza, and we need to keep paying 
attention to that to make sure we don’t just 
follow that dogma.”

Q: How should the annual vaccine 
recipe be picked?
A: The FDA panel voted to give all of the 
vaccines the same composition, which for 
now means the current boosters’ “bivalent” 
formulation, evenly split between vaccine 
targeting the Wuhan strain and Omicron 
subvariants BA.4 and BA.5.

When the plan for a bivalent booster 
was agreed on in June 2022, it was some-
thing of a hedge: Although the original 
Wuhan variant was long gone, FDA 
advisers worried an Omicron-only vaccine 
would be less effective against an en-
tirely new SARS-CoV-2 variant that might 
emerge. The advisers also hesitated then 
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to modify the primary two-dose series.
Because there were no human studies 

of the BA.4/BA.5 bivalent vaccine at the 
time, FDA relied on limited human data 
on vaccines containing an earlier version 
of Omicron, BA.1, and mouse data on a 
BA.4/BA.5 bivalent. There were “theoretical 
reasons why it was a good reason to switch 
the variant, without a lot of solid science, in 
my view,” says Philip Krause, who recently 
stepped down as FDA’s deputy chief of vac-
cines. The “bivalent was authorized awfully 
quickly,” says Columbia University virologist 
David Ho.

By now, some studies, including one last 
week from CDC, have shown the bivalent 
vaccine generates somewhat higher antibody 
levels and disease protection than the origi-
nal shot. Other groups, including Ho’s team, 
have reported no difference. Ho speculates 
that including the ancestral strain makes 
it more difficult for the immune system to 
ramp up against Omicron. He hopes any 
new switch will be based on more solid data. 

At the meeting, advisers also said they 
would like more data about the vaccines in 
babies and young toddlers. Pfizer presented 
bivalent vaccine data that included just 
24 children under the age of 2; the company 
said more is on the way. Moderna is begin-
ning a study of its bivalent shot in 3- to 
5-month-olds. Advisers wondered whether 
the companies should test different doses 
and different intervals between doses in 
young children, especially because those 
under age 1 are at a higher risk of severe 
COVID-19 than older kids.

Q: By now, most people have had COVID-19 
at least once, in addition to vaccine doses. 
Does this enhance protection?
A: Multiple studies suggest “hybrid 
immunity”—from both vaccines and infec-

U.S. officials hope 
simplifying the 
COVID-19 vaccine 
strategy will help 
persuade more people 
to take the shots.

Q: Might non-mRNA vaccines improve 
uptake or offer other benefits?
A: Several advisers to FDA worried last 
week’s meeting focused too heavily on the 
mRNA shots—today’s dominant technol-
ogy. “I don’t want this meeting to be 
hijacked by mRNA vaccines,” said Pamela 
McInnes, a retired deputy director of the 
National Center for Advancing Transla-
tional Sciences.

Alternatives to mRNA technology might 
appeal to some people, especially if they have 
fewer side effects or offer better protection. 
Novavax’s vaccine uses a combination of 
viral proteins and an adjuvant that boosts 
the immune response—a classic combination 
also used in other vaccines that often yields 
durable protection. But real-world studies of 
Novavax’s vaccine have been limited, and its 
uptake has been disappointing in European 
countries. In the United States, the vaccine 
is only authorized for the unvaccinated 
and those who haven’t gotten any boost-
ers. Its limited availability is unfortunate, 
says Stanford University immunologist Bali 
Pulendran: “I would have liked to have had 
that choice myself.”

Q: COVID-19 vaccines offer limited 
protection against infection. Could nasal 
vaccines be a solution? 
A: A vaccine highly protective against infec-
tion would be ideal. Even mild COVID-19 
still carries a risk of Long Covid, infections 
remain disruptive, and rampant transmis-
sion risks creating new and more hazardous 
variants. “It’s the infections right now that 
are important,” says Charlotte Thålin, a phy-
sician and immunology researcher at the 
Karolinska Institute. “That’s what causes 
the virus to mutate.”

Some researchers believe nasal vaccines, 
which aim to induce immunity at mucous 
membranes, might fit the bill. Thålin has 
found intriguing clues in a study that has 
documented vaccinations and infections in 
2000 health care workers in Sweden since 
April 2020. In September 2022, she and her 
colleagues reported that people who were 
infected early in the pandemic, before they 
were vaccinated, had detectable levels of 
SARS-CoV-2–specific antibodies of a type 
named IgA in their noses; those in the 
vaccine-only group did not. Thålin thinks 
nasal vaccines would be more effective than 
current shots at stimulating such antibodies, 
which might block COVID-19 infections right 
where they start, in the respiratory tract.

“There’s a public health need for next-
generation vaccines,” John Beigel of the 
National Institute of Allergy and Infectious 
Diseases told meeting attendees. Infection 
and transmission, he said, “are the out-
comes that are increasingly important.” j

tions—is a sturdier shield against infection, 
and especially against severe disease, than 
infection or vaccination alone. In January, 
a meta-analysis of 26 studies, published in 
The Lancet Infectious Diseases, found that 
1 year after vaccination, hybrid immunity 
conferred about 42% protection from infec-
tion in adult populations and a whopping 
97% protection from hospital admission or 
severe illness. (The study reported that this 
was better protection than from infection 
or vaccination alone.) People with hybrid 
immunity, the authors noted, “might be 
able to extend the period before booster 
vaccinations are needed compared to indi-
viduals who have never been infected.” But 
how hybrid immunity should play into vac-
cine recommendations remains uncertain.

Q: Will people take more boosters?
A: Maybe, maybe not. Vaccine uptake has 
slid with each successive booster offering. 
Currently, only 15% of the U.S. population—
and 40% of those 65 and older—has 
received the bivalent shot. By comparison, 
about half the population gets a flu vaccine 
annually, including about three-quarters of 
those 65 and up. People eschewing boosters 
aren’t just “the antivaxxers, it’s a whole 
portion of the population,” many of whom 
got the primary vaccine series, says Mark 
Slifka, an immunologist at Oregon Health 
and Science University.

The immediate side effects of the mes-
senger RNA (mRNA) vaccines—which can 
cause flulike illness for a day or two—may 
deter people, he says. Public confusion 
over how well boosters work or how nec-
essary they are is also fueling hesitancy, a 
CDC survey reported last month. FDA and 
CDC officials hope simplifying the regi-
men by offering just a single annual shot 
will attract more takers.
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By Robert F. Service

A
s the fight against COVID-19 
wears on and the virus con-
tinues to mutate, vaccines 
and monoclonal antibody 
drugs are losing some of 
their punch. That’s added 

urgency to a strategy for prevent-
ing and treating the disease that, 
in theory, could stop all variants 
of SARS-CoV-2. The idea is to flood 
the body with proteins that mimic 
the angiotensin-converting enzyme 
2 (ACE2) receptor, the cell-surface 
protein that coronavirus uses to 
gain entry into cells. These decoys 
would bind to SARS-CoV-2’s spike 
protein, disarming it. The mol-
ecules might both protect people 
from getting infected and help 
COVID-19 patients clear the virus 
from the body.

One ACE2 decoy recently com-
pleted initial safety trials in hu-
mans, and trials of other decoy 
designs are expected to launch 
soon. A new preprint also shows 
that giving mice a gene coding for 
a decoy can provide long-term pro-
tection, a strategy that might help 
millions of immune-compromised 
people who are unable to mount 
a robust immune response to vac-
cines. Success against COVID-19 
might also boost efforts to develop 
decoys against other infectious 
diseases ranging from influenza to Ebola.

“These [compounds] could be a game 
changer,” says Erik Procko, a biochemist 
at Cyrus Biotechnology, a Seattle-based 
biotech company working to commercial-
ize decoys to fight SARS-CoV-2 and human 
cytomegalovirus.

The decoy strategy was investigated dur-
ing the outbreak of severe acute respiratory 
syndrome (SARS) 2 decades ago. In 2005, 
Josef Penninger, a molecular biologist 
then at the Institute of Molecular Biology 
in Vienna, and his colleagues discovered 
that the SARS coronavirus, a SARS-CoV-2 
relative, binds to ACE2 in mice. The recep-
tor protein normally helps regulate blood 
pressure and other metabolic processes, 
but it can also contribute to conditions 
such as lung failure. 

Penninger’s team synthesized just the 
part of ACE2 that protrudes above the cell 
surface and is exposed to the virus. They 
showed that the decoy partially protected 
mice from lung failure and other symp-
toms driven by ACE2 dysfunction. But 
they didn’t have time to test their decoy on 
animals with SARS before the original out-
break fizzled out.

When SARS-CoV-2 made its appearance 
in late 2019, Penninger, now at the Univer-
sity of British Columbia, Vancouver, and his 
colleagues jumped back in. After his team 
and others showed that ACE2 was the target 
for SARS-CoV-2 as well, they pulled their 
decoys off the shelf. The molecules proved 
effective against SARS-CoV-2 infection in 
cell cultures and in mice, and Penninger 
licensed the strategy to APEIRON Biolog-

ics, an Austrian company he had 
previously founded.

It organized small human trials 
of an injected form of the ACE2 
decoy. The protein was shown to 
be safe—notably it did not trigger 
blood pressure anomalies or other 
metabolic issues—but it had little 
effect in reducing the severity of 
COVID-19. Penninger argues this 
was likely because it was given to 
patients relatively late in their dis-
ease. The company is now pursu-
ing a version that can be inhaled 
and last year concluded an initial 
safety study in humans. Though the 
company has yet to publish the re-
sults, Penninger, who has seen the 
data, says, “There’s no reason not 
to move [the compound] forward,” 
as either a treatment if given early 
enough, or as a preventive.

Other groups also jumped on 
the decoy idea, creating novel ver-
sions designed to last longer in the 
body and bind more tightly to the 
virus’ spike protein, reducing the 
needed dose. In 2020, for example, 
researchers led by David Baker, a 
protein designer at the University 
of Washington (UW), Seattle, en-
gineered a decoy made up of three 
copies of the ACE2-binding region, 
matching the three-part symme-
try of ACE2 on cell membranes 
(Science, 9 September 2020, p. 426). 
Tests on cells and mice challenged 

with SARS-CoV-2 showed the decoys were 
highly effective at blocking infection. 
Baker’s team has since partnered with a 
South Korean startup called SK Bioscience, 
which says it plans to begin human safety 
tests later this year.

Procko, a former postdoc in Baker’s lab 
who moved to the University of Illinois 
(UI), Urbana-Champaign, in 2014, took a 
different tack. Following a long-used strat-
egy for increasing the potency of antibody-
based drugs, Procko and his colleagues 
linked the so-called Fc region from a hu-
man antibody to an ACE2 decoy. The Fc 
region caused it to form pairs, which bind 
more tightly to the spike protein ( Science, 
4 August 2020, p. 1261). Procko and his 
colleagues also mutated their decoys to 
further increase their binding strength 

BIOMEDICINE 

Protein decoys may battle COVID-19 and more
Drugs designed to resemble viruses’ cellular targets move into clinical trials
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A compact protein (blue) that binds all three receptor-binding domains 
on SARS-CoV-2’s spike (red) may stymie the virus from entering cells. 
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and prevent them from cutting other pro-
teins, part of ACE2’s natural function. The 
changes proved so effective at protecting 
mice from SARS-CoV-2, Procko says, that 
he left UI and joined Cyrus, which plans 
to launch a clinical trial of the compound. 

Now, Nathaniel Landau, a microbiologist 
at New York University (NYU), and his 
colleagues have posted results showing a 
decoy similar to Procko’s protected mice 
against infection by many of the latest 
Omicron variants of SARS-CoV-2, which 
have evolved to evade antibody drugs that 
work against the original virus. Research-
ers think the decoys, in contrast, are un-
likely to lose their potency. If SARS-CoV-2 
does evolve to prevent decoys from bind-
ing, the virus’ own ability to bind to and 
infect cells will probably suffer as well. 
“It puts the viruses in checkmate,” says 
Landau, who published the findings in a 
2 January preprint on bioRxiv.

The NYU team also went a step fur-
ther. The body would quickly break down 
a dose of inhaled or injected decoys. But 
in a second preprint posted on 12 January 
on bioRxiv the researchers reported they’d 
packaged a gene for the decoy into viruses 
commonly used as “vectors” to deliver 
disease-treating genes. Injecting a small 
dose into mice, they showed the vectors in-
fected muscle cells, causing them to churn 
out the decoy, which then protected the 
animals from infection for up to 2 months.

Landau acknowledges that regulators 
aren’t likely to approve gene therapy tar-
geting SARS-CoV-2 in otherwise healthy 
people. However, he adds, “It could be ex-
tremely useful for immunocompromised 
people who can’t generate an effective im-
mune response” to either a natural infec-
tion or a vaccine. Guangping Gao, a gene 
therapy expert at the University of Mas-
sachusetts Chan Medical School, agrees, 
saying, “This project has great potential.” 
Others note, however, that the immune 
system often fights off viral vectors, which 
could limit the effectiveness of the ap-
proach for preventing COVID-19.

However they’re delivered, using decoys 
to stymie SARS-CoV-2 could be just the 
beginning. Baker’s UW colleague Lauren 
Carter, a pharmaceutical bioengineer at 
the university’s Institute for Protein De-
sign, notes that Baker’s group and others 
are already designing decoys to fight mpox, 
influenza, Ebola and even HIV—previous 
efforts to deceive the AIDS virus this way 
failed in clinical trials but there is new op-
timism about improved decoys for it. 

“This could be the avant-garde of pan-
demic prevention,” she says. “All we need 
is the structure [of a viral target] to design 
against.” j

Neanderthals lived in groups 
big enough to eat giant elephants
Meat from the butchered beasts would have fed hundreds

PALEOANTHROPOLOGY

By Andrew Curry

O
n the muddy shores of a lake in 
east-central Germany, Neanderthals 
gathered some 125,000 years ago 
to butcher massive elephants. With 
sharp stone tools, they harvested up 
to 4 tons of flesh from each animal, 

according to a study that is casting these 
ancient human relatives in a new light. The 
degree of organization required to carry 
out the butchery—and the sheer quantity 
of food it provided—suggests Neanderthals 
could form much larger social groups than 
previously thought.

The find comes from a trove of ani-
mal bones and stone tools uncovered in 
the 1980s by coal miners near the town of 
Neumark-Nord. The finds date 
to a relatively warm period in 
Europe known as the Eemian 
interglacial, 75,000 years be-
fore modern humans arrived 
in Western Europe. They in-
clude the bones and tusks of 
more than 70 mostly adult 
male straight-tusked elephants 
(Palaeoloxodon antiquus), an 
extinct species almost twice 
the size of modern African ele-
phants that stood nearly 4 me-
ters tall at the shoulder. Most 
had been left in dozens of piles 
along the ancient lakeshore over the course 
of about 300 years.

“We wondered, ‘What the hell are 70 el-
ephants doing there?’” says Lutz Kindler, 
an archaeozoologist at the MONREPOS 
Archaeological Research Center.

To find out, he and his colleague Sabine 
Gaudzinski-Windheuser, also an archaeo-
zoologist at MONREPOS, spent months ex-
amining the 3400 elephant bones, which are 
now stored in a warehouse. Some weighed 
dozens of kilograms and required a forklift 
to move. Under a microscope, Gaudzinski-
Windheuser says, nearly every bone showed 
signs of butchery.

Although Neanderthals were known to be 
capable hunters, these cutmarks “seem to 
be the first evidence of large-scale elephant 
hunting,” says April Nowell, an archaeo-
logist at the University of Victoria who was 
not involved with the research.

Gouges and scratches on nearly every 
bone show the butchers were thorough in 
their slaughter. “They really went for every 
scrap of meat and fat,” says University of 
Leiden archaeologist and study co-author Wil 
Roebroeks. The bones hadn’t been gnawed by 
scavengers like wolves or hyenas, suggesting 
nothing was left for them.

The meat from a single elephant would 
have been enough to feed 350 people for 
a week, or 100 people for a month, the re-
searchers calculate. In the past, Neander-
thals were thought to live in small, highly 
mobile groups of about 20 individuals at 
most, but the elephant bounty suggests 
far bigger groups—big enough to slaugh-
ter and process an entire elephant and big 
enough to consume it—once lived near the 

site, the researchers report 
this week in Science Advances. 
“This is really hard and time-
consuming work,” Kindler says. 
“Why would you slaughter the 
whole elephant if you’re going 
to waste half the portions?”

The researchers “make a 
good case these huge food pack-
ages mean much larger groups,” 
says University of Reading ar-
chaeologist Annemieke Milks, 
who was not involved in the 
research. “Maybe it’s a large, 
seasonal gathering, or they’re 

storing food—or both.”
Nowell agrees, adding that felling an 

elephant must have required careful or-
chestration. The hunters likely singled out 
adult males, which roam alone without the 
protection of a female-led herd. “It would 
necessitate a high level of competence in 
sequencing and planning out the hunt and 
coordinating everybody.”

That doesn’t mean Neanderthals always 
lived and worked in large groups. But the re-
sults, like other recent findings, show these 
archaic humans were more sophisticated 
than once assumed. “If one regional group of 
Neanderthals was capable of such behavior, 
other groups elsewhere surely would have 
been capable, too,” says retired University of 
Nevada, Reno, archaeologist Gary Haynes. 
“This lets us imagine Neanderthals as more 
like modern humans rather than as human-
oid brutes, as they once were interpreted.” j

“Why would you 
slaughter the 

whole elephant if 
you’re going 

to waste half the 
portions?” 
Lutz Kindler, 

MONREPOS Archaeological 
Research Center
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By Warren Cornwall 
in/off Canary Islands, Spain

F E AT U R E S

Warming oceans are running short of 
oxygen, and the fiercest marine predators 
are already feeling the effects

BREATHLESS

 OCEANS

S
ometimes salvation arrives in the 
darkest hours. After nearly 4 days 
and nights of futility, the cry came 
from the back of the small fishing 
boat 3 hours after sunset. “Azul! 
Azul! Azul!” 

Rayco Garcia Habas stood at the 
railing near the stern, straining 
against the fishing rod as a mas-

sive fish—a blue (azul) shark, he was sure—
tugged it toward the dark Atlantic waters. 
He looked over his shoulder at a watching 
team of biologists, grinned, and called out 
“Cervezas! Cervezas!”

The beers (cervezas) would have to wait. 
First, this champion spearfisher–turned–
fishing guide for scientists would need to 
reel in whatever was at the other end of the 

line. Then, the scientists would have to drag 
the shark—if it was a shark—to the boat’s 
side, drill two holes in its dorsal fin, and at-
tach a device resembling an oversize neon 
orange lightbulb.

If all went well, within minutes the shark 

A captured blue shark will be fitted with sensors to 
study how low ocean oxygen affects its behavior.

By Warren Cornwall, off the Canary Islands in Spain
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would return to the waters off the southern 
tip of Gran Canaria, an island 210 kilometers 
west of the Moroccan coast. The device it 
now carried would record every twitch of its 
scythe-shaped tail, every dive into the twi-
light depths, every current through which 
it swam. Its journey would offer a window 
into an unsettling environmental trend, 
called ocean deoxygenation, that is affect-
ing marine life, including some of the sea’s 
most potent predators.

Climate change is leaching oxygen from 
the ocean by warming surface waters. 
Two other climate-related threats to the 
seas—ocean acidification and marine heat 
waves—get more attention from scientists 
and the public. But some researchers be-
lieve deoxygenation could ultimately pose a 
more significant threat, making vast swaths 
of ocean less hospitable to sea life, altering 
ecosystems, and pushing valuable fisheries 
into unfamiliar waters. As global warming 
continues, the problem is sure to get worse, 
with disturbing forecasts that by 2100 ocean 
oxygen could decline by as much as 20%. 
Sharks—fast-moving fish that burn lots of 
oxygen, sit at the top of food chains and 
crisscross huge ocean expanses—should be 
sensitive indicators of the effects. 

This is why a group of U.K. and Portu-
guese scientists took to the sea aboard 
Garcia Habas’s boat in November 2022. His 
announcement of a shark on the line jolted 
them into action. Knee pads were tightened. 
Hands slid back inside gloves removed after 

a false alarm an hour earlier. “Finally!” said 
David Sims, the bearded marine biologist 
heading the expedition.

SIMS, FROM THE  U.K. Marine Biological Asso-
ciation and the University of Southampton, 
has experienced his share of drama, disap-
pointment, and occasional comedy over 
3 decades of studying sharks. He’s donned 
a chainmail suit to swim with 3-meter bull 
sharks. He once led a boat in hot pursuit 
of what he thought was a school bus–size 
basking shark—only to find the wake he 
was following came from a lone salmon. He 
tangled with a feisty catshark that sprang 
from the water and latched onto his flash-
light. The lanky 53-year-old recounts these 
tales with a delight seemingly undiminished 
since, as a young child, he was enchanted by 
sharks that washed up on the beaches near 
his home on England’s southeast coast.

Sims first noticed a link between shark 
behavior and oxygen levels in the early 
2000s. He and several friends had spent 
years deciphering the feeding and mating 
habits of small-spotted catsharks, meter-
long, cream-colored fish with cartoonishly 
large eyes. They worked in an inlet on the 
southwest Irish coast, where the deeper wa-
ters grew stagnant over the summer. When 
Sims looked at data from tracking tags at-
tached to the sharks, he saw the fish swam 
closer to the surface in summer, skirting a 
pocket of low oxygen. “It was really a classic 
case of decreasing oxygen clearly displacing 

the sharks from where they wanted to be,” 
Sims says.

The discovery was just a footnote in his 
catshark work. But the observation came 
back to him around 2011, when he was 
tracking blue and shortfin mako sharks 
traversing the eastern side of the Atlantic 
Ocean. After affixing satellite-connected 
tags to a handful of the fish, he was mys-
tified when the sharks seemed drawn to a 
large patch of water where northwest Africa 
bulges into the Atlantic, a region known to 
be low in oxygen. These open-ocean sharks 
are the Olympic sprinters of the marine 
world—makos are capable of bursts of up 
to 35 kilometers per hour. Why would they 
head toward places with less oxygen? And 
what could it mean for the future of marine 
life as vast stretches of low-oxygen water 
grow bigger around the world?

SCIENTISTS FOR YEARS have documented 
oxygen-starved dead zones in places like 
the Gulf of Mexico and the Baltic Sea. 
There, pollution from nutrients running off 
the land, such as synthetic fertilizer, sparks 
algae blooms. Microbes feast on the rot-
ting vegetation, consuming oxygen. A surge 
of low-oxygen water can flood an area so 
quickly that crabs, sea stars, and even fish 
suffocate before they escape. Low-oxygen 
zones also form naturally along the western 
edges of the Americas and Africa, where 
oxygen-depleted water that hasn’t seen day-
light for decades wells up. P
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Off Gran Canaria, one of the Canary Islands, a small fishing boat carried a team of scientists hoping to tag sharks swimming toward an expanding low-oxygen zone.
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In the open ocean, currents and storms 
churn the water, keeping oxygen levels 
higher. Yet since the 1990s climate models 
have foretold that a warming climate would 
deplete oxygen there, too. Surface water 
warmed by rising air temperatures holds 
less oxygen, and the growing temperature 
contrast between surface layers and colder, 
deeper water slows the mixing that trans-
ports oxygen into the depths. At higher lati-
tudes, melting ice can flood surface layers 
with fresh, low-density meltwater, strength-
ening the layering and reducing mixing. 

In 2008, a paper in Science sounded the 
alarm. German and U.S. scientists found 
that the low-oxygen zones off Africa and 
the Americas were growing deeper and 
losing still more oxygen. Since the 1960s 
these areas had expanded by 
about 4.5 million square kilo-
meters, close to the area of the 
European Union. In the waters 
frequented by Sims’s sharks off 
Africa’s northwest coast, the 
low-oxygen layer had nearly 
doubled in thickness over 
5 decades, from 370 meters to 
690 meters. By 2008 its top had 
risen to less than 150 meters 
below the surface. The global 
trend, the scientists warned, 
“may have dramatic conse-
quences for ecosystems and 
coastal economies.”

In 2017, scientists delivered 
more troubling news in Nature. 
Overall, the world’s oceans had 
already lost some 2% of their ox-
ygen since 1960, roughly double 
what climate models predicted.

For Andreas Oschlies, a bio-
geochemist at the GEOMAR 
Helmholtz Centre for Ocean 
Research Kiel and a leading ex-
pert on modeling oxygen in the 
ocean, the implications were 
staggering. If the trend continues, it could 
mean a potential loss of 20% by 2100, he 
says. That’s equal to going from sea level to 
more than 2000 meters elevation on land. “I 
thought ‘Wow!’” Oschlies recalls.  “That’s the 
biggest change and maybe the most worry-
ing change that we see in the ocean. Imme-
diately I thought of (past) major extinction 
events.” For example, at the end of the Perm-
ian period 256 million years ago, rising 
ocean temperatures and an 80% plunge in 
oxygen levels helped drive the largest extinc-
tion in Earth’s history. Up to 96% of all ma-
rine species disappeared. 

By comparison, the 2% drop in oxygen 
levels seen so far might not sound like 
much. But global averages can be mis-
leading, warns Lisa Levin, a biological 

oceanographer at the Scripps Institution 
of Oceanography who has studied the ef-
fects of low oxygen on ocean ecosystems for 
more than 30 years. “There are places in the 
ocean where there’s been much bigger de-
clines,” Levin says. “These changes are prob-
ably very important.”

OFF THE COAST OF OREGON, fishers in 2002 
began pulling up traps full of suffocated 
crabs. Low oxygen levels are routine in 
those waters, which are fed by a deep, 
oxygen-depleted current from the North 
Pacific Ocean that wells up near the coast. 
Nutrients in the upwelling make the area 
a fertile fishing ground. They also nourish 
algae that deplete oxygen even further as 
they decay.

But 2002 was extreme. Scientists found 
oxygen levels had fallen by 65%, compared 
with historical averages, in more than 
800 square kilometers of coastal waters. “I 
thought it was just a one-off. This is the Pa-
cific Ocean with waves and winds. We’re not 
supposed to run out of oxygen,” says Francis 
Chan, a marine ecologist at Oregon State 
University (OSU), Corvallis, who studied 
the event. “Then it happened again the next 
year, and then the year after, and the year 
after, and the year after.”

Today, scientists in Oregon talk of a “hy-
poxia season.” Some summers, low-oxygen 
waters off the coast cover as much as 
15,000 square kilometers, equal to the Gulf of 
Mexico’s dead zone. It’s not unusual for shift-
ing currents or a flush of pollution to tempo-

rarily deplete oxygen in a patch of ocean. But 
this decline looks unlikely to relent. Oxygen 
levels have dropped steadily, by 30% over the 
past half-century, in the current that washes 
the Oregon coast. At the same time, coastal 
winds that drive the upwelling have strength-
ened, possibly because of rising land temper-
atures. Jack Barth, an OSU oceanographer, 
wonders whether oxygen in the region 
will drop by another one-third in the next 
50 years. “That’s what’s a little scary,” he says.

Even if falling oxygen doesn’t kill marine 
animals, it can affect them in myriad ways. 
It can interfere with fish hormones crucial 
to reproduction, stunt growth in young 
fish, weaken immune systems, and even 
strike animals blind. “We have species off 
of southern California that are fairly sus-

ceptible to oxygen loss, and they are going 
to be affected,” says Lillian McCormick, a 
postdoctoral researcher at the University of 
California, San Diego.

Working as a Ph.D. student in Levin’s lab, 
McCormick found that larvae of two species 
common in southern California waters—the 
market squid and graceful rock crab—start 
to lose their eyesight when oxygen drops by 
less than 10%. At lower levels, the animals are 
nearly blind. Vision problems could make it 
harder for them to hunt—or avoid becoming 
something else’s meal, she says.

On a larger scale, some organisms could be 
pushed out of their habitats. As water warms, 
ocean dwellers consume oxygen more quickly, 
putting them on a collision course with fall-
ing oxygen supplies. Based on metabolic C
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Sea changes
Low-oxygen zones that form where currents concentrate depleted water along the western edges of continents have grown 
over the past half-century. Migratory blue and shortfin mako sharks tagged with tracking devices showed a preference for 
a large patch of low-oxygen water off the northwest coast of Africa, perhaps because it confines their prey in shallower waters.
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limits and changing ocean conditions, scien-
tists in 2015 calculated that the amount of 
habitable space in shallow ocean waters for 
common species such as Atlantic cod, rock 
crab, and tropical sea bream could shrink as 
much as 26% by the end of the century.

In 2018, the scientific arm of the United 
Nations, UNESCO, issued a report titled 
The Ocean is Losing its Breath. A year later, 
the International Union for Conservation 
of Nature (IUCN) published a 588-page 
tome detailing the threat to ocean ecosys-
tems and the people who rely on them. In 
a 2020 paper, scientists concluded that in 
this century, declining oxygen would likely 
have a bigger impact on the ocean than 
underwater heat waves and ocean acidifi-
cation. Those threats are familiar, but  “oxy-

gen still isn’t on most people’s radars,” says 
Levin, who worked on the study.

That’s why it’s important to watch the 
sharks, Levin says. Not only are they poten-
tially vulnerable to oxygen loss, but sharks 
also capture headlines. “If [Sims] wrote the 
exact same paper and it was about some 
fish that nobody had heard of with an ob-
scure name that’s 6 inches long, it wouldn’t 
have the same impact,” Levin says. “Obser-
vations on species that people care about 
will really help.” 

SINCE FIRST NOTICING that sharks were 
drawn toward the African coast, Sims has 
pieced together an explanation for their 
behavior. He suspects the low-oxygen zone 
acts like a fence, confining mackerel, saury, 

and other prey into a smaller, oxygen-rich 
pool of water near the surface. That creates 
rich hunting grounds for the sharks.

Tags that he and collaborators have 
placed on more than 100 blue and mako 
sharks support the idea. Normally, both 
shark species dive to 1000 meters or more 
in search of food. But when tagged ma-
kos arrived in the zone, they stayed above 
200 meters. The blue sharks, which have a 
bigger appetite for hypoxia-tolerant squid 
and octopuses, still swam into places with 
lower oxygen. But their average diving 
depth of 750 meters was 40% shallower 
than usual. That scenario mirrors decade-
old observations that other large predatory 
ocean fish—marlin and sailfish—also keep 
near the surface in areas where deeper wa-
ter is depleted of oxygen.

The sharks aren’t the only predators in 
those waters. Fishing fleets spooling out 
longlines—kilometers-long floating lines 
festooned with hooks—zero in on these 
same spots in pursuit of blue sharks. World-
wide, as many as 20 million blue sharks are 
caught each year for their fins and meat, and 
IUCN now labels the species as “near threat-
ened.” Although trade in shortfin makos is 
restricted, these endangered sharks also die 
when they are accidentally hooked.

The sharks’ habits could increase their 
peril. Sims’s research showed that fishing 
ships congregating above the low-oxygen 
hot spots off the African coast catch more 
sharks in less time than in more oxygen-
ated waters just to the north. Spanish fish-
ing boat captains have told him they “know 
they are able to go there and catch them 
[blue sharks] in higher rates,” he says.

Sims’s initial work couldn’t prove low 
oxygen was driving the sharks to shallower 
depths, however, nor explain what meta-
bolic trade-offs the sharks were making as 
they dove into oxygen-poor waters. All he 
had was a relatively coarse picture of shark 
movements, and his estimates of oxygen 
levels were based on models rather than di-
rect measurements. So Sims teamed up with 
Nuno Queiroz, a former Ph.D. student now 
at the University of Porto, to build fish tags 
that could directly trace water conditions 
and capture more detail about the sharks’ 
behavior. The November expedition to the 
Canary Islands was part of what could be 
called Shark Tracking, Version 2.0.

ABOARD THE ADONEY, Sims pulled one of the 
newest tags from a backpack. Hefting the 
orange device in one hand, he explained 
that it had sensors to measure oxygen in 
seawater, as well as temperature and pres-
sure. An accelerometer can track subtle 
changes in the shark’s position, even count-
ing tailbeats to gauge when it sprints to G
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Troubled waters
Average oxygen levels in the ocean have fallen by 2% over the past 50 years, and could fall 20% 
by the end of this century, making some parts of the ocean less habitable to sea life.

Coastal regions
Nutrients such as synthetic fertilizer fuel so-called dead zones—deep water with little
or no oxygen. The largest, in the Baltic Sea, can cover an area the size of Ireland.

Deep water
Rising temperatures are causing oxygen to 
decline in the open ocean. As water near the sea 
surface warms, it holds less oxygen and mixes 
less with colder, oxygen-poor water below.

1  Biomass 
production
Nutrients such as 
nitrogen and 
phosphorus are 
flushed into coastal 
waters, sparking 
algae blooms. 

2  Dead zone
The algae dies 
and sinks to
the bottom, 
where microbes 
feast on it 
and consume 
oxygen.

3  Expanding oxygen 
minimum zones (OMZs)
As oxygen levels fall in the open 
ocean, regions that are naturally low 
in oxygen because of current patterns 
are expanding vertically. Their area 
also grew by some 4.5 million square 
kilometers over the past half-century.

4  Compressed habitat
As these OMZs grow, they 
threaten to displace fish 
that seek more oxygen-rich 
water near the surface. 
There are concerns this 
could make them more 
vulnerable to overfishing.
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catch prey. Another, similar-looking model 
attached to some sharks contains a tiny 
video camera offering a shark’s-eye view 
of its travels, a small propeller to measure 
swimming speed, and a sensor for muscle 
temperatures, a clue to how hard the shark 
is working. Either tag pops off after 2 days 
and floats to the surface to be retrieved. 
Tagged sharks also often carry smaller, lon-
ger lived sensors, to track their movements. 

Members of Sims’s team had already 
tested the devices on sharks swimming 
near the Azores, 1300 kilometers northwest 
of the Canary Islands. Now, Sims had come 
to the southern tip of Gran Canaria, one of 
the only land bases for tagging sharks near 
the low-oxygen zone. So far, though, he had 
seen little more than gulls.

Team members had spent the previous 
week trolling off nearby Tenerife island and 
tagged just a single blue shark. By day four 
on this foray, the odds of using up Sims’s 
stash of five of the fanciest sensors seemed 
extremely low. Yet he showed few chinks in 
his upbeat demeanor. “Raring to go,” he an-
nounced in the hotel lobby early one morn-
ing, after several fruitless trips to sea.

As the team motored toward new fish-
ing grounds farther west on the fourth day, 
sightings of other sea life raised hopes. A 
pilot whale spouted in the distance. In 
the afternoon, Garcia Habas landed sev-
eral skipjack tuna. Shortly after nightfall, 
a fierce tussle ended when he reeled in a 
silver, goggle-eyed swordfish. It was hoisted 

briefly for a photo, then heaved overboard. 
Finally, the drought seemed to end when 
Garcia Habas announced he had a shark on 
the line. After 10 minutes of tug-of-war, the 
sleek, ghostly form of a 2.4-meter blue shark 
suddenly materialized, illuminated by the 
green glow of a light lowered into the water. 
Garcia Habas eased the fish toward the boat 
and into the hands of the waiting scientists.

 Like a pit crew at a Formula One race, 
they worked in a controlled frenzy. Ph.D. 
student Ivo Costa looped a rope over the 
shark’s tail to hold it tight, then reached 
over the railing and grasped its two pecto-
ral fins. He wrestled it onto its back to calm 
it, then flipped it onto its belly. Sims leaned 
far overboard and with both hands held a 
piece of plastic tight against the shark’s dor-
sal fin to guide where the holes would be 
drilled. Matt Waller, another Ph.D. student, 
crowded in, drill in hand. The boat rocked, 
periodically lowering the entire melee into 
the waves, making the procedure akin to 
doing surgery while riding a bucking horse.

After 11 long minutes, Garcia Habas 
pulled the hook from the corner of the 
shark’s mouth. It lazily descended out of 
sight, seemingly dazed by the ordeal, its fin 
adorned with the orange sensor. Costa gave 
Garcia Habas a high-five. Giddy laughter 
rose into the darkness. “It’s like scoring a 
goal,” Sims said with a grin. 

It proved to be the only goal for the week. 
The following day, the last chance to catch 
a shark, the team fished the same area un-

til 10:30 p.m. and saw little but swarms of 
mackerel. As they cruised back toward the 
hotel lights lining the hillsides, Sims stood 
quietly on the deck gazing to sea, thinking, 
he said, about “what might have been.”

There will be more chances. In April, a 
Ph.D. student is scheduled to board a Span-
ish commercial fishing boat for a 3-month 
stint tagging sharks directly inside the low-
oxygen area. In November, Sims is traveling 
to Mexico’s Sea of Cortez to tag whale sharks. 
He wonders whether the low-oxygen zone 
there might be causing them to swim closer 
to the surface, making them vulnerable to 
boat strikes. He and others are developing 
a new oxygen sensor that could stay on a 
fish for months, and he is finalizing plans to 
build a $2.2 million shark “treadmill.” Hung 
from the side of a ship, it would enable him 
to gather a detailed picture of how much 
oxygen a shark actually needs.

As Sims’s team returned to the harbor 
empty-handed on that final night, the blue 
shark they had caught—which he dubbed 
“Warren Jr.” (I’m honored)—swam steadily 
south. When the large sensor popped off after 
2 days, the fish had already traveled 47 kilo-
meters. Twenty-five days later, when a sec-
ond, smaller sensor surfaced, the shark was 
413 kilometers southwest of Gran Canaria, 
closing in on the low-oxygen zone and the 
waiting fishing boats. j

This story was supported by a grant from 
the Vapnek Family Fund.P
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Marine biologist David Sims shows how to fasten a tracker to a shark’s fin (left). Sharks also carry a larger tag (right) that can monitor ocean oxygen and shark behavior.
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By Ashton F. Flinders

O
n 27 November 2022, a short-lived 
hour of increased seismicity heralded 
the awakening of Mauna Loa Volcano 
in Hawai‘i after 38 years without 
eruption. The eruption began in the 
summit caldera before quickly tran-

sitioning into the Northeast Rift Zone, feed-
ing lava flows for about 2 weeks before flows 
stalled less than 3 km from the island’s main 

east-west highway. A primary goal of volcano 
monitoring is to provide early and accu-
rate warnings of impending eruptions. But 
even for volcanoes as robustly monitored as 
Mauna Loa and its neighbor, Kı-lauea, both 
short-term (hours to days) and long-term 
(months to years) forecasting is challenging. 
On page 462 of this issue, Wilding et al. (1) 
present a catalog of relocated earthquake hy-
pocenters (points of origin) for Hawai‘i, pro-
viding unprecedented detail on the possible 
pathways for magma (molten rock beneath 
Earth’s surface) from the mantle to Kı-lauea 
and Mauna Loa.

Three questions limit long-term forecast-
ing ability: where magma is stored, the time 
scale of magma storage and ascent, and the 
pathways from magma source to the surface. 
Of these, two can be addressed through geo-
physical and geochemical techniques. Zones 
of magma storage can be inferred through 
seismic and/or geodetic modeling (2, 3), 
whereas petrological methods can estimate 
pre-eruptive depths (4) and time scales of 
magma storage (5). Tracking earthquakes 
associated with dike emplacement (which 
form when magma vertically intrudes into 
the surrounding rock) enables estimates 

GEOPHYSICS

The Pāhala swarm of earthquakes in Hawai‘i
A magma network may feed into different volcanoes, including Mauna Loa and Kı-lauea

US Geological Survey, Hawaiian Volcano Observatory, Hilo, 
HI, USA.  Email: aflinders@usgs.gov P
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of magma ascent rates (6). However, only 
high-precision relocation of earthquake hy-
pocenters provides the means to constrain 
the magmatic web of sills (horizontal intru-
sions of magma between layers of rock) and 
dikes connecting deep magma sources to the 
surface. The initial location of earthquakes is 
typically based on triangulation using earth-
quake arrival times. Relocating improves 
those initial locations, producing more accu-
rate information about an earthquake’s point 
of origin. 

The Island of Hawai‘i is one of the most 
well-monitored active volcanic regions on 
Earth, and earthquake relocations have 
been published semi-regularly since 1994 
(7). These studies have provided insights 
into crustal and mantle fault structures, lo-
cations of magma reservoirs and rift zones, 
and planes of slip between the volcanic pile 
and the oceanic crust (décollements) (8). 
Previous studies started with earthquake lo-

cations that were detected with amplitude-
based algorithms and/or humans manually 
picking earthquake arrival times. These 
methods are inherently limited in their 
ability to detect earthquakes below the al-
gorithms’ signal-to-noise thresholds and 
beyond the capacity of interactive identi-
fication. For example, a recent study of 32 
years of seismicity for the island of Hawai‘i 
included 275,000 relocated earthquakes be-
tween 1986 and 2018 (8). Wilding et al. pres-
ent a machine learning–based earthquake 
detection and relocation catalog of 387,000 
earthquakes for the island of Hawai‘i, be-
tween January 2018 and May 2022. 

The new catalog of Wilding et al. notably 
includes the continuing swarm of mantle 
earthquakes east of the town of Pa-hala, situ-
ated on the southeastern flank of Mauna 
Loa. The authors detected a remarkable 
~192,000 earthquakes from this region. Over 
the period of their catalog, this region has 
been the source of 18 magnitude 4.0 to 5.0 
earthquakes, and the US Geological Survey’s 
Hawaiian Volcano Observatory (HVO) has 
issued 19 public information statements 
detailing the ongoing activity. Prior to 2015, 
fewer than five deep (>25 km) earthquakes 
per week were detected by HVO in this re-
gion. By the end of 2015, the number had 
quadrupled. By August 2019, HVO was de-
tecting, in real time, up to 600 earthquakes 
every week, a 120-fold increase relative to 
pre-2015 rates. 

This persistent source of seismicity, the 
“Pa-hala swarm,” was identified by HVO in 
the 1960s, and it was suggested to be attrib-
uted to deep upwelling magma (9). Given 
Pa-hala’s location, 40 and 50 km from the sum-
mits of Kı-lauea and Mauna Loa, respectively, 
it was unclear how magma in this region 
might relate to surface volcanism, if at all 
(10). It was proposed that the Pa-hala swarm 
might represent a magma pathway from the 
Hawaiian hot spot plume to Mauna Loa and 
Kı-lauea (10). However, other processes have 
been proposed to explain Hawaiian mantle 
seismicity, including tectonic faulting in the 
brittle lithosphere (11), and crustal loading 
and lithospheric flexure (bending of Earth’s 
outer rigid layer) (12).

Wilding et al. relocated the Pa-hala swarm 
into two vertically offset clusters. The lower 
cluster (45- to 51-km depth) consists almost 
exclusively of long-period earthquakes, typi-
cally indicative of magma and/or hydrother-
mal fluid transport, and/or exsolution of gas 
dissolved in magma, and oscillations in fluid 
pressure. This cluster is coincident with a 

region previously interpreted as a possible 
magma-rich volume (13). The upper cluster 
(36- to 43-km depth) is composed primarily 
of volcano-tectonic earthquakes, which re-
locate into vertical stacks of inclined planes 
of seismicity. Wilding et al. interpret the up-
per cluster as a mantle sill complex. Equally 
striking are two inferred magma and/or hy-
drothermal fluid pathways from this upper 
cluster. One pathway connects to the crustal 
reservoir complex of Kı-lauea, and another 
connects to beneath the décollement on 
the eastern flank of Mauna Loa. Although 
relocations of hypocenters do not allow di-
rect quantification of the physical process of 
seismogenesis (processes that cause earth-
quakes), the method of Wilding et al. en-
ables mapping of potential pathways much 
more rapidly than traditional approaches. 
However, continued effort to transition these 
research methods into real-time relocations 
for volcano monitoring and long-term fore-
casting is required.

The Pa-hala swarm may be the longest 
and most intense noneruptive volcano-re-
lated earthquake swarm ever observed by a 
seismic network (14). It is unclear whether 
the processes involved represent an arche-
type of hot spot island volcanism and/or 
hydrothermal fluid transport—unobserved 
elsewhere because of less comprehen-
sive seismic networks and observing time 
frames—or whether these processes are 
specific to Hawai‘i.

The recent eruption of Mauna Loa was 
preceded by months to years of heightened 
levels of seismicity and summit deformation. 
Whether the Pa-hala swarm was unrelated to 
this unrest or was an indication of increased 
deep-magma supply to Mauna Loa and 
Kı-lauea is unclear (1, 15). Greater understand-
ing of the Pa-hala swarm and possible magma 
pathways could have a profound impact on 
long-term volcano hazard assessments. j
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Mauna Loa on the Island of Hawai‘i started erupting in 
November 2022 after almost 40 years of silence. Its 
magma supply may come from a widespread network 
connecting volcanic hotspots.  
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By Dejian Dong and Yi-Chun Lu

E
nergy storage in the form of recharge-
able batteries is becoming increasingly 
important for a range of applications, 
including transportation and grid re-
serves. Lithium-air (Li-air  or Li-O

2
) 

batteries offer great promise because 
of their low cost and high energy density 
(1). On page 499 of this issue, Kondori et al. 
(2) describe a Li-air battery that leverages 
the advantages of both organic and inor-
ganic electrolytes in a composite solid-state 
matrix at room temperature (25°C). The 
discovery provides new design opportuni-
ties to achieve Li-based chemistry at room 
temperature, and energy density in batter-
ies that is much higher than afforded by 
current Li-ion technology.

The main reaction product in a Li-air/
O

2
 battery can be one of three compounds: 

lithium superoxide (LiO
2
, which requires 

one electron input per oxygen input) (3), 
lithium peroxide (Li

2
O

2
, requiring two elec-

trons per oxygen) (4), and lithium oxide 
(Li

2
O, requiring four electrons per oxygen) 

(5). The highest energy capacity (amount 
of stored energy) is gained from the four-
electron reaction that generates Li

2
O. How-

ever, at room temperature and in an air-rich 
environment, oxygen (O

2
) prefers receiving 

two electrons to form Li
2
O

2
 rather than four 

electrons to generate Li
2
O because Li

2
O

2
 is 

thermodynamically more stable than Li
2
O. 

Also, a Li-a ir/O
2
 battery based on O

2
/Li

2
O

2

chemistry suffers from side reactions in-
volving an LiO

2
 intermediate that is reactive 

and could degrade electrodes and electro-
lytes (6). Alternatively, a two-electron Li

2
O

2
/

Li
2
O reaction that is not under an air/O

2

atmosphere is more stable because of the 
absence of LiO

2
 intermediates. But a Li

2
O

2
/

Li
2
O reaction is unlikely to proceed in the 

presence of an air/O
2
-rich environment be-

cause the O
2
/Li

2
O

2
 reaction would prevail. 

This makes it difficult to achieve a high–
energy capacity, four-electron reaction by 
combining two two-electron reactions (O

2
/

Li
2
O

2
 and Li

2
O

2
/Li

2
O).

Although a four-electron Li-air/O
2
 reac-

tion has been achieved at high temperature 
(~150°C) using a molten salt electrolyte and 
a high-selectivity catalyst (5), the tempera-
ture requirement increases operation cost. 
Kondori et al. discovered that the reaction 
is attainable at room temperature using a 
stable solid-state electrolyte with a high 
ionic conductivity and a catalyzed gas dif-
fusion layer (see the figure). Solid-state 
electrolytes are attracting attention be-
cause they are safer to use compared with 
liquid electrolytes (7). Solid-state Li super-
ionic conductor materials include organic 
polymer–based electrolytes and inorganic 
(oxide, sulfide, halide)–based electrolytes 
(8). Among inorganic-based solid-state 
electrolytes, those that are sulfide based 
can achieve ionic conductivities close to or 
higher than those of conventional liquid 
electrolytes (7). However, the electrochemi-
cal and chemical stability of sulfide-based 
electrolytes toward O

2
 and water is a con-

cern (9). Polymer-based electrolytes are 
flexible, resulting in lower contact resis-
tance (10). A polymer electrolyte based on 
polyethylene oxide (PEO) has been exten-
sively studied since the 1970s. Its ionic con-
ductivity can be tailored by modulating the 
molecular weight of PEO and Li salt con-
centration (source of Li ions), as well as by 
the addition of nanoparticles, cross-linkers, 
and plasticizers (promotes plasticity). It can 

also be modified if it is hybridized with an 
inorganic solid-state electrolyte (10). 

Kondori et al. synthesized a solid-state 
electrolyte by using a silane coupling agent, 
mPEO-TMS {3-[methoxy(polyethyleneoxy)

6-9

propyl]trimethoxysilane} to chemically bond 
with nanoparticles containing the Li super-
ionic conductor Li

10
GeP

2
S

12
 (LGPS) in a ma-

trix of lithium bis(trifluoromethanesulfonyl)
imide (LiTFSI) solubilized in PEO. This 
composite electrolyte combines several ad-
vantages of organic and inorganic solid-state 
electrolytes. It displays conductivity (0.52 mS 
cm-1) that is 10 times greater than that of the 
solid electrolyte without the nanoparticles. 
Higher Li transference is attributed not 
only to Li transport pathways in LGPS, PEO, 
and mPEO-TMS but also to the absence of 
a phase boundary between PEO and LGPS. 
Electrochemical stability of the nanopar-
ticles with a Li metal anode and the active 
cathode interfaces was enhanced through 
the formation of strong chemical bonds 
between S atoms in Li

2
S clusters (within 

the nanoparticles) and the Si atoms (in the 
mPEO-TMS matrix).

Kondori et al. used this well-designed 
solid-state electrolyte together with a pre-
viously reported catalyst, trimolybdenum 
phosphide (Mo

3
P) (11), to achieve a revers-

ible four-electron Li
2
O reaction at 25°C 

for 1000 cycles. The formation of LiO
2
 and 

Li
2
O

2
 was initially observed for the first 15 

min, after which Li
2
O became the dominant 

discharge product. The authors speculate 
that the initial formation of a LiO

2
/Li

2
O

2

interphase was uniform on the walls of the 
valley of the cathode. This could provide 
the needed mixed electronic/ionic conduc-
tion properties for further electrochemical 
reduction. After reaching a steady state, 

BATTERIES

Working at room temperature
A solid-state electrolyte enables a lithium-air battery 
to operate at 25°C
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Good for a thousand cycles
A Li-air/O2 battery is designed to favor the formation of Li2O as the dominant discharge product rather than 
Li2O2 and LiO2 at room temperature. A polymer electrolyte based on polyethylene oxide (PEO) that is embedded 
with Li10GeP2S12 (LGPS) nanoparticles displays high ionic conductivity and high cycle stability through a 
reversible four-electron transfer process. Further characterization of this system includes determining how to 
create a local air-deficient environment by design.
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Li
2
O

2
 becomes isolated beneath the LiO

2
 

where no O
2
 gas is present, and Li

2
O

2
 comes 

in direct contact with the cathode where 
electronic conduction is the most favorable. 
These conditions allow the two-electron 
reduction of Li

2
O

2
 to Li

2
O. Combining two 

two-electron reactions (O
2
/Li

2
O

2
 and Li

2
O

2
/

Li
2
O) thus yields the highly desirable four-

electron Li-air/O
2 
chemistry. The formation 

of Li
2
O was verified by in situ Raman spec-

troscopy, differential electrochemical mass 
spectrometry, and x-ray diffraction. 

Although the proposed mechanism of 
Li

2
O generation is plausible (the cathode 

valley wall scenario), it is not clear what 
specific criteria for the solid-state electro-
lyte (ionic conductivity, Li transference), 
microstructure of the cathode-electrolyte 
interface, and selectivity of catalyst are 
needed to ensure the production of Li

2
O. 

The proposed mechanism of Kondori et 
al. necessitates that the entire conduc-
tive cathode surface is covered with LiO

2
/

Li
2
O

2
 to allow the sequential formation of 

Li
2
O from Li

2
O

2
 (otherwise O

2
 reduction to 

Li
2
O

2
 will still prevail). It is not clear how 

to design such a local air/O
2
-deficient en-

vironment. Deeper understanding of this 
mechanism will enable rational designs for 
integrated electrode-electrolyte assemblies 
for four-electron Li-air/O

2
 batteries that 

operate at room temperature. In addition, 
to make full use of the high energy den-
sity based on four-electron Li-air/O

2
 chem-

istry, it is critical to develop lightweight, 
electronically and ionically conducting 
porous structures to host Li

2
O. Notably, 

the long-term cycling test in the study of 
Kondori et al. was conducted at a low ar-
eal capacity (capacity per unit of geometric 
area) (0.1 mAh cm-2), and the verification 
of O

2 
evolution was only available for one 

cycle. Characterizing cycling stability at 
a higher areal capacity and verifying O

2
 

evolution efficiency at later cycling stages 
(e.g., 100th, 500th cycles) (12) are critical 
to better understand the system. j
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By Simon Cauchemez1, Paolo Bosetti1, 
Benjamin J. Cowling2,3 

T
he COVID-19 pandemic has shown the 
critical role that quick and robust risk 
assessment can play during epidem-
ics of emerging pathogens to guide 
evidence-based policy-making. Gen-
erating such assessments, however, is 

a challenging task because the estimation 
of key quantities such as the incidence and 
severity of infection, the transmission po-
tential, the impact of nonpharmaceutical 
interventions (NPIs), and vaccine effective-
ness is affected by multiple sources of error. 
Complex epidemic dynamics further blur 
assessments. Modeling has proved critical 
to help tackle these issues in the context of 
COVID-19, through the detailed analysis of 
surveillance data and epidemiological inves-
tigations. However, additional challenges are 
emerging now that the most acute phase of 
the pandemic is over, and it is important to 
learn from this experience to improve the re-
sponse to future pandemics. 

During epidemics, monitoring the inci-
dence of infection is crucial to characterize 
the extent of viral circulation and the build-
up of population immunity and to estimate 
key parameters such as the severity of infec-
tion. Over the past 3 years, it has been dif-
ficult to estimate the incidence of severe 
acute respiratory syndrome coronavirus 2 
(SARS-CoV-2) infections over time because 
a substantial fraction of infections are not 
detected and enumerated in population-level 
case counts. In this context, modelers quickly 
proposed methods to estimate the true levels 
of infection from incomplete data. For exam-
ple, in January 2020, when only 41 cases were 
confirmed in Wuhan, the analysis of data on 
international cases (three confirmed cases 
out of 3300 international passengers leaving 

Wuhan per day) suggested that 1700 (95% 
confidence interval, 400 to 4500) COVID-19 
infections had already occurred in Wuhan (1). 
Later on, total numbers of infections were re-
constructed from counts of severe cases com-
bined with COVID-19 severity estimates (2). 
Uncertainty around these estimates was re-
duced once serology became available, even 
though interpretation can sometimes be 
challenging given antibody decay and assays 
with imperfect sensitivity and specificity. 

Estimating the “true” number of infections 
from data on severe cases is more challeng-
ing now that the proportion of infections that 
lead to severe disease is influenced by many 
different factors (such as SARS-CoV-2 vari-
ant, vaccination status, past infections, and 
age). Routine COVID-19 testing among new 
nonrespiratory hospital admissions is carried 
out in some locations and could provide an 
indicator of the prevalence of asymptomatic 
and very mild infections in the community, 
but corrections (for example, for the popula-
tion age structure) would likely be needed. 
Studies in which a large number of indi-
viduals are randomly tested each month for 
SARS-CoV-2 infection, such as the REACT-1 
study that was carried out in the UK between 
May 2020 and March 2022  (3), are costly but 
constitute the most reliable way to monitor 
infections in the community. Because esti-
mating the incidence of infection is an essen-
tial but complex task for the study of many 
infectious diseases, there would be value in 
implementing REACT-1–like studies beyond 
the first few waves of a pandemic. Cost is an 
important barrier but might be partly alle-
viated by using the same platform to study 
multiple pathogens. 

To generate a pandemic with large popu-
lation impact, an emerging or reemerging 
infectious agent needs both the capacity to 
spread widely in human populations (trans-
mission potential) and also to cause disease 
in infected individuals (severity of infec-
tion). Characterizing these two dimensions 
is necessary to anticipate the overall impact 
of a pandemic. The most familiar metric to 
characterize the severity of COVID-19 is the 
“case fatality risk” (CFR; sometimes called 
the case fatality rate), which reflects the risk 
of mortality among COVID-19 cases detected 
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Managing sources of error 
during pandemics
The COVID-19 pandemic has highlighted important 
considerations for modeling future pandemics 
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with surveillance. However, because case as-
certainment can vary from one location to 
another, CFR estimates are typically affected 
by the quality of surveillance. A more stan-
dard metric, the infection fatality risk (IFR), 
should have more stable properties but can 
still be influenced by sources of error that 
affect estimates of the number of infections 
and the number of deaths. 

Concerning the number of deaths, excess 
mortality data indicate that in some loca-
tions, official statistics largely underesti-
mated the death toll because individuals 
dying of COVID-19 were rarely confirmed 
in a laboratory (4). In addition, some con-
firmed COVID-19 deaths may have occurred 
with COVID-19 coincidentally rather than 
being caused by COVID-19. Despite these 
challenges, early IFR estimates on the order 
of 0.5 to 1% for COVID-19 (2) were roughly 
consistent with those obtained later on, 
when availability of serology reduced the 
uncertainty about the number of infections. 
The COVID-19 pandemic also highlighted the 
importance of characterizing severity by age, 
which requires good demographic data. In fu-
ture epidemics, substantial risk remains that 
poor estimates of the number of infections 
early on lead to important errors in severity 
estimates, affecting the evaluation of popula-
tion impact and consequent decision-mak-
ing. The implementation of REACT-1–like 
studies to estimate incidence could provide 
more accurate denominators for severity as-
sessments and should be considered in future 
pandemic plans.

The transmission potential of a pathogen, 
which is necessary to anticipate its epidemic 
dynamics, is typically measured by the re-
production number, R (mean number of per-
sons infected by a case). R can be estimated 
directly by analyzing chains of transmis-

sion, but this information is rarely available. 
Fortunately, R can also be estimated by other 
means—for example, from the rate at which 
cases increase in a population (5). However, 
such an approach may overestimate R in the 
common situation when there is a surge in 
reporting after an infectious disease alert, 
and estimates are sensitive to assumptions 
about the generation time (average time lag 
between infection of a primary case and of 
their secondary cases). Before the SARS-
CoV-2 pandemic, it was considered that the 
generation time would remain stable dur-
ing an epidemic, and so it was thought to be 
sufficient to estimate generation time once 
from the first few hundred cases. However, 
the SARS-CoV-2 pandemic has shown that  
control measures or new variants can modify 
this quantity (6). Moving forward, it seems 
important to develop data collection proto-
cols (beyond the first few hundred cases) and 
statistical methods to monitor changes in the 
generation time and to correct R estimates 
accordingly. Similar efforts should be made 
to monitor overdispersion in transmission 
[that some cases infect many other people 
(also known as superspreading), whereas 
other cases do not transmit onward] because 
failing to do so may lead to inaccurate pre-
dictions of epidemic dynamics, particularly 
at the start of an epidemic (7). 

Early in the COVID-19 pandemic, NPIs 
were the only tool available to mitigate infec-
tions (2, 8, 9). Although policy-makers would 
prefer to implement the least disruptive but 
most effective measures to control COVID-19 
transmission, identifying this set of measures 
has proved challenging. This is because esti-
mating the individual effects of various NPIs 
is affected by multiple sources of error: endo-
geneity, in which NPIs are implemented when 
transmission is high so that naïve correlation 

studies may wrongly conclude that effec-
tive NPIs are associated with fast epidemic 
growth; multicollinearity, in which NPIs are 
often implemented simultaneously, making it 
impossible to disentangle individual effects; 
and heterogeneity and data quality, in which 
in an attempt to increase statistical power, 
meta-analyses have combined data from mul-
tiple countries, but such comparisons may be 
affected by differences in local settings, data 
quality, NPI definitions, and population ad-
herence to NPIs. Identifying the impact of 
specific interventions mostly from aggre-
gated population-level data such as epidemic 
curves therefore requires great care, with an 
important role for statistical and mathemati-
cal modeling (8). 

Behavioral changes constitute another 
important source of error, and it remains 
difficult to anticipate how individuals will 
respond to governmental measures and how 
this response may change over time, imped-
ing epidemic forecasting (10). More research 
is needed to precisely quantify behavioral 
changes over time and space, to ascertain 
the determinants of these changes, and to 
determine how to optimally integrate them 
into mathematical models, with key input 
expected from social scientists. Jointly ana-
lyzing the mass of data collected about be-
haviors, perceptions, NPIs, and epidemic 
dynamics over the past 3 years across mul-
tiple continents could provide insights on the 
interplay between behaviors and epidemics. 
This should be complemented with qualita-
tive research to further understand these 
complex interactions.  

Once vaccines became available, the ben-
efits of vaccination were assessed by estimat-
ing vaccine effectiveness, which compares the 
risks of infection, severe COVID-19, and death 
in individuals that have and have not been 

Identifying COVID-19 cases 
through testing, as shown 
here in Shanghai in December 
2022, is important to enable 
accurate modeling.

0203Perspecties_16524809.indd   438 1/27/23   3:51 PM

http://science.org


SCIENCE   science.org 3 FEBRUARY 2023 • VOL 379 ISSUE 6631    439

vaccinated, with major impact on expected 
population-level dynamics (11). Although the 
first vaccine trials and then observational 
studies of vaccine effectiveness were carried 
out in largely infection-naïve populations 
(12), the proportion of unvaccinated individu-
als gaining some degree of protection through 
natural infection increased over time. This 
phenomenon is expected to increasingly bias 
vaccine effectiveness estimates downward. 
Now that most individuals have been in-
fected with SARS-CoV-2 at least once and are 
vaccinated, it becomes impossible to consider 
naïve unvaccinated individuals as the refer-
ence group, and waning of immunity has 
become the central issue. For these reasons, 
vaccine effectiveness es-
timates should now be 
based on time since the 
last dose to monitor the 
continued value and im-
pact of booster doses and 
estimate waning of im-
munity. Similar problems 
occur with the estimation 
of the intrinsic severity 
(such as risk of severe 
COVID-19, given infection 
in a naïve individual) of new variants. For 
example, the impression in populations with 
high levels of vaccination and past infections 
that Omicron variants led to much milder 
infections than past variants was somewhat 
contradicted by studies that estimated that 
intrinsic severity was quite similar to that of 
the ancestral strain (13). 

Throughout the COVID-19 pandemic, 
mathematical models have played an es-
sential role in estimating key parameters, 
monitoring population immunity, building 
short-term forecasts and medium-term in-
tervention scenarios, and anticipating the 
impact of variants and of vaccination (2, 8, 
9, 11, 14). The simple model structures that 
described the early spread of SARS-CoV-2 
were revised incrementally to capture impor-
tant changes in SARS-CoV-2 epidemiology, 
such as the emergence of new variants or the 
impact of immunity not only from infections 
but also from vaccinations. These revisions 
were supported by COVID-19 data analyses 
that provided estimates for key parameters 
(2, 8, 12–14). After a large number of incre-
ments (such as for variants Alpha, Delta, and 
Omicron; vaccinations with two, three, and 
four doses; and decay of immunity), SARS-
CoV-2 models now often comprise thousands 
of equations. This large number of param-
eters, and the difficulty to estimate these 
parameters and track infections and popu-
lation immunity, all contribute to making 
current model outputs unstable and sensi-
tive to modeling assumptions. After 3 years 
of tracking successive pandemic waves with 

these models, the transition to endemicity is 
an opportunity to develop models that can 
describe the epidemic process in a simpler 
way, similar to what is done for other infec-
tious diseases such as influenza. Key for suc-
cess will be to identify a more parsimonious 
description of population immunity against 
infection and severe disease without having 
to calibrate models to years of epidemic time 
series. More research is therefore needed to 
determine whether population immunity 
could be summarized with a few biomarkers, 
such as neutralizing antibody titers (14) or 
other immune markers. The development of 
mathematical models that robustly integrate 
data from SARS-CoV-2 antigenic maps could 

also improve risk assess-
ment in the context of 
emerging variants (15). 

Decades of research on 
epidemics in epidemiol-
ogy, mathematical mod-
eling, and public health 
have generated a range 
of surveillance systems, 
study designs, and meth-
ods with which to allow 
more accurate situational 

awareness and address common sources 
of error during epidemic risk assessments. 
These approaches proved critical during 
the COVID-19 pandemic. Now that the most 
acute phase of the COVID-19 pandemic is 
over, improving this toolbox, through the de-
velopment and deployment of new data col-
lection protocols and methods, must remain 
a priority to effectively manage COVID-19 as 
the virus moves to endemicity and surveil-
lance approaches change. This will also be 
important to strengthen preparations for fu-
ture emerging pathogens. j
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“...the transition to 
endemicity is an 

opportunity to develop 
models that can describe 

the epidemic process 
in a simpler way...”

CHEMISTRY

One carbon—
four new bonds
Stable carbenes deliver 
a carbon atom to simple 
amides, producing a range 
of cyclic compounds

By Y uji Nakano and David W. Lupton

T
he naturally high abundance of car-
bon and its prevalence in all known 
organisms makes it one of the most 
important elements in chemistry. 
Consequently, synthetic manipula-
tion of carbon-containing molecules 

has broad effects on science and society. 
Although chemical reactions that con-
struct one or two new bonds to a single 
carbon are common, those that construct 
three or more are less developed, despite 
the potential to allow for the rapid assem-
bly of complex materials that could have 
applications in medicine and materials sci-
ence. On page 484 of this issue, Kamitani 
et al. (1) report a reagent that allows the 
insertion of a single carbon atom into com-
mon unsaturated amides to give a range of 
cyclic amide products.

Chemical reactions that construct more 
than one bond in a single process most 
commonly involve initiating bond-form-
ing events across different carbon atoms 
in a molecule (2), as exemplified by the 
landmark synthesis of progesterone (3). 
Reactions that lead to the construction of 
multiple bonds at a single carbon are more 
specialized and often involve the reactions 
of carbenes (species with a pair of non-
bonding electrons and two other groups). 
For example, diazomethane, a common 
precursor to a carbene, allows insertion 
reactions to be achieved with ketones, 
providing two new carbon-carbon bonds 
in the process (4). Other carbene precur-
sors have also been developed whereby in 
a single-step or multistep sequence, up to 
four new bonds can be constructed. These 
types of reactions are important for chemi-
cal synthesis and continue to be applied 
in the preparation of important molecules 
in medicine.

The work of Kamitani et al. exploits 
N-heterocyclic carbenes (NHCs) (5) as 
reagents that are capable of allowing sin-
gle–carbon atom insertion with the con-
struction of four new bonds. The process 
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increase the complexity of the products 
formed and could allow for the realization 
of complicated target syntheses. Moreover, 
the delivery of a single carbon atom in the 
form of a stabilized NHC, with loss of a dii-
mine, introduces substantial waste with an 
atomically large reagent delivering just a 
single atom. Methods that enable the re-
capture of this by-product and recycling 
into the NHC reagent could allow for im-
portant advances toward realizing a circu-
lar chemical economy.

Although efficiency is a central tenet of 
many new reactions, this is largely defined 
by minimizing expenditure—whether it be 
material, thermal, or temporal—but not 
necessarily by maximizing utility arising 
from the complexity of the product (14). 
The chemistry introduced by Kamitani et 

al. delivers the maximum num-
ber of new bonds about a single 
carbon. The development of ap-
proaches whereby four distinct 
bonds are assembled at a single 
carbon has great potential util-
ity. Though the work of Kamitani 
et al. introduces an exciting ap-
proach to such chemistry, two of 
the new bonds are to hydrogen. 
Future directions are likely to 
address this, ultimately allowing 
a single carbon atom to undergo 
bond formation with four dis-
tinct fragments. j
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constructs one new carbon-carbon bond, 
one new carbon-nitrogen bond, and two 
new carbon-hydrogen bonds. NHCs are 
some of the earliest carbenes to be isolated 
(6), although before isolation, they had 
been predicted on the basis of chemical re-
action outcomes in studies dating from the 
1950s. NHCs have a rich involvement in or-
ganic synthesis, serving as stabilizing com-
ponents in metal complexes (7), cofactors 
in biocatalytic processes (8), or catalysts in 
their own right (9). To allow the reported 
chemistry, the authors use NHCs with en-
hanced reactivity (10) compared with more 
common versions that were unable to ac-
complish the reaction effectively.

The chemical steps associated with the 
discovery were examined by monitoring 
the transfer of protons and carbons. This 
allowed the authors to propose 
a process in which the NHC 
serves as a two-electron donor 
adding into the acrylamides to 
construct the first new bond. In 
the simplest version of the reac-
tion, proton transfers followed 
by amine addition then con-
struct the carbon-nitrogen bond. 
Most examples in the study of 
Kamitani et al. involve a slightly 
more complex bond-forming se-
quence in which aryl migration 
occurs before carbon-nitrogen 
bond formation. The carbon-car-
bon and carbon-nitrogen bond 
formation has some analogy in 
NHC-catalyzed processes (11) 
with similar intermediates pos-
tulated in computational studies 
(12) and nonproductive catalytic 
reactions (13). Finally, the prod-
uct is formed through a series 
of proton transfers that con-
struct two carbon-hydrogen 
bonds and dissociate a diimine, 
thereby completing the reaction 
(see the figure).

The early steps in this syn-
thesis have some precedent (11), 
but the overall process allows 
a highly distinct reaction path-
way that enables the conver-
sion of common unsaturated 
amides into cyclized materials. 
Kamitani et al. explored the util-
ity of the reaction across a range 
of starting materials, including 
those bearing potentially sensi-
tive functional groups. In addi-
tion, the conversion of the resul-

tant products to more advanced materials 
was also considered. The application of 
this reaction with more complex starting 
materials makes a two-stage introduction 
of cyclic amides from common aryl amines 
possible. Notably, such cyclic amides have 
long-established antibacterial activity; 
thus, new approaches to their preparation 
have the potential to support the discovery 
of new antibiotics.

The reaction reported by Kamitani et al. 
is highly original and gives rise to exciting 
opportunities that extend this single–car-
bon atom insertion. In its current form, two 
carbon-hydrogen bonds are constructed. 
If one of these hydrogens was replaced 
by any other element, then the products 
would bring up to three non-hydrogen 
components together. This would greatly 

School of Chemistry, Monash University, 
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Building multiple bonds in one operation
New bonds are constructed at a number of distinct positions 
within the molecule to enable a synthesis of progesterone.

Insertion of a carbene with diazomethane
Two new bonds are constructed to a single carbon atom (highlighted), 
which is inserted into the starting material to give a ring-expanded product.

Insertion of a carbon with N-heterocyclic carbenes (NHCs)
Four bonds are constructed to a single carbon atom (highlighted), 
which is inserted into the starting material to give a cyclic amide product.

4 new bonds

4 new bonds

2 new bonds

Constructing new bonds
To assemble complex molecules, the ability to install more than one 
new bond in a single operation is often advantageous and allows more 
rapid access to the desired target.
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T
hough the COVID-19 pandemic, 
which has claimed the lives of at 
least 6.5 million individuals world-
wide, is not yet over, it is not too 
soon to consider the strengths and 
weaknesses of the research re-

sponse and some of the lessons that can 
be learned. Much important research has 
investigated key public health and clinical 
issues such as masking, indoor air ventila-
tion, and prone ventilation. But, arguably, 
no research has been more innovative and 
impactful than that of the biomedical com-
munity around vaccines, therapeutics, and 
diagnostics. Drawing on our experience 
leading  US-driven elements of this global 
biomedical research effort, we review here 
major cross-sector initiatives led by the 
National Institutes of Health (NIH) and its 
partners. We outline key milestones (see 
the figure) and crucial lessons learned, 
with the goal of informing and guiding the 
research community’s response to future 
pandemics (see the box).

As emphasized by the Lancet Commission 
(1) and many others, COVID-19 has reaf-
firmed the importance of international 
coordination in addressing public health 
challenges. The US biomedical research 
community has learned much from—and 
shared much with—their international 
partners. Yet it is also essential to recog-
nize the value of sustained learning and 
constant preparation because, in the past, 
many aspirational goals have failed to be 
fully realized (2).  

INVESTING IN VACCINE DEVELOPMENT 
AND EVALUATION
The research response to severe acute res-
piratory syndrome coronavirus 2 (SARS-
CoV-2), the novel coronavirus that causes 

COVID-19, was not invented from scratch. 
Decades of basic research in virology, mo-
lecular biology, genomics, immunology, 
structural biology, epidemiology, and mul-
tiple other scientific fields made it possible 
to mount therapeutic and vaccine efforts 
within days of the public release of the se-
quence of the viral genome (3). Before the 
COVID-19 pandemic, mRNA vaccines had 
not yet been proven safe and effective for 
any infectious disease. However, data that 
had been gathered over the past two de-
cades, including codon optimization and 
refinement of delivery systems, provided 
confidence that this approach could work—
and ultimately saved months in the face of 
a rapidly spreading pandemic. Only the 
nucleotide sequence of SARS-CoV-2 posted 
on the internet on 10 January 2020 was 
needed to start the design. In an effort that 
has been well described elsewhere (3, 4), 
the first injections in research volunteers 
were initiated in a phase 1 NIH-Moderna 
clinical trial just 65 days after the posting 
of the viral genome sequence. A parallel ef-
fort by Pfizer-BioNTech proceeded at the 
same fast pace, and Janssen, AstraZeneca, 
and Novavax followed closely behind. Of 
critical importance was the initiation of a 
US government program, Operation Warp 
Speed (OWS), to provide financial support 
for large-scale vaccine and therapeutic tri-
als and support for the manufacturing of 
millions of doses of vaccines at financial 
risk to the US government even before 
their safety and efficacy had been shown 
(4). Clinical trial endpoints were harmo-
nized, and five of the six pivotal studies 
were overseen by a single NIH-convened 
Data and Safety Monitoring Board. As 
part of this, NIH HIV vaccine evaluation 
networks were partnered with units based 

in contract research organizations (CROs).
When unblinded in November 2020, 

the results of the randomized phase 3 
clinical trials of the mRNA vaccines out-
performed all but the most optimistic 
expectations—more than 90% efficacy in 
preventing symptomatic disease and an 
excellent safety record. In just 11 months 
from identification of the pathogen, two 
vaccines received emergency use authori-
zation (EUA) from the US Food and Drug 
Administration (FDA). Most other vaccines 
have taken at least a decade to develop. 

BUILDING DIVERSITY IN CLINICAL TRIALS
One hallmark of the pandemic is that 
the burden of COVID-19 has not been 
evenly distributed across populations. In 
the United States, the burden has fallen 
heavily on older individuals and Black, 
Hispanic, and American Indian people, 
particularly those in underserved commu-
nities—hospitalizations and deaths were 
significantly higher among these groups. 
For scientific credibility and public ac-
ceptance, it was critical to include volun-
teers in vaccine and therapeutic clinical 
trials  who represented the diversity of the 
US population. At the start of the phase 3 
vaccine trials, the individuals most likely 
to participate were white, and thus diver-
sity was expected to be limited. Leadership 
from NIH, the Surgeon General’s office, 
participating companies, and trial recruit-
ment centers convened weekly to iden-
tify ways to ensure diversity. The NIH 
Community Engagement Alliance (CEAL) 
Against COVID-19 Disparities (https://
covid19community.nih.gov/) was formed 
and expedited efforts to work directly with 
disproportionately affected communities 
in multiple states (5). This initiative was 
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informed by NIH’s 30-year history of sup-
porting community-engaged research, which 
encourages researchers to embrace princi-
ples of full partnership to build sustainable 
mutual trust with community organizations. 
CEAL’s efforts were also guided by the epi-
demiology of the pandemic in the summer 
of 2020 and focused on areas in which dis-
advantaged communities were experiencing 
the greatest burden of illness. Recruitment 
sites with a track record of effectively engag-
ing underserved communities were given 
enhanced support. An innovative partner-
ship with CVS Health Corporation provided 
vaccine trial information to individuals who 
had just tested negative for COVID-19. With 
a shared commitment to the tenet that diver-
sity is an essential feature for an effective roll-
out of a vaccine, the groups developed and 
implemented new approaches for promoting 
inclusive participation in research in commu-
nities of color, and at least 30% of enrollees in 
most of the vaccine trials were from racial or 
ethnic minority groups. 

PRIORITIZING THERAPEUTIC TRIALS
By March 2020, it became clear that 
COVID-19 was spreading rapidly and that 
finding effective therapeutics for both out-
patients and inpatients would be critical. 
The timetable for developing a new small-
molecule antiviral was likely to be much 
longer than a year. Thus, the focus in 2020 
was the testing of therapeutic agents de-
veloped for other diseases (so-called “re-
purposing”) and the development and test-
ing of monoclonal antibodies directed at 
the spike protein of the virus. Initial clinical 
trial efforts were well intentioned  but mostly 
small and underpowered (many directed at 
hydroxychloroquine or convalescent plasma) 

and/or failed to include an appropriate 
control group (6).

The United States and United Kingdom   
mobilized in different ways but in close 
communication. In the United Kingdom, 
the RECOVERY trial worked through the 
National Health System to rapidly random-
ize tens of thousands of hospitalized patients 
starting in March 2020 with a low-touch ap-
proach that featured direct patient recruit-
ment with no need for clinician involvement. 
An important result was the demonstration 
in June 2020 that the anti-inflammatory 
dexamethasone reduced 28-day mortality in 
patients with severe respiratory complica-
tions. Because such a national health care 
system was lacking in the United States, NIH 
first tapped into trial networks and contract 
mechanisms already in place for other infec-
tious and noninfectious diseases. An early re-
sult was the launch in February 2020 of the 
Adaptive COVID-19 Treatment Trial, a ran-
domized, placebo-controlled study of remde-
sivir, an antiviral that was originally consid-
ered for use against other RNA viruses like 
hepatitis C, Ebola, and Middle East respira-
tory syndrome coronavirus (MERS-CoV) . On 
the basis of those results, remdesivir received 
an FDA EUA for COVID-19 in May 2020.

To speed evaluation of other FDA-approved 
drugs, as well as monoclonal antibodies, 
NIH launched a public-private partnership 
called Accelerating COVID-19 Therapeutic 
Interventions and Vaccines (ACTIV) (https://
fnih.org/our-programs/ACTIV) in April 2020 
(7). This partnership with other federal agen-
cies, 20 companies, and several nonprofit or-
ganizations involved more than 100 scientists 
from all sectors in a team-science approach 
to achieve rapid testing of potential treat-
ments and mount the largest, most compre-

hensive drug repurposing effort to date. This 
included a highly efficient, rigorous process 
for soliciting candidate compounds; assem-
bling uniform dossiers of relevant data and 
conducting a systematic evaluation of more 
than 800 agents with various mechanisms of 
action; and selecting 34 agents for inclusion 
in ACTIV master protocols. ACTIV incorpo-
rated pharmaceutical company, academic, 
and government statisticians into integrated 
teams that worked closely with the FDA to 
build 11 master protocol designs aimed at 
testing different classes of drugs in multiple 
patient settings. Many of these used innova-
tive statistical designs and, as understanding 
of COVID-19 evolved, sought to validate new 
composite symptomatic endpoints for ac-
celerated regulatory approvals. Using online 
surveys, ACTIV also developed a targeted 
inventory of NIH- and CRO-sponsored clini-
cal sites and combined it with geographic 
mapping, disease incidence data, and visu-
alization capabilities to generate a geotrack-
ing tool that enabled researchers to create 
a hybrid, COVID-19–ready   site infrastruc-
ture. All of these represent innovations that 
should enable NIH and its partners to pivot 
more rapidly to address future pandem-
ics. Managed by a mix of academic experts 
and the staff at the Foundation for the NIH 
(FNIH), and funded in part through OWS, 
ACTIV has so far completed testing of 29 
candidates, enrolling more than 22,000 par-
ticipants in more than 40 substudies. Six of 
those candidates have shown compelling 
evidence of benefit and are now approved for 
clinical use. Nineteen (including ivermectin) 
have been shown definitively to be ineffec-
tive, which is valuable knowledge to reduce 
misinformation and focus on providing effec-
tive treatments to appropriate patients. 
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Vaccines

Therapeutics

Diagnostics

Public outreach

22 May 
Remdesivir is 
found to be safe 
and effective

10 January 
SARS-CoV-2 
genetic sequence 
released

16 March 
NIH-Moderna 
vaccine phase 1 
trial starts

29 April 
RADx launches to 
speed innovation in 
diagnostic testing

24 May 
COVID-19 OpenData Portal  
for variants and drug 
repurposing launches

27 July 
Phase 3 trial of 
NIH-Moderna 
vaccine begins

4 August 
First ACTIV trials 
of COVID-19 
therapeutics begin

16 September 
Community Engagement Alliance 
(CEAL) launches to ensure 
diversity in vaccine trials

13 January 
NIH-Moderna �nalize 
COVID-19 mRNA vaccine 
candidate design

2 October 
FDA grants EUA to �rst 
POC rapid COVID-19 
test; RADx funded test

15 December 
First RADx-supported 
over-the-counter COVID-19 
test receives EUA

20 January 
ACTIV TRACE launches 
to track importance of 
emerging variants

27 February 
Janssen 
COVID-19 vaccine 
receives EUA

21 April 
NIH publishes the 
COVID-19 treatment 
guidelines

17 April 
NIH launches ACTIV 
to develop treatments 
and vaccines

11 December 
P�zer-BioNTech 
mRNA vaccine 
receives EUA 

18 December 
NIH-Moderna 
mRNA vaccine 
receives EUA

2020 2021

+

CT

Key milestones in developing COVID-19 vaccines, therapeutics, diagnostics, and public outreach
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To help guide decisions by health care 
workers, NIH also convened a panel of medi-
cal and regulatory experts early in the pan-
demic to review and synthesize available data 
from clinical trials and other study reports. 
Although not a typical role for NIH, the first 
NIH COVID-19 treatment guidelines (https://
www.covid19treatmentguidelines.nih.gov/) 
were published in April 2020 at the request 
of US Department of Health and Human 
Services (HHS) Secretary Alex Azar, which 
provided health care workers with guidance 
on how to use therapeutics (8). Since then, 
the panel has issued more than 60 updated 
editions, and the guidelines have been visited 
more than 45 million times.

The repurposing of existing approved com-
pounds for any disease, particularly a new 
infectious disease threat, is worth a major 
investment because, if successful, this ap-
proach can save time and potentially many 
lives. Yet given the high chance of trial fail-
ure for repurposed drugs , development of 
therapeutics based on intimate knowledge 
of the specific pathogen remains important. 
Following the examples set by herpesvirus 
and HIV research and with prior investments 
in the molecular biology of coronaviruses, 
the experience with COVID-19 has again 
underscored the importance of empowering 
programs to identify specific targeted small 
molecules against an emerging pandemic 
pathogen (9). Monoclonal antibodies and 
small-molecule oral antiviral drugs [nirma-
trelvir and ritonavir (Paxlovid) and molnupi-
ravir (Lagevrio)] that target SARS-CoV-2 and 
were initially authorized for emergency use 
by the FDA have provided substantial benefit 
in limiting the severity of disease in high-risk 
individuals. Still, more work on antivirals, es-
pecially those with different mechanisms of 

action, is needed and is now being pursued 
for SARS-CoV-2 by NIH’s Antiviral Program 
for Pandemics (https://www.niaid.nih.gov/
research/antivirals) and other academic and 
industry efforts.

STREAMLINING DEVELOPMENT 
OF DIAGNOSTIC TESTS
Testing for SARS-CoV-2 got off to a slow and 
frustrating start in the United States. Even af-
ter reliable assays based on polymerase chain 
reaction (PCR) had been developed, testing 
had to be carried out in central laboratories, 
and the return of results often took several 
days. By the time someone received a positive 
result, they had often already exposed others 
if they had not self-quarantined. What was 
needed was a way to support innovative prod-
uct development by businesses and academic 
centers that had new ideas about diagnostics 
and a promise to reach the market in a mat-
ter of weeks, rather than years. In April 2020, 
just 5 days after receiving funding through 
a special appropriation from Congress, NIH 
launched the Rapid Acceleration of Diag-
nostics (RADx) initiative (https://www.nih.
gov/research-training/medical-research-ini-
tiatives/radx) and set up a system for inven-
tors to pitch their diagnostic platforms to a 
group of experts in engineering, technology, 
manufacturing , and business development 
(10). These experts evaluated the most prom-
ising technologies through a rigorous, multi-
step process known as an innovation funnel 
(11). Those that achieved specific milestones 
received ongoing regulatory advice from the 
FDA; additional funding for development, 
optimization, and validation; and ultimately 
EUA by the FDA. NIH, the FDA, and their 
RADx partners also established the capabil-
ity to accelerate EUAs for home rapid antigen 

tests and, through the RADx Independent 
Test Assessment Program (ITAP), evaluate 
tests at risk for reduced accuracy because of 
new variants (12). Through this approach, 
new and well-validated tests were broadly 
reaching the market in just a few months. At 
the time of this writing, 49 tests have been 
granted EUA—16 that are lab-based, 20 that 
are point-of-care , and 13 that are home tests. 
About 3 billion tests were added to US capac-
ity from RADx, which helped drive a national 
paradigm shift in which rapid home and 
point-of-care tests have become the domi-
nant form of testing (13).

An additional component of this effort 
that focused on underserved populations, 
RADx-UP (https://radx-up.org/), worked 
with community partners to identify ef-
fective strategies for reducing disparities 
in COVID-19 testing and addressing other 
health needs in these communities. 

LOOKING TO THE FUTURE
Although the worst days of the pandemic 
may be behind us, the timeline of the bio-
medical research community’s response to 
COVID-19 is still being written. The novel 
coronavirus and its variants will likely con-
tinue to present considerable public health 
challenges around the globe for years or 
even decades, requiring continued vigi-
lance and sustained support for develop-
ment of updated vaccines, tests, and thera-
pies. Among the most frustrating challenges 
is the syndrome of post-acute sequelae of 
SARS-CoV-2 (PASC), often referred to as 
Long Covid.  The heterogeneity of symptoms; 
differences in severity; unknown incidence, 
prevalence, and duration; and sometimes 
delayed onset of new and varied symptoms 
all contribute to difficulty in recognizing the 

2 June 
ACTIV trials on immune 
modulators meet secondary 
endpoint of improved survival

29 April 
RADx-supported companies 
increase US capacity by >2.5 
billion tests

13 July 
Novavax COVID-19  
vaccine receives 
EUA

31 March 
Say Yes! COVID Test program 
launches to assess frequent 
self-testing at home

4 August 
ACTIV trial shows that blood 
thinner helps moderately ill 
hospitalized patients

15 September 
NIH funds 
RECOVER initiative 
to study Long Covid

9 October 
ACTIV trial �nds monoclonal 
antibody combination effective in 
preventing disease progression

25 October 
NIH announces Independent Test 
Assessment Program to support 
FDA evaluation of COVID-19 tests

2022

ACTIV, Accelerating COVID-19 Therapeutic Interventions and Vaccines; EUA, emergency use authorization; FDA, US Food and Drug 

Administration; NIH, National Institutes of Health; POC, point of care; RADx, Rapid Acceleration of Diagnostics; RECOVER, Researching COVID 

to Enhance Recovery; SARS-CoV-2, severe acute respiratory syndrome coronavirus 2; TRACE, Tracking Resistance and Coronavirus Evolution.  
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potential important health impact of PASC. 
Early reports in the literature and discus-
sions within the medical community were 
largely anecdotal. Recognizing the potential 
substantial health impact of PASC, NIH and 
HHS sought funding in the fourth quarter 
of 2020, which enabled the 2021 launch of 
a comprehensive program, called the NIH 
Researching COVID to Enhance Recovery 
(RECOVER) initiative (https://recoverco-
vid.org/), which is already yielding data 
and results.

Among the efforts underway are those 
to understand why many individuals who 
recover from an initial infection later go on 
to develop new and potentially debilitating 
symptoms (14). Is this persistence of the 
virus? A consequence of the microvascular 
thromboses that can be part of the acute ill-
ness? An immune system on high alert that is 
unable to reset? To explore hypotheses such 
as these, RECOVER has funded more than 40 
research projects that aim to advance knowl-
edge about how COVID-19 affects different 

body tissues and organs. Many of these in-
vestigator-initiated pathobiology studies are 
using RECOVER clinical data and specimens 
and involve teams working collaboratively 
in multiple cross-cutting areas, for exam-
ple, immunology, to accelerate the breadth, 
depth, and pace of knowledge acquisition, 
particularly for clinical phenotypes and sub-
phenotypes. Clinical trials to prevent and 
treat these lingering effects of COVID-19 are 
being initiated. 

An overarching theme among lessons 
learned from this experience (see the box) 
is the need for ongoing global surveillance 
and advanced readiness to deal with emerg-
ing pathogens. We must sustain our current 
focus on pandemic preparedness and resist 
the temptation to slip back into compla-
cency. Substantial resources will be needed 
to improve and streamline disease surveil-
lance and reporting systems in the United 
States and around the world. Likewise, the 
research and policy communities must in-
vest in steps now to encourage development 

of candidate vaccines, targeted therapeu-
tics, and point-of-care diagnostics for future 
predictable pathogens. The G7’s 100 Days 
Mission (https://www.gov.uk/government/
publications/100-days-mission-to-respond-
to-future-pandemic-threats) aims to for-
malize this goal by supporting the kind of 
advanced preparation that will make diag-
nostics, therapeutics, and vaccines available 
within 100 days of the emergence of a pan-
demic pathogen. 

The COVID-19 pandemic has also shone a 
bright light on the limitations of our current 
science communications systems to convey 
accurate information to the public, especially 
when faced with an avalanche of misinforma-
tion and disinformation coming from social 
media. Serious consideration of how better 
to empower trusted sources of information 
at the local level is needed, as is additional 
behavioral research on how to motivate ra-
tional decision-making about personal health 
care in the face of the current divisiveness of 
societies and an erosion of trust in science.  

Perhaps the most valuable lesson that 
COVID-19 has taught the research commu-
nity—and hopefully society more broadly—
is the importance of collective effort and 
continuous investment in basic and applied 
research. It takes more than individual in-
genuity and hard work for biomedical re-
search to respond swiftly and effectively to 
a rapidly emerging public health challenge. 
For this pandemic, it required the coordi-
nated efforts of thousands of creative re-
searchers, administrators, and community 
partners who were supported by much 
needed resources and provided with rapid, 
free access to decades of discoveries made 
by their scientific forebears. j
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Lessons from COVID-19 for biomedical research
• Prioritize shared agreement among research 

partners about openness of data and lack of 
concern about who gets credit.

• Encourage upfront development of master 
protocols for clinical trials, with details on 
design, scale, and endpoints agreed to by all 
parties (15). 

• Obtain substantial resources quickly to 
support the development and optimization 
of vaccines, therapeutics,  diagnostics, 
independent diagnostic validation, and 
advanced clinical trials.

• Ensure that prepurchase agreements derisk 
the major push needed from industry and 
provide researchers with downstream access 
to data, specimens, and products.

• Require diversity of trial participants 
for equity and scientific credibility.  

• Shorten timetables for clinical trials. Use 
simultaneous adaptive phase 2 and 3 
approaches, rather than sequential phases 
with down time between.

Moving research findings 
into the clinic 
• Closely involve regulators to avoid missteps 

that can cost months.

• Establish a rigorous, trustworthy clinical 
guidelines system to translate research 
findings into clinical practice in real time.

• Develop and deploy a creative and rapid-fire 
communications network that clarifies the 
provisional nature of scientific conclusions but 
uses all forms of media to provide accessible 
and accurate information to the public, 
especially to underserved communities.

Supporting science 
• Invest broadly in basic, undirected virology, 

structural biology, genomics, molecular biology, 
immunology, epidemiology, and other key 
disciplines to build fundamental knowledge. 

• Support local and global surveillance to 
achieve the earliest possible detection of 
an emerging pathogen. 

• Begin now to develop vaccines (to phase 1), 
targeted therapeutics, and point-
of-care diagnostics for the most likely 
future pathogens.

• Stabilize and sustain large-scale global clinical 
trial networks to further enhance engagement 
with community hospitals and international 
partners. Keep these “warm” and ready for 
action when needed.

• Ensure immediate public release 
of research results.

• Build trust through ongoing support of 
community-engaged networks that are 
based on partnerships between community 
organizations and scientists.

• Make a major investment in behavioral 
and social science research to develop 
more effective ways of addressing vaccine 
hesitancy, crisis management, and other 
responses to public health messages.

Responding when a pandemic 
pathogen emerges
• Engage partners from all research and 

development sectors from the start as 
a critical enabler to bring vaccines, drugs, 
and diagnostics on a large scale to 
people worldwide.
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American populations in 1856. Although 
the camel corps was unsuccessful, and ulti-
mately overshadowed by the ensuing Civil 
War, the country’s interest in expertise, 
knowledge, and experiments in the des-
erts of the Middle East endured, 
and an exchange of agricultural 
practices flourished. 

By the mid-20th century, 
however, an imbalanced rela-
tionship between the two arid 
regions had begun to emerge. In 
1942, the Roosevelt administra-
tion embarked on a mission that 
aimed to transfer agricultural 
practices from Arizona to Saudi 
Arabia and the Trucial States 
under the pretense of improv-
ing the lives of the Arab people. 
However, the initiative brought with it a 
lucrative business, selling machinery, stor-
age and processing resources, and trade 
materials. This hidden supply chain was 
an indication, argues Koch, of the imperi-
alistic ambitions of the US in the Middle 
East. This and other examples reveal how 
the US strategy in the Middle East was not 
dissimilar from those employed by white 
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By Pamela Karimi

W
hether in search of information on 
oil excavation, water management, 
or agricultural infrastructure in the 
Middle East, many scholars often 
inevitably end up not in the Ara-
bian peninsula but in the Ameri-

can archives, where there is an abundance 
of records of US experts and politicians who 
exported technical assistance to the region. 
In Arid Empire, Natalie Koch reveals a more 
complex account of the reciprocal relation-
ships between Arabia and the drylands of the 
American Southwest from their origins in the 
mid-19th century through today. These nar-
ratives are informed by archival documents, 
newspaper clips, governmental reports, uni-
versity records, and visual materials. 

Divided into six chapters, the narrative 
begins with the true tale of a caravan of 
camels led by a Syrian cameleer that were 
enlisted to help the US Army take control 
of the southwest terrains and its Native 

GEOGRAPHY

Desert knowledge exchange cloaked imperial goals, 
argues a political geographer

Arid lands, imperial ambitions

European settlers to secure resources on 
Native American lands and gain revenue 
from them. 

In addition to these ulterior motives, Koch 
maintains that the aid offered by the US was 
often not sustainable. The agricultural so-
lutions the country helped put in place to 
mitigate food shortages in Arabia during the 
1970s oil crisis, for example, worked briefly, 
but a lack of water resources rendered this 
program wide of the mark over the long 
term. Meanwhile, desalination techniques, 
an export from the University of Arizona so-
lar and environmental research laboratories, 
had also failed to deliver meaningful change 
to the Middle East by the end of the 1970s 
and remain unrealized to this day. 

Lest we assume that desert politics are 
remnants of a bygone era, Koch argues that 
they also play a vital role in how we think 
about the future. Deserts frequently serve 
as platforms for oft-untenable apocalyptic 
visions of a warming planet and imminent 
challenges of securing food, energy, and 
water. Focusing on Biosphere 2—formerly 
an analog for human settlements on lunar 
surfaces and currently an Earth system sci-
ence research facility in Oracle, Arizona—
Koch shows how imperialism similarly per-
vaded this project, drawing on the trope of 
environmental salvation to ultimately build 
settler colonial structures of exclusion and 
Indigenous dispossession. 

In the book’s final pages, readers learn 
that a science-based knowledge economy has 
also come to shape the development agen-
das of today’s Arab ruling elites. Regrettably, 
ambitious projects such as the Masdar eco-
city—a sustainable urban community in Abu 

Dhabi that took inspiration from 
Biosphere 2—di d not fully deliver 
their promises of overcoming cli-
mate change and reaching net-
zero emissions.

Without falling into the traps 
and tropes of orientalist dis-
course and postcolonial theory, 
Koch successfully capitalizes 
on a series of carefully docu-
mented case studies to unpack 
the United States’ often elusive 
and indirect pseudocolonial am-
bitions. In doing so, she reveals 

how, in the name of scientific progress and 
technological advancement, US policy-
makers and private companies—with close 
ties to institutions of higher education—
gained access to desert resources and prof-
ited from them, all while claiming to reject 
old-world colonial attitudes. The outcomes 
were nonetheless similar. j

10.1126/science.adf4887

A farmer tends an alfalfa crop in Al-’Ula, Saudia Arabia.
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By H. Holden Thorp

T
he landmark book Merchants of Doubt, 
by Naomi Oreskes and Erik Con-
way, meticulously documented how 
prominent scientists lacking relevant 
expertise used their credentials and 
influence to enhance conservative op-

position to government regulation on mat-
ters ranging from tobacco and secondhand 
smoke to climate change (1). As Oreskes and 
Conway explain in their outstanding new 
book, The Big Myth, the pair were challenged 
by Senator Tim Wirth to produce a compan-
ion book that explained what to do about the 
findings presented in Merchants. That is not 
precisely where they ended up—it is probably 
more accurate to say that Merchants gave 
us the “how” of science denial, and The Big 
Myth gives us the “why”—but the new book is 
no less important.

The “why” of science denial, the authors 
argue, is market fundamentalism—the be-
lief that free markets unencumbered by 
government regulation can solve any prob-
lem through what Ronald Reagan repeat-
edly called the “magic of the marketplace.” 
Although popularized in the 1980s, this 
philosophy was the result of 100 years of 

methodical efforts to build the political 
case—and resulting political coalition—for 
doubting evidence that favored government 
regulation. The authors weave an engaging 
tale with compelling underlying research 
that shows why scientific research on topics 
ranging from climate change to COVID-19 is 
so effortlessly dismissed.

Many of the seeds of market fundamental-
ism were planted in the 1920s, when strug-
gles ensued over how to provide electricity to 
rural America. Specifically, great debates oc-
curred over whether rural electrification was 
best provided by private entities or by regu-
lated public–private partnerships. To fight 
government involvement, power companies 
formed a trade association, the National 
Electric Light Association (NELA), that insti-
gated a pro-business propaganda campaign 
that included introducing materials into 
grade-school textbooks. NELA established a 
framework that many future anti-regulation 
campaigns would follow.

The next big move by market fundamen-
talists occurred in the late 1930s, when an in-
dustry group called the National Association 
of Manufacturers (NAM) cultivated what they 
called the “tripod of freedom.” This concept 
held that three aspects of American life were 
inseparable: civil and religious liberty, repre-
sentative democracy, and free private enter-
prise. NAM propagated this idea through a 
radio program called The American Family 

Robinson, which reenvisioned the 1812 novel 
The Swiss Family Robinson through a lens 
of free enterprise in an effort to convince 
Americans that free markets were coequal 
with democracy and personal liberty. With 
that idea in place, it was easy to argue that 
impediments to free enterprise through gov-
ernment regulation were tantamount to the 
dismantling of the democratic system and 
encroachment on individual freedom.

In subsequent sections, eye-opening epi-
sodes abound. In chapter 6 (“The Big Myth 
Goes West”), the authors expose how Rose 
Wilder Lane, a founder of American liber-
tarianism and the daughter of Little House 
on the Prairie author Laura Ingalls Wilder, 
shaped her mother’s children’s novels to 
serve as instruments of market fundamental-
ism. In chapter 7 (“A Questionable Gospel”), 
they explain how Christianity was reframed 
in the mid-20th century by leaders such as 
Norman Vincent Peale from a pursuit fo-
cused on compassion and collective welfare 
to one of personal liberty. And in chapter 9 
(“Steering the Chicago School”), they explain 
how the “Chicago school” of free-market 
economics—a philosophical framework that 
emerged at the University of Chicago during 
the 1930s and was exemplified by the work 
of economist Milton Friedman—provided an 
intellectual basis for laissez-faire econom-
ics that was validated by numerous Nobel 
Prizes. Astoundingly, although Friedman’s 
ideas have never been rigorously verified by 
experiment, they remain prominent in the 
field of economics.

The COVID-19 pandemic, which emerged 
as Oreskes and Conway were writing The 
Big Myth, provides a perfect endpiece for 
the book. Here, the authors show how 100 
years of anti-regulation propaganda enabled 
vaccine hesitancy and pushback over mask 
mandates. 

For scientists who are dumbfounded by 
anti-science attitudes, understanding this 
history is vital. Only by understanding the 
forces that cause science denial can anything 
be done about it. Like Merchants of Doubt
before it, The Big Myth offers crucial insight 
into this phenomenon. j
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Protect seagrass meadows 
in China’s waters
Seagrass meadows are crucial habitats that 
contribute to biodiversity, food security, and 
climate mitigation (1). China harbors 22 sea-
grass species, accounting for about 30% of 
global seagrass plant diversity (2). Seagrasses 
were once common across China’s coastlines, 
but since the 1970s, six seagrass species and 
more than 80% of the seagrass meadows in 
China’s coastal waters have disappeared (2, 
3), compared with a global decline of 29% of 
known seagrass meadows since 1879 (4). The 
remaining seagrass meadows suffer from 
sparse coverage and habitat fragmentation 
(5), with negative cascading effects on the 
species that rely on them. In August 2022, 
the seagrass mega-herbivore Dugong dugon
became functionally extinct in Chinese 
marine waters (6), highlighting the urgency 
of seagrass conservation.

China has taken steps to protect and 
restore marine and coastal ecosystems, 
including seagrasses. A seagrass survey 
from 2015 to 2020 identified about 26,000 
ha of remaining seagrasses in China (3, 
7). Three protected areas (about 40,953 
ha in total) that include seagrasses have 
been established (8), and some seagrasses 
have been protected through China’s 
recent ecological redline policy (9). 
Seagrass meadows were also listed in the 
National Plan for Major Conservation 
and Restoration Projects of Important 
Ecosystems (2021–2035) (10), and some 
restoration projects of seagrass meadows 
have been implemented. However, these 
efforts have not yet been able to effectively 
reverse the degradation of China’s sea-
grass meadows.

China’s marine and coastline 
conservation efforts have not reversed 
the decline of seagrass meadows.

Urgent action is needed to maintain and 
protect the remaining seagrass meadows 
in China. Due to incomplete spatial and 
seasonal coverage of previous surveys, the 
exact spatial distribution of China’s sea-
grass meadows is still unknown. Hence, 
long-term and large-scale monitoring of 
seagrass meadows should be conducted 
to discover unknown seagrass habitats; 
otherwise, they could disappear before 
they have been discovered. In addition, 
China must improve seagrass protection. 
The existing protected areas for seagrasses 
are all located in southern China, and 
there are no seagrass reserves at all in the 
temperate waters of northern China (8). 
Finally, human activities such as land rec-
lamation, harbor construction, eutrophica-
tion, aquaculture, and overfishing, which 
pose substantial threats to seagrass mead-
ows in China, should be regulated (2, 8). 

The Wuhan Declaration of the 
Convention on Wetlands, adopted in 
November 2022, calls for priority conserva-
tion and management of vulnerable eco-
systems, including seagrass meadows (11). 
The UN Decade on Ecosystem Restoration 
also encourages the active restoration of 
billions of hectares of ecosystems world-
wide, including seagrasses (12). China 
should respond to these calls by establish-
ing a seagrass conservation and restora-
tion plan with goals and actions at both 
national and local scales.
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 Risks of China’s 
increased forest area 
Between 2010 and 2020, China increased 
its forest area by 193,680 km2  (1). The 
country plans to plant 70 billion more trees 
before 2030 (2). Although the UN’s Global 
Forest Goals regard the increase of forest 
cover as a primary goal (3), the types of 
trees and locations selected for planting 
can determine whether increased cover 
constitutes a conservation success or an 
environmental threat. 

 Based on the UN’s definition of “for-
est” (1), all types of tree plantations can 
be classified as forest. Thus, gains in 
forest cover will not necessarily offset 
losses of ecosystem services—such as 
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carbon storage, biodiversity, and water 
resources—that resulted from native 
forest loss (4). In China, the increase in 
forest cover primarily took place in the 
sensitive dryland areas in the north and 
west (5). Future efforts are planned in 
regions even farther north (6), where tree 
planting can exacerbate water shortages 
and destroy locally adapted shrubs and 
grasses (7). These harms are not balanced 
out by benefits; forestation has limited 
climate change mitigation potential in 
dryland regions given their reduced 
ability to reflect sunlight (known as the 
albedo effect) (8). 

 The absolute power of China’s central 
government makes implementing “land 
greening” programs at the national scale 
easier but allows local governments little 
flexibility, regardless of the suitability of 
their region. The central government’s focus 
on forest cover (9) overlooks key issues such 
as tree species, forest diversity, bioclimatic 
location, and planting density.  Widespread 
mortality has been reported in the mono-
cultural forests of world’s largest affores-
tation project, the “Green Great Wall” in 
northern China (10), which is not surprising 
given that artificial monocultural forests 
with fast-growing trees and even-aged 
stands are highly vulnerable to drought, 
pest, fire, and emerging disturbance inter-
actions. Before proceeding with China’s tree 
planting goals, carbon fixation efficiency, 
which varies among tree species, needs to 
be further evaluated in combination with 
water cycling and tree longevity (11).

Relying on forest cover as an evaluation 
measure may backfire on China’s forest bio-
diversity conservation and natural resource 
protection.   Intact primary forests in the 
south have been deforested and replaced 
with plantations that produce rubber, tim-
ber, fruits, and other non-wood forest prod-
ucts (12). Plantations boost forest cover, but 
the loss of intact forests, their ecosystem 
function, and the services they provide 
cannot be compensated with reforestation 
activities alone (4). 

Halting the destruction of native vegeta-
tion is far more critical than increasing 
forest cover. By adhering to a national tree-
planting plan without taking proper pre-
cautions for the protection of biodiversity, 
China is increasing ecological and social 
risks. Policymakers should give more con-
sideration to site-specific, natural reforesta-
tion with appropriate tree species. Focusing 
on reducing industrial emissions will meet 
environmental goals more effectively than 
simplistically increasing forest cover.
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Invest in early-career 
researchers in Brazil
Luiz Iná cio Lula da Silva started his third 
term as president of Brazil in January. In 
his November 2022 speech at the United 
Nations Climate Change Conference 
(COP27), Lula committed to halt deforesta-
tion, stop illegal mining and other environ-
mentally damaging activities, and make 
the country a global leader in addressing 
climate change (1). He has also declared that 
Brazil’s path to becoming a developed and 
self-sufficient country depends on science, 
technology, and innovation (1, 2). His posi-
tion on these matters has already unlocked 
international investments for the country, 
which will likely increase (3). To make 
good on his promises, Lula should invest in 
Brazil’s early-career scientists. 

In the past two decades, the number of 
students graduating with PhDs in Brazil 
more than doubled, and Brazil’s scientific 
output grew substantially (4–6). Between 
1991 and 1995, Brazil’s scientists published 
24,039 papers, earning Brazil a world 
ranking of 23rd  based on numbers of 
papers published; between 2007 and 2011, 
Brazil’s scientists published 147,503 papers, 
increasing its global ranking to 13th  (5). 
In 2011, during Lula’s second term, Brazil 
continued its trend of investing in science 
by starting the Science without Borders 
government postgraduate scholarship 

program, which supported study abroad for 
science, technology, engineering, and math-
ematics students (7). 

Since 2015, however, repeated budget 
cuts have damaged the country’s educa-
tional and academic systems (8, 9). As a 
result, many of Brazil’s 100,000 highly 
trained early-career scientists, including 
graduates of the Science without Borders 
program, are currently unemployed or 
working in jobs outside of science (7, 10). 
In 2019, they faced unemployment rates 12 
times higher than the global average (6).

Investing in the expertise of young sci-
entists will help Brazil pursue the environ-
mental goals set by the Paris Accord and 
the Kunmin-Montreal Global Biodiversity 
Framework (both ratified by Brazil) (11). 
Early-career scientists can devote their 
skills to helping Brazil accomplish the 
2030 Agenda for Sustainable Development, 
adopted by the UN General Assembly in 
2015 (12), and they can contribute to build-
ing a green economy based on human capi-
tal, technology, and innovations rather than 
natural resources exploitation. We urge the 
new government to develop programs to 
attract and retain researchers who earned 
their qualifications over the past decade 
and can now focus on Brazil’s development 
and economic growth.
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and the adrenal gland. The 
results also confirmed that 
rhythmicity was generally 
damped in older individuals. 
—LBR

Science, add0846, this issue p. 478

ORGANIC CHEMISTRY

Photoredox with chiral 
counterions
Photoredox catalysis uses 
light-induced electron transfer 
between a chromophore and 
substrate to promote chemical 
reactivity. In cases in which the 
substrate does not coordinate 
to the chromophore, it can be 
challenging to control stere-
oselectivity. Das et al. report a 
highly stereoselective approach 
that pairs a cationic chromo-
phore with a chiral anion. After 
chromophore reduction, the 
anion pairs with the activated 
substrate, in this case an oxi-
dized styrene derivative poised 

ORGANIC CHEMISTRY

Making the most of 
synthesis algorithms
Software that predicts synthetic 
routes to complex molecules 
has been rapidly increasing in 
sophistication. The extent to 
which the algorithms replicate 
or complement human intuition 
nonetheless remains uncertain. 
Lin et al. challenged a com-
mercial retrosynthesis program 
with an alkaloid for which more 
than 30 syntheses had been 
reported in the literature. The 
algorithm consistently pro-
posed a Mannich reaction that 
no prior approach had featured, 
although drawbacks in the rest 
of the route benefited from 
human intervention. By devising 
a supplemental graph-based 
method of prioritizing key 
steps, the authors achieved the 
shortest synthesis of this target. 
—JSY

Science, ade8459, this issue p. 453

NEUROSCIENCE

Attention alters 
cortical feedback
The neural underpinnings of 
attention are still incompletely 
understood. Debes and Dragoi 
present causal evidence that 
the attentional modulation 
of individual neurons and cell 
populations is performed 
by cortical feedback projec-
tions. Suppressing cortical 
area V4 feedback axons to 
area V1 without altering local 
and feedforward intracortical 
inputs virtually abolished the 
attention-induced benefits on 
response gain, the accuracy 
of network computations, and 
the attentional modulation of 
postsynaptic area V4 neuron 
responses. These findings 
indicate that feedback sig-
nals modulate visual cortical 
responses only when stimuli 
are attended. Because feed-
back has been hypothesized 

to control other top-down pro-
cesses, these results could have 
implications for a broad range 
of phenomena across many 
modalities. —PRS

Science, ade1855, this issue p. 468

CIRCADIAN RHYTHMS

Tracking human circadian 
gene expression
Rhythmic circadian changes 
in gene expression have been 
well documented in model 
organisms, but data are limited 
from primates and particularly 
humans. Talamanca et al. devel-
oped an algorithm that allowed 
them to assign a circadian 
phase to each individual in a set 
of about 900 human donors. 
This approach allowed them 
to detect circadian changes 
in gene expression in samples 
from 46 tissues. Women 
showed higher rhythmicity of 
transcripts, especially in liver 

Edited by 
Michael Funk
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Aerosols from wildfire smoke, pictured here in Southern California, generate a weather feedback loop that can intensify fires.

WILDFIRES

Feedback promotes fire

H
ow much might interactions between wildfires and local 
meteorology affect short-term wildfire variability? Huang et 
al. show that large-scale feedbacks are an important driv-
ing force on extreme fires in the Mediterranean, the West 
Coast of the United States, and Southeastern Asia. Smoke 

aerosols trap and absorb solar energy, changing local wind 
and rainfall patterns and ultimately enhancing fire emissions. 
These interactions constitute a positive feedback that increases 
air pollution exposure and accelerates wildfire expansion.    
—HJS   Science, add9843, this issue p. 457
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for [2+2] cycloaddition, and 
thereby favors the formation of 
just one of two possible mirror-
image products. —JSY

Science, ade8190, this issue p. 494

CELL BIOLOGY

A tale of two 
Beclin homologs
Cells reclaim nutrients from 
macromolecules and organelles 
through the process of auto-
phagy. Quiles et al. examined 
the roles of the highly homolo-
gous Beclin1 and Beclin2 in 
autophagy and mitophagy, 
the autophagic degradation of 
mitochondria. Both homologs 
were required for basal auto-
phagy but were dispensable 
for stress-induced autophagy. 
Beclin1 specifically promoted 
mitophagy, a function that 
required the phosphorylation 
of an evolutionarily conserved 
serine residue in Beclin1 that is 
not found in Beclin2. —WW

Sci. Signal. 16, eabo4457 (2023).

ICE STRUCTURE

Milling around glassy ice
Water ice has many crystalline 
phases, along with a few amor-
phous structures. The complex 
structural diagram is important 
to understand because of the 
widespread importance of ice. 
Rosu-Finsen et al. discovered 
a medium-density amorphous 
ice formed by ball milling 
hexagonal ice at low tempera-
tures. The distinct density and 

PHOTOCATALYSIS

Toward N2O emissions 
abatement
Because of their complex 
nonequilibrium and ultrafast 
nature, photoinduced molecular 
dissociation processes at metal 
and semiconductor surfaces 
remain difficult to characterize 
experimentally. An example is 
the low-temperature photode-
composition of nitrous oxide 
(N2O), the third most potent 
trace greenhouse gas, on 
transition-metal oxides, which 
is poorly understood despite 
being one of the most promis-
ing technologies to reduce 
N2O emissions. Using ab initio 
adiabatic and nonadiabatic 
molecular dynamics, Cheng 
et al. comprehensively investi-
gated N2O photodissociation on 
the reduced rutile TiO2(110) sur-
face. Their simulations revealed 
the key role of the N2O– radical 
anion lifetime and provide a 

fundamental atomistic under-
standing of the competition and 
synergy among N2O photolysis, 
photothermolysis, and pyroly-
sis that could be useful in the 
design of high-performance 
heterogeneous catalysts for this 
important photocatalytic reac-
tion. —YS

J. Am. Chem. Soc. 145, 476 (2022).

METALLOPROTEINS

A crystal ball for 
metal sites
Metal ions within proteins 
often form crucial structural or 
catalytic sites and are thus typi-
cally associated with conserved 
sequence motifs. Cheng et al. 
developed MetalNet, a metal 
site prediction algorithm that is 
based on residue co-evolution, 
an approach that has been used 
successfully in other contexts 
for structure and protein 
complex prediction. MetalNet 

structure helped to identify it 
as a new form of ice, opening 
up questions as to the stable 
amorphous structure of this 
important material. —BG

Science, abq2105, this issue p. 474 

GEOLOGY

Carbon on the early Earth
Black cherts have long been 
targets for preserved fossils of 
the oldest microbial organisms, 
but whether the carbon (which 
provides the black color) in 
these cherts is derived from 
organic activity is controver-
sial. Rasmussen and Muhling 
have restudied one of the 
most controversial locali-
ties, 3.5-billion-year-old black 
cherts from the Pilbara region 
of Northwest Australia. Earlier 
reports of fossils from this 
location have been challenged 
by proposed abiotic sources 
for the dispersed carbon. Using 
studies of these rocks and 
younger analogs, the authors 
report an abiotic origin from 
organic-rich hydrothermal flu-
ids. This study has implications 
for the origins of other black 
cherts and suggests that hydro-
thermal fluids may have been a 
source of organics on the early 
earth. — DHE

Sci. Adv. 10.1126/

sciadv.add7925 (2023).

FLEXIBLE DEVICES

Stretchable 
hermetic seals
An often overlooked aspect 
of stretchable electronics 
and technology is the choice 
of materials to hermetically 
protect them. Shen et al. 
devised liquid metal hermetic 
seals based on eutectic gal-
lium indium for stretchable 
devices. The low gas perme-
ability and fluidic properties 
of liquid metals overcome the 
tradeoff between permeability 
and modulus that arises with 
other materials. The authors 
demonstrate the protection 
of a stretchable battery and a 
heat-transfer device that uses 
volatile liquids. —MSL

Science, ade7341, this issue p. 488

Grinding ice in a ball mill, pictured 
here, at low temperature yielded a new 
amorphous ice form.

IN OTHER JOURNALS
Edited by Caroline Ash 
and Jesse Smith

ENVIRONMENTAL ECONOMICS 

Water markets boost farms’ output

T
rading among farmers in the world’s largest and most valu-
able water market enabled 4  to 6% additional irrigated 
agricultural output from 2007 to 2015. Rafey estimates 
that in the absence of water trading in Australia’s southern 
Murray-Darling basin (that is, if users had been held to their 

initial water allocations), farm output would have been as low 
as if there had been an overall 8 to 12% decline in water. Gains 
from water trade were particularly substantial during periods of 
drought. As societies face increased water variability due to cli-
mate change, the estimated $1.5 billion in flow benefits from this 
market reflect potential returns to public investments in neces-
sary monitoring and coordination in support of a market.  —BW   
Amer. Econ. Rev. 10.1257/aer.20201434 (2023).
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recovered many predicted sites 
consistent with known motifs, 
and experimental validation of 
a previously unknown site in a 
metabolic enzyme revealed a 
bound zinc ion. —MAF

Nat. Chem Biol. 10.1038/

s41589-022-01223-z (2023).

SEED DISPERSAL

Through the gut 
of a duck
Animals are important seed 
dispersers, and some seeds 
even benefit from passing 
through animal guts. These 
phenomena have been mostly 
studied in plants with fleshy 
fruits that have evolved to 
attract animal dispersers. 
However, some animals, such 
as waterbirds, ingest large 
quantities of seeds that lack 
fleshy fruit, potentially trans-
porting them long distances 
during migration. van Leeuwen 

et al. created a bioassay to 
simulate the mechanical and 
chemical processes of diges-
tion in Anseriformes waterbirds 
(ducks, geese, and swans) to 
examine how digestion affects 
seed survival and germination 
of 48 plant species. They found 
that digestive processes aided 
germination more in plants from 
wetter habitats, suggesting that 
some aquatic plants may have 
evolved to end seed dormancy 
after digestion by waterbirds. 
—BEL   

Ecography 1, e06470 (2022).

IMMUNOLOGY

Unlinked recognition in 
alloreactivity?
Some individuals who receive 
blood transfusions develop 
alloantibodies against donor red 
blood cells (RBCs) for reasons 
that are not entirely clear. B 
cells are typically activated by 

CD4+ T cells that recognize the 
same antigen, but not neces-
sarily the same structures or 
epitopes on that antigen, in a 
process called linked recogni-
tion. Jajosky et al. used a model 
for human blood transfusion 
and found that linked recogni-
tion may not be the whole story. 
Green fluorescent protein (GFP) 
was given as an alloantigen 
to mice, which then received 
transfusions of RBCs that 
expressed both intracellular 
GFP and another unrelated 
surface alloantigen. These 
mice subsequently developed 
antibody responses against 
the unrelated surface antigen, 
suggesting that previous prim-
ing events against intracellular 
antigens that are not physically 
linked to B cell target antigens 
may enhance naïve B cell 
responses to their targets. 
—STS

Blood  10.1182/

blood.2022016588 (2023).

GENE EXPRESSION

The demographics of 
gene expression
Variation in gene expression 
is known to exist across tis-
sues. It is also influenced by the 
environment and factors such 
as age, although this has been 
difficult to quantify. Using human 
data from the Genotype-Tissue 
Expression project, Garcia-Perez 
et al. assessed the effects of 
age, sex, ancestry, body mass 
index, and disease state on gene 
expression and splicing in 46 
tissues. The authors found that 
diseases such as type 1 and type 
2 diabetes can have large effects 
on gene expression, particularly 
in disease-related tissues, but 
that ancestry tends to have the 
strongest effects on RNA splicing. 
—CNS

Cell Genom. 3, 100244 (2023).

PHENOLOGY

Uncoupling interactions
The coordination of seasonal 
natural history events (phenol-
ogy) governs species interactions 
within ecosystems. For example, 
when a migratory bird returns 
from its wintering range, the evo-
lutionary expectation is that the 
animals or plants that it feeds on 
will have emerged after postwin-
ter dieback or diapause. Climate 
change can alter phenology and 
species interactions. Prather et al. 
analyzed a suite of taxa that have 
been studied at a field station in 
Colorado’s Rocky Mountains for 
decades and found that species’ 
responses varied significantly 
across different climate compo-
nents. Whereas first activity dates 
for most species became earlier 
in response to earlier snowmelt 
and warmer springs, species’ 
responses to other climatic traits 
varied. Responses in some cases 
can occur in opposite directions; 
for example, root damage from 
increased freeze-thaw cycles 
can delay plant growth in the 
spring. Such mismatches have 
the potential to uncouple long-
persisting interactions, leading 
to possible ecosystem instability. 
—SNV

Proc. R. Soc. London Ser. B 

10.1098/rspb.2022.2181 (2023).

Water trading in Australia 
has significantly benefited 

farm output there.
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CORONAVIRUS

Learning from uncertainty 
in a pandemic
The COVID-19 pandemic has 
highlighted the importance 
of mathematical modeling to 
analyze surveillance data and of 
epidemiological investigations 
to inform public health policy. 
In a Perspective, Cauchemez 
et al. discuss the importance 
of accurate data collection and 
the types of data that are most 
helpful for assessing impor-
tant health measures such as 
infection incidence, severity, 
population immunity, and vac-
cine effectiveness. Mathematical 
models have been essential 
in estimating key parameters, 
building short-term forecasts 
and medium-term intervention 
scenarios, and anticipating the 
impact of variants and of vacci-
nation, but the modeling toolbox 
requires more development to 
ensure robust preparations for 
future pandemics. —GKA

Science, add3173, this issue p. 437

PLANT SCIENCE

Forces and fibers
Surrounded by cell walls, plant 
cells are constrained in shape 
and mobility as they develop. 
Coen and Cosgrove review the 
latest insights into plant mor-
phogenesis and how mechanical 
constraints build complex plant 
shapes. They thus explain how 
mechanical forces act on plant 
tissues at scales from molecular 
to macro. —PJH

Science, ade8055, this issue p. 452

ORGANIC CHEMISTRY

Pulling C out of NHCs
Methods to generate free carbon 
atoms are typically incompatible 
with the selective solution-phase 
chemistry pertinent to phar-
maceutical synthesis. Kamitani 
et al. now report that heating 
N-heterocyclic carbene (NHC) 
compounds can result in clean 
carbon atom transfer to unsatu-
rated amides, producing lactams 

with concurrent loss of diamine 
(see the Perspective by Nakano 
and Lupton). This reactivity 
mode is somewhat surprising 
given the comparative stability 
of NHCs and offers a potentially 
versatile means of introducing 
unadorned carbon centers to 
complex molecules. —JSY

Science, ade5110, this issue p. 484;

see also adf2201, p. 439

BATTERIES

An enabling composite 
electrolyte
Lithium-air batteries have 
scope to compete with gaso-
line in terms of energy density. 
However, in most systems, the 
reaction pathways either involve 
one- or two-electron transfer, 
leading to lithium peroxide 
(Li2O2) or lithium superoxide 
(LiO2), respectively. Kondori 
et al. investigated a lithium-air 
battery that uses a ceramic-
polyethylene oxide–based 
composite solid electrolyte 
and found that it can undergo 
a four-electron redox reaction 
through lithium oxide (Li2O) 
formation and decomposition 
(see the Perspective by Dong 
and Lu). The composite electro-
lyte embedded with Li10GeP2S12 
nanoparticles shows high ionic 
conductivity and stability and 
high cycle stability through a 
four-electron transfer process. 
—MSL

Science, abq1347, this issue p. 499;

see also ade2302, p. 436

VOLCANOLOGY

A magmatic nexus
The island of Hawai’i is shaped 
by its well-known volcanoes, 
Mauna Kea, Mauna Loa, and 
Kī lauea. Although Kī lauea is cur-
rently by far the most active, the 
other volcanoes could still erupt 
as well. Wilding et al. used more 
than 200,000 seismic events 
to map out the geometry of the 
magma feeding into these vol-
canoes at a 40-kilometer depth 
(see the Perspective by Flinders). 

The magma forms a sill complex 
that connects Kī lauea and 
Mauna Loa, and there is some 
evidence of connection to Mauna 
Kea. The observations suggest 
far greater underground connec-
tions between the volcanoes and 
provide an interesting insight 
into magma transport. —BG

Science, ade5755, this issue p. 462;

see also adf2993, p. 434

DEVICES

Lending the 
shoulder a hand
Developing upper-limb soft 
robotic wearables for people 
with physical impairments is 
still in its infancy. Proietti et al. 
fashioned a soft, lightweight, 
portable robotic wearable to 
assist shoulder movements. 
They tested their device in 10 
individuals with the neurode-
generative disease amyotrophic 
lateral sclerosis who had differ-
ent degrees of limb impairment. 
Participants using the robotic 
wearable showed improvements 
in the shoulder’s range of motion 
while undertaking tasks simulat-
ing activities of daily living. This 
device reduced shoulder muscle 
activity and also perceived 
muscular exertion and increased 
endurance. This device is a step 
forward in the development of 
soft robotic wearables for every-
day use. —OMS
Sci. Transl. Med. 15, eadd1504 (2023).

B CELLS

Tracing T-independent 
responses
T-independent (TI) B cell 
responses develop without T 
cell help and are mostly directed 
against repetitive structures 
such as surface polysaccharides 
derived from encapsulated 
bacteria. Using high-throughput 
B cell receptor repertoire 
sequencing, Weller et al. studied 
the B cell subsets contributing to 
human TI responses in healthy 
individuals vaccinated with the 

pneumococcal polysaccharide 
vaccine Pneumovax. The most 
expanded plasma cells were 
clonally related to previously 
mutated peripheral blood B cell 
precursors, including mar-
ginal zone B cells, and these 
cells remained stable without 
acquiring further mutations up 
to 2 months after vaccination. 
Antibodies specific to bacte-
rial capsular polysaccharides 
isolated from vaccine-elicited 
plasma cells cross-reacted with 
gut bacterial antigens, support-
ing a model in which human TI 
responses mobilize marginal 
zone B cells that are prediversi-
fied in gut-associated lymphoid 
tissues. —CO

Sci. Immunol. 8, eade1413 (2023).

Edited by Michael Funk
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The mechanics of plant morphogenesis
Enrico Coen* and Daniel J. Cosgrove*

BACKGROUND: The growth and shape of plants

depend on the mechanical properties of the

plant’s mesh of interconnected cell walls. Be-

cause adhering cell walls prevent cell migra-

tions, morphogenesis is simpler to study in

plants than in animals. Spatiotemporal varia-

tions in the rates and orientations at which cell

walls yield tomechanical stresses—ultimately

powered by cell turgor pressure—underlie

the development and diversity of plant forms.

Here, we review new insights and points of

current contention in our understanding of

plantmorphogenesis, starting fromwall com-

ponents and building up to cells and tissues.

ADVANCES: Recentmodeling and experimental

studies have enabled advances at four levels:

fiber, wall, cell, and tissue. Inmoving up levels,

a population of discrete components is typi-

cally abstracted to a continuumat the next level

(e.g., fibers to wall, walls to cell, cells to tissue).

These abstractions help to both clarify con-

cepts and simplify simulations. Mechanical

stresses operate at each level, but values are typ-

ically not the same from one level to the next.

At the fiber level, growth corresponds to

cellulose microfibrils sliding past each other,

which is passively driven by turgor-induced

tension. The rate of sliding depends on adhe-

sion between microfibrils, whereas anisotropy

reflects differences in the proportion of fibers

in different orientations. Growth occurs pref-

erentially in the direction of maximal micro-

fibril stress.

At the wall level, microfibril sliding corre-

sponds to cell wall creep, at rates dependent

on turgor, wall extensibility, thickness, and

yield thresholds. Anisotropic mechanical prop-

erties can arise through orientation-selective

synthesis of cellulose microfibrils, guided by

microtubules. Creep is stimulated by the wall-

loosening action of expansins, which increase

extensibility and lower the yield threshold.

Wall synthesis and loosening influence growth

in complementary ways. Wall loosening in-

creases growth rate with almost immediate

effect, but unless wall synthesis increases in

parallel, wall thickness declines over time,

potentially weakening the wall. Wall synthesis

requires a longer time scale to have a discern-

ible growth effect but is critical for maintain-

ing wall thickness and orienting anisotropy.

By regulating loosening and synthesis sepa-

rately, plants have the flexibility to produce

rapid growth responses as well as control

longer-term growth patterns and mechanical

strength.

At the cellular level, growth corresponds to

irreversible deformations that are catalyzed by

expansins and physically driven by mechani-

cal stresses that arise from turgor acting on

cell walls. Oriented cell growth depends on

wall anisotropy and cell geometry, which in

turn depend on the dynamics of microtubule

alignment. Collisions between microtubules

lead to self-organized alignments that may be

influenced by cellular cues and cell geometry.

At the tissue level, cell-cell adhesion combined

with differential wall properties can lead to

tissue-wide stresses. Tissue morphogenesis

depends on coupling the mechanical prop-

erties of walls, cells, and tissues to regional

patterning. Coupling may occur by regional

gene activity that modifies rates of micro-

fibril deposition, wall extensibility, and/or

yield thresholds, and thus wall growth through

creep. Regional gene activity may also provide

tissue cues that orient microtubule alignments,

and thus the orientations of growth anisotropy.

Computational modeling, informed by devel-

opmental genetics, live imaging, and growth

analysis, has shown how these principles can

account for morphogenetic changes through

mechanically connected tissue regions irre-

versibly growing at specified rates and orien-

tations. Taken as awhole, the cellulose network

at the fiber and wall level provides elastic re-

sistance to deformationwhile allowing growth

through creep, which enables morphogenesis

at the cell and tissue level while maintain-

ing mechanical strength.

OUTLOOK: A key question is how patterns of

gene expression at the tissue level modify be-

haviors and mechanics at other levels to gener-

ate tissuemorphogenesis. Althoughwe outline

broad principles for how this may operate,

many of the underlyingmolecularmechanisms

remain unresolved. Controversies remain over

the role of pectins in controlling wall mechan-

ics and in the role ofmechanosensing, chemical

signaling, and polarity in controlling orienta-

tions of growth. And although tissue-level

models have been proposed to account for

morphogenetic changes, many of the under-

lying components remain hypothetical. A fur-

ther challenge is to determine how interactions

across levels have been modified during evolu-

tion to give rise to the diversity of plant forms.

Many of the principles described here may

also be applicable to microbial and animal

morphogenesis. Similar to plants, rates and

orientations of cellular growth in these organ-

isms depend on fibers in the wall or cell cortex

that resist turgor. Controlled fiber sliding may

play a key role, though in animals such sliding

can be driven actively as well as passively. In

animal tissues where cell rearrangements

are limited, as during organogenesis, growth

coordination and tissue stresses may operate

similarly to plants. Thus, although the mo-

lecular players that control plant, animal, and

microbial development are different, the me-

chanics of morphogenesis may share com-

mon principles.▪
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Plant morphogenesis, from nano- to

macroscale. (A to E) Growth begins with

the sliding of cellulose fibers (A) within the

cohesive, extensible, and layered networks

of cell walls [(B); layers with different fiber

orientations are color coded]. Sliding is

physically driven by turgor pressure, which

generates stress patterns in cells (C) and

across tissues (D). Patterned tissue growth

may be oriented by polarity fields (arrows) to

generate complex forms (E).
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The mechanics of plant morphogenesis
Enrico Coen1* and Daniel J. Cosgrove2*

Understanding the mechanism by which patterned gene activity leads to mechanical deformation of

cells and tissues to create complex forms is a major challenge for developmental biology. Plants

offer advantages for addressing this problem because their cells do not migrate or rearrange during

morphogenesis, which simplifies analysis. We synthesize results from experimental analysis and

computational modeling to show how mechanical interactions between cellulose fibers translate through

wall, cell, and tissue levels to generate complex plant tissue shapes. Genes can modify mechanical

properties and stresses at each level, though the values and pattern of stresses differ from one level

to the next. The dynamic cellulose network provides elastic resistance to deformation while allowing

growth through fiber sliding, which enables morphogenesis while maintaining mechanical strength.

T
he growth and shape of plants depend on

the mechanical properties of the plant’s

mesh of interconnected cell walls. Be-

cause adhering cell walls prevent cell

migrations, morphogenesis is simpler to

study in plants than in animals. Spatiotem-

poral variations in the rates and orientations at

which cell walls yield to mechanical stresses—

ultimately powered by cell turgor pressure—

underlie the development and diversity of

plant forms. Considerable progress has been

made in understanding the molecular genetic

basis of plant morphogenesis, but confusion

and controversies remain over how these find-

ings relate to the mechanics of development.

Here, we review new insights and points of

current contention in our understanding of

the mechanics of plant morphogenesis, start-

ing from wall components and building up to

cells and tissues.

At the heart of morphogenesis is a trade-off

between mechanical stiffness and deformabil-

ity. As a plant develops, it must resist external

mechanical forces, such as gravity and wind,

while also growing by several orders of mag-

nitude and deforming to produce its char-

acteristic shapes. Plant materials therefore

need to be strong while also pliant enough to

grow and deform. These conflicting require-

ments are partly met by restricting morpho-

genesis to protected areas such as embryos,

growing tips (apical meristems), and cambial

zones, which reduces the extent towhich they

weaken the plant. However, even within these

zones, mechanical strength needs to bemain-

tained. A key problem is how such strength is

achieved in the face of growth.

Fiber mechanics

The mechanical properties of plant tissues

largely depend on how fibers in cell walls are

organized. These fibers experience tensile

stress caused by turgor pressure of several

atmospheres within each cell, which provides

the primary driving force for plant growth

(1–3). Non–turgor-basedmechanisms, in which

growth is driven by active insertion of cell wall

material, have been proposed (4, 5), but their

contribution to plant growth remains con-

tentious (1, 6).

The main load-bearing fibers are cellulose

microfibrils, each comprising many linear

b1,4-glucan chains packed into a crystalline

array, with stiffness comparable to steel.

Aligned microfibrils bind strongly to each

other laterally, forming two-dimensional net-

works that resist being stretched (7). Micro-

fibrils are embedded in a hydrophilic matrix

of pectins and hemicelluloses that make up

most of the cross-sectional area of the growing

cell wall yet bear little tensile stress (8).

We first consider growth in one dimension.

Wall growth involves two types of fiber stress:

tensile and shear. If a tensile force F is applied

to a fiber of length L and causes extension by

RESEARCH

Coen and Cosgrove, Science 379, eade8055 (2023) 3 February 2023 1 of 9

1Department of Cell and Developmental Biology, John Innes
Centre, Norwich Research Park, Colney Lane, Norwich NR4
7UH, UK. 2Department of Biology, Pennsylvania State
University, University Park, PA 16870, USA.
*Corresponding author. Email: enrico.coen@jic.ac.uk (E.C);

dcosgrove@psu.edu (D.J.C.)

Fig. 1. Fiber growth in one dimension. (A) Fiber of

length L and cross-sectional area Af. (B) Tensile

force, F, leads to extension DL. Strain ef = DL/L.

For an idealized linear elastic fiber, ef = sf/Ef, where

sf is the fiber tensile stress F/Af, and Ef is the

Young’s modulus of the fiber. (C) Doubling fiber

number halves stress and strain. (D) Shear stress,

tf, generated at the fiber interface (yellow),

equals F/Ac, where Ac is the contact area along

the length of the fibers. If the cross-sectional area of

the interface is small relative to Af, ef ~ DL/2L.

(E) Slippage caused by shear stress. Fiber extension

DL′ increases with time.

Movie 1. For a single microfibril (spring), membrane or cortical strain (elastic band) can be used to

infer microfibril strain. When a weight is applied, extension of a spring (equivalent to a fiber in Fig. 1B) is

the same as the extension of a less stiff elastic band attached to the spring.
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DL, the proportionate increase in length, or

fiber strain, is defined as ef = DL/L. For an

idealized linear elastic fiber, fiber strain is

proportional to fiber tensile stress, sf = F/Af,

where Af is the fiber cross-sectional area (Fig. 1,

A and B). The constant of proportionality is

1/Ef, where Ef is Young’s modulus of the fiber.

If we introduce a second fiber in parallel and

apply the same force, the tensile stress in each

fiber is halved and fiber strain is halved (Fig.

1C), as is the strain of the entire structure or

wall ew. Thus, for a given tensile force, stress

and strain are inversely proportional to fiber

number, N. Because of the proportionality be-

tween wall strain and fiber tensile stress, strain

in cellular components that deform together

with the wall, such as the plasma membrane

or cortex, can be used to infer fiber stress

(Movie 1).

If fibers are firmly stuck together at an inter-

face along their length and force is applied to

only one end of each fiber (Fig. 1D), a shear

stress, tf, acts at the interface. Shear stress

equals F/Ac, where Ac is the contact area along

the length of the fibers. As fiber number N

increases, there are more fibers and interfaces

to resist the tensile force, so tf and sf decrease.

As above, plasmamembrane or cortical strain

can be used to infer sf (Movie 2).

So far, we have assumed an elastic regime

in which all deformations are reversible. Cell

wall enlargement during growth, however,

is largely irreversible, arising through slow

sliding of the fiber network. Suppose tf ex-

ceeds a slippage threshold, such that sliding

occurs at the fiber interface (yellow in Fig. 1E).

In this situation, wall strain, ew, is no longer

proportional to stress because wall strain con-

tinually increases in time, whereas stress does

not. Thus, plasmamembrane or cortical strain

can no longer be used to infer fiber tensile

stress (Movie 3). For a simple linear case, the

rate of increase in ew, or strain rate, e
�

w, is

proportional to shear stress above the slip-

page threshold. The constant of proportion-

ality, a type of “extensibility,” depends on the

strength with which fibers adhere to each

other (i.e., fiber-fiber binding energy). If forces

are removed, individual fibers relax to their

resting lengths, but wall strain due to slippage

does not reverse.

From fibers to walls

A simplified mechanical view of a growing

cell wall is a network of overlapping cellu-

lose microfibrils sticking to each other and

stretched by a turgor-based tensional force F,

which is maintained by cellular water uptake

(Fig. 2A). Irreversible wall enlargement (~5 to

10% per hour in rapidly growing tissue) occurs

at approximately constant turgor pressure

through slow microfibril sliding that is facili-

tated by a nonenzymatic wall-loosening pro-

tein, expansin (9). As the growing wall thins

through extension, wall thickness is main-

tained by addition of new microfibrils (red in

Fig. 2B), which are synthesized at the plasma

membrane, together with the incorporation

of additional matrix materials. Each nascent

microfibril begins to bear tensile load when it

binds to overlying microfibrils that it straddles,

becoming part of the cohesive cellulose net-

work. As the overlying microfibrils slide, the

nascent fiber is put under tension, “taking up

the slack.”

This simplified account is consistentwith the

structure and nanoscale mechanics of primary

cell walls (10, 11) but omits themechanical role

ofmatrix polysaccharides. Hemicelluloses, such

as xyloglucan, bind strongly to cellulose sur-

faces in extended conformations and as ran-

dom coils, whereas pectins form a soft hydrogel

that binds weakly to cellulose surfaces (12–14).

Microindentation measurements of various

growing organs and pectin-rich pollen tubes

have implicated pectins in the control of wall

stiffness (15), whereas other experimental and

computational results indicate that tensile

stress is borne mainly by the cellulose network,

with a minor contribution by matrix polymers

(8, 16). The apparent contradiction may be

partly resolved by recognizing that the in-

plane stretching of walls involves different

modes of polymer deformation than out-of-

plane indentation (12), with the cellulose net-

work dominating in-plane tensile stretching

and pectins contributing substantially to out-

of-plane mechanics (16, 17). Pectins and xylo-

glucan may also influence tensile mechanics

indirectly by modulating the formation of

cellulose-cellulose contacts during wall as-

sembly and remodeling, thereby shaping the

cellulose network and its mechanical proper-

ties (12). Another proposal is that enzymatic

swelling of pectin may supply an additional

driving force for wall enlargement (14).

In addition to their structural role, pectins

and xyloglucan participate in local signaling

by auxin and brassinosteroid (18–20), thereby

influencing many downstream pathways. Di-

rect mechanical effects of these matrix poly-

saccharidesmay therefore be confoundedwith

indirect hormonal responses, which compli-

cates the interpretation of genetic studies and

possibly accounts for divergent views on the

effects of pectin modifications (12–14, 21–24).

The role of pectins in wall mechanics and

growth therefore remains contentious, and

further results will be needed to reach a uni-

fied view.

In growing cell walls, lateral interfaces be-

tween aligned cellulose microfibrils are heter-

ogeneous, involving direct cellulose-cellulose

contacts, contacts mediated by a thin layer of

water, and bonding through a monolayer of

hemicelluloses (12, 25). The relative impor-

tance of these different interfaces for cellulose

slippage has not been established. The major

endogenous catalysts of cell wall extension,

a-expansins, loosen noncrystalline cellulose-

cellulose interactions in vitro (9), but molecu-

lar details are lacking. The loosening action of

a-expansins may be restricted to infrequent

sites of slippage, dubbed “biomechanical hot-

spots” (12, 26). Tethering between cellulose
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Fig. 2. Wall growth in one dimension. (A and

B) Schematic of fibers in a wall cross section with

the plasma membrane shown as a gray line and

newly deposited fibers shown in red. Before growth

is shown in (A). After growth by fiber slippage,

newly deposited fibers (red) maintain wall thickness,

as shown in (B).

Movie 2. For two microfibrils (springs) stuck back to back, membrane or cortical strain (elastic

band) can be used to infer microfibril strain. When a weight is applied to two firmly attached springs,

extension of the springs (equivalent to fibers in Fig. 1D) is the same as the extension of a less stiff elastic

band attached to the springs.
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microfibrils by xyloglucan may also occur

but contributes little to steady-state tensile

mechanics (8, 26). However, mechanical re-

sponses of isolated cell walls to exogenous

b1,4-endoglucanases implicate regions of in-

tertwined cellulose-xyloglucan in limiting cel-

lulose sliding (16, 26).

We may also consider the wall as a con-

tinuum, rather than beingmade up of discrete

fibers. From this perspective, wall stress, sw,

equals F/Aw, whereAw is thewall cross-sectional

area.Wall stress is less than fiber stress, because

matrix contributes to the cross-sectional wall

area while not bearing themain tensile load (8).

Microfibril sliding, facilitated by a-expansin,

can account for wall creep, which is readily

observed as slow, irreversible extension of a wall

held at constant force above a yield threshold

(the minimum where creep begins) (9). Such

sliding can dissipate wall stresses, termed wall

stress relaxation, which is most apparent when

wall enlargement is physically constrained

(12). Stress relaxation generates the slight wa-

ter potential disequilibrium required for sus-

tained water uptake during cell enlargement

(27). The stimulation of wall stress relaxation

and creep by a-expansins ismaximal at acidic

pH and entails changes in both the strain-

rate proportionality constant, which is com-

monly called “wall extensibility” (2), and the

yield threshold (28). This pH dependence en-

ables rapid and local control of wall loosening

by a signaling pathway that activates plasma

membrane H
+
–adenosine triphosphatases

(H
+
-ATPases), which acidify the wall space to

activate a-expansins and promote wall creep

(29). The biological control of wall pH and

thereby expansin activity, which does not oc-

cur in mechanical measurements of isolated

cell walls, may result in dynamic shifts in wall

extensibility and the yield thresholds observed

in vivo (3, 30), consistent with pH-dependent

expansin action measured in vitro (28).

In addition to elasticity and creep, cell walls

may also display plasticity, which is observable

as an immediate irreversible deformationwhen

tensile force is suddenly increased beyond a

threshold (9, 31). Although both plasticity and

creep involve cellulose-cellulose sliding, they

differ in time scale and microsites of cellu-

lose movements. Plastic deformation, unlike

wall creep, is nearly independent of time and

expansins and does not occur during normal

cell growth, which occurs at steady turgor

(steady wall stress). Sudden changes in wall

tensile force (e.g., in a mechanical tester) also

reveal transient mechanical responses termed

viscoelastic or viscoplastic deformations. These

are material responses that generally subside

within a few minutes of the change in force,

which reflects the short time constants of

most physical rearrangements of matrix poly-

mers and the cellulose network (other than

expansin-mediated creep). Developmental pat-

terns of wall or tissue viscoelasticity and plas-

ticity are sometimes associated with growth

(1, 15, 23), but in other cases, the correlations

are poor or nonexistent (12, 32). Consequently,

the interpretation of viscoelastic-plastic mea-

surements in relation to wall growth is a point

of contention. Contrasting ideas of cell wall

structure and whether tensile forces are trans-

mitted between cellulose fibers through direct

cellulose-cellulose contacts or throughmatrix

polysaccharides lie at the heart of these di-

vergent views (12).

Wall synthesis and loosening influence cell

growth through wall creep in complementary

ways (33, 34). Wall loosening increases growth

rate with almost immediate effect (35), but

unless wall synthesis increases in parallel,

wall thickness declines over time, potentially

weakening the wall. Wall synthesis requires

a longer time scale to have a discernible

growth effect but is critical for maintaining

wall thickness and orienting anisotropy (see

next section). By regulating loosening and

synthesis separately, plants have the flexibility

to produce rapid growth responses as well as

control longer-term growth patterns and me-

chanical strength.

Anisotropic wall growth

Plant morphogenesis involves differential ori-

entations and rates of growth. Such growth

anisotropy is evident at the wall level, as shown

by marking walls of the classically studied alga

Nitella axillaris, whose internodes are one cell

wide and grow about four times faster in length

than circumference (36, 37). A key question is

how growth anisotropy is determined and

regulated.

Growth anisotropy depends on the three-

dimensional structure of the cell wall. Con-

sider a square piece of wall with two layers of

microfibrils (colored blue and red in Fig. 3A)

that are oriented perpendicular to each other.

A tensile force, F, is applied to the ends of

the wall equally in both microfibril orienta-

tions. Ifmicrofibrils are themain load-bearing
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Movie 3. For two microfibrils (springs) stuck loosely together, membrane or cortical strain (elastic

band) cannot be used to infer microfibril strain. When a weight is applied to two springs held together

with honey, slippage (as in Fig. 1E) increases with time and leads to greater strain for the elastic band

than for the individual springs.

Fig. 3. Wall growth in two dimensions. (A) Two

layers of microfibrils, with an equal number of

microfibrils in red and blue orientations. (B) Three

layers of microfibrils, with twice as many microfibrils

in blue orientations than in red orientations.

(C) Continuum perspective.
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components, the average microfibril stress sf
equals F/NAf, where N is the number of mi-

crofibrils cut transversely in the cross section.

Without microfibril slippage, wall strain, ew,

equals fiber strain, ef, and is the same in both

orientations. As F increases, shear stress may

exceed the slippage threshold, and the wall

grows at a strain rate, ew
�

, which is the same in

both orientations, giving isotropic growth.

To introduce anisotropy, we add a second

layer of blue microfibrils (Fig. 3B). There are

now half asmany redmicrofibrils resisting the

red force as blue resisting the blue force, so red

tensile stress is twice that of blue. Red micro-

fibrils are also under twice the shear stress of

blue. As F increases, microfibrils begin to slip

and exhibit faster slippage in the red direction

compared with the blue direction. Thus, the

orientation of maximal growth rate is aligned

with the orientation of maximal microfibril

stress.

Yet from a continuum perspective, wall

stress, sw, is equal in both orientations, be-

cause Aw is the same for each (Fig. 3C). The

wall Young’s modulus and yield threshold

(proportional to fiber slippage threshold times

N) in the blue direction are twice those in the

red direction. As F increases, the wall begins

to yield and exhibits faster creep in the red

direction compared with the blue direction.

Thus, from a continuum perspective, the di-

rection of maximal growth is coaligned with

the direction of the lowest Young’s modulus

and wall yield threshold, whereas from a fiber

perspective, maximal growth occurs in the di-

rection of the highest microfibril stress.

From walls to cells

Modulation of wall properties can lead to for-

mation of diverse cell geometries (38). Cell

geometry may in turn feed back to influence

stresses (39). In a turgid spherical cell with

isotropic walls, tensile stresses are equal in all

directions in the plane of the wall. However, in

a cylindrical cell with isotropic walls, bothwall

stress and microfibril stress in the circum-

ferential direction are twice those in the axial

direction (40), which would lead to greater

growth in cell diameter than length. Yet elon-

gated cells often exhibit axial growth. Such

growth may be achieved through the prefer-

ential loosening and synthesis of the wall at

one end: tip growth (41). However, the cylin-

drical internode cells of Nitella grow faster

axially than circumferentially even though

growth is distributed throughout the wall:

diffuse growth (36). Diffuse growth is com-

mon to most cells of the plant body (42).

Diffuse axial growth can be explained bywall

anisotropy. Assume the wall of the cylindrical

cell has twice as many circumferential micro-

fibrils as axial microfibrils (Fig. 4). Although

tensile force is twice as great in the circum-

ferential orientation (blue arrows), there are

twice as many microfibrils to resist it, and

therefore microfibril stress is equal in both

orientations. The wall will therefore grow

equally along both the circumferential and

axial directions. If the number of circumfer-

ential microfibrils is more than twice that of

axial microfibrils, microfibril stress will be

higher in the axial orientation and the cell

grows faster in length than circumference.

From a continuum perspective, resistance to

wall creep is more than twice as high in the

circumferential direction compared with the

axial direction, leading to low circumferential

growth despite twice the wall stress. Measure-

ments on Nitella internode cells confirm that

they have a greater proportion of circumfer-

ential to axial microfibrils and havemore than

twice the wall yield stress threshold in the

circumferential orientation (36, 37, 43, 44).

Control of microtubule orientation in

individual cells

Microfibril orientation is primarily determined

by microtubules guiding cellulose synthases

(45), although feedback from microfibrils can

also guide cellulose synthases where micro-

tubules are absent (46). When the growing

end of a microtubule collides with another

microtubule, it may turn to follow the micro-

tubule (zippering) or undergo depolymeri-

zation (collision-induced catastrophe) (47).

Computer simulations show that such inter-

actions in a population of microtubules can

generate alignments (i.e., near-parallel arrange-

ments) that maximize microtubule survival

probability (48, 49). In a spherical cell without

cues, such alignments are randomly oriented.

For an elongated cell, orientations along the

cell’s long axis can be favored, which is con-

sistent with longitudinal microtubule orien-

tations that are observed in wall-less plant

cells (protoplasts) deformed in rectangular

microwells (50).

The predominant microtubule orientation

in microwell-constrained protoplasts changes

from longitudinal to transverse under high

turgor, which has been explained by micro-

tubules responding to the direction of maxi-

mal tension in the cell cortex (51). There has

been confusion, however, over how stress-

sensing in the cell cortex relates to sensing

stresses in the wall. Stress-sensing depends

on cells being able to sense strain (31), which is

proportional to stress for elastic deformations

(Fig. 1, A to D). Thus, for elastic deformations,

cortical strain can be a proxy for measuring

wall stress (Movies 1 and 2). However, in a

walled cell that grows by creep, strain and

wall stress are not proportional (strain can

increase for a fixed stress; Fig. 1E andMovie 3).

The direction of maximal strain therefore

need not correspond to the direction of max-

imal wall stress (e.g., axially growing cylindri-

cal cell). Thus, for an intact growing plant

cell, stress-sensing in the cortex relates to wall

strain, not wall stress. In principle, sudden

changes in wall stress could be detected by

membrane or cortical strain because creep is

slow, but the relevance of such rapid stress

changes to plant growth, which occurs under

steady turgor, is unclear.

Various hypotheses have been proposed for

howmicrotubules, and thus microfibrils, are

oriented in intact plant cells. Classic studies on

cylindrical Nitella cells suggested that micro-

tubules are aligned passively by early-stage

circumferential growth (52). This model was

later disproved, leading to the hypothesis that

microfibrils determine the directionality of

cell expansion in accord with wall stress (37).

One hypothesis is that membrane-spanning

receptors have two domains: an extracellular

domain that preferentially binds tomore high-

ly stressed microfibrils and an intracellular

domain that binds to microtubules, aligning

them with the direction of the bound micro-

fibrils (53). By connecting to both microfibrils

and microtubules, such receptors would allow

the direction of the maximal wall stress to

orient microtubules, avoiding the problem of

indirect sensing through cortical or plasma

membrane strain. However, enzymatic treat-

ments, or mutants that modify mechanical

properties of walls by interfering with cellu-

lose content, have no discernible effect on

microtubule patterning (54, 55), which argues

against this mechanism.

Another microtubule-orienting hypothesis is

based on asymmetric localization of molecules
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Fig. 4. Mechanics of a cylindrical cell. (A) Cell

outline. (B) Microfibril composition and tensile

forces on a small region of anisotropic wall with

two layers of circumferential microfibrils (blue)

and one layer of axial microfibrils (red).
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across a cell, as exhibited by several plant

polarity proteins (56–62). A cell polarity pro-

tein in protoplasts gives a polarity axis that

aligns with subsequent growth orientation

(63). Computer simulations show that micro-

tubules tend to adopt orientations parallel

to faces or edges where they are preferen-

tially destabilized, because such orientations

increase microtubule survival probability

(48, 64). If polarity proteins at opposite end-

faces or edges of a cylindrical cell destabilize

microtubules,microtubule orientations parallel

to the edges (i.e., circumferential) would there-

fore be favored. This hypothesis remains to be

further explored.

Microtubule-orienting mechanisms have

also been investigated for jigsawpuzzle–shaped

epidermal cells (pavement cells). Microtubules

on the outer face of these cells form arrays that

fan out from the neck tips, which has been

explained through response to stresses, local-

ized protein activity, and/or cell geometry (65).

From cells to tissues

Morphogenesis ofmulticellular tissues depends

not only on properties of individual cells but

also on mechanical interactions between them.

Consider a spherical turgid cell with isotropic

walls that undergoes division (Fig. 5, A and B).

With strong adhesion at the middle lamella

(labeledm and colored yellow in Fig. 5B), the

cells would grow to form two partial spheres

joined by a flat interface (Fig. 5C). With re-

duced adhesion, a degree of cell separation

may occur, leading to two spherical daughters

in the extreme case. The extent of cell-cell

adhesion is influenced by wall matrix compo-

nents, such as pectins (66).

Suppose our cells continue to grow, divide,

and adhere to form a spherical tissue (Fig. 5D),

with an epidermal layer (gray) and all cells

maintaining the same turgor. All walls have

the same thickness, the same isotropic mate-

rial properties, and similar tensile stress. How-

ever, if the outer epidermal walls are thicker

(purple in Fig. 5E), as is common for many tis-

sues, tensile stress is reduced in these walls be-

cause their cross-sectional area,Aw, is greater.

The outer walls therefore create a growth con-

straint. Turgor force is then transferred from

inner to outer walls, increasing the tensile

force on outer walls.

Such tensile forces, or tissue tensions, have

been inferred from the way tissues bend or

gape after being cut or by the formation of

epidermal cracks when adhesion between cells

is weakened (67–69). Tissue tension can be

quantified by stretching detached epidermal

tissue to the point that it restores its original

length (70). Epidermal tissue tension is coun-

terbalanced by internal tissue compression—

internal tissue expands when the epidermal

constraint is removed. Thus, tissue stresses

can be either tensile or compressive. They
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Fig. 5. Multicellular interactions. (A to C) Spherical cell (A) divides to give two daughters (B) separated

by a middle lamella (yellow, m). Isotropic growth and strong adhesion lead to the formation of two cells

with a flattened interface (C). (D) In a spherical tissue with isotropic walls of uniform width (shown in cross

section), all walls experience similar tensile stress. The outer wall of the epidermal cells (gray) is shown in

purple. (E and F) With thickened outer walls (E), growth leads to higher tensile force on the outer walls,

corresponding to tissue tension in an outer region (purple) and tissue compression in the inner region of a

continuous tissue (F). (G) With a cylindrical tissue that grows axially (half section shown), thickened outer walls

lead to axial outer tissue tension and axial inner tissue compression. (H) With single-cell ablation (black cell

with cross), microtubules (black lines) become oriented circumferentially around the wound in cells directly

bordering the wound (light gray) and cells further out (dark gray). This could be explained by circumferential

stresses caused by the wound orienting microtubules. Alternatively, cells could have polarity proteins (red

and blue) that localize at opposite cell ends. If red polarity proteins are activated adjacent to the wound by a

chemical signal, polarity proteins in cells bordering the wound would localize to faces oriented circumferentially

around the wound. This polarity pattern could propagate further out (dark gray cells) through molecular

signaling. Destabilization of microtubules by red and blue polarity proteins would favor microtubule orientations

parallel to the red and blue faces (i.e., circumferential to the wound) because this increases microtubule

survival probability. (I) In a double ablation, microtubules in the bridging cell (cyan) are oriented parallel to the

cell faces adjoining the wounds, which could be explained by mechanosensing. Alternatively, red polarity

proteins could be activated at both faces of the bridging cell that are adjacent to the wounds, destabilizing

microtubules and favoring microtubule orientations in the bridging cell that are parallel to its two red faces.
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impose additional forces on cells that can in-

crease or decrease wall stresses, as a result of

connectivity with other cells with different

mechanical or growth properties (71).

Just as wall stress is based on the notion of

the wall as a continuum, tissue stress is based

on the notion of tissue as a continuum (70, 72).

If all regions of a continuous uniformly grow-

ing sphere have the same isotropicmechanical

and growth properties, there are no tissue

stresses (corresponding to all cell walls having

the same thickness and wall stress). However,

if the outer region of the sphere (purple in

Fig. 5F) is more resistant to growth (e.g., be-

cause of thick outer cell walls), the tissue effec-

tively behaves as a continuous pressurized

vessel, with the outer region under tissue ten-

sion and the inner region under tissue com-

pression (73) (Fig. 5F). Tissue stress does not

equate to wall stress: Although tensile tissue

stress is higher in the outer region, outer wall

tensile stress may be reduced because of in-

creased Aw. Similarly, although the inner re-

gion is under tissue compression, inner cell

walls may partially resist some turgor force

and thus be stretched in tension.

If the tissue has the form of a cylinder,

thickened outer walls will lead to circumfer-

ential tissue tension being twice that of axial

tissue tension. Outer wall and fiber stresses

will also be greater in the circumferential ori-

entation, resulting in axial cracks when cell

adhesion is compromised, as observed with

shoot apices (68).

So far, we have assumed that cell walls in

our tissue have isotropic properties. Each cell

would therefore grow spherically if mechani-

cally isolated from its neighbors. If walls have

anisotropic properties (e.g., biased microfibril

orientations), cells in mechanical isolation

would grow to form other shapes, such as

ellipsoids. Oriented tissue growth may arise

by coordination of such growth anisotropies

between cells. For instance, if cell growth of

interior cells is preferentially axial for a cylin-

drical tissue, thicker outer cell walls would

lead to axial outer tissue tension and axial

inner tissue compression (72) (Fig. 5G), as ob-

served in hypocotyls (67–69). Growth anisot-

ropy of hypocotyls may be enhanced through

increasing wall extensibility by brassinoste-

roid (32) or by selective weakening of axial

walls (23).

Correlation between tissue stresses and

microtubule orientations

In multicellular tissues, microtubules are typ-

ically aligned with maximal tissue tension

(74, 75). For example, in shoot apicalmeristems,

microtubules are oriented circumferentially

around the apex and are aligned with organ-

meristem junctions, which is the predicted

orientation of maximal tissue tension (73).

Wounding leads to microtubules orienting

circumferentially around thewound, in align-

ment with predicted tissue tension (73, 76)

(black lines in Fig. 5H). Mechanically bending,

stretching, restraining, or compressing tissue

also promotes alignments along the orienta-

tion of increased tissue tension (73, 77–80).

These observations support the hypothesis

that the orientation of maximal tissue tension

can be sensed by cells to orient microtubules

(74). Additionally, the cellulose synthesis in-

hibitor isoxaben altersmicrotubule alignments,

which has been explained by wall weakening

causing altered stress patterns (81, 82). How-

ever, the mechanism for sensing maximal wall-

stress orientation remains speculative (74).

Another explanationmay be offered for the

correlation between tissue stress and micro-

tubule orientation. Circumferential reorienta-

tion of microtubules after tissue damage may

be a response that evolved to mechanically

reinforce cells at the wound site, mediated by

chemical signaling and cell polarity. For exam-

ple, suppose cells contain two types of polarity

protein, red and blue, that localize at opposite

cell ends. If a wound-induced chemical sig-

nal causes the red polarity proteins to be acti-

vated in the plasmamembrane adjacent to the

wound site, polarity proteins in cells directly

bordering the wound would localize to cell

faces oriented circumferentially around the

wound (Fig. 5H). This polarity pattern could

propagate further out to surrounding cells

(darker gray) through cell-cell signaling (83).

If red and blue polarity proteins destabilize

microtubules, microtubules would become

oriented circumferentially around the wound

because this orientation would increase mi-

crotubule survival probability. This hypothe-

sis is consistent with an induced pattern of

cell polarity markers, which either face toward

or away from the wound site (56, 82). Dis-

ruption of auxin dynamics does not prevent

damage-induced cell polarity (82), indicating

that polarity signaling is not auxin dependent.

Double-ablation experiments, with an intact

cell between two ablated cells (cyan in Fig. 5I),

were originally thought to preclude polarity as

amicrotubule-orienting mechanism because

the cell bridging the two ablations shows cir-

cumferential microtubule orientations, even

though that cell has no polarity (73). How-

ever, red polarity proteins could still be acti-

vated in the wound-facing plasmamembranes

of the bridging cell, destabilizingmicrotubules

and thus orientingmicrotubules in the bridging

cell parallel to its two red faces. Whether po-

larity proteins are localized in this manner for

double ablations remains to be tested. Cell

polarity in shoot apices may similarly provide

the cue for orienting microtubules.

The effects of mechanical manipulations

(bending or compressing of tissue), and of

isoxaben treatment, may also have explan-

ations that do not depend on stress sensing.

Mechanical manipulations cause cells to be

stretched in the direction ofmaximal tension,

changing cell geometry. Such changes in ge-

ometry can modify microtubule orientations

(50), potentially accounting for the effects of

mechanicalmanipulations onmicrotubule pat-

terns. Changes in cell geometrymay be viewed

as an indirect form of stress sensing in the

case of mechanical manipulations. However,

changes in cell geometry cannot be used as a

general mechanism to infer stresses in growing

plant cells. For example, in an axially growing

cylindrical cell, the cell elongates axially, but

wall stress is maximal circumferentially.

Isoxaben depletes cellulose synthase com-

plexes from the plasma membrane. Because

these complexes are tethered to microtubules,

their depletionmay affectmicrotubules directly

rather than through the weakening of walls

(54). Cellulase treatment, which weakens the

wall without targeting the cellulose synthase

complex, does not influence microtubule pat-

terning (54). Similarly, mutants that reduce

the amount of cellulose without impairing

cellulose-synthase tethering to microtubules

have little effect on microtubule patterns (55).

Thus, although wall-stress sensing is often

invoked to explainmicrotubule orientations,
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Fig. 6. Plant morphogenesis, from nano- to macroscale. (A to E) Growth begins with the sliding of

cellulose fibers (A) within the cohesive, extensible, and structurally biased networks of cell walls (B). Sliding

is physically driven by turgor pressure, which generates stress patterns in single cells (C) and across

tissues (D). Growth may be oriented by polarity fields (blue arrows) to generate complex forms, as illustrated

by a tissue-level model of grass leaf development (E), with the tubular sheath region in darker gray (93).
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the mechanosensing mechanisms remain elu-

sive and the results may be accounted for by

alternative mechanisms based on chemical

signaling and cell geometry.

Stresses have also been proposed to play a

role in orienting cell polarity (82). According

to this view, stresses orientmicrotubules along

the axis of maximal tension and orient cell

polarity through stress gradients. However,

spherical protoplasts can become polarized

in the absence of mechanical asymmetries,

which shows that stress gradients are not

needed for polarization (63). Thus, the role

of stresses versus chemical signals in the con-

trol of growth, microtubule orientation, and

polarity remains controversial.

Tissue patterning and morphogenesis

Tissuemorphogenesis depends on coupling the

growth properties of walls, cells, and tissues

to regional patterning. Coupling may occur by

regional gene activity that modifies rates of

microfibril deposition and/or wall extensi-

bility and yield thresholds, and thus wall

growth through creep. Regional gene activity

may also provide tissue cues that orient micro-

tubule alignments, and thus the orientations

of growth anisotropy.

Computational modeling—informed by de-

velopmental genetics, live imaging, and growth

analysis—has been used to determine whether

such principles could account for tissue mor-

phogenesis. From a modeling perspective, we

may distinguish between two types of growth

(84). “Specified growth” is how a small region

of tissuewould grow in isolation and therefore

free from tissue stresses. “Resultant growth” is

the way a small region grows when mechan-

ically connected to the rest of the tissue. Com-

putational models allow resultant growth, and

thus tissue deformation, to be calculated from

an input pattern of specified growth rates and

orientations. As tissue deforms, so do the re-

gional patterns that determine the rates and

orientations of specified growth, creating a

feedback loop. If cell divisions are incorpo-

rated, they are typically based on division rules

and are a consequence rather than cause of

growth (85–87). Such a view follows naturally

from plant growth mechanics, where growth

rates depend on turgor, wall extensibility, and

yield thresholds instead of on the introduc-

tion of new walls, which act mechanically to

restrain rather than promote growth.

Models based on regionally varying iso-

tropic specified growth rates can account

for the formation of bulges on the flanks of an

apex, simulating early development of lateral

appendages (primordia) (88). However, to ac-

count for more complex morphogenetic events,

tissue-wide cues are needed to orient aniso-

tropic specified growth. Use of tissue stresses

to orient growth is problematic: If regions are

reinforced in the direction ofmaximal stress,

growth will be retarded in that direction,

thwarting coherent changes in tissue shape

(84, 89). Tissue-stress sensing may reinforce

a shape, such as leaf flatness (90), but gen-

erating a new tissue shape is more difficult.

To circumvent this problem, it has been pro-

posed that global stresses across the devel-

oping organmay be sensed (89), though how

global and local stresses might be discrimi-

nated by cells remains unclear.

The stress-feedback problem does not apply

when polarity controlled by chemical cues (83)

is used to orient specified growth. Although

tissue-wide stresses are generated through

differential growth (because of tissue connec-

tivity), they do not disrupt growth-orienting

polarity fields. Moreover, tissue-wide polarity

fields have been described for several polar-

ity proteins (91). The formation of flattened

structures, like leaves, can be modeled with

two orthogonal polarity fields, which act in

combination to orient regionally varying spec-

ified growth rates (92, 93). Leaf formation in-

volves anisotropic growth oriented by a polarity

field pointing from the tissue surface toward

the ad-abaxial boundary (orthoplanar field).

Orienting growth in this manner generates

an initial primordial bulge followed by the

development of an extended flat or curved

sheet. Growth and shaping of the sheet are

oriented by a second (planar) polarity field

(93, 94) (Fig. 6E). Modulation of planar po-

larity and growth rates at the leaf margins can

generate serrated forms (95). Thus, regional

variation in specified growth rates, oriented

by tissue-wide polarity fields, can account for a

range of plant morphogenetic behaviors.

Growth arrest

Tissue growth slows down and finally arrests

as plant cellsmature and differentiate. Growth

typically does not stop abruptly after the cessa-

tion of cell division but continues for a period,

leading to cell enlargement. Growth arrest

may eventually occur throughout a tissue, as

with determinate organs such as leaves, or may

be restricted to regions displaced away from

meristems, as in stems or roots. For determi-

nate structures, such as leaves, sepals, and the

apical hook of seedlings, growth rates decline

gradually with time in a defined spatial pat-

tern (89, 94, 96–98). This decline could arise

through reducedwall extensibility, an increase

in yield threshold, an increase in wall thick-

ness, and/or reduced turgor, but the contribu-

tion of each mechanism, and thus the control

of final organ size, remains unclear.

Conclusion

We have reviewed the mechanics of plant

morphogenesis at different interrelated levels,

from fiber (Fig. 6, A and B) to wall (Fig. 6, B

and C) to cell (Fig. 6, C and D) to tissue (Fig. 6,

D and E). In moving up levels, a population of

discrete components is typically abstracted

to a continuum at the next level (e.g., fibers to

wall, walls to cell, cells to tissue). These ab-

stractions help to both clarify concepts and

simplify simulations. Mechanical stresses ope-

rate at each level, but values are typically not

the same from one level to the next. By view-

ing the levels together, the cellulose network at

the fiber and wall level provides elastic resist-

ance to deformation while allowing growth

through creep, which enables morphogene-

sis at the cell and tissue level while maintain-

ing mechanical strength.

A key question is how patterns of gene ex-

pression at the tissue level modify behaviors

andmechanics at other levels to generate tissue

morphogenesis. Although we have outlined

broad principles for how this may operate,

many of the underlyingmolecularmechanisms

are unresolved. Controversies remain over the

role of pectins in controlling wall mechanics

and over the role of mechanosensing or chem-

ical signaling in controlling orientations of

growth. And although tissue-levelmodels have

been proposed to account for morphogenetic

changes (e.g., Fig. 6E), many of the underlying

components remain hypothetical. A further

challenge is to determine how interactions

across levels have been modified during evo-

lution to give rise to the diversity of plant

forms (99).

To what extent can the principles of plant

morphogenesis be extended to microbial and

animal development? Like plants, bacteria and

fungi have cell walls with fibers that confer

mechanical strength but that correspond to

peptidoglycans, glycans, or chitin rather than

cellulose (100, 101). Growth depends on turgor,

though the extent to which turgor and/or

insertion of new wall material drives growth

remains to be clarified (102). Animal cells have

a network of fibers, the actin cortex, that lies

immediately beneath the plasma membrane

and plays a comparable role to a cell wall in

mechanics: conferringmechanical stiffness and

resistance to external mechanical stresses and

turgor (103, 104). Sliding of these fibers likely

plays a key role in animal morphogenesis but,

unlike plants, can be active (e.g., contractile)

as well as passive (caused by turgor or tissue

stresses). Animal cells can rearrange and mi-

grate during morphogenesis, but the extent

of rearrangement is limited for many grow-

ing tissues, as evidenced by the coherence of

clonal sectors (105–107). Thus, organogenesis

presents similar issues for coordination of

growth and division orientation as in plants,

such as the role of polarity and stresses (108).

Animal morphogenesis is also influenced me-

chanically and chemically by the extracellular

matrix, which contains fibers, such as collagen,

that may slide past each other to stretch irre-

versibly (109, 110). Thus, although themolecular

players and interactions are different, many of
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the mechanical principles and issues outlined

in this review may also be applicable to mi-

crobial and animal morphogenesis.
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Computer-aided key step generation in alkaloid
total synthesis
Yingfu Lin1, Rui Zhang2, Di Wang1, Tim Cernak1,2*

Efficient chemical synthesis is critical to satisfying future demands for medicines, materials, and

agrochemicals. Retrosynthetic analysis of modestly complex molecules has been automated over

the course of decades, but the combinatorial explosion of route possibilities has challenged computer

hardware and software until only recently. Here, we explore a computational strategy that merges

computer-aided synthesis planning with molecular graph editing to minimize the number of synthetic

steps required to produce alkaloids. Our study culminated in an enantioselective three-step synthesis of

(Ð)-stemoamide by leveraging high-impact key steps, which could be identified in computer-generated

retrosynthesis plans using graph edit distances.

E
fficient total synthesis converts commer-

cially available starting materials into

complex target molecules in as few steps

as possible. In practice, this is often

achievedby optimizing key steps to simul-

taneously form many of the requisite target

bonds, thereby rapidly generating structural

complexity. Common examples include cyclo-

additions, cascades (1), or multicomponent

coupling reactions (2). Although the notion

of a key step is well known to practitioners

of total synthesis, it has not been formalized

in computer-aided synthesis planning (CASP).

Modern CASP strategies aim to minimize

protecting-group manipulations and maxi-

mize convergency, but the focus of automated

retrosynthesis has been on encoding reac-

tion rules for maximum reliability in exper-

imental realization of predicted routes, which

favors robust, well-precedented reactions.

Meanwhile, state-of-the-art human synthetic

strategies maximize step and atom economy

by targeting innovative but riskier key steps

and minimizing low-impact concession steps

such as protecting group manipulations (3),

unnecessary redox operations (4), and func-

tional group interconversions (5). Here we ex-

plore the synergy of automatically generating

many plausible key steps using CASP, with

manual selection for high-impact steps, which

are encoded as the reduction in graph edit dis-

tance, to minimize overall step count in total

synthesis.

Experimental demonstration of routes de-

signed with modern CASP has been achieved

in pharmaceutical synthesis (6–9) but has

seen considerably less use in the complex

setting of alkaloid total synthesis. Notable

exceptions include a recent 30-step synthesis

of weisaconitine D (10) and a 15-step syn-

thesis of (+)-tacamonidine (11), representing

the state of the art. We chose stemoamide (1,

Fig. 1), isolated from Stemonaceae plants (12),

as an ideal target molecule because its four

stereocenters and fused-ring structure would

challenge modern CASP (11), while its prece-

dence in thirty-two historic and contemporary

syntheses (13–21) provides a strong benchmark

for comparison.

Computer-aided retrosynthetic plans

The first retrosynthetic plan removes the

a-methyl group andbreaks the C–Nbondof the

azepine ring to give cyclized alkene 2 (Fig. 1),

which was itself produced by a key organo-

catalyzed Mannich-allylation-lactonization se-

quence recommended by CASP. Advanced

intermediate 2was further simplified to start-

ing materials 3, 4 and two equivalents of

aldehyde 5. A second route to 1 resulted from

the evolution of our CASP and graph editing

strategy. In this route, a Schmidt-Aubé rear-

rangement recommended by CASP is a key

simplifying element. The resultant cyclobuta-

none intermediate6was further broken down

into 7, 8, 9, and 10, leveraging a key Michael

addition and alkylation sequence, which was

identified as a key step in a separate CASP

search of 1. The computationally discovered

routes were edited and experimentally real-

ized as described below.

Revelation of the Mannich reaction as

a key step

Modern CASP platforms favor reactions with

well-established conditions. As a result, pre-

dicted routes generally have lower risk but can

be biased toward low-impact transforma-

tions. A system for recognizing synthetic ideal-

ity (22, 23) could synergize with the power of

modern CASP platforms even though addition-

al experimental optimization may be required

to realize riskier high-impact key steps.

As a first attempt to minimize step count

from CASP-generated routes, (–)-1 was sub-

jected to automated retrosynthesis in the soft-

ware SYNTHIA with a scoring function that

promoted chemoselectivity, regioselectivity,

and stereoselectivity and demoted the use of

protecting groups. AnorganocatalyzedMannich

reaction appeared as a proposed transfor-

mation in every predicted route (Fig. 2A),

an unexpected outcome because this well-

known reaction had not featured in any of

the 32 prior syntheses of 1. Nonetheless, even

the shortest calculated route (fig. S1) was

seven steps long, which was competitive with,

but not better than, the shortest human-

derived enantioselective route (14). We thus

chose to logically edit calculated routes for

brevity by maximizing high-impact trans-

formations andminimizing low-impact trans-

formations. This required a new system to

measure step impact.

Obvious inefficiencies such as protecting-

group manipulations could be minimized by

the CASP software in the calculated routes,
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but it was nonobvious whether other specific

steps among the hundreds of calculated retro-

synthetic routes analyzed were impactful or

not. In principle, the impact of a given synthetic

step in a multistep sequence can be measured

by the reduction in graph edit distance (24)

between molecular graphs (25) of intermedi-

ates and the target molecule. Efficient multi-

step synthesis converts the bonds and atoms

of commercially available starting materials

into those of the target with key steps as-

sembling a large portion of the target bonds

and stereocenters simultaneously. Thus, high-

impact reaction steps should have a steep

slope in a molecular graph edit distance plot

between given intermediates en route to the

final target.

We encoded molecular graphs of each in-

termediate, including starting materials and

the final target, as individual adjacency mat-

rices (Fig. 2B and fig. S2) in which the num-

ber of rows and columns is equal to the total

number of heavy atoms and groups used in

the entire synthetic route. In this way, all

bonds of the final target and their progression

from starting materials, as well as any conces-

sion groups used in the synthesis, are mapped

exactly in each individual matrix and in rela-

tion to the final target’s matrix (Fig. 2C). A

simple comparison of the matrix for 1 (Fig. 2B,

right) reveals that it shares more entries in

common (99%) with the calculated penulti-

mate intermediate 14 (Fig. 2B, middle) than

it does with the matrix for starting materials

3, 11, 12, 8 and HBr (Fig. 2B, left) (93%). Ac-

cordingly, key stepsmaximize the reduction in

graph edit distance from a given intermediate

to the target, which is equivalent to maximiz-

ing formation of target bonds while minimiz-

ing reaction manipulations on concession

groups. This graph formalization shares sim-

ilarity with established concepts of synthetic

ideality but is machine readable, carries exact

atom and bondmapping, and requires no label-

ing of reaction type to separate low-impact

reactions such as redox manipulations from

impactful cycloadditions or cascade reactions.

Because graphs capture the exact location of

every bond, graph edit distance was superior

to other metrics, such as Tanimoto distance

based onMorgan fingerprints (fig. S3), at high-

lighting the impact of key transformations. A

survey of published total syntheses by graph

edit distance (fig. S4) shows that diverse key

steps are readily visualized. A full graph analy-

sis of the shortest calculated route to 1 (fig. S5)

reveals the impact of the Mannich coupling

(Fig. 2D), which appears as the steepest de-

clining step (yellow) in the graph edit dis-

tance plot.

Six-step total synthesis of stemoamide

Although the computed routes to 1 focused

our attention on the Mannich disconnection

(Fig. 2A) as an impactful key step, we recog-

nized opportunities for improvement. For in-

stance, C2 and C11 are both in the carboxyl

oxidation state in 1, so by considering redox

economy (4), the oxidation state of 11 and 12

could be harmonized to excise two calculated

steps. This realization unveiled a hidden sym-

metry element within 1, where two equivalents

of commercially available aldehyde 5 (Fig. 3A)

unite in a self-Mannich reaction (26, 27). This

would require installation of the chirala-methyl

group at a later stage, and fortuitously a di-

astereoselective methylation had already been

reported as a viable final step in several syn-

theses of 1 (13, 14).

In experimental practice (Fig. 3A), stirring

3 with a fourfold excess of aldehyde 5 and

20 mol % L-proline in N,N-dimethylformamide

at –15°C, then adding a mixture of allyl bro-

mide 4, zinc, and bismuth chloride directly to
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Fig. 2. Identifying key steps by graph edit analysis. (A) Network analysis

of 50 SYNTHIA-predicted routes to (Ð)-1. In this search result, the Mannich

reaction featured as a consistent disconnection, as highlighted by a cluster of

four orange dots in each route. (B) Adjacency matrices of 3, 11, 12, 8, and

HBr (left); 14 and disconnected concession atoms (middle); and 1 with

disconnected concession atoms (right). Matrix width and length are determined

by the total number of heavy atoms in the overall synthesis. For concession

groups, only the attached atom is considered in the graph. (C) Classification of

bond type used in graph edit analysis. (D) Graph edit distance plots of a

retrosynthetic route to 1, produced by CASP, highlighting Mannich key step.
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the reaction vessel and warming to room tem-

perature, cleanly delivered lactone 16 as the

major product via intermediacy of Mannich-

adduct 15. Rather than isolate 16, excess zinc

and insoluble materials were removed from

the reaction mixture by filtration, and the

crude filtrate was treated with trifluoroacetic

acid (TFA) to provide lactam 17, which upon

purification by silica gel chromatography was

obtained in 38:1 diastereomeric ratio (dr), 99%

enantiomeric excess (ee), and isolated in 33%

overall yield from 3. Thus, five bonds, two

rings, and three stereocenters were rapidly

formed in high selectivity via a two-step se-

quence requiring just one chromatographic

purification. Next, it was necessary to per-

form the hydrobromination of 17. Experimen-

tally, the CASP suggestion to use hydrobromic

acid (28) led to an intractable mixture. The

best experimental protocol that we identified

involved conversion of alkene 17 to primary

alcohol 18 followed by bromination and in situ

removal of the p-methoxyphenyl group, giving

19. Two final steps, based on known reactions

(13, 14), were required to form the azepane

ring (20) and install the C10 methyl group via

diastereoselective enolate alkylation, giving

(+)-1. Our synthesis was performed in six steps

and required only four chromatographic puri-

fications, marking the shortest enantioselec-

tive total synthesis of 1. For convenience, we

chose to make (+)-1 by using L-proline, al-

though the software accurately recognized

that D-proline would lead to (–)-1. The exper-

imental route that arose through our mod-

ifications of the calculated route was subjected

to a graph edit analysis (Fig. 3B). Here the high

impact of the Mannich-allylation key step is

readily apparent, as is the low impact of the

ensuing functional-group interconversions re-

quired to complete the synthesis.

Three-step total synthesis of stemoamide

To best our own result in terms of step count,

we generated hundreds of additional calcu-

lated routes to 1, as well as related late-stage

intermediates such as 20, searching for key

steps that could be repurposed. In our first syn-

thesis (Fig. 3), we aimed to stay as true to the

CASP-predicted route as possible, but made

some modifications as described. In our sec-

ond route, we focused on merging interesting

key steps from multiple calculated routes.

Graph edit distance analysis was used to direct

our attention to key steps of CASP-calculated

routes and facilitate the combination of mul-

tiple key steps. One computed strategy of

interest involved a peculiar cyclobutanone

intermediate (an analog of 6, Fig. 4A), which

was primed for Schmidt-Aubé rearrangement

to access 1. Rather than apply the proposed

four-step sequence (fig. S13) to access an ana-

log of key intermediate 6, we realized that an

analogous diastereoselectiveMichael addition–

alkylation sequence could be feasible to access

6 by adding cyclobutanone as a nucleophile

into Michael acceptor 21 and quenching the

intermediate enolate with methyl iodide. A

similar Michael addition–alkylation sequence

also emerged as a key step in a calculated route

to 1when theMannich reactionwas specifically

excluded from the CASP search (fig. S6). We

elected to perform theMichael addition via the

Enders (S)-1-amino-2-methoxymethylpyrrolidine

(SAMP) hydrazone of cyclobutanone (22) (29),

as the SAMP auxiliary method was frequently

proposed in a variety of computed routes.

Thus, our edited retrosynthetic strategy maxi-

mized high-impact steps and minimized low-

impact steps to arrive at a concise proposal for

the synthesis of 1.

Experimentally (Fig. 4A), we produced 21

from commercially available 7 via Brown allyla-

tion in 89% ee and 58% yield. The optimized

protocol for the conjugate addition comprised

deprotonation of 22 with n-butyllithium, ad-

dition of21 to a cold solution of the anion, and

trapping of the intermediate enolate with

methyl iodide. Quenching of the reaction mix-

ture with aqueous hydrochloric acid yielded

ketone 6 in 88% yield as a 4:1 mixture of

diastereomers at C9a. Subsequent iodoso-

benzoic acid (IBA) catalyzed anti-Markovnikov

hydroazidation with trimethylsilyl azide (30, 31)

gave 23, and Lewis acid–induced intramolecu-

lar Schmidt–Aubé rearrangement (32–34)

of presumed intermediate 24 led to (–)-1.

The longest linear sequence was three steps,

giving the target in 22% overall yield, thereby

halving our prior step count.
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Fig. 3. Total synthesis of 1 relying on an asymmetric organocatalyzed Mannich reaction. (A) Total

synthesis of (+)-1 in six steps. dppe, 1,2-bis(diphenylphosphino)ethane; CAN, ceric ammonium nitrate; TBA,

tetra-n-butylammonium; HMDS, hexamethyldisilazide. (B) Graph edit distance analysis of the route.
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Step impact can be readily observed in our

six-step synthesis of 1, where the first organo-

catalyzed Mannich-allylation step markedly

increases the graph similarity of 3, 5, and 4

to 1, installing 45% of the bonds required to

produce 1 (Fig. 3B). This high-impact step is

then followed by a series of low-impact steps,

such as protecting-group manipulations and

functional-group interconversions, which are

easily recognizedby their shallow slope inFig. 3B.

Meanwhile, our 3-step route is much more

efficient with the sequence of steps contribut-

ing 17, 55, and 28%, respectively, to the graph

similarity of intermediates to 1 (Fig. 4B). The

key steps that we used were selected from an

analysis of more than a thousand calculated

retrosynthetic routes.

In addition to highlighting key steps, the

graph edit distance technique can be used to

highlight shortcuts in the route, which may

require the invention of new reactions. This is

easily achieved by grouping neighboring trans-

formations with a modest slope in the graph

edit plot into a single shortcut step. For in-

stance, steps 3, 4 and 5 in our Mannich route

(Fig. 3) could in principle be grouped into an

overall anti-Markovnikov hydroamidation

(fig. S7). It was possible to quench the TFA-

promoted lactamization (step 2) with ceric

ammonium nitrate (CAN) to produce an ana-

log of 17with the PMP group removed in 33%

overall yield from 3. This analog could be con-

verted to 20 in a single step following inven-

tion of an anti-Markovnikov hydroamidation

reaction, ultimately leading to a four-step syn-

thesis of 1. This strategy can be generally ap-

plied to suggest specific new reactions, with

their respective atom mappings, that provide

a shortcut in any synthetic route.

Modern CASP has demonstrated the ability

to produce practicable routes to modestly com-

plex targets, but to date route proposals do not

challenge the brevity of modern human-derived

routes. Ourmethod shows that it is possible to

unite multiple high-impact steps from diverse

CASP route proposals, as shown for (–)-1 in

Fig. 4, to arrive at concise synthetic routes.

We focused on step count as a sole optimiza-

tionmetric in the current study, but important

real-world metrics such as reagent cost, build-

ing block availability, or predicted yield could

be easily incorporated as a weighted distance

metric. As advances in automated retrosyn-

thesis make complex molecules more accessi-

ble, it is likely that precision pharmaceuticals

will become increasingly available.
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WILDFIRES

Smoke-weather interaction affects extreme wildfires
in diverse coastal regions
Xin Huang1,2†*, Ke Ding1,2†, Jingyi Liu1, Zilin Wang1, Rong Tang1, Lian Xue1, Haikun Wang1,2,

Qiang Zhang3, Zhe-Min Tan1, Congbin Fu1, Steven J. Davis3,4, Meinrat O. Andreae5,6,7, Aijun Ding1,2*

Extreme wildfires threaten human lives, air quality, and ecosystems. Meteorology plays a vital

role in wildfire behaviors, and the links between wildfires and climate have been widely studied.

However, it is not fully clear how fire-weather feedback affects short-term wildfire variability,

which undermines our ability to mitigate fire disasters. Here, we show the primacy of synoptic-

scale feedback in driving extreme fires in Mediterranean and monsoon climate regimes in the

West Coast of the United States and Southeastern Asia. We found that radiative effects of

smoke aerosols can modify near-surface wind, air dryness, and rainfall and thus worsen air

pollution by enhancing fire emissions and weakening dispersion. The intricate interactions among

wildfires, smoke, and weather form a positive feedback loop that substantially increases air

pollution exposure.

I
n recent decades, wildfires have increas-

ingly threatened lives and infrastructure,

degraded air quality, and damaged eco-

system services (1–3). Globally, wildfires

account for ~25% of the world’s forest loss

and ~8% of premature deaths from poor air

quality (4, 5). The intensity of wildfires is ex-

tremely heterogeneous and largely determined

by meteorology on a range of temporal scales

(6, 7). Meteorology affects vegetation produc-

tivity (fuel availability), determines the length

of fire seasons (fuel flammability), and influ-

ences the spread of the fires (fire behavior), yet

prior studies of the fire-meteorology relation-

ship havemostly focused on long-term climate

scale (8, 9) rather than short-termweather pro-

cesses. Anomalous synoptic weather condi-

tions at time scales of ~1 to 2 weeks, such as

exceptionally strong winds that drive rapid fire

spread (10) and intense hydrological droughts

that make vegetation extremely combustible

(11), have important impacts on the behav-

ior of extreme wildfires (12, 13). The recent

increase in catastrophic wildfires globally

(6, 14) calls into question our understanding

of the drivers of extreme wildfire events, as

well as our capacity to manage the most se-

vere fires, especially in regions with dense

populations.

In general, wildfires exhibit great variability

on temporal scales, ranging from days to years,

but extreme wildfires (i.e., >90th percentile of

daily burned area in one specific fire-prone

region) are tightly linked to synoptic fluctua-

tions (15, 16). To quantitatively understand the

temporal scales of wildfires, we applied empir-

ical mode decomposition and Fourier trans-

form to daily burned area in major wildfire

regions during 2002–2021 (see the materials

and methods). Figure 1 shows that synoptic-

scale (<20 days) variation of wildfires is evi-

dent in most fire-prone areas across the globe.

Among them, the US West Coast and South-

eastern Asia are characterized by the most

pronounced fluctuations down to 1 to 2weeks,

corresponding to the time period of extreme

fires that have repeatedly ravaged both re-

gions (17). Given the dense populations in these

regions, the impacts of these fires on air quality

and the associated human health exposure are

enormous (18, 19).

During extreme fire events, weather condi-

tions show distinct patterns in both regions

with respect to keymeteorological drivers such

as relative humidity, wind speed, and pre-

cipitation (Fig. 1). In the USWest Coast, which

has a Mediterranean climate, extreme fires

usually begin when near-surface humidity is

very low and wind speeds are at their highest.

During these periods, dry air rapidly lowers

vegetation moisture while strong winds accel-

erate the rate of fire spread, and the com-

pounding effect of these two drivers gives rise

to large and severe fires (10). By contrast, the

variability of rainfall in the monsoon climate

of Southeastern Asia largely determines the

magnitude of the fire activity, with rainfall def-

icits making fuels flammable and drying peat-

lands (20).

Meteorological parameters such as humidity,

wind speed, and precipitation are key factors

modulating extremewildfires (14, 21), whereas

radiatively active aerosols such as black car-

bon (BC) in fire smoke may create feedback

by substantially altering meteorology (22–24).

However, relatively little attention has been

paid to the complex interactions among

smoke aerosols, weather, and wildfire behav-

iors on a synoptic scale. We used a coupled

meteorology-chemistry model together with

multiple satellite and ground-based observa-

tional datasets to investigate the role of fire-

weather feedback in the spread and impacts

of extreme wildfires for the two regions

with the largest synoptic-scale variability in

wildfires.

The US West Coast is suffering from in-

creasingly destructive wildfires, with records

broken every few years (10, 25), and the wildfire-

induced severe haze pollution has long been a

top air-quality concern there (26). In September

2020, a series of wildfires in Oregon and

California burned 1.2 million acres (defined

as a “gigafire” for an area >1 million acres;

fig. S1). Fire smoke stretched from the Pacific

Ocean over most of Oregon, California, and

even Canada (Fig. 2), and hazardous haze pol-

lution engulfed valley cities (10). During this

gigafire, the observed near-surface specific hu-

midity and wind speed reached unprecedent-

ed levels of 3.3 g/m
3
and 13.1 m/s, respectively,

in the western Oregon Cascades. Correspond-

ingly, there were strong anomalies compared

with the climatic mean in the large fire po-

tential (LFP) index (see the supplementary

materials).

To explore the interactionmechanismamong

smoke aerosols, meteorology, and this gigafire,

we conducted meteorology-chemistry–coupled

simulations using the WRF-Chem model (see

the supplementary materials). Smoke aero-

sols modify meteorology through impacts on
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both radiation transfer and clouds. Given the

cloudless skies over the USWest Coast during

the gigafire (fig. S2), we performed two par-

allel experiments, onewith an aerosol-radiation

interaction (EXP_ARI) and the other without

(EXP_nARI), and validated the model with

in situ and remote sensing measurements

(figs. S3 and S4). During the most severe haze

pollution (10 to 13 September 2020), aerosol

optical depth (AOD) sharply increased from

~0.2 to >2. Such a high aerosol loading sub-

stantially perturbed the radiation energy balance

by trapping >100 W/m
2
(~32%) of incoming

solar energy in the atmosphere and in turn

altered thermal stratification (fig. S5).

The light absorption by aerosol tended to

warm the smoke layer and cool the land sur-

face over the USWest Coast, thereby suppress-

ing the development of the planetary boundary

layer (PBL), a phenomenon known as the

aerosol-PBL interaction (27). On 12 September

2020, the decrease in near-surface tempera-

ture was 6°C in Salem, Oregon, accompanied

by a decline in daytime PBL height of >500 m

(~63%). Further, our results show that the

aerosol-PBL interaction increased near-surface

fine particle concentrations (PM2.5) by >100 mg/m
3

on the western slope of the CascadeMountains

during 10 to 13 September 2020 (Fig. 2D), due

mainly to the smoke-stabilized PBL trapping

pollution in a much shallower PBL.

The fire smoke also substantially modified

vertical and horizontal winds because the re-

allocated radiative energy caused a katabatic

and offshore wind anomaly. Specifically, land

cooling led to a strong easterly wind anomaly

of 3 to 4m/s in near-surfacewind, especially at

the western slope of the Cascade Mountains.

Furthermore, the aerosol-PBL interaction over

the land area with high AOD prevented the

onshore transport of water vapor from the

Pacific Ocean. Thus, the near-surface air was

dried out over the fire-prone areas, which is

exactly the area with abnormally intense wild-

fires and severe pollution compared with the

climatological average (fig. S6). Associated

with the enhanced downslope wind, the wind-

speed was amplified (Fig. 2D). The specific

humidity deficit and wind speed increase in-

duced by the smoke aerosols correlated well

with AOD (Fig. 2E). Such synchronous rein-

forcements in the two major meteorological

drivers of extreme wildfires are tightly coupled.

The Mediterranean climate and topography

in the USWest Coast shape a marked merid-

ional humidity gradient in summer (fig. S6C),

so the enhanced easterly winds would fur-

ther dry out the air (28). Decreased humidity

combinedwith strongerwind greatly enhanced

the fire potential, especially over the Cascade

Mountains, where fires were themost intense,

and theLFP index increased by>100% (Fig. 2F).

With wildfire emissions scaled according to

their correlation with LFP, we conducted an-

other simulation by excluding the smoke-

induced perturbations in meteorology. As

illustrated in Fig. 2G, fire-weather feedback,

including both fire emission enhancement and

the aerosol-PBL interaction, substantially ag-

gravated the smoke pollution, with a PM2.5 in-

crement exceeding 300 mg/m
3
in the Oregon

Cascades. Such an aggravation of air pollution

substantially increased human smoke expo-

sure, especially in densely populated valley

cities. Our estimation shows that fire-weather
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Fig. 1. Synoptic-scale variability of wildfires and meteorology during extreme

fires in typical fire regions in the globe. (A) Global map of population density

and power spectra of burned area variation at synoptic scale in main fire-prone

regions based on empirical mode decomposition and Fourier transform (see the

materials and methods). The Fourier power at different oscillation periods is color

coded. Six typical wildfire regions are marked by rectangles. (B and C) Two-week

evolution of 2-m relative humidity (RH) and 10-m wind speed (WS10) derived from

ERA5 reanalysis data around extreme fires (daily burned area >90th percentile)

in the US West Coast during 2002Ð2021. The day with the largest fire area is

indicated as a dashed line in the middle (day 0). (D and E) Two-week evolution of RH

and rainfall rate around extreme fires in Southeastern Asia. The US West Coast

and Southeastern Asia regions are outlined by red rectangles in (A).
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feedback increased the PM2.5 exposure by ~77%

in theUSWest Coast (40 mg/m
3
), 48% of which

was directly caused by emission enhancement

and the other 29% by the aerosol-PBL inter-

action (fig. S7).

Likewise, monsoon-dominated Southeastern

Asia suffers from intense wildfires in spring

(23), which also features an obvious interan-

nual and synoptic-scale variability (figs. S8 and

S9). Comparatively, the fluctuation of wildfires

in Southeastern Asia is highly sensitive to

rainfall (Fig. 1E) (20, 29). The meteorological

evolution during the extreme wildfire events

demonstrates that the burned area is inversely

correlatedwith precipitationwith a timeperiod

of ~2 weeks (Fig. 3B). On a daily basis, the

burned area of wildfires in this region shows

a good correlation with the fire weather index

(FWI) (see the supplementary materials), and

the most important contributor to the fire risk

is rainfall rate (fig. S10).

Extreme wildfires hit Southeastern Asia in

the spring every few years (Fig. 3A). Here, we

mainly focused our modeling on the most dev-

astating fire, which engulfed the Indo-China

Peninsula inMarch 2004. On the basis of the

validated model simulations (figs. S11 and

S12), we found that the prevailing westerlies

transported fire-emitted pollutants at an alti-

tude of ~3 km, leading to a thick, BC-containing

plume covering almost all of Southeastern

Asia (23). The light-absorbing fire smoke aloft

trapped the radiative energy that would other-

wise have warmed the ground surface, causing

atmospheric heating and a surface dimming

(Fig. 3), which even reached up to +3.0°C and

–3.2°C, respectively, averaged over the 2-week

burning period (13 to 21 March 2004) (fig.

S11C). The opposite temperature responses
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Fig. 2. Fire-weather feedback and aggravated smoke pollution in the US

West Coast. (A) Time series of satellite-observed daily burned area in the US

West Coast (red rectangle in Fig. 1A) in August and September of 2002Ð2021.

(B) Daily PM2.5, 2-m humidity (Q2), and WS10 observations in the Oregon

Cascades in August and September of 2020 [gray shading in (A)]. PM2.5 and

meteorological observational stations are marked by dots and triangle in (C).

(C) Simulated (contour) and observed (dots) PM2.5 concentrations during 10 to

13 September 2020 in the US West Coast. (D) Cross section of ARI-induced

temperature, wind, and PM2.5 changes (isolines in units of mg/m3) along the

dashed line in (C) based on model simulations. Red and blue isolines show

the increase and decrease due to ARI in PM2.5 concentrations, respectively.

(E) Scatter plot of simulated changes in near-surface wind speed and specific

humidity due to the radiative effect of aerosol with different AOD levels.

(F) Changes in LFP caused by the radiative effect of smoke aerosol. Gray dots

mark fire spots. (G) Population density (gray) and simulated near-surface

PM2.5 increase (red contour) due to fire-weather feedback.
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in the vertical dimension then formed a very

stable stratification in the lower troposphere.

Meanwhile, the pronounced cooling over the

land surface and warming over the sea sub-

stantially narrowed the temperature difference

between land and sea, forcing a cyclonic cir-

culation anomaly along the coast (Fig. 3E and

fig. S13).

The mechanism of the smoke-PBL-cloud-

monsoon interaction in this region has been

thoroughly discussed (23), and our simula-

tions suggest that such feedback could also

strongly influence precipitation and promote

more intense wildfires in Southeastern Asia.

As shown in Fig. 3E, the precipitation was

substantially diminished (~7 mm/day), which

could be attributed to weakened convection

and less moisture transport with anomalous

offshorewinds. The adjusted circulation blocked

the water vapor supply from the South China

Sea, thereby leading to a moisture deficit and

much less rainfall in the fire-intensive region.

Compared with the aerosol-cloud interac-

tion, the radiative effects of smoke aerosol

dominated the precipitation suppression (fig.

S14). Subsequently, less rainfall was conducive

to fire ignition and expansion, further corrob-

orated by the exponential relationship be-

tween FWI and burned area (fig. S8). On the

basis of this relationship, we estimated the

enhanced smoke pollution resulting from the

reduction in precipitation. As shown in fig.

S15, PM2.5 concentration soared by 300 mg/m
3

in the fire-prone areas. Such a spike in smoke

pollution caused by fire-weather feedback

would increase PM2.5 exposure by ~17% in

Southeastern Asia. Similar fire-weather feed-

back through precipitation suppression also

holds true in other years with extreme wild-

fires (fig. S16).

These results provide a comprehensive dem-

onstration of unexpectedly strong feedback

betweenwildfire andweather in diverse coast-

al regions. Increasing wildfire severity is not

just a consequence of fire-prone weather, it

is also an active participant. In a Mediterra-

nean climate with dry and hot summers, such

as that in the USWest Coast, increased aerosol

loading from wildfire suppresses the develop-

ment of the PBL and enhances orographic

winds, thereby increasing the large fire po-

tential at the western slope of the Cascade

Mountains through higher wind speed and

lower humidity. Conversely, in the fire-intensive

region of Southeastern Asia, which has a

monsoon climate, thick fire smoke tends to

cool the land surface but warm the atmosphere

over the sea. The opposite air temperature re-

sponses over the land and sea modify the

monsoon circulation and block the onshore

transport of moisture, thereby suppressing

rainfall. More flammable vegetation due to

the hydrologic drought intensifies the fire

activities and prolongs the burning period.

Moreover, in both regions, the aerosol-PBL

interaction exacerbates PM2.5 concentrations

near the surface by suppressing convection

and weakening diffusion. The strengthened

wildfire emission further enhances the haze

pollution and reinforces the positive feedback

loops, and thus human exposure to smoke

pollution could be greatly amplified (Fig. 4).
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Fig. 3. Fire-weather feedback in Southeastern Asia. (A) Time series

of satellite-observed daily burned area of Southeastern Asian wildfires

(red rectangle in Fig. 1A) in March and April of 2002Ð2021. (B) Daily satellite-

detected burned area, precipitation observations from the TRMM multi-

satellite product, and corresponding simulations with and without aerosol

feedback in March 2004 in the fire-intensive region [black rectangle in

(E)]. (C) Simulated BC concentration and atmospheric heating (isolines in

units of °C) at an altitude of 3 km over Southeastern Asia during the

burning period (13 to 21 March 2004). (D) Cross section of simulated BC

aerosol, air temperature (isolines in units of °C), and wind changes due

to the radiative effect of smoke aerosols between longitudes outlined in (E).

(E) Simulated changes in precipitation and wind due to the radiative effect

of aerosols overlaid by 850-hPa wind. Red dots mark the fire spots from

satellite observations.
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Although the feedbacks for the two different

climatic zones on the east and west coasts ap-

pear different, in essence, they can be well ex-

plained by a unified mechanism. Both are

driven by the radiative effects of fire smoke

over different land covers and terrains, which

cause thermal contrast and thus enhanced fire

emission by modifying circulations and water

vapor transport.

Our findings emphasize the complexity of

fire-weather feedback in the Earth system and

the critical importance of improving our under-

standing of such mechanisms to prioritize fire

prevention and suppression efforts and thus

mitigate the impacts of extreme wildfires. The

results indicate a potential nonlinear benefit

from early fire suppression efforts. Given the

persistence and spread of wildfires and fire-

weather feedback, early-stage fire suppression

at preidentified amplifier regions based on

near-real-time forecasting could avert some

extremewildfires.Moreover, strategic and early

fire management, e.g., more effort on fire sup-

pression in the forests upslope of populated

areas, could reduce the impacts of wildfire-

related air pollution and save lives (30). As

extreme wildfires become increasingly com-

mon, coordinated and effective management

of fire risks is vital.Meanwhile, growing super-

computing resources and innovative methods

are making chemical-weather forecasts ever

more feasible. Our results thus suggest that

seamless meteorology-chemistry–coupled mod-

eling may be a practical approach for mitigat-

ing extreme and damaging fires in populated

coastal regions.
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Fig. 4. Conceptual model of

the fire-weather feedback

in the Mediterranean

and monsoon climate

regimes. Gray arrows indicate

the linkage among wildfire,

air quality, and thermal circula-

tions. Red and blue arrows

show the increase and

decrease, respectively, of

each parameter. Q, specific

humidity; PBLH, planetary

boundary layer height.
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VOLCANOLOGY

The magmatic web beneath HawaiÔi
John D. Wilding*†, Weiqiang Zhu†, Zachary E. Ross, Jennifer M. Jackson

The deep magmatic architecture of the Hawaiian volcanic system is central to understanding the transport

of magma from the upper mantle to the individual volcanoes. We leverage advances in earthquake monitoring

with deep learning algorithms to image the structures underlying a major mantle earthquake swarm of

nearly 200,000 events that rapidly accelerated after the 2018 Kīlauea caldera collapse. At depths of 36 to

43 kilometers, we resolve a 15-kilometers-long collection of near-horizontal sheeted structures that we identify

as a sill complex. These sills connect to the lower depths of Kīlauea’s plumbing by a 25-kilometers-long belt

of seismicity. Additionally, a column of seismicity links the sill complex to a shallow décollement near Mauna

Loa. These findings implicate the mantle sill complex as a nexus for magma transport beneath Hawai‘i and

furthermore indicate widespread magmatic connectivity in the volcanic system.

T
he structures responsible for transport-

ing magma from the upper mantle to

crustal storage chambers have great in-

fluence on the dynamical behavior of a

volcanic system. These transport struc-

tures also encode details about the processes

that created them and therefore document the

system’s history and evolution. The Hawaiian

volcanic system has served as a global case

study in howmany volcanoes grow, erupt, and

collapse (1, 2) because of the frequent eruptive

activity, the abundance of seismicity, thewealth

of instrumentation, and the presence of many

volcanoes spanning various stages of life.

These factors have led to Hawai‘i’s Kīlauea

Volcano being among the best understood

volcanoes in the world, with detailed knowl-

edge of the locations and extent of the magma

chambers that supply it (3, 4); detailed knowl-

edge of the geometry of its rift zones (5); and

a physical understanding of the eruptive pat-

terns, accompanying seismicity, and geodetic

deformation signals (6–8). Despite thesemajor

successes, the structures and processes by

which magma is transported to these shallow

crustal depths remain rather elusive.

Kīlauea’s magma supply system is generally

believed to follow a near-vertical pathway at

shallow depths (9). Although there is geochem-

ical evidence for subcrustal magma storage

(10), the magmatic architecture beyond this

depth is far less clear, particularly because the

current position of the Hawaiian hot spot is

believed to be offset from Kīlauea by tens of

kilometers (10). A leading idea to explain late-

ral deepmagma transport from the hot spot to

Kīlauea is through a set of structures making

up a mantle fault zone (11). These structures

were first proposed after observations of a

persistent, near-horizontal belt of mantle seis-

micity at ~30- to 35-kmdepth to the southwest

of Kīlauea. This idea was built upon further

by other studies (9, 10, 12, 13) that have argued

for the existence of these structures in the

upper mantle.

In 2018, Kīlauea experienced its largest

caldera collapse and major summit eruption

in more than two centuries (2, 14). In August

of 2019, ~1 year after the conclusion of this

collapse sequence, a marked increase in earth-

quake swarms at 30- to 40-km depth occurred

~30 km southwest of Kīlauea, near the town of

Pāhala (Fig. 1) (15). The depth to theMoho has

been estimated at 13 and 18 km underneath

Kīlauea and Mauna Loa, respectively, which

indicates that the swarms occurred well into

the upper mantle (16). The swarms were scat-

tered across a region ~15 km in diameter and

close to the area thought to be the current

position of the Hawaiian hot spot (9).

To better understand the origin of these

Pāhala swarms and how they might relate to

the deeper magmatic architecture, we used an

earthquake monitoring workflow with deep

learning algorithms to reprocess the contin-

uous seismic waveforms across the island and

build an extremely detailed seismicity catalog.

Imaging the magma plumbing systems from

mantle to crust remains challenging for most

geophysical methods, such as seismic tomog-

raphy, geodetic inversion, and gravity and

electromagnetic surveys, because these meth-

ods typically are unable to resolve the distri-

bution and transportation pathways ofmagma

(17). High-resolution earthquake catalogs built

with deep learning provide an unprecedented

opportunity to study the detailed spatial and

temporal evolution of volcanic earthquake

swarms and to characterize the driving mech-

anisms of magma plumbing systems. The

improved picture of magma migration from

mantle to crust could thus provide important

information for estimating magma intrusion

and forecasting volcanic eruption.

Pāhala sill complex

The Pāhala mantle swarm region experienced

a notable ~192,000 events over the 3.5-year

period. These events span the depth range of

36 to 51 km and can be organized into two

main bodies of seismicity that are vertically

offset from each other by ~2 km. The upper

body (36- to 43-km depth) is primarily com-

posed of volcano-tectonic (VT) earthquakes,

whereas the lower body (45- to 51-km depth)

is formed of almost exclusively long-period

(LP) volcanic earthquakes. The lower body is

within the tremor source region identified by

Wech and Thelen (12), who interpreted it as a

magma-rich volume. The bulk of the seismic-

ity is in the upper body and consists of discrete

layered, near-horizontal sheets with typical

separation of ~500 m (Fig. 2). Individually,

these sheeted structures are as large as 6 km

by 5 km with a thickness of up to 300 m. The

collection of sheets forms a major regional

seismicity feature that extends 17 km laterally

across the region and dips ~25° to the west.

Although the sheets are predominantly made

up of VT earthquakes, they are interspersed

with LP volcanic earthquakes. From the total-

ity of these observations, we conclude that the

sheeted seismicity structures form a massive

complex of mantle sills. Hereafter, we refer to

this set of structures as the Pāhala sill complex

(PSC), and we subsequently show that it likely

serves as a nexus for magmatic activity in the

volcanic system.

The seismicitywithin the PSC exhibits prom-

inent spatiotemporal patterns at multiple

scales. The entire volume of seismicity under-

goes system-wide surges in the rate of earth-

quakes along with large-scale migration of

seismicity. The largest sills within the PSC,

however, individually demonstrate strong

variations in event rates and complex patterns

of migrating seismicity and quiescence. The

disjoint nature of the sills makes them easily

extracted with a clustering algorithm.We show

the spatial and temporal evolution of the

events within four different sills in Fig. 3, with

the colors corresponding to the sills in Fig. 2.

Spatially migrating swarms initiate within the

sills at a single point and expand up, down, or

bilaterally along the feature. After their most

active phase, many swarms display a back-

front of seismic quiescence. Assuming a homo-

geneous diffusion process from a point source,

we can estimate the diffusivity of migrating

seismicity (dashed lines in Fig. 3). The esti-

mated point sources, or injection points, are

plotted as stars in Fig. 2. We observe a com-

mon diffusivity value of ~0.05 m
2
/s in Fig. 3, A

to C, whereas some clusters can migrate at a

much faster speed with a diffusivity of 0.54m
2
/s

(Fig. 3D). In many of the sills, multiple migrat-

ing swarms initiate at different times; these

later swarms often take placemore than a year

after the initial swarm began. These repeat

episodes in many cases expand the size of the

sills beyond the previous dimensions.

Several observations suggest that seismicity

within the PSC itself is related to themigration
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of magma. Spatiotemporal diffusion of seis-

micity with accompanying backfronts has pre-

viously been linked to transient fluid injection

(18). Although static stress transfer (15) could

be responsible for generating some of the

earthquakes outside of the sills, the multiple

discrete fronts of seismicity suggest that seis-

mogenic processes within the structures are

more localized.We propose that the observed

swarms are generated by the injection of

magma into the sills.

The diffuse body of LP earthquake swarms

situated beneath the sills at 45- to 51-km depth

is the most likely source region for these in-

jected fluids. This LP volume broadly overlaps

with a previously identified source region of

impulsive tremor signals and LP seismicity

(9, 12, 19). Source mechanisms for LP earth-

quakes in this volume have been posited as

either magma flux through cracks (19) or a

volumetrically dispersed stress response to

magma influx (12). Degassing of volatile-

saturated magmas during decompression has

also been proposed as a source mechanism for

deep LP earthquakes (20). Any of these source

mechanism models allows us to interpret the

swarm-like behavior between January 2019

and December 2020 as magmatic unrest pre-

ceding apparent fluid injection into the sill

complex above. Although LP seismicity is

broadly distributed within the sills, its rate of

occurrence is highly nonstationary—surges of

LP earthquakes within the sills are only ob-

served after January 2021 (Fig. 4E). This tem-

poral shift in source properties suggests a

change in the physical properties of the source

region, consistent with growing fluid enrich-

ment in the sills over the time span of our

catalog.

The distinctive, sustained intensity of seis-

mic activity within the PSC suggests that

material conditions in the source volume are

particularly favorable to seismogenesis. Sills in

the complex are likely to be composed ofmafic

magmas with olivine precipitates hosted in a

lherzolite matrix (21). The plagioclase-spinel

transition in this assemblage has previously

been invoked to explain localized seismicity

along the mantle fault zone (9). Phase equilib-

ria studies place the maximum depth of this

boundary at 30 to 35 km, proximal to the top

of the sill complex at 36-km depth (21–23).

Over their full depth extent (36 to 43 km),

the sills may traverse this boundary, with their

uppermost components located in the plagio-

clase stability region, or they may otherwise

be emplaced within a broad plagioclase-spinel

coexistence region (21). The location of the

sills in this mineralogically complex region

suggests that the pronounced seismic activity

could be attributed to processes occurring

within polyphase magma conduits. Polymin-

eralic assemblages can exhibit transient weak-

ening arising from coupled deformation and

metamorphic reactions; this transformation

weakening has been observed to promote dif-

fusion creep–based deformation (24) and could

facilitate crack growth or fault activation. Al-

though the time scale of this weakening would

be limited by the duration of the reaction and

the counteracting effect of grain growth, sus-

tained deformation in the PSC may be pro-

moted by recurrent upward injections ofmagma

into the sills. These injections would continu-

ously modulate grain sizes in the PSC, pro-

longing conditions for seismic deformation in

the host rock. This process could exploit lateral

variations in strength (25) to produce the lat-

erally compact seismogenic features that we

observe.

The speed and intensity with which seis-

micity migrates throughout the complex sug-

gests the existence of high-permeability paths

that can support rapid magma transport. Lab-

oratory experiments on partially molten rocks

have demonstrated that melt can segregate

into narrow, melt-enriched channels under de-

formation (26). The substantial melt content

of these channels could provide the requisite

permeability for the rapid magma transport

that we observe; because of their weakness

relative to the surrounding mantle, the chan-

nels may also serve to localize deformation

(27). Our observations suggest that transport

channels in the sill complex have attained an

advanced stage of development under the
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effects of long-term shear, possibly from island

loading or the motion of the Pacific plate over

the hot spot.

The web of seismicity beneath HawaiÔi

At a regional scale, our high-resolution catalog of

earthquakes elucidates an interconnected sys-

tem of seismicity beneath the island of Hawai‘i.

Notably, we identify structures emerging from

the PSC that connect to the edifices of both

Kīlauea and Mauna Loa, which indicates a

link between the PSC and both volcanoes.

The sills in the PSC are coplanar with a

subhorizontal band of seismicity that extends

laterally from the PSC to beneath Kīlauea.

These observations are consistent with the

hypothesis of a mantle fault zone existing in

this region, which has been suggested to serve

as a pathway for lateral transport of magma

between Kīlauea and the plume (9, 11). Most

of the seismicity in this band is characterized

by VT earthquakes, but a small cluster of LP

earthquakes is present on the seismicity band

directly beneath Kīlauea, at 30-km depth.

Above these LP earthquakes, there is a near-

vertical trend of seismicity that extends up-

ward to ~20-km depth. This trend terminates

just below a large cluster of LP seismicity at

10- to 15-km depth (Fig. 5A). To the northeast

of Kīlauea, another branch of the structure

abruptly deflects upward and rises nearly

vertically to meet the surface. We refer to this

overall band of seismicity as the Pāhala-Kīlauea

seismicity band (Fig. 5A).

A second distinct seismicity structure con-

nects the PSC to theMauna Loa edifice, which

we refer to as the Pāhala–Mauna Loa seismic-

ity band. This 25-km-long columnof seismicity

rises from the northern edge of the PSC to the

décollement beneath the Ka‘ōiki seismic zone

at a depth of 10 km, 20 km south of theMauna

Loa summit (Fig. 5B). The location of the

Pāhala–Mauna Loa seismicity band is consis-

tent with a previously proposed magma trans-

port path between the PSC region and the

Mauna Loa edifice (9). Although this path

was inferred from the geometry of seismic-

ity at 30-km depth, our catalog captures the

first identified continuous structure that con-

nects the two regions.

We also observe a collection of deep LP

earthquakes almost directly beneath Kama‘e-

huakanaloa Volcano (formerly Lō‘ihi) at 50-km

depth (Fig. 1). Although deep seismicity has

been observed beneath Kama‘ehuakanaloa,

it has previously been interpreted as belong-

ing to a diffuse zone of seismicity between

20- and 60-km depth (28). Our catalog allows

us to identify these events as LPs that are

distinctly concentrated deep beneath the sum-

mit of Kama‘ehuakanaloa. On the basis of

their colocation with the Kama‘ehuakanaloa

summit, we suggest that these deep LPs rep-

resent a deep part of the volcano’s magma

system, as has been similarly inferred from

LPs detected beneath Kīlauea and Mauna Loa

(9, 29). Our catalog also reproduces a con-

centrated volume of deep LP seismicity beneath

Mauna Kea that has previously been attrib-

uted to second boiling of a stalled magma

body (fig. S4) (30).

Systemic interconnectivity

The spatiotemporal patterns of seismicity with-

in the aforementioned structures are closely

linked. The rates of earthquake activity and

their source properties are seen to undergo

rapid changes in response to distal eruptive

activity or changes elsewhere in the system

(Fig. 4).

Several episodic LP earthquake swarms

took place in the seismicity body beneath the

PSC between January and August 2019 (Fig.

4F). In July 2019, a week-long swarm of LP

earthquakes occurred on the Pāhala-Kīlauea

seismicity band, directly beneath Pāhala at

30-km depth (Fig. 4B). This episode coin-

cided with an order-of-magnitude increase

of VT seismicity rates within the PSC, 25 km

away (Fig. 4D). During this phase of activity,

multiple discrete swarms of VT seismicity mi-

grated upward and to the east along the sills;

this activity represents the first activation

of these structures in our catalog. Simul-

taneously, the rate of earthquakes inKīlauea’s

east rift zone steadily began to increase, from

a mean of 15 events per week to values as high

as 436 events per week during December 2020

(Fig. 4A).

After this activity, Kīlauea experienced two

eruptions in lateDecember 2020 andSeptember

2021 (31, 32). Several features throughout the

volcanic system responded immediately to

these eruptions. At the onset of both erup-

tions, the rate of activity at Kīlauea’s summit

shut downand remained quiescent formonths.

After the 2020 eruption, the PSC immediately

experienced a substantial increase in the rate

of VT and LP earthquakes, which formed mi-

grating swarms suggestive of fluid injection

into the sills. After the 2021 eruption, the PSC

experienced another episode of migratory

swarms along with acceleration in the rate of

LP earthquakes. These LP earthquakes occur
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along the same sill structures generated dur-

ing the previous stages of VT seismicity.

Both the Kīlauea and Mauna Loa seismicity

bands experienced earthquake rate increases

after the 2020 and 2021 Kīlauea eruptions. The

rate increases after the 2020 eruption were

gradual and occurred over months. After the

2021 eruption, the rate increases in both struc-

tures instead occurred over weeks (Fig. 4).

Discussion

Although our findings have important impli-

cations for large-scale magma transport in the

system, particularly with regards to the fore-

casting of eruptive activity, magma transport

in the Hawaiian mantle is likely not the sole

process behind seismogenesis at these depths.

Flexural or loading stresses are a viable mech-

anism for generating VT mantle seismicity

(3, 13). In contrast to the broadly distributed

seismicity expected from these stresses (3, 13),

the Pāhala-Kīlauea and Pāhala–Mauna Loa

seismicity bands revealed by our catalog are

spatially concentrated features along previ-

ously theorized magma transport routes. In

particular, the columnar structures beneath

both volcanoes are suggestive of an additional,

localized source of stress at depth.

Furthermore, previously observed or theo-

rizedmagmatic structures are connected along

the seismicity bands. Both bands originate

from the magmatic PSC. The Pāhala-Kīlauea

band rises to meet a concentrated volume of

LP seismicity beneath Kīlauea’s summit at

10- to 15-km depth (Fig. 5A), a persistent fea-

ture that has been interpreted as part of its

magma system (33). LP earthquakes at 30-km

depth additionally suggest the presence of

magma or magmatic fluids deeper within

the vertical column beneath the volcano. The

Pāhala–Mauna Loa band terminates at the

décollement within the Ka‘ōiki seismic zone;

a concentration of LP earthquakes is present

within this intersecting region at 10-km depth

(Fig. 5B). Although seismicity above this inter-

section is diffuse, the location of these LPs is

connected to the summit by a positive P-wave

velocity anomaly that has been interpreted as

ultramafic cumulates associated with crustal

magma storage (9, 34).

From these observations, we interpret the

seismicity bands as magmatic structures con-

necting Kīlauea and Mauna Loa to a common

source in the mantle (Fig. 6). Earthquakes oc-

curring throughout the bands could be stimu-

lated by the localized addition of magmatic

stressing to background flexural and tec-

tonic stress (11). The rapid response of the

PSC to the July 2019 LP earthquake swarm

and Kīlauea’s 2020 and 2021 eruptions would

suggest that system-wide pressure gradients

can propagate quickly through the system, as

observed in other regions, such as beneath

Kamchatka volcanoes (35, 36).
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After PSC intrusions, increasing earthquake

rates within the Pāhala-Kīlauea and Pāhala–

Mauna Loa seismicity bands could plausibly

be attributed to increased flux of magma or

magmatic fluids between the PSC and the sur-

face. Alternatively, accelerating earthquake

rates within the seismicity bands could reflect

intensifying VT activity within the crustal edi-

fices of Kīlauea and Mauna Loa accompanied

by broad-scale deformation that may stress the

mantle below (3).

The PSC may serve as a common magma

source at 40-km depth for Kīlauea andMauna

Loa. This degree of volcanic interconnectivity

is noteworthy in light of geochemical and past

seismological results that imply Hawaiian vol-

canoes have distinct plumbing systems sourced

from distinct regions of the underlying plume

(9, 29, 37–39). The seismic structures we ob-

serve suggest that previously posited magma

transport routes may be nonunique; the con-

nection between the deep tremor region (12)

and the volcanoes may represent one part of

a distributed network of structures.

Temporal clustering of eruptive behavior be-

tween neighboring volcanoes is well docu-

mented (40). In the absence of evidence of

shallow magmatic connections, such cluster-

ing has been attributed to stress transfer

(40, 41) or has been proposed to be an artifact

caused by spatial clustering of volcanoes in

plate boundary regions (42). Our results sug-

gest that many neighboring volcanoes might

have more extensively connected magma sys-

tems than has previously been appreciated.

The apparent absence of large, seismogenic

magma structures beneath Kama‘ehuakanaloa

could reflect the volcano’s distance from thehot

spot. The local geotherm might not intersect

the solidus above 50-km depth so that persis-

tent magma storage at shallower depths is not

thermodynamically viable. A purely verticalmag-

matic architecture beneath Kama‘ehuakanaloa

would suggest that formation of lateral trans-

port structures in theuppermostmantle (<50km)

is not favored at earlier stages of a Hawaiian

volcano’s life cycle. Such connections might

only become favorable after the development

of laterally extensive magma systems (43)

under the effects of long-term shear.

Many prior attempts to image magmatic

structures underneath the island of Hawai‘i

have used seismic tomography methods (44),

which have limited sensitivity to fine-scale

structure. However, microseismicity enables

us to characterize connections between mag-

matic structures with high precision (45).

Our seismicity catalog also captures detailed

patterns of unrest in the shallow magma sys-

tems of Kīlauea and Mauna Loa. A substantial

proportion of LP earthquakes are detected

within Kīlauea’s summit and east rift zone, as

well as Mauna Loa’s summit and southwest

rift zone. LP earthquake locations in these

features are spatially concentrated, consistent

with previous observations (33, 46). Although

rift zone swarms may be triggered tectonically

(7) and do not necessarily portend eruptive ac-

tivity, the patterns of activity that we observe

highlight the possibility of enhanced monitor-

ing and eruptive forecasting with micro-

seismicity catalogs as well as the improved

characterization of shallow reservoir systems.

Our analysis of the Pāhala swarm is the

first in situ observation of magma dynamics

in the mantle at the resolution of individual

structures. These measurements represent a

rich opportunity to study diffusion and em-

placement models at remote depths in future

work. Although the observed swarm in the

PSC should be viewed as a major sequence in

this volcanic system, it is probably not unique.

Comparable mantle swarms occurred during

1953 to 1960 beneath Kīlauea, a period of
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time that includes the 1959 to 1960 Kīlauea

Iki eruption. Although hypocenters from this

era of Hawai‘i monitoring are not well con-

strained by modern standards, the depth of

this swarm sequence has been estimated at

45 to 65 km, well into the mantle (47). Al-

though this earlier swarm might have origi-

nated in the structures that we image, the

apparent nonuniqueness of deep magma trans-

port paths under Hawai‘i raises the possibility

of activity within a distinct set of structures.

The size and level of activity observed within

the PSC suggest that these features may be

important contributors to the growth process

of Hawaiian volcanoes and therefore may en-

code valuable historical information about

plume-surface interaction.

Similar mantle earthquake swarms have

been reported at several other ocean island

volcanoes, including Fogo, El Hierro, and La

Reunion (48–50). In particular, the Fogo swarm

took place at similar depths (38 to 44 km) to

the PSC swarm and has been interpreted as

sill emplacement. These observations hint

that large-scalemantlemagma transport struc-

tures like the PSC may be present under many

other ocean island volcanoes. Future improve-

ments to earthquake monitoring capabilities

could facilitate better identification of con-

nections between deep magma and surface

volcanoes, with important implications for

real-time monitoring.
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Fig. 6. Cartoon summarizing observations. Eruptions and intrusions at Kīlauea cause pressure gradients

to rapidly propagate through the Kīlauea transport structure to the PSC. Magma is injected into the PSC from

the underlying magma-bearing volume; the sills are proximal to the plagioclase-spinel phase boundary,

possibly in a polyphase coexistence region. The sills are connected to Kīlauea and the décollement or Ka‘ōiki

region within the Mauna Loa edifice along continuous bands of seismicity.
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Suppressing feedback signals to visual cortex
abolishes attentional modulation
Samantha R. Debes1 and Valentin Dragoi1,2*

Attention improves perception by enhancing the neural encoding of sensory information. A long-standing

hypothesis is that cortical feedback projections carry top-down signals to influence sensory coding.

However, this hypothesis has never been tested to establish causal links. We used viral tools to label

feedback connections from cortical area V4 targeting early visual cortex (area V1). While monkeys performed

a visualÐspatial attention task, inactivating feedback axonal terminals in V1 without altering local intracortical

and feedforward inputs reduced the response gain of single cells and impaired the accuracy of neural

populations for encoding external stimuli. These effects are primarily manifested in the superficial layers of

V1 and propagate to downstream area V4. Attention enhances sensory coding across visual cortex by

specifically altering the strength of corticocortical feedback in a layer-dependent manner.

S
elective attention is a critical brain mech-

anism that enhances the processing of

relevant sensory information. Atten-

tional modulation of sensory encoding,

intensively studied over the past several

decades, has longbeenhypothesized tooriginate

from downstream areas carrying top-down

feedback signals to early cortex such as to in-

crease response gain, sensitivity, and accuracy

of network computations (1–4). Understanding

the neural mechanisms of attentional modula-

tion depends on our ability to activate or silence

presynaptic downstream areas and subsequent-

ly assess their impact on the target network.

However, separating the impact of feedback

inputs from local intracortical and bottom-up

inputs, which is necessary for examining the

mechanismof top-downattentionalmodulation,

has been challenging when using traditional

neuromodulation methods (1–11). Here, we

combined in vivo electrophysiology in behaving

monkeys with an optogenetic protocol to per-

turb construct-expressing neuronal processes

and modulate feedback signals without altering

the strength of feedforward and intracortical

inputs that are not directly caused by feedback.

To examine the function of corticocortical

feedback for attentional modulation of sen-

sory coding, we have chosen a major pathway

involving primary and midlevel visual cortical

areas V1 and V4 in behaving monkeys. Neu-

rons in V4 carry top-down signals related to be-

havioral context and attention to V1 via direct,

monosynaptic feedback projections (12–16).

Although V1 also receives feedback inputs

from area V2, neurons in V4 are more strongly

modulated by attention and are hierarchically

closer to decision-making areas; hence, they are

ideally suited to examine the impact of cortical

feedback on the transmission of attentional sig-

nals to early cortex (17, 18).

Results

We developed a sensitive assay based on viral-

mediated labeling of feedback connections

arising from midlevel cortical area V4 that

target area V1. The construct leveraged a

halorhodopsin-derived chloride pump, Jaws,

in adeno-associated virus serotype 8 (AAV8)

under the control of the promoter human

synapsin (19, 20). AAV8-hSyn-Jaws-GFP-ER2

was expressedwithin anapproximately 12.6-mm
3

cortical volume in area V4 (Fig. 1A) (see mate-

rials and methods). This allowed us to simul-

taneously place a linear electrode array and

fiber optic in V1 to record neural activity at

multiple sites (fig. S1) and selectively suppress

axonal feedback terminals of V4 neurons tar-

geting V1 while macaques performed a spatial

attention task. Because the viral construct was

injected inV4,we reasoned that shining red light

in the superficial layers of V1 would specifical-

ly inactivate feedback inputs while leaving un-

perturbed local intracortical and feedforward

inputs to V1 neurons (Fig. 1A). This allowed us

to examine whether the attentional modula-

tion of neural populations in V1 is impaired

when suppressing cortical feedback from V4

and whether the hypothesized reduction in

attentional modulation in V1 is further trans-

mitted to postsynaptic V4 targets.

Optogenetic suppression of V4 feedback

axons in V1

Two monkeys performed a spatial-attention

contrast detection task (Fig. 1B and fig. S2)

whereby various contrast stimuli were dis-

played at two symmetric spatial locations on a

computer screen. One location covered the

receptive fields of the neurons being recorded

and the other location was outside the recep-

tive fields, diametrically opposed at the same

eccentricity. Only one spatial location was be-

haviorally relevant on a given trial: Monkeys

were cued by the color of the fixation point to

attend to the stimuli covering the neurons’

receptive fields or to those presented on the

contralateral side (see materials andmethods)

(Fig. 1B). On 50% of trials in each condition,

optical stimulation was applied to selectively

suppress V4 feedback axons in the upper lay-

ers of V1. To maintain equal behavioral per-

formance in the “laser” and control conditions,

we restricted laser power to a low level such

that behavioral performance at the attended

side was not significantly different between

control and laser trials (P = 0.52) (Fig. 1B);

these effects were consistent across animals

(fig. S3), and perceptual performance was un-

affected by the stimuli flashed at the unat-

tended location (fig. S4). If light stimulation

would change behavioral performance across

conditions, the obtained unequal reward across

conditions could possibly alter behavioral con-

text and hence introduce additional top-down

feedback signals besides those related to at-

tention. The lack of a behavioral effect in the

laser condition may be due to the fact that in

monkey cortex, only a fraction of neurons at

the injection site are typically transfected (21),

and this likely resulted in a small number of

cells that were perturbed relative to the entire

V1 population encoding the stimuli.

We first placed the electrode array and fiber

optic at the injection site in V4, which was

associated with a direct suppression of local
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neural activity (P = 4.22 × 10
−5
) (Fig. 1C and fig.

S6). When the recording array and fiber optic

were placed at the V1 sites with overlapping

receptive fields corresponding to the V4 injec-

tion sites, responses were significantly reduced,

indicating a selective suppression of V4 axons

terminating in V1 (P = 3.85 × 10
−10

) (Fig. 1D and

fig. S5). We confirmed that the differences in

firing rates seen in V1 indeed reflect feedback

modulation and hence performed electrical

recordings in a control, likely nontransfected

area (P = 0.44) (Fig. 1E). Whenwe separated the

electrode and fiber optic by several millimeters,

V1 responses were not influenced by light (P =

0.84) (Fig. 1F). Light stimulation presented

either alone or in combination with the visual

stimulus did not change themean eye position,

eye velocity, or pupil size across trials (median

eyeX position,P=0.75;median eye Y position,

P = 0.71; median pupil size, P = 0.69; median

eye X velocity, P = 0.68; median eye Y velocity,

P = 0.73, Wilcoxon rank sum test) (fig. S7).

V4 feedback pathways carry attentional

signals to V1

We examined the role of cortical feedback in

modulating attentional effects in V1 and isolated

239 neurons recorded across 16 sessions in

two animals (Fig. 2A) that were both stimulus

and light sensitive (P < 0.05, Wilcoxon rank

sum test). If feedback projections carry atten-

tional signals, inactivating axonal terminals

in V1 would significantly reduce the strength

of attentional modulation such that the re-

sponses of V1 cells in the attended laser con-

dition would be indistinguishable from those

in the unattended laser condition. Without

laser stimulation (control, Fig. 2A, left), there

was a 7.2% (±2.06) increase in neurons’ mean

firing rates when high-contrast stimuli were

attended (relative to unattended, P = 9.59 ×

10
−10

) (22–25). However, when we inactivated

axonal feedback terminals (Fig. 2A, middle),

the responses of neurons in the attended and

unattended conditions became indistinguish-

able (P = 0.95). Attentional modulation was

abolished when cortical feedback was inac-

tivated [high-contrast, P = 3.61 × 10
−9
(Fig. 2A,

right, and fig. S8), i.e., a 7.4-fold decrease in

attentional modulation]; the interaction be-

tween laser stimulation and attention was sta-

tistically significant (P = 0.0022, Kruskal-Wallis

test, post hoc Fisher’s least significant differ-

ence test). This result was also significant

when computed by electrode penetration

(fig. S9). In the absence of attention, there was

no significant difference between laser and
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Fig. 1. Optogenetic suppression of V4 feedback

axons in V1. (A) Schematic illustrating the AAV8-

hSyn-Jaws-GFP-ER2 injection into area V4. Feedback

terminals are inactivated by placing a fiber optic laser

in V1. (B) Top: Schematic of spatial attention task.

Bottom left: Behavioral performance during control

(no laser) trials as a function of stimulus location,

plotted with a spline curve fit (low- to high-contrast,

P = 0.11, 0.08, 0.09, 0.17, 0.56, Wilcoxon signed-rank

test). Bottom right: Behavioral performance in

attended condition as a function of laser stimulation,

plotted with a spline curve fit (low- to high-contrast,

P = 0.23, 0.37, 0.09, 0.59, 0.63, Wilcoxon signed-rank

test). (C) Peristimulus time histogram (PSTH)

(top) and raster (bottom) plots for an example V4 cell

when laser stimulation targets cell bodies at injection

site. In all plots, the envelope represents SEM, black

horizontal line represents stimulus duration, and

shaded window represents laser stimulation. (D) PSTH

(top) and raster (bottom) plots for an example V1

cell when laser stimulation targets V4 feedback

terminals in V1. (E) Population PSTH of V1 cells (n = 30),

recorded from a part of V1 likely not receiving trans-

fected V4 feedback terminals. (F) Population PSTH of V1

cells (n = 19), recorded while the electrode and laser

were separated (>2 mm).
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control firing rates (P = 0.057,Wilcoxon signed-

rank test).

Despite expectation that attention is most

needed when stimuli are difficult to see, neu-

ronal responses were primarily modulated at

the highest stimulus contrast (Fig. 2, B and C,

and fig. S10). When cortical feedback inputs

from V4 were inactivated, we found a lack

of attentional modulation across all contrasts

(P = 0.18, Wilcoxon signed-rank test). How-

ever, although firing rates were only weakly

modulated by attention at low stimulus con-

trasts, a linear decoder (classifying stimulus-

present versus stimulus-absent trials) based

on the population response in each session

yielded a significant improvement in decoder

accuracy when feedback signals were present

[attended versus unattended conditions: low-

contrast (c1-c2), P = 0.0061; high-contrast (c3-

c4), P = 0.00053 (Fig. 2D)]. Inactivating corti-

cal feedback inputs rendered decoder per-

formance indistinguishable between attended

and unattended conditions (low-contrast, P =

0.38; high-contrast, P = 0.50). The relative dif-

ference in decoder performance (attended

versus unattended) was significantly larger in

control compared to laser condition (relative

difference: low-contrast, decreased by 87.8%,

P = 0.02; high-contrast, decreased by 93.4%,

P = 0.0023; Wilcoxon signed-rank test). Our

main results were consistent across animals

(fig. S11) and stimulus contrast values (fig.

S12, see supplementary materials). Analyz-

ing the responses of all stimulus-responsive

cells regardless of whether they were light-

sensitive or not (n = 309 neurons) yielded

highly significant effects of cortical feedback

inactivation on attentional modulation of in-

dividual cell responses (fig. S13).

Laminar dependency of feedback

inactivation effects

Because feedback axons from V4 preferential-

ly terminate in the upper layers of V1 (12–16)

(Fig. 3A), we asked whether the effects of feed-

back inactivation are layer specific. Current

source-density analysis was used to assign

recorded cells on the linear array to laminar

locations (26, 27) (Fig. 3B¸ see materials and

methods). Out of 16 sessions, we identified

the full laminar profile in 9 sessions, i.e., a

total of 47, 44, and 32 cells in the supra-

granular (SG), granular (G), and infragranular

(IG) layers, respectively. Attention influenced

mean firing rates and decoder performance

in the supragranular layers [attention modu-

lation at c4 contrast, control versus laser, SG:

P = 0.00015; Wilcoxon signed-rank test (Fig. 3C

and fig. S14); SG decoder low-contrast (c1-c2):

P = 0.016; SG decoder high-contrast (c3-c4): P =

0.016 (Fig. 3D and fig. S15)], although the

effects in the other layers were weak and sta-

tistically nonsignificant (G attention modu-

lation, P = 0.26; G decoder low-contrast, P =

0.55, G decoder high-contrast, P = 0.11; IG

attention modulation, P = 0.36; IG decoder
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Fig. 2. V4 feedback carries attentional signals to V1. (A) Left: Neural

responses to the high-contrast stimulus (50% contrast) flashed in cells’

receptive field without laser stimulation. Population PSTH (n = 239) while animals

attended the stimulus (“Att control,” black) compared to when animals attended

to the opposite side of the screen (“Unatt control,” gray, P = 9.59 × 10−10,

Wilcoxon signed-rank test). In all plots, the envelope represents SEM; black

horizontal line represents stimulus duration. Inset shows per animal changes.

Middle: Same as left panel, but during laser stimulation. Population PSTH while

animals attended the stimulus (“Att laser,” maroon) compared to when animals

attended to the opposite side of the screen (“Unatt laser,” pink, P = 0.95,

Wilcoxon signed-rank test). In all plots, the shaded window represents laser

stimulation. Right: Changes in attentional modulation with and without feedback

as percent change of control condition effects (black) compared to laser

conditions (red, P = 3.61 × 10−9, Wilcoxon signed-rank test). Blue lines represent

values from individual cells; dark line represents the mean. (B) Top: Population

PSTHs across all contrasts without laser stimulation. Bottom: With laser

stimulation. (C) Top left: Population contrast response functions for control

conditions, plotted with a cumulative Gaussian fit (c0, P = 0.051; c1, P = 0.20; c2,

P = 0.89; c3, P = 0.25; c4, P = 9.59 × 10−10, Wilcoxon signed-rank test). Top right:

Contrast response functions for laser conditions (c0, P = 0.055; c1 P = 0.011;

c2 P = 0.081; c3 P = 0.50; c4 P = 0.95, Wilcoxon signed-rank test). Bottom:

Histogram of contrasts used in all experiments. (D) Left: Relative difference

(control versus laser) in decoder accuracy for low- and high-contrast stimuli (low,

P = 0.02; high, P = 0.0023, Wilcoxon signed-rank test). Right: “Shuffled” decoder

performance for low- (bottom) and high- (top) contrast stimuli. Blue lines

represent values from individual sessions; dark lines represent the mean.
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Fig. 4. Feedback-related attentional changes propagate to V4.

(A) Schematic for simultaneous V1-V4 recordings while suppressing V4

feedback terminals in V1. (B) Receptive field traces from V1 (purple) and

V4 (green) cells for one example session. (C) Decoder accuracy for the V1

population (low-contrast, P = 0.044; high-contrast, P = 0.031, Wilcoxon

signed-rank test). (D) Left: V4 responses to the high-contrast stimulus

(50% contrast) flashed in cells’ receptive field without laser stimulation.

Population PSTH (n = 38 cells) while animals attended the stimulus

(“Att control,” black) compared to when animals attended to the opposite

side of the screen (“Unatt control,” gray). In all plots, envelope represents

SEM; black horizontal line represents stimulus duration. Middle: Same as

left panel, but during laser stimulation. Population PSTH while animals

attended the stimulus (“Att laser,” maroon) compared to when animals attended to the

opposite side of the screen (“Unatt laser,” pink). In all plots, the shaded window

represents laser stimulation. Right: Changes in V4 attentional modulation with and

without feedback suppression as percent change of effects in control conditions (black)

compared to laser conditions (red, P = 0.00033, Wilcoxon signed-rank test). Blue

lines represent values from individual cells; dark line represents the mean. (E) Left:

Contrast response functions for control condition, plotted with a cumulative Gaussian fit

(c0, P = 0.015; c1, P = 0.16; c2, P = 0.3.25 × 10−5; c3, P = 0.00041; c4, P = 3.9 × 10−5,

Wilcoxon signed-rank test). Right: Contrast response functions for laser condition,

plotted with a Gaussian fit (c0, P = 0.057; c1, P = 0.036; c2, P = 0.86; c3, P = 0.0085; c4,

P = 0.73, Wilcoxon signed-rank test). (F) Left: Relative V4 decoder (control versus laser)

accuracy (low-contrast, P = 0.031, high-contrast, P = 0.031, Wilcoxon signed-rank

test). Right: “Shuffled” decoder performance for low- (bottom) and high- (top) contrast

stimuli. Blue lines represent values from individual sessions; dark lines represent themean.
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low-contrast, P = 1, IG decoder high-contrast,

P = 0.69). The supragranular layers were sig-

nificantly more influenced by feedback sup-

pression than the granular or infragranular

layers (degree of attentional modulation in

control versus laser: low-contrast, P = 0.03;

high-contrast, P = 0.0071, Kruskal-Wallis test,

post hoc Fisher’s least significant difference

test). Thus, cortical feedback-inactivation ef-

fects are not generalizable to the entire cor-

tical column.

The effects seen in SG layers were not sim-

ply due to laser position. Light scatters and

becomes absorbed by the neural tissue. The

red light used to activate our Jaws construct is

significantly less prone to these issues than are

blue- or green-light anion channelrhodopsin

alternatives (19, 28, 29). We positioned the

laser to directly target granular layers, but this

procedure did not elicit laser-mediated firing

rate changes (fig. S16). Cortical feedback thus

impacts attentional modulation in V1, primar-

ily in the supragranular layers.

Feedback-related changes in attentional

modulation propagate to V4

We further tested whether optogenetically al-

tering V4→V1 cortical feedback induces effects

that propagate downstream. We recorded the

electrical activity of 38 V4 cells (six sessions in

two animals, Fig. 4A) by positioning the laminar

electrode to target sites localized at least 800 mm

below cortical surface to maximize the likeli-

hood of reaching the middle layers, (i.e., the

recipients of feedforward inputs from early vi-

sual cortex). Simultaneously, we recorded and

optically stimulated the feedback axonal ter-

minals in V1. Cells in V1 and V4 had over-

lapping receptive fields and were modulated

by visual stimuli (Fig. 4B). We first confirmed

that in the absence of feedback suppression,

attention led to a significant increase in V1

firing rates (c4 contrast control, attended versus

unattended, P = 2.74 × 10
−13

), and suppress-

ing cortical feedback rendered attended- and

unattended-trial firing rates indistinguishable

from one another (c4 contrast laser, attended

versus unattended, P = 0.79). Comparing the

effect of attention as a function of laser stim-

ulation, we found a significant change in both

firing rates and decoder accuracy (attentional

modulation at c4 contrast in control versus

laser: firing rate, P = 9.6 × 10
−11
; decoder low-

contrast, P = 0.044, decoder high-contrast, P =

0.031, Wilcoxon signed-rank test).

We further examinedwhether the feedback-

inactivation effects observed in V1 are trans-

mitted to V4. In control, attention increased

the mean response of V4 neurons by 9.9%

(±7.49) at the highest contrast (Fig. 4D, left).

Overall, the attentional modulation of V4 firing

rates was significant for three out of four con-

trasts displayed during the task (c1, P = 0.72;

c2, P = 0.00027; c3, P = 0.049; c4, P = 0.00033),

confirming the expectation that the effects of

attention aremore prominent in V4 compared

to V1 (where firing rates were only significant-

ly different for the high-contrast stimulus).

Suppressing cortical feedback to V1 reduced

the attentional gain response in V4 [c4 con-

trast: Fig. 4, D (middle) and E]. The relative

differences between these conditions (con-

trol versus laser) indicate that the attention-

induced increase in neural responses critically

relies on feedback signals [firing rate: P =

0.00033 (Fig. 4D, right); decoder low-contrast:

P = 0.031, high-contrast: P = 0.031 (Fig. 4F and

fig. S17)]. This result is surprising, as downstream

prefrontal areas also send feedback inputs to the

superficial layers of V4 that are believed to carry

attentional signals. However, our electrode pen-

etrations have likely oversampled the granular

layers to possibly explain the light-induced re-

duction in attentional modulation in V4.

Feedback-mediated attentional signals modulate

gamma coherence

Because attention has been commonly asso-

ciated with increased gamma activity in visual

cortex (30–33), we investigated whether the

472 3 FEBRUARY 2023 • VOL 379 ISSUE 6631 science.org SCIENCE

Fig. 5. Feedback-mediated

attentional signals modulate

gamma-coherence. (A) Top:

Schematic of recording design.

Bottom: Hypothesized changes

in gamma amplitude across

conditions, showing reduced

gamma coherence during the

laser condition. (B) SpikeÐspike

gamma coherence. Insets show

coherence across a wide fre-

quency range. Top: Control

conditions. Bottom: Laser

conditions. For all plots, error

bars reflect SEM. (C) Changes in

V1 gamma modulation with and

without feedback as attentional

modulation in control versus

laser conditions (n = 1,315 pairs,

P < 10−10, Wilcoxon signed-rank

test). Each blue point repre-

sents one cell. Inset shows

averages for control (black) and

laser (red) conditions. (D) Box

and whisker plot of gamma-

coherence values during fixation

(without attentional manipulation) for control (black) and laser (red) conditions

while recording electrode and optic fiber were separated by >2 mm (P = 0.95,

Wilcoxon signed-rank test). (E) Histograms show attentional modulation (relative

difference between attended and unattended) of gamma coherence as a function of

laser stimulation across the V1 laminae (SG: n = 194 pairs, G: n = 91, IG: n = 66), plotted

with normal fits (SG: P = 4.21 × 10−7; G: P = 1.20 × 10−5; IG: P = 2.01 × 10−5, Wilcoxon

signed-rank test). Arrows represent the mean gamma modulation (attended versus

unattended) for control and laser conditions. (F) Changes in V4 gamma modulation with

and without feedback, computed as attentional modulation in control versus laser

conditions (n = 90 pairs, P = 0.00082, Wilcoxon signed-rank test). Each blue point

represents one cell. Inset shows average attentional modulation (relative difference

between attended and unattended) for control (black) and laser (red) conditions.
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selective suppression of V4→V1 feedback ter-

minals influences gammaspike–spike coherence

in V1 (18, 34, 35) (Fig. 5A). In the absence of

light, attention was associated with increased

gamma coherence (attended versus unattended,

6.3%, P < 10
−10

), both in the low- (30 to 80 Hz,

P < 10
−10

) and high-gamma frequency bands

(80 to 120 Hz, P = 2.16 × 10
−80

). However,

when cortical feedback was optogenetically

suppressed (Fig. 5B, bottom), the attention-

mediated changes were much reduced, lead-

ing to a 2.5-fold decrease in gamma coherence

[control versus laser, P = 1.01 × 10
−35

, Wilcoxon

signed-rank test (Fig. 5C); this effect was con-

sistent across animals (fig. S18), and the at-

tentional modulation of spike coherence in

nearby frequency bands was not significantly

influenced by feedback inactivation (beta, P =

0.074; alpha, P = 0.97, Wilcoxon signed-rank

test)]. This effect was indeed driven by feed-

back signals, as separating the recording probe

and optic fiber by several millimeters during a

fixation task did not elicit significant changes

in gamma coherence between the attended and

unattended conditions (P = 0.95) (Wilcoxon

signed-rank test, Fig. 5D).

We next investigated whether the attention-

induced changes in gamma coherence are

layer specific. The relative change in gamma

coherence between control and laser condi-

tions (attended versus unattended) was sig-

nificantly modulated in all layers (SG: P =

4.21 × 10
−7
; G: P = 1.20 × 10

−5
; IG: P = 2.01 ×

10
−5
) (Fig. 5E) despite the fact that the effects on

neuronal responses and network performance

are layer-dependent. Finally, we computed

spike–spike coherence between pairs of V4

cells, as V4 responses were strongly influenced

by cortical feedback suppression (Fig. 3). Sup-

pressing cortical feedback to V1 significantly

reduced attentionalmodulation (attended ver-

sus unattended) of gamma coherence across

pairs of V4 cells (P = 0.00082, Fig. 5F).

Discussion

For the past several decades, neuroscientists

have widely assumed that cortical feedback

mediates attentional modulation in brain

circuits. Because this hypothesis is intuitive,

it has long dominated research in the field

despite lack of direct support. Previous studies

have either demonstrated attention-related in-

teractions between cortical areas without es-

tablishing causality (5, 36–39) or used causal

manipulations to perturb cortical feedbackwith-

out measuring attentional signals (1, 3, 8, 9, 40).

Furthermore, previous studies have largely ig-

nored laminar-specific changes, although it

is well accepted that feedback connections

are layer-specific, and hence their effects on

neuronal responses may vary across the tar-

geted cortical column.

Our findings provide causal evidence of at-

tentional modulation in individual neurons

and cell populations induced by cortical feed-

back projections. Optogenetically suppressing

V4 feedback axons to V1, without inherently

altering local and feedforward intracortical

inputs, significantly diminished the attention-

induced benefits on response gain and accuracy

of network computations, abolished attentional

modulation of postsynaptic V4 neuron re-

sponses, and greatly reduced gamma coher-

encewhen attentionwas deployed. Our results

further indicate that feedback signals modu-

late visual cortical responses only when stimuli

are attended.

It has been hypothesized that the pulvinar

may constitute one source of attentional mod-

ulation of neuronal responses in early cortex

(41, 42). Specifically, the pulvinar may syn-

chronize neuronal responses across cortical

areas by attention allocation and hence regu-

late information transmission. However, al-

though our results do not challenge this view,

they raise the possibility that cortical feedback

and the pulvinar could work together to fulfill

optimal attentional requirements during visual

perception. Further research is needed to tease

apart attentional influences due to pulvinar

and cortical feedback sources.

Our findings may have general implications

applicable to the entire cortex, because they

suggest that cortical feedback connections

carry attentional signals via laminar-specific

mechanisms. Thus, our results could set the

stage for further investigations probing large-

scale feedback circuits across species to study

the effects of attention at multiple stages of

thalamic and cortical processing. Because

feedback has been hypothesized to control

other top-down processes, such as expectation

and behavioral context, our results could have

widespread implications for a broad range of

phenomenology across many modalities.
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ICE STRUCTURE

Medium-density amorphous ice
Alexander Rosu-Finsen1, Michael B. Davies2,3, Alfred Amon1, Han Wu,4 Andrea Sella1,

Angelos Michaelides2,3*, Christoph G. Salzmann1*

Amorphous ices govern a range of cosmological processes and are potentially key materials for explaining the

anomalies of liquid water. A substantial density gap between low-density and high-density amorphous

ice with liquid water in the middle is a cornerstone of our current understanding of water. However, we

show that ball milling “ordinary” ice Ih at low temperature gives a structurally distinct medium-density

amorphous ice (MDA) within this density gap. These results raise the possibility that MDA is the true glassy

state of liquid water or alternatively a heavily sheared crystalline state. Notably, the compression of MDA

at low temperature leads to a sharp increase of its recrystallization enthalpy, highlighting that H2O can be a

high-energy geophysical material.

W
ater has a complex phase diagramwith
20 crystalline phases and at least two
families of amorphous forms (1–7).
Although three new crystalline phases
have beendiscovered in the past 5 years

alone (2–6), the discovery of amorphous states
ismuch less common. The current complement
of amorphous forms comprises low-density
amorphous ice (LDA), first made through
vapor deposition in the 1930s (8). By compres-
sion of ice Ih or LDA at low temperatures,
high-density amorphous ice (HDA) was made
in the 1980s (9, 10). Heating HDA under pres-
sure gives either expanded high-density (eHDA)
or very high-density amorphous ice (vHDA),
as reported in the early years of this century
(11, 12). As their names suggest, amorphous ices
are distinguished principally by their densi-
ties, with LDA having a density of 0.94 g cm–3

and the HDAs starting from 1.13 g cm–3 at
ambient pressure and 77 K (7). This leaves a
conspicuous gap in densities around the den-
sity of liquid water (1 g cm–3) which is not filled
by any known crystalline phases, and it is un-
clear whether homogeneous amorphous ice can
display a density in this gap (13–15). This gap,
and the question of whether the amorphous
ices have corresponding liquid states below a
liquid-liquid critical point, is a topic of great
interest with respect to explaining water’s many
anomalies (16–26).Moreover, the fact that amor-
phous ice is the most common form of ice in
the Universe (27) underpins the need to under-
stand the structurally disordered states of H2O.
In addition to previously reported techniques

for making amorphous ices, ball milling is
an established technique for making amor-
phous materials in general (28). This method
is widely used for metallic alloys, inorganic

compounds, and pharmaceuticals (28–30) but
has not been applied to ice. At the heart of the
amorphization processes are ball-crystal-ball
impact events that exert a combination of com-
pressive and shear forces on the crystalline
starting materials (Fig. 1A). Although local
melting effects have been discussed as the
origin of amorphization the introduction of
dislocation defects seems to be the main driv-
ing force (31). In general, amorphization through
ball milling is most effective at low temper-
atures (32).
We show that low-temperature ballmilling of

ice Ih leads to an amorphous ice with a density
in the gap between LDA andHDA.We cooled a
grinding jar to 77 K with liquid nitrogen, filled
it with ice and stainless-steel balls, and firmly
closed it (Fig. 1B). To achieve amorphization,
the entire assembly was shaken vigorously for
a range of ball-milling cycles at 77 K (33).
We see the formation of amorphous ice

after 80 ball-milling cycles from the broad
x-ray diffraction features with peak maxima
at 1.93 and 3.04 Å–1 (Fig. 1C). The shift of the
first strong diffraction peak (FSDP) at 1.93 Å–1

away from themost intense Bragg peaks of ice
Ih signifies major structural changes. For com-
parison, cryogenic ball milling of the isostruc-
tural NH4F Ih results in broadening—without
shifting—of the Bragg peaks indicating only
a reduction of the crystallite sizes (fig. S1).
Ball milling the ice II, IX, and V high-pressure
phases does also not yield any amorphous
materials (fig. S2), suggesting that the low-
density ice Ih crystal structure is particularly
susceptible to amorphization. Similar observa-
tions of ice Ih occur in the context of pressure-
induced amorphization to HDA (9).
A comparison with the diffraction patterns

of other amorphous ices highlights that the
amorphous ice obtained through ball milling is
structurally unique (fig. S3). The closest match
in terms of peak positions is HDA. Yet, in con-
trast to HDA (10), the ball-milled amorphous
ice does not transform to LDA upon heating at
ambient pressure (Fig. 1C). Instead, the dif-
fraction patterns collected upon heating show

recrystallization to stacking disordered ice I
(ice Isd) above ~140 K which later transforms
to the stable ice Ih. We performed a quantita-
tive analysis of the cubic/hexagonal stacking
disorder of the ice Isd using the MCDIFFaX
software (34) (fig. S4). The ice Isd obtained by
heating the ball-milled ice contains 31% cubic
stacking. The fact that the amorphous ice does
not recrystallize to the fully hexagonal ice Ih
starting material highlights substantial struc-
tural changes upon amorphization.
Wemonitored the progress of the ballmilling

quantitatively with differential scanning calo-
rimetry (DSC) (Fig. 1D). The recrystallization of
the amorphous icemanifests itself as an exother-
mic phase transition at ~150Kwhich increases
in area with increasing milling cycles. We ob-
tained an enthalpy of –1.16 ± 0.09 kJ mol–1

(SD, N = 3) after 40 milling cycles. Further
increase to 80 milling cycles gives a heat re-
lease of –1.21 ± 0.15 kJ mol–1 (SD, N = 3) indi-
cating that the amorphization process is close
to completion after 40 milling cycles. The
areas of the exotherms are independent of
the diameters of the stainless-steel balls in
the 10- to 20-mm range (fig. S5), illustrating
that the amorphization process takes place
robustly within a range of different ball-milling
conditions. Stainless-steel balls give the best
results in terms of amorphization compared
with Teflon-coated or hardened-steel balls
(fig. S6).
The progressive amorphization upon ball

millingwas also followed quantitatively by fully
crystallizing the amorphous samples through
heating and analyzing the changes in the in-
tensities of the ice Ih Bragg peaks (fig. S7).
Consistent with the increases in the areas of
the exotherms (Fig. 1D), the amorphous con-
tent from the x-ray diffraction analysis in-
creases steadily up to 40 milling cycles and
then levels off at ~70% (Fig. 1E).
Analysis of the half-widths of the ice Ih

Bragg peaks reveals no systematic change in
particle size of the ice Ih contaminant as its
amount decreases during ball milling (fig. S8).
Consistent with an amorphousmaterial, opti-
cal microscopy of the ball-milled sample after
80milling cycles primarily shows a disordered,
opaque material (Fig. 1F). A minor fraction of
transparent particles with sharp edges—and
hence likely crystalline ice Ih—were also ob-
served (Fig. 1F, arrows). The overall appear-
ance of the ball-milled ice is that of large
chunks consisting of a densely compacted
powder. Inevitably, as more amorphous ice
forms, a small fraction of the ice Ih crystals
will become increasingly shielded from the
effects of ball milling. A small contribution from
vapor condensation toward the ice Ih content
during the x-ray diffraction analysis cannot
be excluded. The possibility that the incom-
plete amorphization is due to recrystalliza-
tion caused by local heating effects during ball
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milling seems unlikely as the crystalline con-
taminant is ice Ih and not ice Isd to which the
amorphous material recrystallizes upon heat-
ing (fig. S4).
We collected Raman spectra of a ball-milled

sample in the spectral range of theO-H stretch-
ingmodes (Fig. 1G). Whereas the x-ray diffrac-
tion data was closest to HDA, the Raman
spectrum of the ball-milled ice was closer to
LDA than to HDA. Consistent with the earlier
x-ray diffraction analysis, we show that a max-
imal contribution of ~30% ice Ih can be sub-
tracted from the spectrum before the baseline
below 3000 cm–1 begins to display an un-
physical negative slope (fig. S9). The main
effect of the subtraction is a decrease in rela-
tive intensity of the most intense peak, which
shifts slightly by 4 cm–1 to 3100 cm–1.
We determined the bulk densities of ball-

milled samples using buoyancy measurements
in liquid nitrogen. The samples become dens-
er as the amorphization progresses closely
following the trend of the amorphous con-
tent (Fig. 1E). After 80 milling cycles, the ball-
milled ice has a density of 1.02 ± 0.03 g cm–3

(SD,N = 3) at 77 K. Because the sample is 69 ±
5% (SD, N = 3) amorphous, it follows that
the amorphous fraction has a density of 1.06 ±
0.06 g cm–3 (SD, N = 3). This density falls into
the gap between LDA (0.94 g cm–3) and HDA
(1.15 g cm–3) (10, 12). We therefore name
the amorphous ice obtained from ball milling
medium-density amorphous ice (MDA).
A continuous shift of the FSDP to lower

Q values was previously observed during the
HDA to LDA transition upon heating at am-
bient pressure (13, 35). By contrast, the tran-
sitions of eHDA and vHDA to LDA appear to
be sharper (14, 35, 36). The question arises
whether MDA is equivalent to an HDA→LDA
transition state. A major argument against
this is that the transition states all transform to
LDA upon heating whereas MDA transforms
to ice Isd at higher temperatures (~20 K). The
transition state at 114 K in the x-ray diffraction
data (36) shows the best fit withMDA in terms
of the peak position of the FSDP (fig. S10).
However, the FSDP of the transition state is
broader compared with MDA and displays
asymmetry. Overall, on the basis of different
phase transitions, thermal stability, and dif-
fraction characteristics, MDA is a different
material comparedwith theHDA→LDA tran-
sition states.
Using small-angle scattering experiments,

HDA itself as well as theHDA→LDA transition
states have been suggested to be structurally
inhomogenous and contain nanoclusters of dif-
ferent densities (15). Our two-dimensional small-
angle x-ray scattering (SAXS) data in fig. S11
shows that MDA displays isotropic scattering,
which is an important prerequisite for testing
its structural homogeneity. The radially inte-
grated SAXS data recorded upon heatingMDA

is shown in a double-logarithmic plot (Fig. 1H).
Following a linear negative decrease, consis-
tent with Porod’s law (fig. S12), a flat region is
observed above ~0.3 Å–1 forMDA at 100 K. For
the vapor-deposited version of LDA, a similar
crossover was observed at ~0.5 Å–1 (37). Upon
heating, the crossover between the two differ-
ent scattering regimes shifts toward lower Q
values. The SAXS intensities at constant Q
uponheating (Fig. 1I) show small peaks during
the MDA to ice I phase transition, which we
attribute to the additional scattering contrast
as two phases with different densities coexist.
The important point is that the scattering in-
tensities change continuously across crystalli-

zation implying that the structural origin of
the scattering is the same before and after crys-
tallization. After crystallization, the crystalline
material is structurally homogeneous implying
that the low-Q scattering arises solely from sur-
face effects. On the basis of the continuous
crossover fromMDA to ice I, MDA is therefore
also structurally homogeneous as far as its
bulk structure is concerned. Furthermore, the
scattering intensity levels in the flat scattering
regime, which was used as a criterion for struc-
tural homogeneity by Koza and co-workers for
HDA (15), are the same within error for MDA
and ice I. Overall, the decreases in the low-
angle scattering intensities upon heating MDA
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Fig. 1. Preparation and physical properties of MDA. (A) Illustration of the ball-crystal-ball impact events

upon ball milling. (B) Schematic of the low-temperature ball-milling setup. (C) X-ray diffraction patterns

(square-root intensities) upon heating MDA after 80 ball-milling cycles. (D) Differential scanning calorimetry

of ice ball milled for increasing numbers of ball-milling cycles. Asterisks mark weak exotherms from the

ice Isd to ice Ih phase transitions. (E) Density (blue circles) and amorphous content (red diamonds) at

77 K as a function of the ball-milling cycles. Data are mean ± standard deviation and N ≥ 3. (F) Optical

microscopy image of MDA powder pressed against a copper substrate. Arrows indicate transparent

crystalline ice Ih impurities. Circular features are part of the substrate. (G) Comparison of the Raman

spectra of HDA, LDA, MDA, and ice Ih at 80 K in the O-H stretching spectral region. (H) Small angle x-ray

scattering data of MDA upon heating from 100 to 220 K. (I) Scattering intensities at constant Q values as a

function of temperature. Dashed lines illustrate continuous intensity changes across crystallization.
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and ice I are a result of continuous reductions
in surface area of otherwise homogeneous
materials. Structural heterogeneity is only ob-
served during theMDA→ice I phase transition
where two phases of different density coexist
within a small temperature window.
We investigated the structural mechanism of

the amorphization process through ball mill-
ing computationally (33). The computational
protocol started with a periodically repeated
ice Ih simulation box containing 2880 water
molecules. This box was then subjected to ran-
dom shearing of layers followed by geometry
optimization of the local molecular environ-
ments (Fig. 2A and fig. S13). These steps were
repeated until the calculated structure factors
and other structural characteristics converged
(figs. S14 and S15). The simulations show the
evolution of an amorphous fraction (Fig. 2B).
We verified the robustness of the computa-
tional approach in terms of both path depen-
dence and system size (figs. S16 and S17).

During the computational amorphization
process, we found a density increase from 0.92
to 0.97 g cm–3 (fig. S19), in line with our ex-
perimental observations. The somewhat lower
density of the computational MDA compared
with the experimental value is attributed to
the rigid water molecules in the TIP4P/Ice
computer model (38), which underestimates
the bending of hydrogen bonds in dense struc-
tures. Good agreement exists between the cal-
culated and experimental diffraction patterns
of MDA in terms of the peak positions of the
diffraction features (Fig. 2C). This illustrates
that dislocation processes are essential for
achieving the amorphization of ice Ih to the
denser MDA. The higher relative peak inten-
sity of the FSDP in the experimental S(Q) with
respect to the second peak at ~3 Å–1 indicates
somewhatmorepronounced intermediate-range
structural order within the experimental sam-
ple compared with the computational struc-
ture. The computational recipe for making

MDA involves shearing along random direc-
tions resulting in amaximally disordered amor-
phous structure. However, the experimental
situation may be slightly different because
shearing is likely to proceed at least initially
along the characteristic cleavage planes of the
crystal leading to a somewhat more ordered
amorphous structure. The computational amor-
phization process goes along with a partial
collapse of the second coordination shell of the
water molecules (Fig. 2D). This means that
watermolecules that are not directly hydrogen
bonded move toward the first coordination
shell which is a well-known structural mecha-
nism for achieving higher densities in ice (1, 39).
Notably, the computational structure ofMDA

is closer to liquid water than to LDA. This
observation can be seen from the positions
of the FSDPs, which are indicators for the
intermediate-range structure (Fig. 2C). The
FSDPs of MDA and liquid water are found at
similar positions whereas the FSDP of LDA is
close to ice Ih. A comparison of the experi-
mental positions of the FSDPs of water and the
various amorphous ices as a function of tem-
perature including a possible extrapolation
fromMDA towater is shown in fig. S20. From
the oxygen-oxygen pair-distribution functions
(Fig. 2D), we observed a progressive collapse of
the second coordination shell upon going from
ice Ih to LDA, to MDA, and to liquid water.
The same progression can also be seen in the
statistics of the primitive ring sizes (Fig. 2E).
The experimental identification of MDA

shows that the polyamorphism of H2O—
the existence of multiple distinct amorphous
states—is more complex than previously ap-
preciated. A key question is whether MDA
should be regarded as a glassy state of liquid
water. The glassy natures of LDA andHDA are
still debated and a range of different scenarios
is possible with the discovery of MDA. One
notable possibility is that MDA represents the
glass of liquid water, which would be sup-
ported by the similar densities and diffraction
characteristics (40). Thiswould not necessarily
violate the well-known liquid-liquid critical
point hypothesis (16, 17, 20, 24, 26), but MDA
would need to have a glass transition tem-
perature above the liquid-liquid critical point.
Accordingly,MDAwould represent liquidwater
before the phase separation into LDA and
HDA takes place at temperatures below the
liquid-liquid critical point. Consistent with this
scenario, MDA does not show a glass transition
below the recrystallization temperature at
~150 K despite extensive annealing at a range
of different temperatures (fig. S21). Accord-
ingly, MDA would be metastable with respect
to either LDA or HDA at low temperatures
and at all pressures.
Alternatively, a pressure range might exist

at low temperatures within which MDA is
more stable than LDA andHDA. However, as
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Fig. 2. Computational investigation into the mechanism of formation of MDA. (A) Schematic of the

computational protocol that yields MDA upon repeated shearing and geometry-optimization steps.

(B) Percentage amorphous with increasing computational cycles using the local structural analysis shown

in fig. S18. (C) Experimental and computational x-ray structure factors of MDA, water, LDA, and ice

Ih. (D) Corresponding oxygen-oxygen pair distribution functions and (E) primitive ring-size distributions. All

simulations were carried out using periodic boxes with approximate dimensions of 4.5 nm in x, y, and z.
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a result of the generally slow kinetics at low

temperatures the two scenarios are difficult to

distinguish. Heating MDA at ambient pressure

does not lead to the formation of LDA (Fig. 1C)

andMDA remained stable upon heating to the

p/T conditions of eHDA (fig. S22). The com-

pression of MDA at 77 K, by contrast, shows a

transition to HDA with a stepwise change in

volumeat anonset pressure of ~1.1GPa (Fig. 3A).

Consistent with the higher density of MDA

compared with ice Ih, the stepwise change in

volume is smaller compared with the corre-

sponding transition of the same amount of ice

Ih. The onset pressure of theMDA toHDA tran-

sition upon compression is at a higher pressure

than theLDA toHDA transition at~0.5GPa (41).

A third scenario is that MDA is not a glassy

liquid but rather a heavily sheared crystalline

state that lacks a connection with the liquid

phase. Whatever the precise structural nature

of MDA, we expect it to play a role in the

geology of ice at low temperatures, for ex-

ample, in the many ice moons of the Solar

system and beyond. Tidal forces in the inter-

iors of ice moons induced by the gravitational

forces of gas giants may cause similar shear

forces as those found in ball milling and could

therefore facilitate the transition of ice Ih to

MDA, provided these occur across a similar

temperature and pressure range.

Finally, we show thatMDA displays one not-

able property not found for any of the other

amorphous or crystalline forms of ice. The

x-ray diffraction patterns (Fig. 3B) show that

the structure ofMDA remains unchanged upon

compression at 77 K up to 1.0 GPa. However,

the area of the recrystallization exotherm upon

heating at ambient pressure increases sub-

stantially from –1.21 ± 0.15 kJ mol
–1
(SD, N =

3) for the uncompressed material to –4.02 ±

0.14 kJ mol
–1
(SD, N = 3) after compression

to 0.5 GPa (Fig. 3C). Compression to 1.0 GPa

leads to a further small increase to –4.17 ±

0.16 kJ mol
–1
(SD, N = 3). This value is a sub-

stantial amount of heat that corresponds to

~70% of the heat released upon freezing liq-

uid water to ice Ih. BecauseMDA is prepared

through ball milling, the amorphous sample

is expected to display a high surface area. Giv-

en that the x-ray diffraction data remains un-

changed upon compression, the increase in the

recrystallization enthalpy can be rationalized

by the formation of pressure-induced strain at

the grain boundaries as has been observed for

ball-milled metals (42). Similar processes could

potentially take place in the ice layers of moons

as they are subjected to tidal forces. If this is

the case, heat released from the recrystalli-

zation of MDA could play a role in activating

tectonic motions.

The identification of MDA shows that H2O

is more complex at low temperatures than

previously recognized. The possibility that

MDA may represent the true glass of liquid

water is a noteworthy prospect that may be

invaluable for our understanding of liquid

water and its many anomalies. Even if it is

not, any valid computer model of water should

be able to explain the existence of MDA and

its relationship with LDA and HDA. Regard-

less of the exact nature of MDA, this material

has the potential to store mechanical energy

from compression, which can be released upon

warming at low pressure.
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Fig. 3. Effect of pressure on MDA. (A) In situ
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lines indicate the stepwise volume changes during
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scans upon heating at 10 K min–1 at ambient

pressure after compression of MDA at 77 K. The

x-ray diffraction patterns and DSC scans after

compression to 1.6 GPa correspond to HDA.
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CIRCADIAN RHYTHMS

Sex-dimorphic and age-dependent organization of
24-hour gene expression rhythms in humans
Lorenzo Talamanca†, Cédric Gobet†, Felix Naef*

The circadian clock modulates human physiology. However, the organization of tissue-specific gene expression

rhythms and how these depend on age and sex is not defined in humans. We combined data from the

Genotype-Tissue Expression (GTEx) project with an algorithm that assigns circadian phases to 914 donors,

by integrating temporal information from multiple tissues in each individual, to identify messenger RNA

(mRNA) rhythms in 46 tissues. Clock transcripts showed conserved timing relationships and tight synchrony

across the body. mRNA rhythms varied in breadth, covering global and tissue-specific functions, including

metabolic pathways and systemic responses. The clock structure was conserved across sexes and age groups.

However, overall gene expression rhythms were highly sex-dimorphic and more sustained in females. Rhythmic

programs generally dampened with age across the body.

T
he circadian clock allows evolutionary

adaptation of life to the 24-hour perio-

dicity of Earth’s rotation. The clock

synchronizes internal body rhythms in

behavior and physiology with 24-hour

environmental, societal, or feeding cues (1–3).

Perturbations of the clock, such as those

caused by sleep disruption and shift work,

can lead to pathologies (4). Sexual dimor-

phism exists in gene expression levels across

the body (5), and many complex phenotypes,

including diseases, exhibit sex-dependent char-

acteristics (6). However, interactions between

sexual dimorphism and molecular circadian

rhythms in humans are unexplored (7). Like-

wise, the effects of aging on human physiology

are well studied (8), but the interplay between

circadian oscillations and aging processes is

still poorly understood (9).

We combined Genotype-Tissue Expression

(GTEx) project transcriptomes with an algo-

rithm that assigns circadian times to individ-

uals and tissues (10–12) to obtain a whole-

organism view of 24-hour gene expression

rhythms in 46 human tissues. A stratifica-

tion by sex and age revealed a rich picture of

group-specific rhythms, especially in meta-

bolic and cardiovascular tissues, that may

provide insights into differential disease in-

cidence rates.

Results

Comprehensive 24-hour gene expression

rhythms in 46 human tissues

To study the breadth of rhythmic mRNA

programs across the human body, we used

data from 16,000 human RNA sequencing

(RNA-seq) experiments from 914 donors in

the GTEx collection and computed one circa-

dian reference phase for each donor. This

phase corresponds to the expected circadian

phase in skeletal muscle, hereafter named the

donor internal phase (DIP). The algorithm

exploits the fact that the circadian phases of

tissue samples (typically 10 to 20 per individ-

ual) from the same donor are correlated and

assumes that relative circadian phases of tis-

sues are conserved across donors. Time of

death (TOD) (available from GTEx) may not

reflect circadian phase because of the indi-

viduals’ varying chronotypes (2), positions

in a time zone, and type of death. In relation

to the TOD, clock genes such as PER2 and

NR1D1 exhibited arrhythmic profiles in most

tissues (fig. S1A), and mRNA rhythmicity at

the genome-scale was nearly absent (fig. S1B).

However, the pairwise correlations between

clock transcripts were indicative of a func-

tional clock (fig. S1C). We therefore developed

an algorithm to assign DIPs to all donors

(Fig. 1A). After correcting for sample covar-

iates to reduce variability that was not due

to circadian oscillations (fig. S1D), we applied

two steps. For each tissue independently, we

used CHIRAL, an algorithm we developed to

estimate the tissue internal phases (TIPs) of

all samples, which uses a set of seed genes

and their assigned weights (fig. S1, E and F).

We tested several sets of seed genes and bench-

marked CHIRAL using time-labeled human

samples from muscle (13) (fig. S1G and table

S1). We identified a set of 12 genes, consisting

of mechanistically well-characterized circa-

dian time-telling transcripts, that performed

better than other sets composed of genes

showing rhythmicity across mouse tissues. In

particular, performance decreases with the

set size (fig. S1, H to J) (14, 15). The TIPs from

one donor often showed one primary mode,

which we assigned as the DIPs (fig. S2, A to

D). With the DIPs, we characterized gene ex-

pression rhythmicity in 46 tissues by har-

monic regression.

DIPswere distributed fairly uniformly along

the 24-hour cycle (table S2). TODs and DIPs

showed better concordance for fast death

compared with slow death (Hardy scale) (fig.

S2E). With the DIPs, PER2 andNR1D1 showed

clear circadian oscillations across all donors

(fig. S2F), indicating that the DIPs captured

circadian phase more reliably than TODs.

Clock transcript oscillations across all tissues

showed that although the amplitudes varied,

the peak times were aligned, with the tightest

being TEF and ARNTL (BMAL1) and the most

variable being NR1D1 (REVERBA) (fig. S2G).

We used the complex-valued singular value

decomposition (cSVD) to summarize the mul-

tigene structure of clocks across multiple con-

ditions. The first mode, which captured >95%

of the variance, showed that the human clock

module comprises two main groups of anti-

phasic genes, plus fewer genes with a phase

angle (Fig. 1B). Clocks across tissues were well

synchronized, showing relative offsets of only

a few hours; the adrenal gland had the earliest

phase, perhaps related to the distinct role of

adrenal glucocorticoids in systemic clock orga-

nization (16). Metabolic tissues (adipose tissue,

esophagus, cardiovascular tissues) showed the

highest amplitudes, whereas brain tissues and

testis had the lowest (Fig. 1B) (17), as reflected

by the clock genes PER3 and ARNTL (Fig. 1C).

To test whether the DIPs also unveil mRNA

rhythms associated with systemic signals, we

considered heat shock response genes, which

exhibit rhythmic activity in mice (18). Heat

shock genes (HSF1 targets) showed clear di-

urnal expression patterns; the highest oscilla-

tory amplitude was observed in brain tissues,

which peaked between 8 and 10 p.m., near the

time of highest body temperature in humans
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(19) (Fig. 1D). Compared with the clock, we

observed a larger spread in peak phases across

tissues; the peak times of both HSPH1 and

HSPA1B were almost antiphasic in spleen and

amygdala (Fig. 1E). The high-amplitude heat

shock program in many brain regions may re-

flect a pressure for high proteome integrity in

nonrenewing tissues (20).

Genome-wide 24-hour rhythmicity (fig. S3A

and tables S3 and S4) across tissues showed

morning (centered on 7 a.m.) and evening

(7 p.m.) waves of gene expression throughout

the body (Fig. 1, F and G), with metabolic tis-

sues showing the most rhythmicity and brain

tissues the least, a property that was stable

across the different seed gene sets (15, 21) (fig.

S3B). These waves showed slight temporal

shifts that followed the phases of the core

clock (Fig. 1B): Several glands showed early

phases, followed by cardiovascular, metabolic,

and brain tissues (Fig. 1G). Depending on the

tissue, we found between tens and several

hundreds of rhythmic transcripts with peak-to-

trough ratios greater than 2 (Fig. 1H). Besides

clock genes, more than 100 transcripts were

rhythmic in at least 20 tissues, including known

rhythmic genes such as NFIL3 and PDK4 as

well as glucocorticoid-responsive genes such

as FKBP5 and the proinflammatory cytokine

receptors interleukin 1 receptor–like 1 and 2

(IL1RL1, IL1R2) (table S5). Twelve-hour ultra-

dian mRNA rhythms were detected in several

tissues, notably in ovary and liver (fig. S3C).

To characterize regulatory mechanisms, we

used cSVD to integrate transcription factor

(TF) targets. Putative regulators of both the

morning and evening waves were involved in

immunity, core clock, carbohydrate metabo-

lism, and cell proliferation (fig. S3D and table

S5). Among TFs that explained the most var-

iance were the core clock dimer CLOCK:BMAL1

(peak target accumulation at 10 a.m.) and

glucocorticoid receptor (GR) NR3C1 (5 p.m.)

that corresponded to GR-repressed genes (22).

In the evening, MYC and MYCN (7 p.m., cell

proliferation), X-box-binding protein 1 (XBP1)

(8 p.m., response to unfolded protein response),

and peroxisome proliferator–activated recep-

tor gamma coactivator 1 (PPARGC1) (8 p.m.,

energy metabolism) were activated. During

the night, IRF2 (2 a.m., interferon regulatory

factor) and STAT2 (3 a.m., cytokine response)

activities peaked. Similar TFs showed rhyth-

mic activities in mouse liver (23). Enriched

gene functions showed coherence across many

tissues (fig. S4A and table S5). Starting at

midnight, immune response genes peaked early

during the night, consistent with the above

IRF2 and STAT2 TFs, followed by a response

to cholesterol in the early day that coincided

with peak times of serum cholesterol levels

(24). Around 9 a.m., we observed a peak for caf-

feine response, followed by energy homeostasis,

gluconeogenesis, and lipid metabolism genes.

mRNAs involved in amino acid and glucose

metabolism, as well as protein synthesis and

folding, peaked in the early afternoon, which

extended into the evening. Cell-cycle pathways

peaked in the evening to late night, which

coincided with the predicted MYC and MYCN

activities. Therefore, pan-rhythmic gene func-

tions in humans largely consist of timedmeta-

bolic processes that reflect a switch between

low- and high-energy states during the rest-

activity cycle. Among functions that showed

tissue specificity, lipid metabolism was partic-

ularly rhythmic in the liver, as was amino acid

metabolism in the intestine and heat shock

response across the brain tissues (fig. S4B).

Human sexual dimorphism in circadian rhythms

We leveraged DIPs to analyze sex-dimorphic

mRNA rhythms. The relative phases and am-

plitudes of clock genes were conserved in males

and females (Fig. 2A), and the distributions of

DIPs were similar for males and females (Fig.

2B). To analyze sex-dimorphic clock output pro-

grams, we used a model selection approach

to classify each transcript into five statistical

scenarios (models) depending on the rhyth-

mic behavior in both sexes (25). The number of

rhythmic genes was higher in females by about

twofold at all amplitude thresholds (Fig. 2C and

fig. S5). Although tissues such as esophagus,

skeletal muscle, and adipose tissue did not dif-

fer much, the stratification by sex unveiled sev-

eral highly dimorphic tissues (Fig. 2D). Notably,

females had considerablymore rhythmic tran-

scripts in the adrenal gland and liver (Fig. 2D).

Cardiovascular tissues are known sites of

circadian regulation (26) that exhibit circadian

rhythmicity in data from the GTEx project (12).

In the heart (atrial appendage), the total num-

ber of rhythmic genes and their peak phases

were similar in males and females (Fig. 2, E

and F). However, only about 50% of rhythmic

genes were shared between male and female,

with the remaining rhythms either being spe-

cific to one sex or showing different rhythmic

patterns (Fig. 2G).

Liver exhibits marked circadian physiology

and sex-dependent gene expression in humans

(5). We found a strong enrichment of mRNA

rhythms in females at all amplitudes, mostly

as an extensive morning wave (Fig. 2, H to J).

Three pathways, with sex-dependent mRNA

rhythms in mice (27), showed enriched rhyth-

micity in female livers: xenobiotic detoxification,

fatty acid oxidation, and cholesterol synthesis

(fig. S6A). In the latter, nearly all enzymes, includ-

ing the rate-limiting and statin target 3-hydroxy-

3-methylglutaryl-CoAreductase(HMGCR),showed

rhythmicity in females that was damped or ab-

sent in males (fig. S6C). In detoxification, many

phase I and II enzymes were strongly enriched

in female-specific cyclers (Fig. 2L) (28). Female-

specific rhythms in the liver were predicted to

be driven by heat shock transcription factor 1

(HSF1) and peroxisome proliferator–activated

receptor gamma (PPARG) (fig. S6A).

The adrenal gland also exhibited more rhyth-

micmRNAs in females than inmales, centeredat

midday (Fig. 2K). Among those, GR targets were

enriched, which could reflect autocrine signal-

ing (fig. S6B). Because glucocorticoid signaling

is a systemic synchronizer and organizer of pe-

ripheral rhythms (16), this might corroborate

with the overall increased rhythmicity in females

at transcriptional and physiological levels (7).

Age-dependent circadian reprogramming

of human gene expression

We analyzed how aging reprograms daily rhyth-

mic gene expression across the human body.

Donors were divided into two age groups: less

than 50 years of age (38 ± 9 years) and more

than 60 years of age (65 ± 3 years). The overall

amplitudes, phases, and relative relationships

of the clock genes were conserved with age

(Fig. 3A). Rhythmic transcripts showed two

waves in both age groups (Fig. 3B) but were

overall strongly damped in the older donors

(Fig. 3C and fig. S7) (29). The latter showed

one-third of rhythmic geneswithpeak-to-trough

ratios greater than 4 (Fig. 3C); such loss of

rhythmicity with aging occurred in most but
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Fig. 1. Global circadian ordering of GTEx project data identifies synchronous

circadian clocks in 46 human tissues. (A) Algorithm to assign one donor internal

phase (DIP) to 914 individuals in the GTEx v8 RNA-seq dataset. The list of all tissues

studied and the color scheme used in the figures are shown on the left. Anterior cing.

cortex, anterior cingulate cortex; cerebellar hem., cerebellar hemisphere; gastro.

junction, gastrointestinal junction; min. salivary gland, minor salivary gland. (B) First

gene (left) and tissue (right) complex (eigen-)vectors from the cSVD performed

on clock reference genes (first module explains 95% of the 24-hour variance; E.V.,

explained variance). In the polar plots, phases have been converted to 24-hour time,

and time runs clockwise. (C) mRNA expression levels (log2, centered) of two clock

genes (PER3 and ARNTL) in two representative tissues. Mean and standard error (SE)

were computed in 2-hour bins, and harmonic regression fits are shown (dark blue).

Benjamini-Hochberg (BH) adjusted p values [q(BH)] are reported. (D) Heat shock

gene module (top 20 HSF1 targets), displayed as in (B). (E) mRNA expression

levels (log2, centered) for two heat shock response genes (HSPH1 and HSPA1B),

represented as in (C). (F) Polar density plot of the DIPs and of the peak times of

rhythmic genes. (G) Phase densities of rhythmic genes [q(BH) < 0.2 and log2
peak-trough > 0.5] for various groups of tissues. (H) Number of rhythmic genes

[q(BH) < 0.2 and log2 peak-trough > 0.5], with peak-trough amplitude higher than a

threshold (x axis, log2) plotted as a function of the threshold across 46 tissues.

RESEARCH | RESEARCH ARTICLES

http://science.org


SCIENCE science.org 3 FEBRUARY 2023 ¥ VOL 379 ISSUE 6631 481

1

10

100

0.0 0.5 1.0 1.5 2.0

log2(peak to trough)

#
 o

f 
g
e
n
e
s

Male

Heart − Atrial Appendage

1

10

100

1000

0 1 2 3

log2(peak to trough)

#
 o

f 
g

e
n

e
s

Female
Male

Liver

1

10

100

1000

10000

0 1 2 3
log2(peak to trough)

#
 o

f 
g
e
n
e
s

Female
Male

Full

4

8

12

16

20

0/24

0.0
0.1
0.2
0.3
0.4

Time of day [h]

D
e

n
si

ty

Donors
Genes

Female
Male

Liver

4

8

12

16

20

0/24

0.0

0.1

0.2

Time of day [h]

D
e
n
si

ty

Donors
Genes

Female

Female

Male

Heart − Atrial Appendage

4

8

12

16

20

0/24

0.0

0.1

0.2

0.3

Time of day [h]

D
e
n
si

ty Donors
Genes

Female
Male

FullA B

D

E

F

G

J

H I

K

L

MALE FEMALEAdrenal glandMALE FEMALELiver

MALE FEMALE
Heart

Atrial appendage

Amplitude Males Amplitude Females

4

8

12

16

20

0/24

0.00

0.25

0.50

0.75

1.00

Tissues SVD, mode 1, E.V. 93 %

FMO3

CYP2B6

GPX3

KCNAB2

CYP2C19

CYP3A7

CHST13
UGT1A4

UGT2B15

FMO4

CYP39A1

GSTA1

CYP27A1

CYP2C8 SULT1A1

CYP2D6

GSTZ1

UGT2A3 CHST12

CYP4F12

CYP4F2

UGT2B4

CYP21A2

EPHX1

FMO5

AKR7A3

NAT9

SULT2A1

SULT1A2

CYP1B1 CYP2A6

GSTK1

CYP4F3
AKR1C2

CYP2C9

GPX4

NAT8

CYP4V2

MGST2

NAT6

UGT2B7

GSTM4

CYP3A5

NNMT

CYP2C18

GSTM2

EPHX2

GSTA4

UGT1A1

AKR1C4

CYP3A4CYP2J2

NAT1CYP1A1 CYP1A2

HNMT

NDST1

AKR1D1

GLYATL1

GLYATBAAT
AKR1C1

Cytochrome P450 Flavin monooxygenases N-acetyltransferases

Glutathione transferases

Sulfotransferases

Amino acid acyl 
transferases  

Glutathione peroxidases

Glucuronosyltransferases

Aldo-keto reductases

Methyltransferases

Epoxide hydrolases

DBP

PER3

TEF

NR1D2

PER1

PER2

NPAS2

ARNTL

NR1D1
CRY1 CRY2

CIART

4

8

12

16

20

0/24

0.0

0.5

1.0

1.5

Genes SVD, mode 1, E.V. 93 %
B

ra
in

 −
 S

u
b

s
ta

n
ti
a

 n
ig

ra
B

ra
in

 −
 H

ip
p

o
c
a
m

p
u
s

B
ra

in
 −

 N
u

c
le

u
s
 a

c
c
.

B
ra

in
 −

 A
m

y
g

d
a
la

B
ra

in
 −

 P
u
ta

m
e

n
B

ra
in

 −
 C

o
rt

e
x

B
ra

in
 −

 C
a

u
d
a

te
B

ra
in

 −
 H

y
p

o
th

a
la

m
u

s
B

ra
in

 −
 C

e
re

b
e
lla

r 
H

e
m

is
p
h

e
re

B
ra

in
 −

 F
ro

n
ta

l 
C

o
rt

e
x

B
ra

in
 −

 C
e

re
b
e

llu
m

P
it
u
it
a

ry
S

k
in

 −
 S

u
n

 E
x
p

o
s
e

d
E

s
o
p

h
a

g
u

s
 −

 M
u
c
o

s
a

P
a

n
c
re

a
s

A
rt

e
ry

 −
 T

ib
ia

l
T

h
y
ro

id
M

in
o

r 
S

a
liv

a
ry

 G
la

n
d

A
d
re

n
a

l 
G

la
n

d
B

ra
in

 −
 A

n
te

ri
o

r 
c
in

g
u

la
te

 c
o
rt

e
x

L
u

n
g

A
rt

e
ry

 −
 A

o
rt

a
N

e
rv

e
 −

 T
ib

ia
l

S
k
in

 −
 N

o
t 

S
u
n

 E
x
p

o
s
e
d

C
o
lo

n
 −

 S
ig

m
o

id
B

ra
in

 −
 S

p
in

a
l 
c
o
rd

H
e

a
rt

 −
 A

tr
ia

l 
A

p
p
e

n
d

a
g

e
A

d
ip

o
s
e

 −
 S

u
b

c
u

ta
n

e
o
u

s
S

m
a
ll 

In
t.

 −
 T

e
rm

in
a

l 
Il
e
u

m
M

u
s
c
le

 −
 S

k
e

le
ta

l
S

to
m

a
c
h

S
p
le

e
n

E
s
o

p
h

a
g
u

s
 −

 G
a

s
tr

o
e

s
. 
J
u

n
c
.

H
e
a

rt
 −

 L
e

ft
 V

e
n
tr

ic
le

B
re

a
s
t 

−
 M

a
m

m
a

ry
 T

is
s
u
e

E
s
o
p

h
a

g
u

s
 −

 M
u
s
c
u

la
ri

s
A

d
ip

o
s
e

 −
 V

is
c
e

ra
l

A
rt

e
ry

 −
 C

o
ro

n
a

ry
L

iv
e
r

C
o
lo

n
 −

 T
ra

n
s
ve

rs
e

M F

2

3

4

5

#
 o

f 
g
e
n
e
s 

in
 m

o
d
e
ls

 2
 t
o
 5

0

500

1000

1500

2000

C

E
x
p

re
s
s
io

n
 [lo

g
2

]

 1

 0

-1

E
x
p

re
s
s
io

n
 [lo

g
2

]

 1

 0

-1

E
x
p
re

s
s
io

n
 [lo

g
2
]

 1

 0

-1

Fig. 2. Human sexual dimorphism in circadian mRNA rhythms.

(A) First gene (left) and tissue (right) vectors of cSVD performed on clock

reference genes for males (triangle) and females (circle). The first module

explains 93% of the 24-hour variance (E.V.). (B) Polar densities of DIPs

(solid line) and gene peak phases (dashed line) in males (dark blue)

and females (light blue). (C) Number of 24-hour rhythmic genes with an

amplitude higher than a threshold as a function of the threshold in all

tissues combined. (D) Summary of total number of rhythmic genes in

each tissue (top) divided according to four statistical models (bottom):

model 2 (blue), model 3 (cyan), model 4 (mustard), and model 5 (brick).

M, male; F, female. (E) Heart atrial appendage represented as in (B).

(F) Heart atrial appendage illustrated as in (C). (G) Heart atrial appendage:

Heatmap of mRNA levels for genes in models 2 to 5 illustrates model

selection. Log2 (mean centered) expression of all samples in the two

categories, low (blue) to high (brown), represented by 1-hour bins plotted

with a 4-hour window moving average. (H) Liver tissue summarized as in (E). (I) Liver as in (F). (J) Liver as in (G). (K) Adrenal gland as in (G). (L) Liver: Visualization

of rhythmic genes in the biotransformation meta pathway (WP702) colored according to amplitude of genes in males (blue) and females (red). All genes shown

satisfy q(BH) < 0.2 and peak-trough > 0.5 (log2) in one or both sexes (see methods).
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Fig. 3. Age-dependent circadian reprogramming of human gene expres-

sion. (A) First gene (left) and tissue (right) vectors of cSVD performed on CRGs

for younger (triangles) and older (circles) donors. The first module explains 91%

of the 24-hour variance (E.V.). (B) Polar densities of the DIPs (solid line) and
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not all tissues (Fig. 3D). For instance, adipose

tissues, esophagus, and skeletal muscle showed

conserved rhythmicity across age, with most

genes exhibiting statistically identical rhythms

in the two groups (model 4, colored mustard,

in Fig. 3D). This is illustrated in subcutaneous

adipose tissue, where themorning and evening

waves are pronounced in both younger and

older donors (Fig. 3E), with amajority of shared

(model 4) mRNA rhythms (Fig. 3, F and G).

We next focused on the coronary arteries, a

tissue that strongly lost rhythms with age. Al-

thoughmorning and evening transcript waves

were observed in both groups (Fig. 3H), the

number of rhythmic mRNAs in older donors

was about half that in younger donors, across

all amplitudes (Fig. 3, I and J). Programs that

lost rhythmicity include cholesterol biosyn-

thesis, fatty acid synthesis, and the regulation

of glycolysis (Fig. 3L and fig. S8A), which are

processes known to be deregulated in vascular

smoothmuscle cells in cardiovascular diseases

(30). Most enzymes in the cholesterol biosyn-

thesis pathway, including HMGCR, were rhyth-

mically expressed in young coronary arteries but

lost this feature with age (Fig. 3L).

Comparing the ovaries of pre- and post-

menopausal women revealed that both lost

and gainedmRNA rhythms (Fig. 3K). Although

rhythmicity in lipid and cholesterol biosyn-

thesis was suppressed in older donors, as in

the coronary arteries (fig. S8B), stress, and in

particular heat shock response genes, became

rhythmic, as supported by predicted HSF1 TF

activity (fig. S8, B and C). This signature of a

thermal stress response in postmenopausal

women may reflect circadian patterns of tem-

perature control (31).

In some tissues, genes switched froma24-hour

to a 12-hour ultradian periodicity with age. In

the pituitary gland, liver, and colon, 12-hour

rhythms arose in 30 to 50%of genes classified as

only rhythmic in young donors (fig. S8, D and

F). In humans, these tissues regulate rhythms of

temperature, energy metabolism, and absorp-

tion. Suchdestabilization of 24-hour periodicity

in favor of an ultradian state as a result of aging

might reflect differences in the reception of

external cues in older individuals (32).

Discussion

We developed an algorithm to temporally or-

der GTEx samples that could overcome several

limitations of postmortem data through pre-

processing, controlled statistics, and formu-

lation in terms of a population-level phase

model (DIP). Nevertheless, sensitivity to data

quality, seed gene sets, complex covariate struc-

tures, or sampling bias cannot be fully ruled

out, and the dataset is underpowered to com-

prehensively study the cross-interaction of sex

and age. Clocks were largely in-phase in 46 ana-

lyzed tissues, with the adrenal gland peaking

earliest. The concomitant signature of a sizable

wave of negative GR targets in the afternoon

suggests that released adrenal glucocorticoids

play a crucial role in human body-wide cir-

cadian synchronization, including overall in-

creased rhythmicity in females. HSF1 targets

contributed a considerable portion of the body’s

24-hour rhythms and showed sex and age

dependency. The observation that rhythmic

liver transcript levels, particularly in xenobiotic

detoxification, were prevalent in females may

reflect a sex-dimorphic incidence of liver dis-

eases (33). Similarly, the loss of mRNA rhythms

with age in coronary arteries correlates with

age-dependent incidence rates of cardiovas-

cular diseases (34). The identified differences

in 24-hour rhythmic processes across sexes and

ages may help improve patient-specific chrono-

pharmacology (35).
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gene phase (dashed line). (C) Number of 24-hour-rhythmic genes with an

amplitude higher than a threshold as a function of the threshold in all tissues

combined for younger (dark blue) and older (light blue) donors. (D) Summary of

the number of rhythmic genes in each tissue divided according to the model

selection approach [model 2 (blue), model 3 (cyan), model 4 (mustard), and

model 5 (brick)]. Y, younger; O, older. (E) Adipose subcutaneous tissue

represented as in (C). (F) Adipose subcutaneous tissue illustrated as in (B).

(G) Adipose subcutaneous tissue: Heatmap of genes in models 2 to 5. Log2
(mean-centered) expression of all samples in the two categories, low (blue) to

high (brown), represented by 1-hour bins plotted with a 4-hour window moving

average. (H) Coronary artery: Polar density plot of DIPs (solid line) and peak

phase of rhythmic genes (dashed line) for young (dark blue) and old (light

blue). (I) Coronary artery: Number of genes with an amplitude higher than a

threshold as a function of the threshold for young (dark blue) and old (light

blue). (J) Coronary arteries as in (G). (K) Ovary as in (G). (L) Coronary artery:

Visualization of cholesterol biosynthesis pathway (WP197) colored according to

amplitude of genes in young (blue) and old (light red). All genes shown satisfy

q(BH) < 0.2 and peak-trough > 0.5 (log2) in one or both age groups (see methods).
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ORGANIC CHEMISTRY

SingleÐcarbon atom transfer to a,b-unsaturated
amides from N-heterocyclic carbenes
Miharu Kamitani1, Bunta Nakayasu1, Hayato Fujimoto1,2, Kosuke Yasui1,

Takuya Kodama1,2, Mamoru Tobisu1,2*

Single–carbon atom transfer reactions are lacking in organic synthesis, partly because of the absence

of atomic carbon sources under standard solution-phase conditions. We report here that N-heterocyclic

carbenes can serve as atomic carbon donors through the loss of a 1,2-diimine moiety. This strategy

is applicable to single–carbon atom transfer to a,b-unsaturated amides, which can be converted into

homologated g-lactams through the formation of four single bonds to one carbon center in one operation.

O
ne-carbon homologation reactions, in

which a carbon chain or carbon ring is

expanded by a one-carbon unit, under-

pin the synthesis of a variety of natural

products, pharmaceuticals, and func-

tional materials (1). Although several C1 re-

agents for use in homologation reactions have

been developed to date (2–4), atomic carbon,

the simplest C1 source, has not been trans-

ferred in a synthetic context because of the

lack of a practical method for its generation in

conventional solution phase. Such an atomic

carbon source would enable the formation of

four bonds at one carbon center in a single

step (Fig. 1A). This specific type of transfor-

mation is referred to hereafter as a single–

carbon atom doping (SCAD) reaction. The

SCAD reaction was, in fact, reported to pro-

ceed in reactions of small organic molecules

with atomic carbon that is generated by phys-

ical methods, such as an arc discharge, crossed

molecular beam collision, and laser photol-

ysis (5, 6). For example, the reaction of arc-

generated carbon atomswith tert-butylbenzene

(C10H14) gave 3-methyl-3-phenyl-1-butene

(C11H14) and 1,1-dimethylindane (C11H14), in

which four bonds were forged around the

carbon that had been introduced (Fig. 1B) (7).

Although substantial studies have appeared on

the reactivity of physically generated carbon

atoms (7–11), the need for a special apparatus

as well as the extremely short lifetime of a

naked atomic carbon limits the use of these

protocols for practical synthetic purposes.

Therefore, the development of a suitable syn-

thetic equivalent of an atomic carbon is essen-

tial if synthetically useful SCAD reactions are
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Fig. 1. SCAD reactions. (A) Definition of a

SCAD reaction. (B) Example of a SCAD

reaction in which an atomic carbon generated

by a physical method is used. (C) Reported

carbon atom donors for SCAD reactions.

b.p., boiling point. (D) Doering-LaFlamme

allene synthesis: a two-step SCAD reaction.

RLi, alkyllithium. (E) NHC and its resonance

structure as an atomic carbon coordinated

with a 1,2-diimine. (F) This work: conversion

of a,b-unsaturated amides into homologated

g-lactams by using NHCs as an atomic

carbon donor.
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to be realized. In fact, several organicmolecules,

such as carbon suboxide (12, 13) and diazotet-

razole (14–18), were reported to decompose

thermally or photochemically to generate

atomic carbon (Fig. 1C). However, as in the

case for physical methods, these molecules

generate naked atomic carbon (or related

highly reactive carbon species), thus render-

ing SCAD reactions using these molecules

unselective and low yielding. Dihalocarbenes

can serve as an atomic carbon equivalent via

a two-step sequence. Thus, the overall inser-

tion of an atomic carbon into an alkene double

bond to form a homologated allene is pos-

sible via dihalocyclopropanation, followed

by reductive treatment of the resulting 1,1-

dihalocyclopropanes; this process is known

as the Doering-LaFlamme allene synthesis

(Fig. 1D) (19, 20). Although this two-step pro-

tocol represents a formal SCAD reaction, the

method is limited to the synthesis of compounds

derivatized from 1,1-dihalocyclopropanes. We

report here thatN-heterocyclic carbenes (NHCs)

can be used as an atomic carbon equivalent, as

represented by its limiting resonance struc-

ture of a nonbonded carbon ligated with a

1,2-diimine (Fig. 1E). The controlled doping

of a single carbon atom into a,b-unsaturated

amides was made possible by the action of an

NHC, in which the carbon at the 2-position of

the NHC is incorporated to form homologated

g-lactams with the formation of four s-bonds

at one carbon center in a single operation

(Fig. 1F).

Wepreviously reportedon theNHC-catalyzed

Truce-Similes–type rearrangement, in which

NHC1 mediates the conversion of a,b-

unsaturated amide 1a into cinnamide 2a

by means of nucleophilic aromatic substi-

tution of an ylide intermediate (Fig. 2A) (21).

During the course of our investigation re-

garding the effect of NHC structure on this

rearrangement reaction, we observed the

formation of g-lactam 3a (22) when NHC2

was used as the catalyst. When 1a was treated

with 1 equiv. of NHC2 in the presence of

cesium fluoride (CsF) (2 equiv.) in toluene at

160°C for 12 hours, g-lactam 3a was formed

in 52% yield. A comparison of the molecular

formulas of 1a (C11H13NO) and 3a (C12H13NO),

whichwere confirmed by high-resolutionmass

spectrometry (HRMS), clearly indicated that

SCAD had occurred. In this reaction, 1,2-diimine

4awas also formed in 55% yield, which suggests

that the C2 carbon of NHC2 served as an

atomic carbon equivalent. Further screening

of NHCs revealed that the use of N-alkyl–

substituted derivatives improved the yield of

3a, with the cyclohexyl-substituted derivative

NHC5 being the most effective among the

NHCs that we examined (93% isolated yield

of 3a) (Fig. 2B). Regarding the bases, sodium

carbonate (Na2CO3) or sodium tert-butoxide

(NaO
t
Bu) were much less effective (0 and 15%

yields, respectively; fig. S2). The reaction also

proceeded in the absence of CsF when pre-

prepared freeNHC5was used (53% yield; fig.

S2). The reaction can be conducted at lower

temperature by extending the reaction time

(83% at 140°C for 24 hours; 49% at 120°C for

72 hours; fig. S3). When the reaction of 1a

was performed using NHC5 labeled at the

C2 position with
13
C, the resultant 3a pro-

duct contained
13
C at the C5 position, which

was confirmed by
13
C nuclear magnetic reso-

nance (NMR) spectroscopy (Fig. 2C). This ob-

servation unambiguously confirms that the

carbon atom that is incorporated into 3a

is derived from the C2 site of NHC5. Con-

sidering that the overall transformation in-

volves the cleavage of five single bonds (two

C–H and three C–N bonds) and the forma-

tion of five single bonds (two C–C, two C–H,

and one C–Nbonds), multiple events occurred

with a high degree of efficiency under these

conditions.

This SCAD reaction can be used for the con-

version of a diverse array of a,b-unsaturated

amides into the corresponding g-lactams

(Fig. 3A). Halogens including bromides (1b,

1c, and 1d), fluorides (1e and 1j), and chlorides

(1f) are compatible under these conditions,

which allows for straightforward access to

g-lactams bearing these groups. The structure

of 3bwas unambiguously determined by x-ray

crystallography (fig. S8). Amide 3d, which

contains an ortho-Br group, was reported to

undergo SNAr at the Br site when an N-aryl–

substituted NHC is used (21, 23), highlighting

the profound impact of the nature of theNHC

that is used on the course of the reaction. Al-

though a styrene moiety would be predicted

to be reactive toward NHCs (24), the reaction

of 1l selectively provided the corresponding

lactam 3l through the addition of NHC to the

a,b-unsaturated amide moiety. In addition to

benzene derivatives, p-extended analogs can

also be used successfully as the migrating

aryl group, as exemplified by the formation of

biphenyl (3k)–, naphthyl (3m)–, and fluorenyl

(3n)–substituted lactams. Although substrates

bearing terminal and internal alkenes both

failed to undergo this carbon atom doping

reaction, alkenes with a substituent at the

a-position (i.e., R′ in Fig. 3A) were found to

be compatible substrates. For example, ethyl-

substituted amide 1o participated successfully

in this reaction to form the corresponding

lactam 3o in 81% yield. Regarding the sub-

stituents on the nitrogen, a range of groups,

SCIENCE science.org 3 FEBRUARY 2023 • VOL 379 ISSUE 6631 485

Fig. 2. NHC SCAD reactions with unsaturated amides. (A) Initial finding of SCAD reaction of amide 1a

using NHC2. Me, methyl; MeO, methoxy. (B) Effect of NHCs on the yield of lactam 3a from amide 1a.

(C) 13C-labeling experiment.
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such as the isopropyl (3p), benzyl (3q), and

p-methoxybenzyl (3r) groups, were compat-

ible. The operational simplicity of this carbon

atom doping reaction allows for the gram-

scale synthesis of lactam 3a by heating a mix-

ture of amide 1a and commercially available

NHC5·HBF4 (HBF4, tetrafluoroboric acid) and

CsF in toluene in a sealed tube (Fig. 3B). Al-

though g-lactams are valuable motifs in their

own right (25), they can also be derivatized

further into various useful compounds by clas-

sical organic reactions. Pyrroles (5) (26) and

piperidines (6) are readily accessible from 3a

depending on the reducing agents used. Be-

cause the C–H bond a to the nitrogen atom in

3a is relatively acidic, an additional substit-

uent can readily be introduced at this position

through a deprotonation/alkylation sequence

(27), as exemplified by the formation of 7.

This SCAD reaction can also be used for the

late-stage elaboration of intricate bioactive

molecules (Fig. 3C). A derivative of amino-

glutethimide (28), an aromatase inhibitor,

1s can be converted into the corresponding

g-lactam derivative 3s in 96% yield, demon-

strating the utility of this SCAD reaction in

complex settings.

A possible reaction pathway for the reaction

of amide 1 with NHC to produce g-lactam 3 is

outlined in Fig. 4A. The reaction is initiated by

the 1,4-addition of NHC across 1, followed by a

1,2-proton shift, which leads to the formation

of ylide intermediate I (29, 30). Ylide I serves

as a carbanion equivalent, the b-carbon of

which is sufficiently nucleophilic to attack

the ipso carbon of the aromatic ring on the

nitrogen, which results in a 1,4-aryl migration

bymeans of an SNAr reaction (21). The result-

ing intermediate II contains a nitrogen anion,

which subsequently adds across a pendant

imidazoliummoiety to generate the spiro inter-

mediate III. A similar spiro compound was

reported to be formed by the reaction of an

acrylamide derivative with the 1,2,4-triazole–

based NHC (31). The spiro intermediate III

subsequently collapses to yield g-lactam 3 and

1,2-diimine 4 through the formal transfer of

hydrogens at the a and b positions of the car-

bonyl to the spiro carbon with the cleavage

of two C–N bonds. To verify the intermedi-

acy of ylide I, imidazolium salt 8, which is the

protonated form of ylide I, was independently

prepared and exposed to the reaction condi-

tions (Fig. 4B). As a result, g-lactam 3g was,

in fact, formed in 34% yield (with 66% of 8

being recovered), which supports that ylide I

is involved in this SCAD process. To verify that

the intermediates II and III are formed, the

reaction of a,b-unsaturated amide9withNHC

was next investigated in the hope that the

intermediate similar to II (i.e., II′) would be

directly generated and lead to the formation of

a lactam product. When 9 was treated with

1 equiv. ofNHC5, g-lactam 10 was obtained
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Fig. 3. Substrate scope exploration. (A) Scope of substrates. *Reaction conditions: amide 1 (0.20 mmol),

NHC5·HBF4 (0.20 mmol), CsF (0.40 mmol), and toluene (1.0 ml) in sealed tube at 160°C. Isolated yield

is shown. †NHC6·HCl was used instead of NHC5·HBF4. ‡NHC6·HBF4 was used instead of NHC5·HBF4.

(B) Synthetic elaboration of 3a. CO2Et, ethoxycarbonyl; DBU, 1,8-diazabicyclo[5.4.0]undec-7-ene; EtOH,

ethanol; Et2O, diethyl ether; LiAlH4, lithium aluminum hydride; Pd/C, palladium on activated charcoal; rt, room

temperature; THF, tetrahydrofuran; 9-BBN, 9-borabicyclo[3.3.1]nonane. (C) Late-stage derivatization of

aminoglutethimide derivatives by the SCAD reaction.
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in 39% yield (Fig. 4C). This result indicates

that intermediate II′, which should be formed

through the addition of NHC to 9, followed by

proton transfer, is involved in the conversion

of 9 into 10. In addition, when NHC2, in-

stead of NHC5, was used in the reaction of

9, cyclic imide 11 was produced in 14% yield,

along with 10. This observation supports the

intermediacy of spiro intermediate III′, which

is susceptible to undergoing hydrolysis with

the formation of 11. Deuterium-labeling exper-

iments were performed to obtain additional

insights into the mechanism that is responsi-

ble for the disassembly of spiro intermediate

III into3 and4 (Fig. 4D).When amide 1a-d5,

in which vinylic hydrogens and an a-methyl

group are labeled with deuterium atoms, was

exposed to the typical reaction conditions by

using NHC5, g-lactam 3a was similarly ob-

tained. Although deuterium was incorporated

at the a-position relative to the nitrogen atom,

the deuterium content decreased as the reac-

tion proceeded, which was confirmed by
1
H

NMR spectroscopy (58% D at 2 hours and 31%

D at 12 hours; figs. S5 and S6). In a separate

experiment,whennonlabeled3a,NHC5·HBF4
and CsF were heated in the presence of D2O,

the hydrogens at the a-position of nitrogen

were completely substituted by deuterium

atoms (fig. S7), thus demonstrating that

hydrogen/deuterium (H/D) exchange at this

position is rapid under the reaction conditions

that are being used. We, therefore, conclude

that the vinylic protons in 1a are transferred

to the methylene group in lactam 3a, and the

apparent deuterium content then decreases

because of a rapid H/D exchange with trace

amounts of endogenous water.

We demonstrate in this study that common

NHCs can serve as an atomic carbon equiva-

lent in synthetic organic reactions. This strat-

egy allows for the scalable doping of a single

carbon atom into a,b-unsaturated amides,

which leads to the formation of homologated

lactams through the formation of four single

bonds in one operation.
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FLEXIBLE DEVICES

Liquid metal-based soft, hermetic, and
wireless-communicable seals for stretchable systems

Qingchen Shen1,2†, Modi Jiang1†, Ruitong Wang1†, Kexian Song1†, Man Hou Vong2†, Woojin Jung2,

Febby Krisnadi2, Ruyu Kan1, Feiyu Zheng1, Benwei Fu1, Peng Tao1, Chengyi Song1, Guoming Weng3,

Bo Peng4, Jun Wang5*, Wen Shang1*, Michael D. Dickey2*, Tao Deng1,3*

Soft materials tend to be highly permeable to gases, making it difficult to create stretchable

hermetic seals. With the integration of spacers, we demonstrate the use of liquid metals, which show

both metallic and fluidic properties, as stretchable hermetic seals. Such soft seals are used in

both a stretchable battery and a stretchable heat transfer system that involve volatile fluids,

including water and organic fluids. The capacity retention of the battery was ~72.5% after

500 cycles, and the sealed heat transfer system showed an increased thermal conductivity of

approximately 309 watts per meter-kelvin while strained and heated. Furthermore, with the

incorporation of a signal transmission window, we demonstrated wireless communication through

such seals. This work provides a route to create stretchable yet hermetic packaging design solutions

for soft devices.

T
he rapid advancement of stretchable

electronics promises to enable new types

of human-machine interfaces and soft

devices (1–3). Conventional rigid elec-

tronic devices are encased in packaging

materials to keep reactive species, such as

oxygen and water, away from sensitive mate-

rials and thereby ensure the long-term stability

of the devices. There is, however, no equiva-

lent stretchable packaging that provides a

hermetic seal for stretchable devices and sys-

tems (4–7). Stretchable materials, such as

elastomers, have large free volume and high

chain mobility and therefore readily perme-

ate gases. Consequently, materials with a low

Young’s modulus generally have high gas per-

meability (6, 7). The current approaches to

addressing such challenges involve combin-

ingmaterials that have low Young’s modulus,

such as elastomers, with materials that have

low gas permeability, such as inorganic or

metallic materials, but these approaches show

either limited stretchability or limited hermetic

performance.

Liquid metals (LMs) have both metallic and

fluidic properties and thus provide an oppor-

tunity to achieve stretchable and hermetic

sealing. Metals, such as aluminum and steel,

are known as excellent permeation barriers

and therefore find use in the food industry in

canned goods and liners in packaging (such

as potato chip bags). Yet, metals are generally

inextensible. LMs, especially gallium and its

alloys, are an exception that have attracted in-

creased attention from the research community

recently (8–11). Their metallic electric con-

ductivity and fluidic deformability make them

suitable for applications in stretchable and soft

electronics (8, 12, 13). Their metallic thermal

conductivity and fluidic deformability also

offer the potential of using them as thermal

interface materials (14, 15) for dissipating heat

from electronic devices. LMs should also have

similar hermetic sealing performance as

that of metals, while at the same time show

Young’s modulusmuch lower than that of the

common elastomers that have limited her-

metic performances (Fig. 1A). Such a combi-

nation of low Young’s modulus and low gas

permeability makes LMs ideal candidates for

the generation of stretchable and hermet-

ic seals.

We studied the hermetic performance of

LMs and demonstrated a stretchable and

hermetic seal enabled by LMs with the inte-

gration of spacers. A common LM, eutectic gal-

lium indium (EGaIn), was used in this study.

Gas permeability of LMs

To measure the gas permeability of EGaIn, we

fabricated a barrier film (fig. S1A) by filling a

chamber with EGaIn by themethod of vacuum

filling (fig. S1B) (16). We measured the perme-

ability of two representative gases: water vapor

and oxygen. We used a water vapor trans-

mission rate (WVTR) permeation analyzer

(AQUATRAN 3, AMETEK MOCON) to mea-

sure the water permeability. The sample was

placed between the two chambers with dif-

ferent partial pressure of water vapor, and

the vapor flux through the sample was mea-

sured. We used an oxygen transmission rate

(OTR) permeation analyzer (OX-TRAN 2/22H,

AMETEK MOCON) to measure the oxygen

permeability.

The permeability, P, is defined by the follow-

ing equation (7)

P ¼
J � h

s � Dp
ð1Þ

where J is the gas flux through the sample per

unit time, h is the thickness of the sample, s is

the surface area of the sample, and Dp is the

difference of gas pressure between two sides of

the sample.

Because of the low gas permeability of glass

(7), the water and oxygen flux in the area with

glass can be neglected. The part with EGaIn is

a three-layer laminate structure that includes

two layers of polydimethylsiloxane (PDMS)

and one layer of EGaIn. When the gas flux

reaches the steady state, the gas flux through
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each layer is the same, and Eq. 1 can be con-

verted to Eq. 2

Dptot ¼ DpPDMS 1 þ DpEGaIn þ DpPDMS 2

¼
J

s

hPDMS 1

PPDMS

þ
hEGaIn

PEGaIn
þ

hPDMS 2

PPDMS

� �
ð2Þ

where hPDMS_1, hPDMS_2, and hEGaIn are the

thickness of the corresponding layers, and

PPDMS and PEGaIn are the permeability of PDMS

and EGaIn, respectively.

As shown in fig. S2A, the water flux through

the sample with EGaIn reached a stable value,

4.0 × 10
−7
cc/day, after about 94-hour mea-

surement. This value is at the lower measure-

ment limit of the WVTR permeation analyzer

[(2.5 ± 2.5) × 10
−7
cc/day]. PEGaIn of water was

calculated to be 9.6 × 10
−21

m
2
/(s Pa), which is

more than four orders of magnitude smaller

than that of PDMS (6). The actual permeability

of EGaIn may be smaller than the measured

value if an instrument with better sensitivity

can be used. As shown in fig. S2B, the oxygen

flux through the sample with EGaIn reached

2.5 × 10
−6

cc/day, which also reaches the mea-

surement limit of theOTRpermeation analyzer

[(2.5 ± 2.5) × 10
−6
cc/day]. PEGaIn of oxygen was

calculated to be 5.0 × 10
−23

m
2
/(s Pa), which is

more than eight orders of magnitude smaller

than that of PDMS (17).

Gas permeability versus Young’s modulus

for various stretchable materials are plotted

in Fig. 1, B and C (7). In Fig. 1, B and C, the solid

red dots indicate the measured values for

EGaIn. The permeability of oxygen ismeasured

to be close to that of metal [aluminum (Al)].

The permeability of water is relatively high

compared with that of metal (Al), which is

primarily due to the current limitation of the

instrumentwe used for thewater permeability

measurement.

LM-based soft and hermetic seals

With the low gas permeability and soft me-

chanical properties, EGaIn opens possible

design space to achieve stretchable and her-

metic seals, which will help enable the prac-

tical long-term applications of stretchable and

soft systems that are sensitive to the per-

meation of various gases, including flexible

electronics systems, wearable systems, energy

generation and storage systems, heat transfer

systems, sensing systems, and biomedical sys-

tems (18–25). In this work, we demonstrated

the design and fabrication of LM-based seals

with the integration of spacers for stretchable

batteries—specifically, lithium-ion batteries

(LIBs) with a water-based electrolyte. Most

research in stretchable batteries focuses on

SCIENCE science.org 3 FEBRUARY 2023 • VOL 379 ISSUE 6631 489

Fig. 1. Gas permeability of LMs. (A) Schematic of mechanical and hermetic

properties of metals, elastomers, and LMs. Metals generally have rigidity

(high Young’s modulus) and low gas permeability. Elastomers have elasticity

(low Young’s modulus) and high gas permeability. LMs show both fluidity

(effectively zero Young’s modulus) and gas permeability that is as low as that

of other metals. (B) Young’s modulus versus water permeability for various

stretchable materials. (C) Young’s modulus versus oxygen permeability for

various stretchable materials. Except the data of EGaIn, the data points

for all materials in (B) and (C) are from (7). A common metal barrier material

(Al) is included as a reference in (B) and (C).
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the stretchable current collector (26), elec-

trode (27), and electrolyte (28). The stretch-

able packaging, which plays a critical role in

the long-term stability and safe operation

of the stretchable batteries, is usually over-

looked, with limited performance reported

(4, 5).

The exploded schematic in Fig. 2A shows the

key components integrated into the stretchable

LIB with the LM-based seal. The inner cell in

Fig. 2B is a stretchable LIB without a LM-based

seal. There are three steps in the fabrication of

the LM-sealed LIB: fabrication of the electrodes

(fig. S3A), fabrication of the inner cell (fig. S3B),

and fabrication of the outer seal (fig. S3C).

In the fabrication of the electrodes (fig. S3A),

the premixed slurries of cathode materials,

which are based on commercial lithiumman-

ganese oxide, were coated onto the current

collector of stainless steel meshes through the

blade coating process. The premixed slurries

of anodematerials, which are based on carbon-

coated lithium titanate phosphate (cc-LTP)

(fig. S4) (29), were coated onto stainless steel

meshes by using a similar process. The fabri-

cated electrodes were then cut into strips with

a size of 45 by 3 mm, which were wrapped by

a hydrophilic porous polytetrafluoroethylene

(PTFE) separator to avoid internal short-

circuiting. The obtained electrodes were fur-

ther connected with stainless steel tabs for

the performance characterization. For the in-

tegration of the LM-based seal, parts of the

stainless steel tabs that were in contact with

LM were precoated with a thin layer of pary-

lene (~10 mm in thickness) to prevent the LM-

induced short-circuiting between the tabs.

The assembled electrodes were attached onto

a PDMS substrate and then sealed with an-

other PDMS sheet to form the inner cell (fig.

S3B). This pristine inner cellwas further bonded

with four glass sheets to create places to grasp

on each end of the device during stretching.

It was also integrated with a copper tube that

worked as an inlet for injecting the electrolyte

into the inner cell. In the fabrication of the

outer seal (fig. S3C), two outer PDMS sheets

patterned with arrays of glass beads, which

served as the spacers between the top and

bottom PDMS shell of the LM encapsulation,

were attached to the inner cell to form the

outer PDMS chamber. With the use of the

stretchable material such as PDMS as the en-

capsulation of the LM, the encapsulation shell

might deform under the localized pressure,

which will lead to the contact of the top and

bottom PDMS shells and the possible failure

of the hermetic seal (supplementary text, De-

formation pressure and the critical role played

by the spacers). The localized pressure is in-

evitable during the normal operation or de-

formation (stretching, bending, and twisting)

of the soft devices, and the seal will deterio-

rate without the design of the spacers (30).

To prevent the contact of the PDMS shells

during operation, glass beads were used in

the design to serve as spacers to avoid the

failure of the seal from the contact of the

PDMS shells. With the glass beads serving

as the spacers between the PDMS shells, the

PDMS between the neighboring glass beads

ensure the stretchability of the integrated

LM-based seal. There is a liquid-metal inlet

in one of the outer PDMS sheets. EGaIn was

filled into the chamber between the inner

490 3 FEBRUARY 2023 ¥ VOL 379 ISSUE 6631 science.org SCIENCE

Fig. 2. Stretchable and

hermetic seals for LIBs.

(A) Exploded schematic

showing the key components

of the LM-based seal that

is integrated into the stretch-

able LIB. (B) Schematic

configuration of the inner cell of

the stretchable LIB. (C) Photo-

graph of the stretchable LIB

with the LM-based seal. (D and

E) Optical microscopy images

of patterned glass beads on

a PDMS sheet from (D) the top

view and (E) the cross-sectional

view. (F) Photograph of the

LIB with the LM-based seal

under no stretching. (G) Photo-

graph of the LIB with the

LM-based seal under stretching.

(H) Mass change of LIBs

with and without the LM-based

seal. The inner cells for both

LIBs were filled with a water-

based electrolyte.
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cell and outer PDMS shell through the liquid-

metal inlet bymeans of vacuum filling. During

vacuum filling, the spacers can also prevent

the outer PDMS chamber from collapse, which

ensures the successful filling of LM. A photo-

graph of the prepared LIBwith the LM-based

seal is shown in Fig. 2C. The process for pat-

terning the glass beads is shown in fig. S11. As

shown in Fig. 2D, glass beads were patterned

on the PDMS sheet and separated from each

other. The cross-sectional image shows that

part of the glass beads was embedded into the

PDMS sheet,whichhelps generate strongbond-

ing (Fig. 2E). The separation between glass

beads ensures the stretchability of the PDMS

sheets during the stretching operation of the

sealed LIB (Fig. 2, F and G). A stress-strain

curve of the sealed LIB was measured and

compared with that of a control LIB with-

out the LM-based seal (fig. S12). Two stress-

stain curves (fig. S13) almost overlap, and the

calculated Young’s modulus of both the LIB

with and the LIB without the LM-based seal

is about 0.83 MPa, which is reasonable con-

sidering an effectively zero Young’s modulus

of the LM.

The hermetic performance of the LM-based

seal was characterized bymonitoring themass

change of the LIB filled with a water-based elec-

trolyte. The inner cell of the LIB was filled with

an electrolyte through the electrolyte inlet. After

filling the inner cell, the LIB was placed onto

an analytical balance, whichwas inside a glove

box that was filled with argon, to monitor the

mass change. As shown in Fig. 2H, the mass

of the LIB with the LM-based seal (Fig. 2H,

brown and blue curves) did not change during

24-hour measurement under both the orig-

inal state and 20% strain. In comparison, the

control LIBwithout the LM-based seal (fig. S12)

exhibited rapid mass loss (Fig. 2H, black and

red curves), indicating outward permeation

of water vapor through PDMS sheets. The en-

larged surface area of the control LIB under

20% strain increased outward permeation of

water vapor, resulting in a largermass change

than that of the LIB with no stretching.

Performance of the stretchable LIBs with the

LM-based seals

The electrical performance of the stretchable

LIBs with and without the LM-based seal

was first characterized under no deforma-

tion. The room-temperature-cycle lives of the

two LIBs with and without the LM-based seal

are shown in Fig. 3A. The one with the LM-

based seal exhibited a reversible capacity

retention of ~90%after 140 cycles and ~72.5%

after 500 cycles. The capacity decrease for the

unstretched LIB is primarily due to the in-

evitable side reactions during the operations of

LIBs rather than the gas permeation through

the LM-based seal. In comparison, the con-

trol LIB without the LM-based seal (fig. S12)

showed large capacity decay, with complete

failure after 160 cycles owing to the outward

permeation of the water vapor and inward

permeation of air though the PDMS sheets

(4, 31). The coulombic efficiency of the LIB

with the LM-based seal was ~98%. A compari-

son of the electrochemical impedance spectros-

copy (EIS) of the two LIBs at the 100th cycle

is shown in Fig. 3B; the impedance of the

LIB with the LM-based seal was much lower

than that of the LIB without the LM-based

seal. Because of the lack of the LM-based seal,

the impedance of the control LIB continu-

ously increased during the operation owing to

the gradual drying out of the electrolyte and

deterioration of electrodes (Fig. 3C) (4, 32, 33),

resulting in the failure of the LIB. As shown in

Fig. 3D, the LIB with the LM-based seal also

showed a slow decline of discharge capacity

during the continuous 227 cycles in 28 days,

and the detailed galvanostatic voltage profiles

of the first nine cycles are shown in fig. S14.

When the LIB was intermittently operated for

only nine cycles in the same 28 days (Fig. 3D),

however, theperformancedegradationwasmuch

smaller than that of the LIB with continuous
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Fig. 3. Electrical performance of the stretchable LIBs under no deformation.

(A) Room-temperature-cycle life comparison at the current density of 0.6 mA/cm2

for the LIBs with and without the LM-based seal. The pink dots indicate the corre-

sponding coulombic efficiency of the LIB with the LM-based seal. (B) Comparison of

EIS at the 100th cycle between LIBs with and without the LM-based seal. (Inset) A

detailed look at the low-impedance portion of the EIS for the LIB with the LM-based

seal. (C) Cycle dependent EIS for the LIB without the LM-based seal. (D) Capacity

retention comparison between continuous and intermittent operation of LIBs

with the LM-based seal. (E) Charge and discharge rate capabilities (black and blue

dots) and coulombic efficiency (pink dots) of the LIB with the LM-based seal.

RESEARCH | RESEARCH ARTICLES

http://science.org


operation. The capacity retention of the inter-

mittently operated LIB after nine cycles in

28 days was nearly the same as that of the

LIB that was continuously operated after nine

cycles in ~1 day. The results indicate that the

performance degradation of the LIB during

the continuous cycling was mainly due to the

inevitable side reactions, such as evolution

of H2 and O2 from aqueous electrolytes and

active materials dissolution (32, 34), rather

than the permeation of gases through the seal.

The charge and discharge rate capabilities

(Fig. 3E, black and blue dots) of the LIB with

the LM-based seal were measured at various

current densities. A stable specific capacity

of ~100 mA·hour/g could be achieved at the

current density of 0.6 mA/cm
2
. Overall, it

could achieve a high average specific capacity

of ~90, 80, 70, and 50mA·hour/g at 1.2, 1.8, 2.4,

and 4.8 mA/cm
2
, respectively. The decrease of

the specific capacitywith the increase of current

density is ascribed to the electrode polariza-

tion at high currents. When the current density

decreased back to 0.6 mA/cm
2
, the capacity

also recovered to ~100 mA·hour/g. The corre-

sponding galvanostatic charge and discharge

curves at different current densities are pre-

sented in fig. S15.

Under deformation, the electrical perfor-

mance of the stretchable LIBwith the LM-based

seal was further characterized. The LIB was

operated at the current density of 0.6 mA/cm
2

and in the potential window between 0.2 and

1.7 V. The corresponding galvanostatic charge-

discharge curves of the LIB under the released

state and stretched states with different strains

are shown in Fig. 4A. A high reversible capacity

of ~105.5 mA·hour/g was achieved for the LIB

at the released state, and the capacity can be

sustained at 104.8, 105.8, and 105.0mA·hour/g

under 5, 10, and 20% strain, respectively. The

close overlapping of these curves indicates

that this LIB can function well even under 20%

strain. The EIS in Fig. 4B also shows the rela-

tively good stability of the LIB during stretch-

ing. The tighter contact between the tabs and

electrodes of the LIB under stretching states

might decrease the contact impedances in

the high-frequency range as shown in Fig. 4B,

inset (33). Furthermore, different stretching

states might result in random changes of the

electrochemical environment in the inner cell,

such as changes of the distance between two

electrodes and the position of the residual bub-

bles (from the possible evolution of H2 and O2),

which causes the random differences of the

diffusion impedances in the low-frequency

range (Fig. 4B) (33). To further evaluate elec-

trical performance of theLIBwith theLM-based

seal under continuously cyclic deformation, we

performed cycling tests at 0.6mA/cm
2
under a

strain of 20%, a bending angle of 60°, and a

twisting angle of 90° (Fig. 4C and fig. S16). The

LIBs first operated one cycle under the released

state; five cycles under stretching, bending,

or twisting state; and then five cycles under

the released state. The galvanostatic charge-

discharge curves in Fig. 4C and the correspond-

ing capacities remained almost the same,

regardless of the deformation state of the LIB.

With the use of arrays of glass beads as the

spacers, the collapse of the PDMS shells within

the LM encapsulation is avoided during the

deformation operation of the LIBs, which en-

ables the stable hermetic sealing of the LM-

based seal. The demonstrated stability of the

LIBs with the LM-based seal offers promising

potential of using such devices as the power

component in stretchable electronics (fig. S17).

LM-based seals for a stretchable

phase-changeÐbased heat transfer device

Besides LIBs, this LM-based hermetic seal can

also be used for other stretchable systems. In
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Fig. 4. Electrical performance of the stretchable LIBs with the LM-based

seals under deformation. (A) Galvanostatic voltage profiles and (B) EIS of

a LIB with the LM-based seal under 0, 5, 10, and 20% strain. The dashed shapes in

(A) and (B) indicate the enlarged area shown in the respective insets. (Top

inset) Detailed look at the ends of the galvanostatic discharge curves of the LIB

under 0, 5, 10, and 20% strain. (Bottom inset) Detailed look at the high frequency

range of the EIS of the LIB. (C) The voltage profile (black curve) and discharge

capacity (pink dots) of the LIB under continuous cyclic stretching (20%),

bending (60°), and twisting (90°). (Insets) The schematics of corresponding

deformations of the LIB.
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the supplementary materials, we further de-

scribe the application of this LM-based seal in

a stretchable phase-change–based heat trans-

fer device that can be used for the thermal

management of stretchable electronics (fig.

S18). Thermal management of stretchable elec-

tronics becomes increasingly important with

the increase of the power used. Phase-change–

based heat transfer devices have been widely

used in modern electronics because of their

superior thermal transport capability (35). The

development of stretchable phase-change–

based heat transfer devices, however, is lim-

ited owing to the lack of stretchable and

hermetic seals. Both the inward permeation

of noncondensable gas and the outward per-

meation of gasifiedworking fluidwill decrease

the thermal conductivity of phase-change–

based heat transfer devices. The prepared

LM-based seal performed well against the

permeation of ethanol (fig. S18D), which is

the working fluid in the heat transfer device.

The hermetic seal functions well even under

heating during the stretching operation of

the phase-change–based heat transfer device

(fig. S18G), which showed an increased ther-

mal conductivity of ~309 W/(m K) at 10%

strain.

LM-based seals for wireless communication

Because LM is an electric conductor, it can

block electromagnetic communication into and

out of the seal. In the design of a LM-based seal

that allows wireless communication, we in-

cluded a glass window into the original design

(fig. S21, A and B). In the design, the glass win-

dow is used to transmit electromagnetic wave

and at the same time provide the hermetic seal-

ing locally. The LM surrounding the glass win-

dow provides stretchability and hermetically

seals the rest of the device. To characterize the

wireless communication, stretchability, and gas

permeability of the newdesign of the LM-based

seal, we fabricated a wireless communication

device with the modified LM-based seal (fig.

S21, C and D).

As shown in a schematic (fig. S22A), when

a working radio frequency identification

(RFID) reader (RD906M, 906MHz,Guangzhou

Wangyuan Electronic Equipment Co.) is con-

nected with a computer, it will send out radio

signals. Without the presence of the RFID

tag (CER1207, 860 to 960 MHz, Guangzhou

Wangyuan Electronic Equipment Co.), no re-

sponding signals can be transmitted back to

the reader, which results in only the light-

ing up of the red light-emitting diode (LED)

on the reader and a blank screen of the com-

puter (fig. S22, A, schematic, and B, the op-

tical images captured during the experiment).

With the presence of the wireless communi-

cation device fabricated (fig. S21D), there was

communication between the RFID tag in the

device and the outside reader. Both the red

LED and the green LED on the reader lighted

up, and there were signals displayed on the

computer (fig. S22, C, schematic, and D, the

optical images captured during the experi-

ment; and movie S1). The experimental results

in fig. S22E show that there was communi-

cation between the RFID tag inside the de-

vice and the outside reader even when we

turned over the device (movie S2). Moreover,

the wireless communication device with the

modified LM-based seal could continuously

communicate with the reader even under 20%

strain (fig. S22F and movie S3). We also filled

the inner cell of the device with deionized

water containing ~2.8 wt % red dye (Wilton

Industries, IL) through the copper tube and

found that the filled device could still com-

municate with the outside reader even under

20% strain (fig. S22G and movie S4).

The hermetic performance of the modified

LM-based seal was also characterized. After

filling the inner cell with a water-based electro-

lyte, the same one used in LIBs, the mass of

the wireless communication devices with and

without themodified LM-based seal wasmon-

itored through an analytical balance inside a

glove box that was filled with dry argon. As

shown in fig. S22H, the mass of the device

with the modified LM-based seal (fig. S22H,

brown and blue curves) did not change under

both the original state and 20% strain state

during 24-hourmeasurement, which is similar

to the performance of the LIBs with the LM-

based seal without the glass window and indi-

cates good hermetic sealing of the modified

LM-based seal. In comparison, the control de-

vice without the modified LM-based seal ex-

hibited rapid mass loss (fig. S22H, black and

red curves), which is also similar to the rapid

mass loss in the LIBs without the LM-based

seals.

With the integration of spacers, this work

demonstrates a stretchable LM-based seal that

has low permeability for blocking the trans-

port of gases and vapors such as oxygen, water,

and ethanol. In addition, LMs have metallic,

thermal, chemical, and electrical properties,

whichmay be further harnessed for additional

functionality in such a barrier material that

encases electronic devices. Considering the

demonstrated barrier properties, this work

provides a promising route for creating soft

and stretchable devices with stable long-term

operation.

REFERENCES AND NOTES

1. Y. Jiang et al., Science 375, 1411–1417 (2022).

2. J. T. Reeder et al., Science 377, 109–115 (2022).

3. S. Wang et al., Nature 555, 83–88 (2018).

4. D. G. Mackanic, M. Kao, Z. Bao, Adv. Energy Mater. 10, 2001424

(2020).

5. D. G. Mackanic, T.-H. Chang, Z. Huang, Y. Cui, Z. Bao,

Chem. Soc. Rev. 49, 4466–4495 (2020).

6. P. Le Floch et al., ACS Appl. Mater. Interfaces 9, 25542–25552

(2017).

7. P. Le Floch, S. Meixuanzi, J. Tang, J. Liu, Z. Suo,

ACS Appl. Mater. Interfaces 10, 27333–27343

(2018).

8. M. D. Dickey, Adv. Mater. 29, 1606425 (2017).

9. T. Daeneke et al., Chem. Soc. Rev. 47, 4073–4111

(2018).

10. A. Zavabeti et al., Science 358, 332–335 (2017).

11. Y. Ding et al., Adv. Mater. 32, e2002577 (2020).

12. E. J. Markvicka, M. D. Bartlett, X. Huang, C. Majidi, Nat. Mater.

17, 618–624 (2018).

13. S. Liu, D. S. Shah, R. Kramer-Bottiglio, Nat. Mater. 20, 851–858

(2021).

14. H. Wang et al., Adv. Mater. 33, e2103104 (2021).

15. C. Wang et al., Sci. Adv. 7, eabe3767 (2021).

16. Y. Lin et al., Lab Chip 17, 3043–3050 (2017).

17. T. Merkel, V. Bondar, K. Nagai, B. D. Freeman,

I. Pinnau, J. Polym. Sci., B, Polym. Phys. 38, 415–434

(2000).

18. C. Wang et al., Science 377, 517–523 (2022).

19. D. Jung et al., Science 373, 1022–1026 (2021).

20. Z. Yan et al., Science 375, 852–859 (2022).

21. H. J. Kim, B. Chen, Z. Suo, R. C. Hayward, Science 367,

773–776 (2020).

22. X. Xiao et al., Sci. Adv. 7, eabl3742 (2021).

23. Z. Zhang et al., Nature 603, 624–630 (2022).

24. J. R. Sempionatto et al., Nat. Biomed. Eng. 5, 737–748

(2021).

25. M. Mariello, K. Kim, K. Wu, S. P. Lacour, Y. Leterrier, Adv. Mater.

34, e2201129 (2022).

26. M. Gu et al., Sci. Adv. 5, eaaw1879 (2019).

27. K. Liu et al., Joule 2, 1857–1865 (2018).

28. D. G. Mackanic et al., Nat. Commun. 10, 5384 (2019).

29. G.-M. Weng et al., Energy Storage Mater. 24, 557–564

(2020).

30. N. Ochirkhuyag et al., ACS Appl. Mater. Interfaces 14,

48123–48132 (2022).

31. J.-Y. Luo, W.-J. Cui, P. He, Y.-Y. Xia, Nat. Chem. 2, 760–765

(2010).

32. H. Kim et al., Chem. Rev. 114, 11788–11827 (2014).

33. N. Meddings et al., J. Power Sources 480, 228742

(2020).

34. L. Suo et al., Science 350, 938–943 (2015).

35. H. Tang et al., Appl. Energy 223, 383–400 (2018).

ACKNOWLEDGMENTS

We thank Q. Kang, P. Li, X. Huang, X. Yan, and J. Gu for the help

with the instruments used in preparing and characterizing LIBs.

We thank W. Cheng for the help with the modeling of the spacers.

Funding: This work was supported by the Innovation Program

of Shanghai Municipal Education Commission (grant 2019-01-07-

00-02-E00069), the National Natural Science Foundation of China

(51973109 and 51873105), the Zhi-Yuan Endowed fund from

Shanghai Jiao Tong University, and Shanghai Jiao Tong University

Overseas Study Grants. M.D.D. is grateful for the support from

the National Science Foundation (ASSIST, EEC-1160483, and

CMMI- 2032415). W.J. acknowledges the support from MOTIE

(Ministry of Trade, Industry and Energy) in Korea, under the

Fostering Global Talents for Innovative Growth Program (P0008746)

supervised by the Korea Institute for Advancement of Technology

(KIAT). Author contributions: Q.S., J.W., W.S., M.D.D., and T.D.

conceived and planned the study. Q.S., M.J., R.W., K.S., M.H.V.,

W.J., F.K., R.K., and F.Z. performed fabrication, testing, and

characterizations. J.W., W.S., M.D.D., and T.D. supervised the

study. All authors discussed and analyzed the results and contributed

to the writing of the paper. Competing interests: The authors

declare that they have no competing interests. Data and

materials availability: All data are available in the main text or the

supplementary materials. License information: Copyright © 2023

the authors, some rights reserved; exclusive licensee American

Association for the Advancement of Science. No claim to original

US government works. https://www.science.org/about/science-

licenses-journal-article-reuse

SUPPLEMENTARY MATERIALS

science.org/doi/10.1126/science.ade7341

Materials and Methods

Supplementary Text

Figs. S1 to S22

References (36, 37)

Movies S1 to S4

Submitted 8 September 2022; accepted 5 January 2023

10.1126/science.ade7341

SCIENCE science.org 3 FEBRUARY 2023 • VOL 379 ISSUE 6631 493

RESEARCH | RESEARCH ARTICLES

https://www.science.org/about/science-licenses-journal-article-reuse
http://science.org/doi/10.1126/science.ade7341
http://science.org
https://www.science.org/about/science-licenses-journal-article-reuse


ORGANIC CHEMISTRY

Asymmetric counteranion-directed
photoredox catalysis
Sayantani Das1†, Chendan Zhu1†, Derya Demirbas1, Eckhard Bill2‡,

Chandra Kanta De1*, Benjamin List1*

Photoredox catalysis enables distinctive and broadly applicable chemical reactions, but controlling

their selectivity has proven to be difficult. The pursuit of enantioselectivity is a particularly daunting

challenge, arguably because of the high energy of the activated radical (ion) intermediates, and previous

approaches have invariably required pairing of the photoredox catalytic cycle with an additional

activation mode for asymmetric induction. A potential solution for photoredox reactions proceeding via

radical ions would be catalytic pairing with enantiopure counterions. However, although attempts toward

this approach have been described, high selectivity has not yet been accomplished. Here we report a

potentially general solution to radical cationÐbased asymmetric photoredox catalysis. We describe

organic salts, featuring confined imidodiphosphorimidate counteranions that catalyze highly

enantioselective [2+2]-cross cycloadditions of styrenes.

P
hotoredox catalysis is an emerging field

in chemistry, enabling the design and

development of diverse transformations

that often complement the traditional

tool kit of chemical synthesis (1). Typi-

cally, in a photoredox transformation, light is

absorbed by the photocatalyst, which then

triggers a single electron transfer (SET) event,

leading to the formation of highly reactive rad-

ical ions. For example, in an oxidative mode,

SET delivers the corresponding substrate rad-

ical cation. In contrast, in a reductive mode, a

radical anion is initially generated through

SET from the catalyst to the substrate. Both

pathways have led to the design of a large di-

versity of different and often broadly useful

transformations (2–5). Consequently, the de-

velopment of asymmetric photoredox catalysis

(6) has become a topic of high current rel-

evance. However, because general enantiose-

lective methods toward the control of radical

ions per se have not been available, previous

approaches to asymmetric photoredox cataly-

sis invariably required a second activation

mode and catalytic cycle to enable the stereo-

selective bond forming event (Fig. 1A). Examples

include enamine (7) and iminium ion catalysis

(8), carbene catalysis (9), Brønsted acid catal-

ysis (10–12), transition metal catalysis (13–16),

and Lewis acid catalysis (17–21), which all

benefit from previously established methods

of asymmetric induction. While these dual

catalysis approaches have led to useful trans-

formations with excellent enantioselectivity,

the requirement of a second catalytic cycle,

even in those cases when only a single catalyst

is used, creates certain limitations regarding

substrate functionalization and, more impor-

tantly, reaction diversity in general. Approaches

not in need of such a second catalytic cycle could

potentially offer a more general solution to

asymmetric photoredox catalysis and enable

enantioselective versions of amultitudeof broadly

useful methods for chemical synthesis.

One particularly promising and elegant re-

cent approach uses (modified) enzymes (22),

which by virtue of their well-defined active

sites can preorganize highly reactive inter-

mediates to engage in stereoselective trans-

formations. An alternative strategy involves the

use of enantiopure counterions paired with

an achiral, charged photocatalyst. Recently,

attempts toward this approach in radical cation–

based Diels-Alder reactions (23) and in anti-

Markovnikov hydroetherifications (24) have

been reported. However, the employed chiral

binol-based phosphates did not provide high

enantioselectivity. We hypothesized that to ad-

vance this asymmetric counteranion-directed

catalysis (ACDC) (25) approach to photoredox

catalysis toward greater selectivity and gener-

ality, two features of the enantiopure counter-

anion would be required. First, its basicity

should not be too high, to avoid deprotonation

of the typically highly acidic radical cation in-

termediates, which could lead to nonproduc-

tive radical pathways. The second important

anion feature we expected to be required would

be a confined active site, capable of controlling

the selectivity in reactions of only weakly co-

ordinating radical cations. Indeed, we were

hopeful that our recently introduced imidodi-

phosphorimidate (IDPi) (26) anions, which

have enabled control over other challenging
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Fig. 1. General catalytic cycles for enantioselective photoredox catalysis. (A) Previous approaches have been based on two catalytic cycles, a photoredox cycle

and an asymmetric catalysis cycle. (B) The approach suggested in this work. sub, substrate; cat, catalyst; pdt, product; pc, photocatalyst; X, enantiopure anion; hn,

photon energy.
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and previously inaccessible cations, such as

aliphatic oxocarbenium ions (27) and even

purely hydrocarbon-based carbocations (28),

could offer a solution in this context. Such an

ACDC approach to photoredox catalysis, by

only requiring a single catalytic cycle, could

offer great potential generality (Fig. 1B). A

minimal and sufficient requirement of this

strategy would be just the formation and in-

volvement in the stereoselectivity-determining

step of a radical cation intermediate.

At the onset of our study, we decided to ex-

plore the photoredox catalytic intermolecular

[2+2] cycloaddition reaction between trans-

anethol and styrene. Despite pioneering con-

tributions on enantioselective photocatalytic

[2+2] cycloadditions (29, 30), this challenging

and potentially useful reaction has not previ-

ously been accomplished enantioselectively.

We began by exchanging the counteranion of

the commercially available pyrylium tetra-

fluoroborate photoredox catalyst 4g with a

series of enantiopure anions, derived from

acids covering a broad pKa range (where Ka is

the acid dissociation constant) (Fig. 2). A brief

investigation of reaction conditions revealed

the requirement of naphthalene as an electron

relay cocatalyst (see table S1 for details) (31).

As expected, the conjugate base of a chiral

phosphoric acid (CPA; a) and an imidodiphos-

phoric acid (IDP; b) were too basic to impart

any reactivity. Similar results were observed

when using the anion of an iminoimidodiphos-

phoric acid (iIDP; c) and a chiral disulfonimide

(DSI;d). In sharp contrast, the anionof ourhighly

acidic and confined imidodiphosphorimidate

(IDPi; e), catalyst 4e, enabled superior cata-

lytic performance. More importantly, high en-

antioselectivity was already observed with

this pyrylium-IDPi salt. Notably, the anion of

the even more acidic phosphoramidimidate

(PADi; f) afforded the product in only moder-

ate yield and poor enantioselectivity. While

58% consumption of substrate 1a was ob-

served, only 16% yield of product 3a was ob-

tained, with poor enantioselectivity, presumably

owing to a lack of confinement. The parent

tetrafluoroborate catalyst 4g gave a moderate

conversion of substrate 1a but provided only

traces of the product. Upon a brief screening

of catalysts and reaction conditions (see table

S1 for details), we selected catalyst 4e and a

1:1 solvent mixture of dichloromethane and

2-methyltetrahydrofuran at –100°C for 1 day

and found that cycloaddition product 3a can

be obtained in excellent yield and with excel-

lent enantioselectivity [95.5:4.5 enantiomeric

ratio (er)].

A broad range of styrenes with different

electronic properties and substituents at dif-

ferent ring positions were evaluated in the re-

action with trans-anethol derivatives, and

the cyclobutane products were obtained with

good to excellent yields and enantioselectivities

(Fig. 3). Moreover, all products were obtained

as single diastereomer, as judged from inspect-

ing crude nuclear magnetic resonance (NMR)

spectra. Styrenes with electron-withdrawing

substituents gave products 3b to 3f in good

yields and with good to excellent enantiose-

lectivities. Similarly, styrenes featuring electron-

donating substituents, apparently independent

of their steric properties, provided products 3g

to 3j in excellent enantioselectivities. Disub-

stituted arene-based styrenes were also found

to be suitable reaction partners and furnished

the desired products (3k and 3l) with excel-

lent enantioselectivity. Notably, the reaction is

compatible with alcohol, silyl ether, aldehyde,

ester, and even terminal olefin functionality,

leading to products 3m to 3q in good yield

and with excellent enantioselectivities. We

also investigated two other anethol derivatives

providing benzyl ether 3r and free phenol 3s

with excellent enantioselectivity. For addi-

tional substrates, see fig. S1.

As one would expect for a reaction proceed-

ing via radical cation–IDPi anion pair, we found

almost identical enantioselectivity when we

used a variety of photocatalysts that feature an

identical IDPi counteranion (Fig. 4). For ex-

ample, three different photoredox catalysts

that are known to be excited with blue light

were evaluated (4e, 5e, and 6e). All led to full

consumption of olefin 1a. However, whereas

our standard catalyst 4e and the frequently

used N-Ph acridinium organophotoredox cat-

alyst 5e led to the product in 90 and 56%

yields, respectively, and with identical enan-

tioselectivities, popular iridium catalyst 6e

did not provide the desired product. Recently,

several different organophotoredox catalysts

SCIENCE science.org 3 FEBRUARY 2023 • VOL 379 ISSUE 6631 495

Fig. 2. Investigation of different counteranions in the pyrylium photoredox catalytic intermolecular [2+2] cycloaddition reaction between trans-anethol

and styrene. Yields were determined by proton NMR spectroscopy using benzyl methyl ether as an internal standard. The enantiomeric ratio was determined

by high-performance liquid chromatography (HPLC). MeO, methoxy; Ph, phenyl; Me-THF, methyltetrahydrofuran; tBu, tert-butyl; HX, Brønsted acid; conv., conversion;

Tf, triflyl; N/D, not determined.
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that can be excited with green light were

disclosed (32, 33), and we became interested

in exploring these cationic species paired with

our IDPi counteranion. Indeed, upon green-

light irradiation, photoredox catalysts 7e and

8e furnished the product in 92 and 19% yield,

respectively, and with the same enantioselectiv-

ity. Finally, a ruthenium-based photoredox cat-

alyst, 9e, irradiated with white light furnished

product 3a in <5% yield and once again with a

similar er (97.3:2.7). The small changes of enantio-

selectivity may arise from the heat generated

by the different light sources. The obtained re-

sults clearly support our ion-pairing design and

suggest generality of asymmetric counteranion-

directed photoredox catalysis (ACPC).

The availability of these enantiopure photo-

catalysts by means of simple salt metathesis

enabled an evaluation of their chemical sta-

bility and photophysical properties. At first,

to establish the stability of catalyst 4e, our

model reaction between trans-anethol and

styrene was carried out under optimized con-

ditions, and the reaction mixture was analyzed

by NMR spectroscopy after ∼60% conversion.

Both fluorine-19 (
19
F) NMR (Fig. 5A) and

phosphorous-31 (
31
P) NMR (Fig. 5B) spectra

confirmed that essentially no decomposition

took place. We further compared catalysts 4g

and 4e by ultraviolet-visible (UV-vis) absorp-

tion and fluorescence spectroscopy. As ex-

pected, both catalysts have very similar spectra

in the visible range, with absorption maxi-

mum 1 (lmax1) at 425 nm and lmax2 at 456 nm

(Fig. 5E, solid lines). Similarly, upon excitation

at 425 nm, similar fluorescence spectra with

lmax at 535 nm were measured for both cat-

alysts (Fig. 5E, dashed lines). Our spectroscopic

investigations thus confirm the stability of the

pyrylium photocatalyst. Furthermore, to iden-

tifywhich reagent engages in the initial oxidative

SET with the excited-state catalyst, steady-state

fluorescence (34, 35) quenching experiments

with the individual reaction components were

conducted. We measured the steady-state flu-

orescence decay for both catalysts 4g and 4e,

respectively, using 425 nmpulsed excitation in

the presence of starting material 1a or 2a, re-

spectively. As expected fromthe redoxpotential

of catalyst4g [+1.84 V versus saturated calomel

electrode (SCE)], anethol (1a; +1.14 V versus

SCE) showed a strong and concentration-

dependent fluorescence decay (Fig. 5C). A very

similar behavior was observed with catalyst
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Fig. 3. Scope of the intermolecular [2+2] cycloaddition reactions. Reactions were performed at 0.1 mmol scale. Enantiomeric ratio was determined by HPLC (see

supplementary materials for details). The asterisk symbol indicates use of catalyst 4h. The single-dagger symbol indicates use of catalyst 4i. PMP, p-methoxyphenyl;

p-tBu-Ph, p-tert-butyl-phenyl; TBSO, tert-butyldimethylsilyloxy; OHC, aldehyde functional group.
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4e (Fig. 5D). In sharp contrast, neither catalyst

4g nor catalyst 4e showed any significant flu-

orescence decay with styrene2a (+1.97 V versus

SCE). The similar fluorescence quenching of

catalysts4g (blue) and4e (orange) by substrate

1a is further presented in Stern-Volmer plots

(I0/I versus concentration of 1a) (Fig. 5F).

Our results are consistent with the previously

established catalytic cycle of the intermolecular

[2+2] cycloadditions under photoredox catal-

ysis or single-electron Lewis acid conditions

(36–39). Accordingly, photocatalyst 4e is first

converted into its excited state 4e* upon blue-

light irradiation (Fig. 6A). Excited catalyst 4e*

then accepts an electron from anethol (1a),

producing the corresponding radical cation

1a
•+

and rendering the photocatalyst a neu-

tral radical species A. Intermediate 1a
•+

en-

gages in subsequent and presumably stepwise

C–C bond forming events, furnishing radical

cation intermediate 3a
•+

(40). We speculate

that the first of these two steps is enantiode-

termining and the second step is diastereo-

determining, creating the bond between the

twobenzylic positions in a thermodynamically

and kinetically preferred trans-relationship. A

single electron reduction of this intermediate

will then give rise to product 3a.

There are several possibilities for how this

last SET step proceeds. Plausible pathways in-

clude: (i) a propagation mechanism in which

substrate 1a serves as an electron donor toward

radical cation intermediate 3a
•+
, delivering

reactive species 1a
•+

along with product 3a;

(ii) electron transfer fromA to product radical

cation 3a
•+
, to provide product 3a while simul-

taneously regenerating photocatalyst 4e; (iii)

oxidation of catalyst radical A by an electron

relay catalyst (naphthalene, for example), the

reduction product of whichwould subsequent-

ly reduce radical cation 3a
•+
, regenerating

the electron relay catalyst while furnishing

SCIENCE science.org 3 FEBRUARY 2023 • VOL 379 ISSUE 6631 497

Fig. 4. Evaluation of different photocatalysts with IDPi counteranion under different light wavelengths.
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Fig. 5. Spectroscopic investigations. (A) 19F NMR stacks. (B) 31P NMR stacks. (C) Fluorescence quenching of catalyst 4g with anethol (1a). (D) Fluorescence

quenching of catalyst 4e with anethol (1a). (E) UV-vis and fluorescence spectra of catalysts 4e and 4g. (F) Stern-Volmer plot of the fluorescence quenching

of catalysts 4g (blue) and for 4e (orange) by substrates 1a and 2a. ppm, parts per million.
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product 3a. In this scenario, the role of the

electron relay catalyst is to overcome the kinetic

obstacle of step (ii), which requires the reac-

tion of two highly reactive intermediates,

each present in only small concentrations.

To gain further insight into the catalytic

cycle, electron paramagnetic resonance (EPR)

experiments were performed. First, the individ-

ual components of the reaction (solvent, re-

actants 1a and 1b, naphthalene, photocatalyst

4e) in 1:1 dichloromethane:tetrahydrofuran

were irradiated under steady-state conditions

separately with blue light at –83°C in the

spectrometer. As expected, no EPR signal was

detected under either one of these conditions

(see fig. S4 for details). However, a distinct

EPR signal was observed when we investi-

gated the entire reaction mixture (Fig. 6D).

While radical cation 1a
¥+
(41) could not be de-

tected under these conditions, we hypothesize

that the observed signal is due to the forma-

tion of catalyst radical A, consistent with a

previously reported system (35). An isotropic

and fast-motional doublet radical electron

spin coupling was observed in the continuous

wave X-band EPR spectrum of radical A with

g = 2.003. Additionally, to further support our

hypothesis, N-Ph acridinium photocatalyst 5e

wasused in theEPRmeasurements. As expected,

EPR spectra of N-Ph acridinium photocatalyst

with 10-mW power and with a modulation

amplitude of 0.2 G shows seven hyperfine

splitting lines (Fig. 6E). The hyperfine cou-

pling is presumably due to the N-Ph moiety

of the catalyst, which is in agreement with

the EasySpin simulated spectra with a1(1H),

a2(1H), a3(1H) (n = 2, 2, 1) nuclei at g = 2.0034,

A = (0.2751, 0.3826, 0.5909), and Lorentzian

width (0.2503, 0.0419). These experiments are

consistent with the proposed SET from sub-

strate 1a to the excited state of the photocatalyst.

Furthermore, because continuous light irra-

diation is needed to achieve full consumption

of starting material 1a, propagation pathway

(i) cannot be the primary pathway to complete

the catalytic cycle. This assumption is further

supported by light on-off cycles (Fig. 6C). In

the dark, no conversion was observed, and pro-

gress of the reaction resumed in presence of

light. Additionally, a time-dependent continu-

ous EPR signal intensity decay in the darkwas

observed when the reaction mixture was first

irradiated with blue light at –83°C in the EPR

spectrometer for a few minutes, after which

the light was switched off (see fig. S4 for de-

tails). To support the role of the electron relay

catalyst, control experiments were performed

and summarized in Fig. 6B. In the absence of

an ER catalyst (oxygen or naphthalene), an al-

most threefold rate decelerationwas observed.
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A

B D E
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Fig. 6. Mechanistic investigations. (A) Proposed catalytic cycle. (B) Results with or without electron relay (ER) catalysts naphthalene or oxygen. (C) Light on-off

cycles. (D) EPR measurements of the reaction using catalyst 4e at –83°C and (E) EPR measurements of the reaction mixture using photocatalyst 5e at –30°C

under continuous photoexcitation with blue light. arb. unit, arbitrary units; exp, experimental; sim, simulated.
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Asymmetric counteranion-directed photore-

dox catalysis (ACPC) offers a broadly useful and

general approach to photoredox catalysis pro-

ceeding via all types of radical cations. Wider

application of the principles described here

can be anticipated.
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BATTERIES

A room temperature rechargeable Li2O-based
lithium-air battery enabled by a solid electrolyte
Alireza Kondori1, Mohammadreza Esmaeilirad1, Ahmad Mosen Harzandi1, Rachid Amine2,

Mahmoud Tamadoni Saray3, Lei Yu4, Tongchao Liu5, Jianguo Wen4, Nannan Shan2,6,

Hsien-Hau Wang2, Anh T. Ngo2,6, Paul C. Redfern2, Christopher S. Johnson5, Khalil Amine5,7,8,

Reza Shahbazian-Yassar3, Larry A. Curtiss2*, Mohammad Asadi1*

A lithium-air battery based on lithium oxide (Li2O) formation can theoretically deliver an energy density

that is comparable to that of gasoline. Lithium oxide formation involves a four-electron reaction that is

more difficult to achieve than the one- and two-electron reaction processes that result in lithium superoxide

(LiO2) and lithium peroxide (Li2O2), respectively. By using a composite polymer electrolyte based on

Li10GeP2S12 nanoparticles embedded in a modified polyethylene oxide polymer matrix, we found that Li2O is

the main product in a room temperature solid-state lithium-air battery. The battery is rechargeable for

1000 cycles with a low polarization gap and can operate at high rates. The four-electron reaction is enabled

by a mixed ionÐelectron-conducting discharge product and its interface with air.

T
here is growing interest in developing

chemistries to replace currently available

energy storage systems thatmainly work

based on intercalations (1Ð3). One area

of study has been Li-O2 batteries based

on the formation of lithium peroxide (Li2O2),

the result of a two-electron reaction between

Li
+
and O2, or disproportionation of lithium

superoxide (LiO2), the result of a one-electron

reaction (4, 5). A Li-O2 battery cell based on

the lithium oxide (Li2O) formation and de-

composition could in theory deliver a higher

energy density because it is based on a four-

electron reaction either through a direct elec-

tron transfer [Fig. 1, pathway (I)] or indirectly

throughdisproportionation [Fig. 1, pathway (II)].

Li2O is more difficult to achieve compared

with its counterparts LiO2 and Li2O2 because

it involves breaking an O2 bond during dis-

charge and remaking an O2 bond during

charge. There have been several studies of

Li-ion batteries based on reversible Li2O for-

mation from other lithium oxides (e.g., perox-

ide or superoxide) or a nitrate molten salt

(6–8). Recently, a lithium nitrate/potassium

nitrate (LiNO3/KNO3) eutectic molten salt

has been used as the electrolyte in a Li-O2

battery to reversibly form and decompose crys-

talline Li2O in a four-electron transfer redox

(E° = 2.9 V versus Li/Li
+
) at elevated temp-

eratures (7, 9). An alternative approach to

achieving the four-electron Li2O reaction in

a Li-O2 battery is to use a cell based only on

gas and solid phases to promote fast reaction

kinetics by avoiding problems with interfa-

cial resistance and O2 solubility (10). This could

enable Li2O formation as in pathway (I) (Fig. 1)

if there is a sufficient supply of Li cations and

electrons. A critical aspect would be the initial

formation of a LiO2/Li2O2 phase, both compo-

nents of which can be ionically and electron-

ically conductive (11–15), and having an air
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interface as a source of O2. This system could

then provide the needed mixed electron/ionic

conduction properties for electrochemical for-

mation of Li2O, resulting in an overall four-

electron reaction as in pathway (I), as well as

avoiding electrolyte instabilities (16, 17). Such

an approach to attaining a four-electron reac-

tion for a Li-O2 battery requires the develop-

ment of a stable, solid-state electrolyte with

good ionic conductivity that interfaces well

with the cathode.

Although there has been much research on

the development of solid-state electrolytes

(SSEs) for Li-ion batteries (18–22), there has

been much less work done for Li-O2 batteries.

Thus far, the SSEs used for Li-O2 have been

based on metal phosphates, show fairly low

reversibility and cyclability, and have Li2O2

as the main product (23–29).

The SSE used in this work was synthesized

using a silane-coupling agent, mPEO-TMS

{3-[methoxy(polyethyleneoxy)6-9 propyl]tri-

methoxysilane}, to chemically bond with

Li10GeP2S12 (LGPS) nanoparticles in a PEO-

LiTFSI matrix (supplementary materials, sec-

tion S1). The LGPS nanoparticles are highly

conductive, Li-rich ionic conductors (30, 31).

In addition, we used mPEO-TMS because of

(i) its similar molecular structure compared

with PEO, which avoids any phase separation

between them; (ii) its higher Li
+
transference

number (tLi
+
) in a certain molecular weight

range compared with that of PEO (32, 33);

and (iii) its –OCH3 termination, which im-

proves the electrochemical stability window

and the Li anode stability of the synthesized

SSE (34). In this composite polymer electrolyte

(CPE), the LGPS nanoparticles with an average

crystallite size of 17 ± 6 nm (supplementary

materials, section S2.1) are connected to the

mPEO-TMS chains by strong chemical bond-

ing of S atoms in Li2S groups in LGPS to the Si

in mPEO-TMS, which protects the LGPS from

potential decomposition at the Li metal anode

and the active cathode interfaces (supplemen-

tary materials, fig. S1 and section S1.2).

This bonding is known to occur due to the

similarity between O–H and S–Li bonds (35).

To confirm this, we performed x-ray photoelec-

tron spectroscopy experiments on the CPE (Fig.

2, A and B, and supplementarymaterials, fig. S4

and section S2.2). The peaks at 162.0 and 103.1 eV

in the S 2p and Si 2p spectra (Fig. 2, A and B)

correspond to the presence of the Si-S bond,

which strongly proves the interaction between

Si atoms inmPEO-TMS and S atoms in LGPS.

The C 1s, O 1s, and S 2p spectra also confirm the

presence ofPEO,mPEO-TMS,LGPS, andLiTFSI.

To analyze the structural morphology and

chemical composition of the electrolyte, we

performed scanning electronmicroscopy (SEM),

as shown in Fig. 2C (supplementary mate-

rials, section S2.3). The SEM image of the

SSE shown in Fig. 2C reveals a porous poly-

mer matrix with an average pore size of ~d =

500 nm (inset in Fig. 2C). The elemental com-

position analysis using energy-dispersive x-ray

spectroscopy also shows the uniform disper-

sion of the elements in the CPE (supplemen-

tary materials, fig. S5 and section S2.3).

We investigated the electronic properties of

the CPE, first by measuring ionic conductivity

at room temperature using electrochemical

impedance spectroscopy (supplementarymate-

rials, section S3) (36–38). The Nyquist plots

fittedwith the circuit shown in the inset of Fig.

1D indicate an ionic conductivity of 0.52 mS/

cm at room temperature for the SSE (thick-

ness of 138 mm), which is 10 times higher than

that of the SSE without LGPS (i.e., PEO/mPEO-

TMS/LiTFSI: 0.06mS/cm; supplementarymate-

rials, fig. S6 and section S3). Moreover, the

synthesized CPE exhibits ~15 times higher

ionic conductivity comparedwith polymer elec-

trolytes such as PEOwith ionic conductivity of

~0.035 mS/cm at room temperature (39).

We measured the electrochemical stability

of the SSE, which is a key factor to determin-

ing its practical application in Li batteries (sup-

plementary materials, section S4). As shown

in Fig. 1E, the CPE exhibits a large electro-

chemical redox stability window of 5.27 V.

The high electrochemical stability of the CPE

can be correlated to presence of –OCH3 side

chains in the mPEO-TMS, which form a stable

interface with the Li metal anode (34).

Furthermore, we measured the Li transfer-

ence number (tLi
+
) of the SSE with and with-

out LGPS (supplementary materials, section

S5) (40). The results shown in Fig. 1F indicate

a tLi
+
of 0.73 for the CPE that is ~2 times high-

er than that of the SSE without LGPS (tLi
+
of

0.36; fig. S7). We attribute the improved tLi
+
of

the CPE to improved Li transport pathways,

enabled by characteristic features of both the

polymer and ceramic electrolytes and their in-

terphase. This will provide three potential Li

transport pathways (41, 42), including those

through (i) the bulk polymer matrix of PEO

and mPEO-TMS, (ii) the bulk ceramic part

(LGPS), and (iii) the newly formed interphase

between LGPS and the mPEO-TMS. More-

over, using the silane-coupling agent (Si-OCH3)

group available in the mPEO-TMS, the LGPS

nanoparticles are incorporated in the PEO

matrix. This is known to eliminate the phase

boundary between ethylene oxide–repeating

units and the LGPS while reducing the grain

boundary resistance between LGPS nano-

particles (42).

Performance analysis of the Li-air battery

The electrochemical performance of the CPE

was examined in a custom-designed Li-air bat-

tery cell composed of a Li chip as the anode,

the CPE as the SSE, and a cathode made up

of trimolybdenum phosphide (Mo3P) nano-

particles (43, 44) loaded on a hydrophobic gas

diffusion layer in an air-like atmosphere com-

posed of 78% N2, 21% O2, ~45% relative hu-

midity, and 500 ppm of CO2 (supplementary

materials, section S6.1). The capacity-limited

cycling experiments were performed at room

temperature under applied discharge and

charge constant current densities of 1 A/g

(0.1 mA/cm
2
) and a capacity of 1 Ah/g mea-

sured based on the cathode material loading

(0.1 mg/cm
2
). For an example of a high cathode

loading, see the supplementary materials,

section S6.4.

Figure 3A shows the operation of the solid-

state Li-air battery cell over 1000 cycles with

charge and discharge potentials of 2.95 and

2.90 V compared with Li/Li
+
at the end of the

first cycle, respectively. The charge and dis-

charge voltage profiles of the solid-state Li-air

battery cell over different cycles, i.e., 1, 200,

400, 600, 800, and 1000, are shown in Fig.

3B. The variations in coulombic efficiency (in

red), energy efficiency (in green), and the po-

larization gap (in blue) of the solid-state Li-air

battery cell are shown in Fig. 3C. Our mea-

surements over the continuous cycling of the

battery cell indicate a coulombic efficiency of

100% over 1000 cycles, with a polarization gap

that increased from 50 mV at the first cycle

to ~430 mV at the 1000th cycle. The energy

efficiency of the first cycle was 92.7%, and it

gradually dropped to 87.7% after 1000 cycles.

We also examined the rate capability of the

developed battery cell at different rates in-

cluding 2, 3, and 5 A/g (0.5 mA/cm
2
) rates at a

capacity of 0.5 mAh/cm
2
(supplementarymate-

rials, section S6.2). The results indicate that

the solid-state Li-air battery can operate at

faster rates; however, the polarization gap at

the end of the first cycle became somewhat

larger (fig. S8). Deep discharge capacity experi-

ments also showed some losses at the higher

rates (fig. S9).

Characterization of products

To characterize the chemistry of the cell and to

identify discharge products in our developed

solid-state Li-air battery cell, we first performed

in situ Raman spectroscopy experiments (sup-

plementary materials, section S7). Figure 4A
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Fig. 1. Li2O formation pathways.

Shown are two reaction pathways to

the formation of Li2O based on the

reaction of O2, Li
+, and eÐ.
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shows theRaman spectra obtained at different

time intervals (every 7.5 min or ~125 mAh/g)

during the first discharge process (current

density of 1 A/g, room temperature) compared

with the pristine cathode. As shown in Fig. 4A,

after the first 7.5 min of the discharge process,

three new peaks appeared that are relevant to

the formation of LiO2 (at ~1125 cm
−1
), Li2O2 (at

~788 cm
−1
), and Li2O (at ~528 cm

−1
) (5, 44, 45).

This indicates that all of these species (LiO2,

Li2O2, and Li2O) formed during the discharge

process. To understand the interplay between

the Li species that formed during discharge,

wemeasured and compared the relative Raman

peak intensities. The Li2O peak intensity con-

stantly increased over 1 hour of the discharge

process (Fig. 4B). By contrast, the Li2O2 and

LiO2 peak intensities gradually increased

during the initial time intervals, followed by

a constant plateau during the rest of the dis-

charge process. Raman spectroscopy results

did not show any peaks associated with lith-

ium hydroxide (LiOH) or lithium carbonate

(Li2CO3) formation at the first discharge cycle.

The in situ Raman spectroscopy experiments

during the charge process also revealed that

the Li2ORaman peak disappeared after 1 hour

of the charge process, whereas LiO2 and Li2O2

Raman peaks disappeared after approximately

half of the charge capacity (30 to 45 min) (sup-

plementary materials, fig. S14 and section S7).

To gain more insight into the LiO2/Li2O2

part of the discharge product, we performed a

series of Raman spectroscopy experiments for

the aged, discharged cathode under ultra-high-

purity Ar and a vacuum environment (supple-

mentary materials, section S7) to determine

whether the LiO2would disproportionate (46).

The Raman spectra of the aged samples (fig.

S15) revealed that the signature Raman peak

intensities associated with the LiO2 (at 1125

and 1510 cm
−1
) decreased with time, whereas

the Raman peak intensity for Li2O2 increased

under both Ar atmosphere and vacuum. These

results confirm that disproportionation of LiO2

to Li2O2 is favorable, with a slower dispropor-

tionation reaction under an Ar atmosphere.

Moreover, after 5 days under the vacuum, the

Raman spectrum of the discharged cathode

indicated that the peak intensities associated

with Li2O2 (788 cm
−1
) increased, whereas none

of the peaks relevant to the presence of LiO2

(at 1125 and 1510 cm
−1
) could be observed. This

suggests that the LiO2 and Li2O2 are on the

outer surface of the discharge product, be-

cause the LiO2 peak disappeared (and Li2O2

increased) with time and was dependent on

whether the discharge product was in an Ar or

a vacuum environment (46).

To further quantify the products formed

during the discharge process, we performed

titration coupled with ultraviolet-visible (UV-

Vis) spectroscopy experiments as a function

of discharge time (supplementary materials,

section S8) (6, 9, 46, 47). The titration results

(Fig. 4C) indicated that an average electron to

oxygen ratio (e
–

/O2) of 3.96 was transferred

during the discharge process, suggesting

that the discharge product is predominantly

composed of Li2O by an approximately four-

electron transfer electrochemical reaction.

These results suggest that the slight deviation

from the theoretical e
–

/O2 ratio of 4.0 was

due to the formation of small amounts of

Li2O2 and LiO2, as shown by the in situ Raman

spectroscopy experiments shown in Fig. 4B.

In addition, our results indicate that the total

Li2O formed over 30 min of the discharge

process at a current density of 1 A/g was

~0.82 mmol (0.025 and 0.031 mmol for LiO2

and Li2O2), which increased to ~1.77 mmol

Li2O over 60 min. The amount of LiO2 and

Li2O2 formed after 60 min of discharge pro-

cess was ~0.023 and 0.032 mmol, respectively,

much lower (two orders of magnitude) than

that of Li2O. Furthermore, these results indi-

cate that the amount LiO2 and Li2O2 remained

almost unchanged over the last 30 min,

whereas Li2O predominantly increased dur-

ing the discharge process, which is consistent

with the in situ Raman spectroscopy experi-

ments (Fig. 4, A and B).

The measured e
–

/O2 ratio obtained in our

titration experiments was confirmed by per-

forming ex situ and in situ differential electro-

chemical mass spectroscopy (DEMS) during

the discharge and charge processes, respec-

tively (supplementary materials, sections S9

and S10) (5, 44, 45). As shown in the inset of

Fig. 4C, our ex situ DEMS experiment found

an e
–

/O2 ratio of 3.97 over the discharge pro-

cess, which is consistent with our titration ex-

periments, confirming the formation of Li2O as

the discharge product in a nearly four-electron

transfer reaction. The in situ DEMS experiment
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Fig. 2. Physicochemical

and electrochemical

characterization of the

CPE. (A) S 2p and (B) Si

2p x-ray photoelectron

spectroscopy of the CPE.

(C) Low-magnification

SEM image of the CPE

(scale bar, 5 mm). The top

right inset shows a high

magnification of the SEM

image, indicating an

average pore size of

500 nm (scale bar, 1 mm).

(D) Nyquist plot of the

CPE indicating an ionic

conductivity of ~0.52 mS/

cm. The circuit used to

fit the Nyquist plot of

the CPE is shown in the

inset of Fig. 1D. (E and

F) Electrochemical redox

stability of the CPE

determined by a linear

sweep voltammetry (LSV)

experiment (E) and DC/AC analysis to measure the tLi+ of the CPE (F). The inset in this figure shows the electrochemical impedance spectroscopy spectra

of the cell before and after applying a DC bias of 30 mV for ~8 hours.
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of the charge process (Fig. 3D) at a constant

current density of 2.5 A/g and a capacity of

1 Ah/g showed an average e
–
/O2 of 3.94, which

is quite close to that of the discharge process,

meaning that the discharge product of the

solid-state Li-air battery cell was reversibly

decomposed. No change was observed in the

CO2 and H2O signals of the DEMS, confirm-

ing the absence of species such as LiOH and

Li2CO3 during the discharge process.

XRD experiments were performed to study

the type andmorphology of the discharge pro-

ducts in the solid-state Li-air battery cell and

their reversibility with cycling (Fig. 4E and

supplementary materials, section S11). Com-

paring the diffraction pattern of the discharged

cathode at the first cycle with the pristine cath-

ode showed two major peaks at 33.8° and

56.4° that were attributed to the (111) and (022)

reflections of Li2O crystals (9). No peaks were

observed for either Li2O2 or LiO2, which could

be for one of two reasons: (i) there was only a

small amount of deposited Li2O2 and LiO2 as

found by the UV-Vis experiments or (ii) that

the deposited species were amorphous rather

than crystalline. No characteristic peak related

to that of Li2CO3 and LiOH was found in the

diffraction patterns of the discharged cath-

odes. After the charge process of the first cycle,

no characteristic peaks of Li2O were observed,

meaning that the Li2O discharge product was

fully removed by oxidation. This trend was sim-

ilar in higher cycle numbers, e.g., 100 and 200.

We also compared the electrochemistry of

the developed SSE with that of the liquid

electrolyte in the Li-air battery cell using our

previously developed liquid electrolyte with

a Mo3P-based cathode under identical exper-

imental conditions (supplementary materials,

section S12) (44). Characterization results for

the discharged and charged cathodes of the

liquid electrolyte Li-air battery cell indicated

the reversible formation and decomposition of

film-like Li2O2 (fig. S22). These results confirm

that in the case of liquid electrolyte, the chem-

istry of the cell is mainly governed by the for-

mation of Li2O2 in a two-electron reaction

process, as opposed to a SSE battery, which

favors nearly four-electron reaction chemistry

by reversible formation and decomposition of

Li2O as the main product.

Elucidating the mechanism

The discharge mechanism in this solid-state

Li-air battery has been deduced mainly on the

basis of experimental results. The growth of the

discharge products, including themajor product,

Li2O, occurs in the space from incomplete con-

tact between the cathode and CPE. Our AFM

studies indicate that the cathode has rough-

ness sufficient for space to exist (supplemen-

tary materials, fig. S23 and section S13). The

cathode has pores ~40 nm in diameter for air

flow (supplementary materials, figs. S24 and

S25 and section S14). Additional experimental

evidence used to deduce a growth mechanism

is given in Fig. 5. This includes SEM images

of the pristine cathode (Fig. 5A and fig. S24)

and the discharged cathode (Fig. 5B and fig.

S25, A and B) showing discharge product at

the bottom of the “valleys” of the cathode

structure. Also given in Fig. 5, C to F, are

Raman mappings of different components

of the discharged cathode (supplementary

materials, section S15). These include Raman

imaging ofMo3P (Fig. 5D), Li2O (Fig. 5E), and

Li2O2 (Fig. 4F). It can be seen from Fig. 5, E

and F, that the Li2O and Li2O2 are located in

the valleys and on the sides of the valleys. There

was no LiO2 in the Raman mapping because

the cathode had been aged, which is consistent

with our studies showing no LiO2 in Raman

after aging (supplementary materials, section

S7). The Raman mapping of a nonaged sample

is also shown in fig. S26. In addition, trans-

mission electron microscopy (TEM) images of

the discharge product indicate that someMo3P

nanoparticles have an amorphous film 10 to

20 nm thick (Fig. 5, G and H), presumably the

LiO2/Li2O2/Li2O observed by the Ramanmap-

ping. In addition, there were large particles

that were amorphous with some crystalline

parts. Additional Raman spectroscopy and

TEM results are given in figs. S26 and S32.

On the basis of the trends from acid-base

titration coupled with UV-Vis experiments

(fig. S20), all three products grew initially and

then the amount of Li2O2 and LiO2 reached a

steady state after ~15 min (for a 60-min dis-

charge). This is consistent with the in situ

Raman peak intensities shown in Fig. 4B. The

titration results indicate that LiO2 and Li2O2

were each ~1% of the total discharge product

by weight after 1 hour. The aging experiment

(supplementarymaterials, section S7) discussed

previously is evidence that the LiO2 is on the

surface of the discharge product, with the Li2O2

being in close proximity based on its Raman

peak intensity increase with loss of LiO2 on

aging.

The predominance of the four-electron Li2O

reaction in this solid-state Li-air cell depends

on the ionic and electronic conducting proper-

ties of the discharge product combined with

the source of electrons (Mo3P cathode), source

of Li cations (CPE/Li anode), and abundance

of O2 (air). Moreover, with regard to the con-

ducting properties of the discharge product,

studies have shown that LiO2 and Li2O2 can

have good conductivity properties. Computa-

tional and experimental studies of LiO2 have

shown that it is electronically conducting

(11, 48), whereas computational studies have

shown that amorphous Li2O2 has enhanced

ionic conductivity (12) and that the surface of

Li2O2 can have good electronic conductivity

(13). It has also been shown in computational

studies that amorphous Li2O can be a fast

ionic conductor (49). In addition, theremay be

nonstoichiometric LixOy regions in the dis-

charge product, because the reactions at the

interfaces between stoichiometric compounds

(LiO2, Li2O2, and Li2O) will not necessarily be

the ideal ones shown by reaction I in Fig. 1.
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Fig. 3. Solid-state Li-air battery cell performance at a constant current density of 1 A/g and a

limited capacity of 1 Ah/g. (A) Galvanostatic cycling over 1000 cycles. (B) Discharge/charge profiles at

different cycles. (C) Coulombic efficiency (red dots), energy efficiency (green dots), and polarization gap at

the end of cycle (blue dots) over 1000 cycles.
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This is illustrated by the more detailed reac-

tion I in Fig. 5J and could introduce more pos-

sibilities for ionic and electronic conductivity.

There are two growth stages of the discharge

product, as illustrated in Fig. 5I: a pre–steady

state and a steady state. After LiO2/Li2O2

growth is initiated at a three-phase junction

involving O2 from air, Li
+
from the CPE, and

the Mo3P cathode as an electrocatalyst, the

LiO2/Li2O2 will continue to grow. We per-

formed density functional (DFT) calculations

showing that O2 has a binding on a LiO2 sur-

face (supplementary materials, section S16.2),

which will enable steps A and B in reaction I

(Fig. 1). The subsequent reaction of LiO2 to

Li2O2 occurs by the addition of a second elec-

tron and Li cation to LiO2 (reaction I, Fig. 1,

step C) or possibly by disproportionation of

LiO2 (reaction II, Fig. 1, step E). During the

pre–steady-state phase (Fig. 5I), in addition

to LiO2 and Li2O2 growth, there will also be

Li2O formation from the last two electron/

cation additions in reaction I (Fig. 1, step D).

On the basis of the Raman peak intensities as

a function of time (Fig. 4B), after ~15 min, the

LiO2 and Li2O2 reach a steady state and the

Li2O continues to grow due to excess Li cations.

It has been speculated that disproportionation

of Li2O2 (reaction II, Fig. 1, step F) may be a

mechanism for the formation of Li2O from

Li2O2 (9). We do not believe that Li2O2 dispro-

portionation occurs in a room temperature

solid-state cell because the reaction is very

endergonic, as shownbyDFT calculations (sup-

plementary materials, section S16). Thus, be-

cause LiO2 is on the discharge product surface,

it can regenerate while being a source for for-

mation of Li2O2, which likewise can be a source

for the formation of Li2O (reaction II, Fig. 1,

step D).

It is hypothesized that this set of sequential

reactions will be forced to Li2O by the abun-

dance of O2 at the gas-solid interface, excess

Li cations due to the ionic conductivity of the

CPE, and electronic conductivity of the cath-

ode combined with the mixed electron-ion

conductor nature of the amorphous phase of

the discharge product, which we call a se-

quential reaction interphase. Figure 5J illus-

trates the sequential reactions occurring in

this amorphous phase on a Mo3P nanopar-

ticle. This could also occur in the bottoms of

the valley (supplementary materials, fig. S33

and section S18.1). There is experimental evi-

dence that supports this postulated sequential

reaction mechanism in our solid-state Li-air

battery. First, when the battery was run under

the same conditions except for a liquid elec-

trolyte, the reaction only proceeded to Li2O2,

as already discussed. This is probably because

of the availability of O2 at the liquid-solid in-

terface compared with the reactions in the

amorphous phase, where no oxygen is present.

Second, an Li-O2 battery performed poorly

with only PEO as a solid-state electrolyte (50),

probably because the ionic conductivity of PEO

at room temperature is much lower (39). Third,

we have performed several restart experiments

in which the cell was run for 30 min and then

allowed to age for 5 days in a vacuum to al-

low LiO2 to disproportionate to Li2O2. In such

cases, in which there is no Raman evidence for

LiO2, the battery still operates both for charge

and discharge, although at a slightly higher

or lower voltage, respectively (supplementary

materials, fig. S34 and section S18.2). This is

probably because of loss of some electronic

conductivity from disproportionation of LiO2.

Finally, we also note that conversion of Li2O2

to Li2O in liquid cells without O2 has been

shown to be possible under the right environ-

ments (6, 8).

During charge, the in situ Raman peak in-

tensities for the different products (supple-

mentary materials, fig. S14 and section S7)

reveal that a somewhat different mechanism

is present, because there was no steady-state

period for LiO2/Li2O2 decomposition as there

was for formation during discharge. Instead,

the intensities indicate that the three products

decomposed at different rates, with LiO2 and

Li2O2 intensities disappearing after 30 to

45min. The decomposition likely occurs in the

reverse steps of the sequential reaction in the

initial stage of the charge reaction (supple-

mentary materials, fig. S35 and section S18.3)

because O2 is detected in DEMS throughout

the charge (Fig. 4D), but with nonstoichiomet-

ric components contributing to the charge

mechanism after the LiO2 and Li2O2 compo-

nents have largely disappeared (supplemen-

tary materials, fig. S35 and section S18.3).

Our results demonstrate that an SSE in a

Li-air battery can enable a room temperature,

reversible, four-electron Li2O reaction for 1000

cycles with a low polarization gap at a high

rate that operates in air. We also investigated

the potential of this solid-state Li-air battery
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Fig. 4. Discharge product analy-

sis. (A) In situ Raman spectroscopy

experiments at different time inter-

vals (capacity of ~125 mAh/g)

during the discharge process

at a current density of 1 A/g,

indicating the evolution of peaks

relevant to LiO2, Li2O2, and Li2O.

(B) Relative Raman peak intensities

as the function of time during the

discharge process. (C) Calculated

e–/O2 ratios using titration

experiments at different time

intervals, indicating an average

e–/O2 of 3.96 during the discharge

process at a current density of 1 A/g

and a capacity of 1 Ah/g. The inset

shows ex situ DEMS results for

the discharge process indicating an

e–/O2 ratio of 3.97 (in agreement

with titration experiments)

attributed to the formation of

Li2O during the discharge process.

(D) In situ DEMS experiment for the

charge process indicates an average e–/O2 of 3.94 at a constant current density of 5 A/g and a capacity of 1 Ah/g. (E) Thin-film diffraction patterns of the discharged/charged

cathodes at different cycle numbers, i.e., 1, 50, 100, and 200, compared with the pristine cathode sample.
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by performing deep discharge–charge experi-

ments (supplementary materials, section S6.3).

The results shown in fig. S9 indicate that this

solid-state Li-air battery cell can work up to a

capacity of ~10.4 mAh/cm
2
, resulting in a spe-

cific energy of ~685Wh/kgcell. In addition, the

cell has a volumetric energy density of ~614Wh/

Lcell because it operates well in air with no

deleterious effects (supplementary materials,

section S6.3). Thus, Li-air battery architectures

based on SSEs can be constructed that are

conducive to a four-electron Li2O reaction and

provide a real opportunity to obtain a pro-

jected specific energy of >1 kWh/kg (volumetric

energy density of 1000Wh/L), which is beyond

what is possible from Li-ion technology.
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and needle homogenization techniques. The homogenized lysate 

sample is then ready for RNA extraction. Employed as a single-use 

consumable, the Chromatrap Homogenizer Spin Column eliminates 

the possibility of sample cross-contamination. Fully compatible 

with all manual RNA extraction kits, the Chromatrap Homogenizer 

Spin Column provides an ideal sample preparation solution for RNA 

miniprep and midiprep. 

Chromatrap 
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Via a patented FAST-HDR plasmid vector system, AMS Biotechnology 

(AMSBIO) can dramatically speed vector construction and reduce 
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transfection. Using modular plasmid backbones, in which key 

components are readily swappable, AMSBIO can rapidly implement 
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cloning of homology arms into the vector takes less than a day. 

Levering the power of CRISPR/Cas9 and homology-directed repair, 

the FAST-HDR plasmid vector system enables isolation of pure, 
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with as many as three knock-ins in as few as 30 days. Using the 

FAST-HDR plasmid vector system, AMSBIO can deliver a cell pool 

even more quickly. For a wide range of applications including drug 
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the specialists at AMSBIO can collaborate with you to develop an 

optimized, custom cell line to stably express your gene of interest.

AMS Biotechnology

For info: +1-617-945-5033

www.amsbio.com/custom-cell-line-development


�����������������	�

The SEQuoia Express Stranded RNA Library Prep Kit from Bio-Rad 

�	����������	����������������������������������������������
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reproducible results. The All-in-One system can run 10 (NanoVIPÆ 
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instrument can simplify a complex 33-step manual FISH protocol 

and reduce it to three simple steps: load, click, and view completed 

slides. With quality engineered hardware, unparalleled software 

capabilities, and multifunctional yet compatible, the NanoVIP 100 

and 300 remain an ideal choice for clinical laboratories.

BioGenex

�����	������������������

https://biogenex.com/nanovip-100


�	�������	��������������������

������������	���������������������������� �!����������"�� ���

platform which enables automation of complex NGS library 

prep and hybridization protocols with only minutes of hands-on 

time. The system utilizes an open cartridge to minimize reagent 

usage and accommodate multiple sample preparation protocols, 

including protocols for long-read sequencing technologies, target 

enrichment, and on-demand processing of samples. Called the 
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layer above an open electrowetting plane, where the movement 

of droplets is controlled digitally by the electrodes the cartridge 

sits upon. An electrode board contains four thermal zones and 

four magnetic zones, including one dual magnetic-thermal zone. 

Processes such as nucleotide extraction, PCR, and magnetic bead 

cleanups can be performed. Miroculus NGS library preparation kits 
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panels using well-validated protocols and reagents from established 

manufacturers.
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wavelength coverage from 190 nm to 1,000 nm. It combines high 

performance with ease of use thanks to its nano hydrophobic-

coated sample window, LED viewing light, and the cushioning design 

of the detection arm. Reports are saved on the internal memory and 

can be easily transferred to USB. The integrated 7-inch color touch 

screen displays an intuitive graphic interface that makes navigation 
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ICYS Research Fellow at ICYS, NIMS, Japan

The International Center forYoung Scientists (ICYS) of the National Institute
for Materials Science (NIMS) invites applications for ICYS Research Fellow
positions. ICYS will offer you the freedom to conduct independent and self-
directed research in various areas of materials science with full access to NIMS
advanced research facilities.

The common language at ICYS is English. Clerical and technical support in
English will be given by the ICYS staff. A research grant of 2 million yen
per year will be provided to each Research Fellow. Also, advantage is given
when applying to NIMS permanent researcher position (about 50% of the
applicants are accepted).

The annual salary is over 6 million yen*, which is the top class in Japan.
The initial contract term is 3 years, renewed up to 5 years based on annual
evaluation**.

All applicants must have obtained a PhD degree within the last 10 years.
Applicants should submit an application form including a research proposal
during the ICYS term,CV, a list of DOI of journal publications, PDFfiles of
three significant publications, andPhDCertificate to the ICYSRecruitment
Desk byMarch 30, 2023 JST. The format for the application documents can
be downloaded from our website. The selection will be made on the basis
of originality and quality of the research proposal as well as the research
achievements. Please visit our website for more details.

*Approximately 23% of annual salary will be deducted as social insurance
premium, residence tax and income tax.

**If the applicant is already in NIMS as a non-permanent researcher (Post doc
et al.), the max contract term depends on work experience at NIMS.

ICYS Recruitment Desk

National Institute for Materials Science

www.nims.go.jp/icys/recruitment/
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SCIENCECAREERS.ORG

Science Careers helps you advance
your career. Learn how !

 Register for a free online account on

ScienceCareers.org.

 Search hundreds of job postings and

find your perfect job.

 Sign up to receive e-mail alerts about job

postings that match your criteria.

 Upload your resume into our database and

connect with employers.

 Watch one of our many webinars on

di�erent career topics such as job searching,

networking, andmore.

 Download our career booklets, including

Career Basics, Careers Beyond the Bench,

and DevelopingYour Skills.

 Complete an interactive, personalized career

plan at “my IDP.”

 Visit our Employer Profiles to learnmore

about prospective employers.

 Read relevant career advice articles from our

library of thousands.

Visit ScienceCareers.org
today— all resources are free
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Who’s the top
employer for 2022?
Science Careers’ annual survey

reveals the top companies in biotech

& pharma voted on by Science

readers.

Read the article at

sciencecareers.org/topemployers

As part of a major, multi-year initiative to expand specific research areas across
the IU Bloomington campus, the Departments of Biology and Molecular and
Cellular Biochemistry invite applications at the Associate or Full Professor level
in the area of Virology; established Assistant Professors will also be considered.
We are particularly interested in scientists investigating the biology and
pathogenesis of human viruses, emphasizing emerging and re-emerging viruses
including (but not limited to) SARS coronavirus, influenza virus, norovirus, and
HIV. Scientists with expertise in the immunology, molecular epidemiology, or
molecular biology of these viruses are also encouraged to apply. Start dates of Fall
2023 or Fall 2024 are possible.

The hire will complement and broaden the highly collaborative IU community
of internationally recognized virologists. The community includes fifteen well-
funded laboratories in the Departments of Biology, Molecular and Cellular
Biology, Chemistry, and Bioengineering. Scientific strengths include structural
virology, virus-host interaction, virus assembly, VLP platform technologies,
antiviral and vaccine development, and development of cutting-edge analytical
methods for examining viruses. Several virology-oriented labs have strong
interactions with industry to translate academic research into real world
applications. IU virology laboratories are supported by outstanding research
resources, including state-of-the-art facilities for genomics and bioinformatics,
light and electron microscopy, flow cytometry, protein analysis, biophysical
instrumentation, and crystallography.

Applicants must hold a Ph.D. in relevant fields, with a strong record of research
accomplishments and external funding. Successful candidates will be expected
to maintain a vigorous externally funded research program, and to participate
in teaching at the undergraduate and graduate levels. To apply, please submit a
cover letter, CV, research statement (past, present, and future; up to three pages),
teaching statement (up to two pages), a 1-2 page statement on fostering
diversity, equity, and inclusion in and out of the classroom, and the names
and contact information for three or more references via https://indiana.
peopleadmin.com/postings/16365. Applications will start to be evaluated
on February 15, 2023, but the position will remain open until filled. Please
address inquiries concerning the search to Jennifer Tarter at 812-856-3984 or
jenjones@indiana.edu.

TENURED OR TENURE TRACK FACULTY

POSITION IN VIROLOGY

INDIANA UNIVERSITY BLOOMINGTON

Find your next job at ScienceCareers.org

IT’S NOT
JUST A JOB.

IT’S A CALLING.
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After leaving academia, we contin-
ued to attend many of the confer-
ences that had formerly been places 
of such personal and intellectual 
invigoration. Surely, we thought, we 
would still find reward in connect-
ing with former colleagues, learning 
about others’ research, and sharing 
updates on our own endeavors.

But the feeling of being outsid-
ers quickly emerged, and only grew 
over time. It was often difficult to 
find relevant sessions to attend. Few 
if any people suggested going for 
a drink, having a meal, or even at-
tending a lecture together. The mere 
mention of nonacademic work often 
brought blank stares and an almost 
palpable lack of interest. Some even 
asked, “Didn’t you get tenure?” mys-
tified that we had left academia.

Admitting to each other that we 
had both struggled with painful feelings of rejection was 
deeply cathartic. We realized that during our time in aca-
demia we had internalized expectations about academic 
success that are emphasized at conferences—namely, ad-
vancing one’s own research program. In our new work, this 
goal was not meaningful. We needed to find a new intel-
lectual home.

Slowly, we developed a network of friends and colleagues 
who, like us, were expatriates from the academic world. We 
met scientists who were involved in public policy, attended 
meetings with them, and became involved in joint projects. 
In time, our networks expanded to include people in gov-
ernment, nonprofits, foundations, professional organiza-
tions, and advocacy groups.

This collection of like-minded colleagues became the new 
professional home we were looking for, where we celebrate 
each other’s wins and commiserate over difficult losses. We 
share our frustration about the difficulty of building con-

nections between researchers and 
policymakers and celebrate together 
when our work behind the scenes 
leads to new legislation or opens up 
new areas of research.

The two of us have also found new 
conferences that focus on policy and 
the application of research to social 
problems—topics seldom covered 
in typical academic research con-
ferences. And we still attend larger 
academic conferences. We look for—
and sometimes give—talks on topics 
such as applying science to public 
policy and interdisciplinary dis-
cussions about research that could 
affect national concerns. Encoun-
tering colleagues who are focused 
solely on research can be un-
comfortable, but we have learned to 
embrace what these larger confer-
ences can offer. 

At the same time, we have virtually abandoned the small, 
highly focused research conferences that were once a main-
stay of our academic lives. Moving away from communities 
that used to be a central part of our identity was bittersweet, 
but we no longer felt at home there.

Going from one professional world to the next is a pro-
cess, and the emotions are mixed and messy, but the re-
wards have been worth it. And some day, a move to a new 
phase of our careers might mean we have to again rethink 
our definitions of “success” and “home.” But now we know 
that’s OK. j

Barbara A. Wanchisen is senior adviser for behavioral sciences and 
Heidi A. Schweingruber is director of the Board on Science Education 
at the National Academies of Sciences, Engineering, and Medicine 
(NASEM). We thank Steven Breckler, Deborah Olster, and Amber Story 
for helpful comments on an early draft. The views in this essay are 
those of the authors and do not reflect those of NASEM.

“Moving away from communities 
that used to be a central part 

of our identity was bittersweet.”

Losing, and finding, a home

D
uring one of our breakfasts several years ago, Barb revealed what felt like a dirty secret: “I 
don’t feel comfortable at academic research conferences anymore.” We both felt that way, but 
were nonetheless shocked to have it out on the table. When we were academics—Heidi as a 
postdoc and a short stint as a research professor, Barb through tenure and beyond—small 
research conferences were our intellectual home. They were where we presented our data, 
learned about the newest discoveries in our fields, and explored new directions for our work. 

We met people with shared interests who might become lifelong colleagues and friends. But with 
our transition to the nonprofit policy world, we lost that home.

By Barbara A. Wanchisen and Heidi A. Schweingruber
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ProMab Biotechnologies provides many products and services to aid cell therapy research.

As the world’s first established CAR-T CRO, we bring over 6 years of experience developing
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