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Intelligent computing is a general framework and paradigm covering new 

theoretical methods, architecture systems, and technical capabilities 

that support the digital revolution in the emerging era of the Intelligent 

Internet of Everything. Its advent raises a myriad of issues from the basic 

(privacy rights) to the esoteric (human vs. machine). The Zhejiang Lab 

and Science have jointly solicited fundamental scientific questions with 

great significance for the future of intelligent computing. The following 10 

questions, found to be most profound and challenging, were put forward by 

a panel of experts from around the world.* 

How do we define intelligence and establish the 
evaluation and standardization framework for 
intelligent computing? 
Broadly speaking, intelligence is the ability to analyze and appropriately 

respond to input (data). Many say that a truly intelligent system should 

be able to adapt to its environment—to learn, to reason, and to evolve. Yet 

how can we know whether that is the case for any given system? 

The traditional evaluation of whether a system is intelligent is the Turing 

Test—can a human distinguish whether the system is a human or computer? 

Other, weaker, metrics exist such as asking whether the system performs 

its designated tasks accurately, or whether it can generalize beyond the 

data it has been trained on. The rules for evaluation should be dependent on 

broader social contexts that allow for fairness and transparency.

Whether a standard framework for intelligent computing can be 

established is still an open question, as there is no universally agreed-

upon metric upon which to conduct the debate. The rules pertinent to one 

system may run afoul of rules established for another, and the sands upon 

which that system is built may shift.

Is there a unified theory for analog computing? 
Analog computing uses hardware to simulate algorithms, measuring 

continuous signals such as voltage or light intensity. It offers the 

advantages of low energy consumption and high computing efficiency in 

solving specific problems. But it fell out of favor many years ago with the 

advent of digital computing (which counts instead of measures), in part 

because at that time it was difficult to scale up and to verify analog systems.

Yet because of its ability to mimic components of biological networks 

such as synapses and neurons, analog computing has seen a resurgence. 

Different algorithms and platforms have evolved, all trying to establish 

more efficient ways to measure in the analog domain. 

At present, though, it is an unrefined practice, using many kinds of 

physical carriers and calculation methods for simulation and calculation. It 

10 fundamental scientific questions on intelligent computing
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awaits a unified theoretical model to help promote its standardization and 

large-scale application. 

Where will the major innovations in computing 
come from, and will quantum computing 
approach the computational power of the 
human brain?
 Joint design and coevolution of hardware and software will likely be a 

driving force behind major computing advances. Innovation is coming 

from all levels: We’re seeing breakthroughs in emerging devices with 

unique properties almost every year. These drive—and are driven by—how 

they are organized into circuits and hierarchical systems, then into the 

algorithms and applications in which they are deployed.

Some new devices may not be useful for conventional computing, but 

might make neural networks efficient, while newer computing models may 

need unconventional hardware support. For example, new architecture 

will be needed to emulate the behavior of astrocytes (star-shaped glial 

cells in the central nervous system), which have been found to play an 

important role in cognition and differ in significant ways from neurons. 

Quantum computers are operated differently from general purpose 

computers. It is still early in their development—currently they are mostly 

used for massive number-crunching activities such as encryption. 

Whether they will someday be able to simulate the cognitive-computing 

and even emotive ability of the human brain is a matter of active research.

What new devices will be built (transistors, chip 
design, and hardware paradigms: photonics, 
spintronics, biomolecules, carbon nanotubes)? 
These and other devices already exist, or are actively being researched, at 

the nanometer scale, and further scaling is likely. The key is to make them 

better and make better use of them.

For example, there are many devices that are essential resistors, which 

can be programmed into levels, and those levels are memorized and 

transferred.  A variety of technologies—electronic, photonic, etc.—can 

exhibit very similar behavior. These may be made to act very much like 

synapses in the brain in that the signal can be transferred, amplified, or 

reduced, and the excitations are integrated to build up synaptical waves 

that will be the basis of universal devices.

An issue is how to combine multiple physical dimensions, such as 

wavelength and polarization modes, to develop the corresponding 

optoelectronic interconnection devices. Power, performance, area, and 

cost need to be addressed to scale the technologies and allow them  

to evolve. 

How could intelligent computing enable 
intelligent machines?
The term “machine” is an essential concept for “computing.” A machine—

intelligent or otherwise—primarily has three components: a sensor that 

gathers external excitations (data), a memory that stores the information 

collected by the sensor, and a logic unit that collects data from the 

memory and performs inferences upon it, taking actions or sending 

signals. 

An intelligent machine will perform intelligent computing. The question 

then becomes whether we can create an intelligent computing paradigm. 

How can we understand the storage and 
retrieval of memory based on the digital  
twin brain?
The spatiotemporal dynamics of memory storage and retrieval suggests 

that it is highly controllable, giving hope that faulty memory can be 

repaired. Yet the synergistic and dynamic nature of brain networks hinders 

the exploration of the complex properties of memory.

Researchers have already created digital twins of different organs, 

including the brain, modeling and simulating their multiscale structure 

and function for research into pathologies such as Alzheimer’s disease 

and epilepsy. While these simulations are arguably much less complex 

than human memory, they do demonstrate a proof-of-concept.  Digital 

twins of the brain and its parts should allow researchers to break through 

the spatiotemporal scale and accuracy limitations of existing research into 

memory, its pathology, and its modulation. 

Memory comprises the connections between the senses, emotions, 

concepts, and motor movements. As such, even if we succeed in 

replicating the entire brain, we cannot ignore those connections. 

What is the most efficient path to converge 
silicon-based and carbon-based learning?
Silicon-based computing is gradually reaching its physical limits. 

Meanwhile, the human brain—the highest known form of carbon-

based computing—lacks the speed, accuracy, and reliability of silicon.  

Carbon- and silicon-based computing platforms differ from each other 

in myriad ways. The former relies on a sparse but highly connected 

network of neurons, which is slow in terms of signal processing but very 

good at certain applications. Silicon platforms, on the other hand, rely 

on a highly integrated two-dimensional layout that boasts much faster 

transfer speeds.

Researchers are investigating at least two pathways to converge these 

systems: One is to build a mathematical model of the neural network 
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based on current silicon-based architecture. Another is to build deep 

neural networks with layers upon layers of network connections. 

In their current incarnations, simple interconnects don’t do computing. 

Perhaps one path to convergence would include building components that 

act more like neuronal synapses, integrating information and participating 

in the computational processes, rather than just acting as a relay.

How to build interpretable and efficient AI 
algorithms? 
Efficient artificial intelligence (AI) algorithms with interpretability have 

long been pursued. Can new mathematical methodologies such as tensor 

networks, combined with the effective integration of expert knowledge, 

logical reasoning, and autonomous learning, bridge the divide between 

interpretability and efficiency in AI technology? Will that integration break 

the existing status of deep learning as “black box algorithm” and establish 

a new generation of interpretable systems that can be applied to different 

fields and different scenarios (voice, image, video, digital twin, metaverse, 

etc.)?

Can strong intelligent computing with features 
of self-learning, evolvability, and self-reflection 
be realized?
The goal of intelligent computing is to solve large-scale complex problems 

efficiently and autonomously in the human–machine–object space. The 

approaches of weak intelligent computing (weak AI) can obtain good 

results for such problems to a certain extent, but essentially, they rely 

heavily on the customized input of human a priori knowledge such as 

artificially preset physical symbol systems, neural network models, and 

behavioral rule sets. 

Strong intelligent computing (strong AI) can change dynamically 

depending on the input and the environment. In different contexts, self-

learning ability allows the system to avoid repeating the output of previous 

internal states; evolvability allows the system to adaptively improve its 

architectural pattern; self-reflection enables the system to expand the 

generalizability of the model based on the experience of solving historical 

tasks. Therefore, one of the fundamental scientific challenges for future 

intelligent computing is to study the computing theory of higher-order 

complexity and to explore the automatic construction paradigm for solving 

major scientific problems, as well as letting the computer independently 

perform task comprehension and decomposition, optimized dynamic path 

construction, and kernel development model and evolution.

How can we use real-world data to discover and 
generalize knowledge?
There is a significant argument in the computing field as to whether 

machine learning can truly generalize, or whether it simply reiterates what 

is already known in a more efficient manner. Being able to identify objects 

or labels in a test set, it could be argued, is nothing more than saying that 

this object shares sufficient characteristics with those that were used to 

define it in the first place. 

Therefore, intelligent computing needs to complete the calculation 

tasks originally performed by human predefined logic in an active, 

heuristic, and open intelligent form, and the effectiveness of these 

calculations need to be verified in the real world. Knowledge discovery 

is the premise of knowledge-driven applications, which makes it a 

significant indicator of how strong AI is. Knowledge discovery of real-

world data is a major scientific problem to be solved by intelligent 

computing. The ability to be active and heuristic in open-world computing 

is an important milestone for intelligent computing to reach if it is to 

perceive anomalies, discover rules, summarize knowledge, and solve the 

limitations of logic program execution through finite-state machines.
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Combining two or more therapeutic agents has become a cornerstone of cancer 

therapy. However, predicting the concerted action of multiple drugs in tumors remains 

challenging due to the complexity and heterogeneity of the tumor microenvironment, the 

unknown interacting landscape of driver mutations, and anticancer drug resistance.

Marc Birtwistle, professor of chemical and biomolecular engineering at Clemson 

University, told Science how full spectrum flow cytometry on their Cytek® Northern 

Lights™ system helps his team understand the behavior of cancer cells and how 

they respond to combination therapy.

Science: What is the mission of your team? And how does the 
full spectrum flow cytometer support your research?

Marc Birtwistle (MB): We build mathematical models to understand what is 

happening inside cancer cells and how they might respond to drug combinations. 

But, despite much knowledge about cancer biology, it’s still hard to predict the 

effect of drug combinations on cancer cells. 

One knowledge gap for models is how important cancer genes and mutations 

interact with one another to control drug response, and it’s currently hard to explore 

such questions experimentally due to, among other factors, limits on multiplexing. 

We devised this idea called MuSIC (multiplexing using spectral imaging and 

combinatorics). It turns out that if you have fluorophore combinations that are 

physically close enough such that one fluorophore can “talk” to another through 

FRET (Förster resonance energy transfer), and you measure that fluorescence not 

by a single data point but by looking at an entire emission spectrum, you’d be able 

to infer not only how much of each fluorophore is there, but also how much of their 

combinations is there. The Cytek® Northern Lights™ full spectrum flow cytometer is the 

perfect tool to verify and implement experimentally the theory we started developing.

Science: What are the advantages of using Northern Lights™ 
over other flow cytometry options? 

MB: Available reagents can often be used with much more confidence because 

fluorophores with overlapping emission can usually be unmixed effectively with the 

Northern Lights™. If you’re getting into higher-dimensional or high-parameter analysis 

on the single-cell level, the spectral detection capabilities of the Cytek instrument 

make that much more possible in a pretty straightforward way. This flow cytometer 

is easy to use, and if you have a little experience with regular flow cytometry, there is 

almost no learning curve. The instrument is also relatively affordable on the spectrum 

of all flow cytometers. It’s very robust with little if any downtime.

Science: How will flow cytometry change over the next 5–10 
years? And what impact will that have on your research?

MB: People want to sort the different cell types that are in a tumor to analyze, 

culture, and study them, and high-dimensional analysis greatly facilitates that. 

Right now, the main option to get high-dimensional flow data is mass cytometry, 

and those instruments are more expensive, harder to use, and destroy cells during 

measurements. This Cytek instrument will get more and more market share because 

if people can have a flow cytometer at the same price as other ones but be able to 

easily measure 30 or 40 parameters, why wouldn’t they do that? Cytek is coming out 

with a flow-sorting option with which you could sort rare cell populations from high-

dimensional analysis, and I think that’ll be game-changing in biomedical science. 

Imagine being able to test hypotheses about which rare cancer cells are resistant 

to drugs and follow up after sorting to see the time scales on which that resistance 

develops or fades. Besides that, there is room to increase analysis speed, sensitivity, 

spectral resolution, and number of excitation lasers to further push multiplexing.  

Reimagining cell analysis to fuel scientific discovery

Cytek Biosciences is a leading single-cell analysis solutions company that delivers 

high-resolution, high-content, high-sensitivity cell analysis by utilizing the full 

spectrum of fluorescence signatures from multiple lasers to differentiate fluorescent 

tags on single cells.

Full spectrum flow cytometry for anticancer drug combinations:
A Q&A with Marc Birtwistle, professor of chemical and biomolecular engineering at Clemson University
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N
ext week, the Convention on the Conservation 
of Antarctic Marine Living Resources (CCAMLR) 
convenes in Hobart, Tasmania, to examine the 
state of marine life in the Southern Ocean. As 
part of the Antarctic Treaty System, this conven-
tion entered into force in 1982, and its focus on 
the region’s environmental integrity has never 

been more important, given the increasing effects of 
climate change and commercial fishing. An important 
focus over the past 40 years has been Antarctic krill, 
Euphausia superba (hereafter krill), a keystone species 
that helps to hold this marine ecosystem together. Cli-
mate and fishing stresses should prompt the CCAMLR 
to address whether management of krill fishing is at a 
level that protects the Southern Ocean from losing its 
overall balance of marine life and the oceanic processes 
that regulate global climate. 

The Antarctic krill is a pelagic 
crustacean, endemic in the Southern 
Ocean. It serves as a direct energy 
link between the ocean’s primary pro-
ducers (phytoplankton) and higher 
trophic levels such as fish, seabirds, 
penguins, seals, and whales. Krill 
comprise 300 to 500 million tonnes 
of biomass, the largest population of 
a multicellular wild animal species 
on Earth. Consequently, this species 
plays a critical role in marine biogeo-
chemical cycles that affect climate 
and ocean productivity.

Unfortunately, krill have declined in parts of the At-
lantic sector of the Southern Ocean since the 1920s. 
This region, where nearly 70% of krill are located, is 
also home to the largest krill predator colonies and the 
largest krill fishing industry in the Southern Ocean. 
Since 2010, the annual krill catch in the southwest 
Atlantic sector has been increasing steadily. Recently, 
the time required to reach the krill catch limit in the 
Antarctic Peninsula has become shorter each year. As a 
result, krill fishing pressure around the South Orkney 
Islands has increased. In both of these subareas of the 
Southern Ocean, krill catches are now more concen-
trated in space and time than ever before.

The demand for krill will likely grow, driven by at 
least two industries: the increasing production of fish 
through aquaculture, resulting in higher demand for 
fishmeal, and the increasing demand for high-value 
pharma- and nutraceutical products from krill oil and 
krill meal. Fishing vessels equipped with new and ef-
ficient krill-fishing technology are supporting these 

demands. At the same time, other pressures challenge 
the krill population, including the recovery of baleen 
whales that rely on krill as their main food source. 
Also, a warming ocean around the Antarctic Penin-
sula could reduce krill growth and reproduction rates, 
which would result in a smaller krill biomass. This 
could in turn affect the survival of predators, includ-
ing penguins, seals, and whales.

Fisheries in the southwest Atlantic are managed 
by the CCAMLR. The organization strives to employ 
an ecosystem-based approach to ensure not only the 
sustainability of the krill population itself, but also 
the absence of any long-term adverse effects on krill-
dependent predators, by regulating fisheries. The real 
question is whether the catch limit is set and distrib-
uted at the right scale in time and space, currently and 

into the future. The answer requires 
more research to better understand 
krill biology and krill interaction 
with its predators. Also unclear is 
how these interactions are affected 
by climate change. Resolving these 
unknowns will be fundamental to 
improving management if the krill 
fishery is to expand sustainably 
while conserving the ecosystem. In 
this context, a krill expert group was 
initiated under the umbrella of the 
Scientific Committee on Antarctic 
Research (SCAR) to support provid-
ing biological information critical 

for CCAMLR’s krill management efforts.
The most pressing questions include determining 

the proportion of female and juvenile krill that are 
captured by commercial fishing and its effect on the 
krill population. Research can only answer these ques-
tions if there is cooperation with the fishing industry 
itself. In contrast to research vessels, the new genera-
tion of krill fishing vessels operate almost year-round. 
A collaboration would allow regular scientific krill 
sampling during data-poor austral autumn and winter 
to fill knowledge gaps.

It is time for international efforts, from federal 
funding agencies to nongovernmental organizations 
and industry, to support this research direction. At the 
same time, CCAMLR must forge a new krill manage-
ment strategy that focuses on a spatial and seasonal 
allocation of catch limits at the Antarctic Peninsula, 
ensuring the balance of the Southern Ocean ecosystem.

–Bettina Meyer and So Kawaguchi
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W
hen the advocacy group America’s Frontline 
Doctors appeared on the steps of the United 
States Supreme Court in 2020, falsely stat-
ing that hydroxychloroquine was a cure for 
COVID-19, their pronouncement was virally 
shared by right-wing media and soundly de-
bunked by medical academicians. A year lat-

er, one of these frontliners, Joseph Ladapo, became the 
surgeon general of Florida and a faculty member at the 
University of Florida College of Medicine. He has contin-
ued to spread dangerous misinformation about COVID-19 
while his academic colleagues are shamefully silent. 

Many assumed that Ladapo’s faculty appointment 
was the result of political pressure 
by the university’s administration 
as it aimed to please Florida Gov-
ernor Ron DeSantis. It was un-
surprising that anti-vax DeSantis 
wanted a surgeon general with anti-
science views. But it was shocking 
that the medical school accepted 
Ladapo as a colleague. Even more 
shocking was a statement from the 
university president in the Tampa 
Bay Times confirming that Ladapo 
was voted into his position by the 
faculty and approved through the 
usual procedures. Even Ladapo’s 
former supervisor at the University 
of California, Los Angeles, consid-
ered his approach to COVID-19 so 
dangerous as to violate the Hip-
pocratic oath to do no harm, and 
declined to endorse him as the state surgeon general.

In his own defense, Ladapo told Politico that he was 
disappointed with the criticism because good science re-
quires respect for all perspectives. “It’s OK to disagree, 
and I’ve had no problem with disagreement,” he said, 
“but what has been really disappointing is how dis-
agreement has become a ticket or a passport to activate 
personal attacks.” No one would disagree that personal 
attacks are out of bounds, but his depiction of science is 
off the mark. Unequal perspectives do not deserve equal 
time, and challenging scientific consensus requires evi-
dence that has been subjected to peer review and pub-
lished with all the data disclosed so that the scientific 
community can replicate the findings. Ladapo recently 
has been circulating an unattributed study apparently 
showing that the risk of heart complications from mRNA 
vaccines to COVID-19 makes them harmful for males un-
der 40. To be taken seriously, such a major challenge to 

scientific consensus requires rigorous review and wide 
evaluation of the underlying data. Nothing like that 
happened. “Ladapo’s dissemination of flawed data that 
purports a risk of cardiac death among men age 18 to 
39 after mRNA vaccines was baseless, reckless, and irre-
sponsible,” said cardiologist Eric Topol. “The risk of myo-
carditis in this demographic is real and notable, but all 
studies with close follow-up have indicated it is typically 
mild and fully resolves in nearly all affected.”

Ladapo has tried to initiate a scientific “debate” on 
Twitter about the study, saying “I love the discussion that 
we’ve stimulated.” This move is from page 1 of the anti-
science playbook. A credentialed scientist from outside 

the field questions scientific consen-
sus in a public manner that under-
mines trust in science. Many have 
played this role during the pandemic, 
but the pattern reaches back decades 
to scientists who have, for political 
purposes, challenged consensus on 
tobacco, ozone, strategic defense, and 
climate change.

This raises the question of what re-
sponsibility the scientific community 
has to condemn its members when 
they enable the spread of misinfor-
mation. The situation at the Univer-
sity of Florida creates an opportunity 
to wrestle with this issue. Ladapo has 
confirmed his doubters’ fears and has 
betrayed the responsibilities afforded 
by academic freedom and tenure. So 
far, the university doesn’t seem to 

want to wrestle with the situation. When I asked for a 
comment, the university health system did not specifi-
cally address the Ladapo affair but said in a statement 
that they continued to support recommendations from 
the Centers for Disease Control and Prevention on vac-
cination and that “peer-reviewed publications and data 
analyses are the gold standard in ensuring accurate con-
clusions are drawn from the research questions scientists 
are asking.” That’s far from an adequate response.

It’s easy to blame the politicians, right-wing cable TV 
hosts, and podcast hucksters for spreading misinforma-
tion. But is it defensible to blame these folks without 
also acknowledging that unchallenged members of the 
scientific community are making it possible for them 
to sow this doubt? Until the scientific community deals 
with misinformation from within, it cannot expect to 
deal with it from without.

–H. Holden Thorp

Remember, do no harm?

H. Holden Thorp
Editor-in-Chief, 
Science journals. 
hthorp@aaas.org; 
@hholdenthorp

Published online 13 October 2022; 10.1126/science.adf3072
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he Arecibo Observatory in Puerto Rico, for de-
cades home to the world’s largest radio telescope, 
will be a leading research center no more. The 
U.S. National Science Foundation (NSF) last week 
invited proposals to transform the facility, which 
was badly damaged when a radio receiver crashed 

down on its iconic 305-meter dish in 2020, into a center 
for science education and outreach. Before the collapse, 

Arecibo actively supported science education, welcom-
ing nearly 100,000 visitors a year. Some astronomers 
have urged NSF to build a new large telescope at the 
site. But the NSF announcement suggests it has no such 
plans. Researchers also worry the new center’s budget—
$5 million over 5 years—won’t be enough to maintain 
several smaller instruments still operating at the obser-
vatory or support its existing technical staff.

NEWS
I N  B R I E F

Trump pressure on CDC detailed
PUBLIC HEALTH |  The administration of 
former President Donald Trump repeat-
edly pressured senior staff at the U.S. 
Centers for Disease Control and Prevention 
(CDC) to edit or suppress reports offering 
grim news about COVID-19, a U.S. House 
of Representatives select subcommittee 
reported this week. During 5 months in 
2020, political appointees took the unusual 
step of targeting 18 reports written for 
CDC’s flagship Morbidity and Mortality 
Weekly Report (MMWR) that they perceived 
as undermining Trump’s rosier view of the 
pandemic, the report says. CDC staff mem-
bers pushed back, and just five reports were 
altered or delayed. A political appointee 
demanded that MMWR be shut down if he 
could not read draft reports, which CDC by 
policy had not shared with outsiders. “This 
would be a red line, I think, for all of us,” 
Henry Walke, a CDC incident manager for 

coronavirus response, told the subcommit-
tee. Some findings from the Democrat-led 
panel were previously reported by news 
organizations, but its 91-page report offers 
new details from interviews with 19 current 
and former senior officials, including Robert 
Redfield, CDC’s director under Trump. 
Former Trump administration officials cited 
in the report have dismissed it as partisan.

Journals call for climate justice
HEALTH POLICY |  Ahead of a major climate 
policy conference in Egypt in November, 
259 health journals are asking wealthy 
nations to step up support for lower 
income nations, such as those in Africa, 
disproportionately affected by climate 
change. “It is highly unjust that the most 
impacted nations have contributed the 
least to global cumulative emissions,” 
says the editorial, written by editors of 
journals based in Africa and published 

this week by all the participating journals. 
It highlights how climate change is linked 
to drought, famine, flooding, and the 
resulting harm to the health and wealth 
of African nations. The editorial calls for 
changes in financing to low-income coun-
tries to help them adapt to the effects of 
climate change, such as by providing them 
grants instead of loans. Signers include 
the BMJ, Lancet, and JAMA families of 
journals and The New England Journal 
of Medicine.

Mask wearing improved behavior
COVID-19 |  People in China who wear 
masks to protect against COVID-19 behave 
more ethically in public than those who 
don’t, researchers found. The result chal-
lenges a hypothesis that masks encourage 
deviant behavior by increasing anonymity. 
The researchers did 10 different studies 
involving more than 68,000 participants. 

ASTRONOMY

U.S. wants to use Arecibo site for science education

A gash (center, left) in the dish of the famed Arecibo Observatory radio telescope, caused by an equipment collapse, has left it unusable since 2020.

Edited by 
Jeffrey Brainard
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Some tallied antisocial behavior of masked 
and unmasked people in public, such as 
pedestrians who ran red lights and bicy-
clists parking in no-parking zones. Another 
study measured whether participants 
lied about solving an unsolvable puzzle. 
In all these cases, masked people obeyed 
rules and acted ethically more often than 
unmasked ones, the researchers report this 
week in the Proceedings of the National 
Academy of Sciences.

Sharing antibiotics is no Rx 
PUBLIC HEALTH |  Thérèse Coffey, the 
United Kingdom’s secretary for health, 
drew criticism last week after she report-
edly said at an official meeting that she 
had shared leftover antibiotics with others, 
which is illegal in that country. Health 
researchers worry excessive prescribing 
and use of antibiotics will foster drug-
resistant microbes. Coffey’s comment 
came during a discussion of the pres-
sure on physicians to handle caseloads. 
The government is considering allowing 
pharmacies to provide patients antibiotics 
without a doctor’s prescription.

Warming cancels crab harvest
FISHERIES SCIENCE |  In a first, the state of 
Alaska last week canceled the $250 mil-
lion Bering Sea snow crab season because 
of a population crash that scientists 
blame largely on a marine heat wave. 
The population of the crab, Chionoecetes 
opilio, plummeted from an estimated 
11.7 billion in 2018 to about 2 billion this 
year. Temperatures on the Bering’s bot-
tom, where the crabs dwell, reached 3.5°C 
in 2018, up from 1.5°C in 2017, and stayed 
high for at least 2 years. Adjusting to the 
warmer waters would have stressed and 

potentially starved them, the National 
Oceanic and Atmospheric Administration 
said. After temperatures returned to nor-
mal starting in 2020, however, the crabs 
didn’t reappear. That indicates they did 
not temporarily move away in search of 
cooler water.

Blended viral strain draws fire 
COVID-19 |  Twitter exploded with out-
rage this week about a study in which 
scientists engineered the spike protein of 
Omicron—the fast-spreading but rela-
tively mild variant of SARS-CoV-2 that’s 
now pervasive—into a deadlier strain of 
the coronavirus found in Washington 
state early in the pandemic. The objective 
was to learn whether the protein alone 
explains Omicron’s lower pathogenicity. 
The hybrid virus killed 80% of infected 
mice, according to a preprint posted on 
14 October by Boston University (BU) 
researchers. Critics worried it could 
escape the lab. They also argued that the 
work, partially funded by the National 
Institutes of Health (NIH), qualifies as 
“gain-of-function” (GOF) research that 
makes risky pathogens more dangerous 
and should have gone through a high-level 
federal review (see p. 242). BU officials 
said the study, conducted under the sec-
ond highest level of biosafety precautions, 
BSL-3, was not GOF research because it 
resulted in a virus less deadly to mice 
than the original Washington strain, 
which killed 100% of the animals. They 
also said it was not subject to GOF review 
because NIH funds were only used for 
developing tools used in the experiment. 
Several non-BU virologists pointed out 
the mice were engineered to be extremely 
sensitive to SARS-CoV-2, which only kills 
about 1% of people.

THREE QS

Alaska’s snow crab harvest, canceled this year by the state, totaled more than 16.6 million kilograms in 2020.

Ukrainian science hangs on
As a new wave of Russian missiles began 
to rain down on Ukraine on 10 October, 
killing and wounding civilians, science was 
hit as well. One rocket blew out windows 
at the science ministry and the Taras 
Shevchenko National University of Kyiv. 
Also damaged was the headquarters 
of the National Academy of Sciences of 
Ukraine. Its president, Anatoly Zagorodny, 
71, added repairing the premises to a to-
do list that includes maintaining a pulse in 
160 science institutes and paying salaries 
to some 27,000 staff  as the war drains 
Ukraine’s budget. Science interviewed 
Zagorodny, a theoretical physicist, at 
the academy’s headquarters a few days 
before 10 October. A longer version 
of this interview is at https://scim.
ag/3QsZagorodny.

Q: Many Ukrainian scientists have 
fled. How will you entice them to 
come home after the war?
A: It really will be a big challenge. 
Many Ukrainian students are studying 
elsewhere in Europe. We need to ensure 
that international cooperation doesn’t 
contribute to the brain drain.

Q: How are those who stayed 
being helped?
A: The Austrian Academy of Sciences, 
ALLEA [All European Academies], PAN 
[the Polish Academy of Sciences], and 
others have announced, or are going 
to announce, special calls for support. 
And we are in conversation with PAN 
and the U.S. National Academy of 
Sciences on their new program [to invite 
proposals from teams of Polish scientists 
and colleagues in Ukraine]. We also 
appealed to leading manufacturers for 
scienti� c equipment. As of today, four 
companies—Agilent, Bruker, Carl Zeiss, 
and Analytik Jena—have nobly decided 
to donate urgently needed instruments 
totaling more than $4 million. We’re 
deeply grateful.

Q: As Russia attacks civilian targets, 
you could face a long winter.
A: We will recommend to institutes how to 
save equipment [for example, sample 
freezers and mass spectrometers that 
maintain a vacuum] and infrastructure 
if they lose electricity and heating. 
It’s terrorism, pure and simple. But 
Ukrainian people are united. I don’t 
know anyone who doesn’t believe we 
will be victorious.
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By Jennifer Couzin-Frankel

F
lorida Surgeon General Joseph Ladapo 
ignited a furor this month when, based 
on a state analysis purporting to show 
COVID-19 vaccines were linked to car-
diac deaths in young men, he advised 
men ages 18 to 39 to steer clear of the 

shots. Scientists slammed his warning and 
decried the eight-page analysis, which was 
anonymous and not peer reviewed, for its 
lack of transparency and flawed statistics. 

Still, COVID-19 vaccines do have a rare 
but worrisome cardiac side effect. Myocar-
ditis, an inflammation of the heart muscle 
that can cause chest pain and shortness of 
breath, has disproportionately struck older 
boys and young men who received the shots. 
Only one out of several thousand in those age 
groups is affected, and most quickly feel bet-
ter. The number of deaths tentatively linked 
to vaccine myocarditis around the world has 
been tiny. But several new studies suggest 
the heart muscle can take months to heal, 
and some scientists worry about what this 
means for patients long term. The U.S. Food 
and Drug Administration (FDA) has ordered 
vaccinemakers Pfizer and Moderna to con-
duct a raft of studies to assess these risks.

As they parse emerging data and fret over 
knowledge gaps, scientists and doctors are di-
vided over whether such concerns should in-
fluence vaccine recommendations, especially 

now that a new COVID-19 wave is looming 
and revamped boosters are hitting the scene. 
Nearly all urge vaccinating young people 
with the first two vaccine doses, but the case 
for boosters is more complicated. A key prob-
lem is that their benefits are unknown for 
the age group at highest risk of myocarditis, 
who are at lower risk of severe COVID-19 and 
other complications than older adults.

“I’m a vaccine advocate, and I would still 
vaccinate children,” says Jane Newburger, a 
pediatric cardiologist at Boston Children’s 
Hospital who has cared for and studied post-
vaccine myocarditis patients. But Michael 
Portman, a pediatric cardiologist at Seattle 
Children’s Hospital who’s also studying pa-
tients, says he would hesitate to recommend 
boosters to healthy teens. “I don’t want to 
cause panic,” Portman says—but he craves 
more clarity on the risk-benefit ratio. 

Earlier this month, a team from Kaiser 
Permanente Northern California and the 
U.S. Centers for Disease Control and Preven-
tion (CDC) reported the risk of myocarditis 
or pericarditis—inflammation of the tis-
sue surrounding the heart—was about one 
in 6700 in 12- to 15-year-old boys following 
the second vaccine dose, and about one in 
16,000 following the first booster. In 16- and 
17-year-olds, it was about one in 8000 after 
the second dose and one in 6000 after the 
first booster. Men ages 18 to 30 have a some-
what elevated risk as well. 

Many scientists suspect vaccine-driven 
myocarditis is somehow triggered by an im-
mune reaction following the COVID-19 shot. 
A study from Germany published last month 
in The New England Journal of Medicine sug-
gested it may be driven by an inflammatory 
response associated with SARS-CoV-2’s spike 
protein, which the messenger RNA (mRNA) 
vaccines coax the body to produce. The group 
reported finding certain antibodies in both 
vaccine-induced myocarditis patients and 
patients with severe COVID-19, which itself 
can cause myocarditis. The same antibodies, 
which interfere with normal inflammation 
control, also turned up in children who de-
veloped a rare, dangerous condition called 
multisystem inflammatory syndrome (MIS-
C) after a bout of COVID-19. “I think it’s re-
ally another mechanism,” says Karin Klingel, 
a cardiac pathologist at the University of 
Tübingen who helped lead the work. But 
whether the antibodies are directly causing 
myocarditis remains unclear.

Most postvaccine myocarditis patients 
are briefly hospitalized and their symp-
toms quickly abate. Newburger’s hospital 
has tracked 22 patients who developed the 
condition, and she is largely reassured by 
their healing. Portman agrees: “Many of 
these kids are asymptomatic after they 
leave the hospital.” 

But what he sees in the youngsters dur-
ing follow-up appointments nags at him: 

COVID-19

Heart risks fuel debate over COVID-19 boosters
With benefits unclear, some scientists question new round of shots for young people

I N  D E P T H

A teen receives a dose of the new Omicron-specific COVID-19 booster in a Pennsylvania pharmacy last month. Data on boosters’ benefits for young people are lacking.
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Although their heart rhythm is normal and 
they usually feel fine, MRI scans of their 
heart often show something called late gad-
olinium enhancement (LGE), which signi-
fies injury to the muscle. In June, Portman 
and his colleagues reported in The Journal 
of Pediatrics that 11 of 16 patients had LGE 
about 4 months after their bout of myocar-
ditis, although the area affected in the heart 
had shrunk since they were hospitalized. This 
month, a CDC team reported that among 
151 patients who had follow-up cardiac MRIs 
after at least 3 months, 54% had abnormali-
ties, mostly LGE or inflammation. 

How much to worry about lingering scar-
ring in vaccinated patients is a question 
mark. Right now, this “doesn’t seem to corre-
late to adverse clinical outcomes,” says Peter 
Liu, chief scientific officer of the University of 
Ottawa Heart Institute. Nonetheless, “We’re 
tracking these” patients over time, Liu says, 
in a registry study of about 200 affected 
people across Canada so far. “We need lon-
ger term data to reassure us and the public,” 
agrees Hunter Wilson, a pediatric 
cardiologist at Children’s Health-
care of Atlanta who supports 
boosters for young people. (He 
recently led a study comparing 
outcomes from myocarditis in-
duced by vaccines, by COVID-19 
itself, and by MIS-C, which is 
available as a preprint and is un-
der journal review.) 

FDA is requiring six myocar-
ditis studies each from Pfizer 
and Moderna, the makers of the 
two mRNA vaccines. Newburger, 
who’s also keen for longer term 
data, co-leads one of them in 
conjunction with the Pediatric Heart Net-
work; the study, which Portman is involved 
in as well, aims to start recruiting up to 
500 patients later this fall. The various 
studies will assess not only full-blown myo-
carditis, but also a shadow version called 
subclinical myocarditis, in which individuals 
remain symptom-free.

Subclinical myocarditis may be more 
common than thought. Christian Müller, 
director of the Cardiovascular Research 
Institute at University Hospital Basel, re-
cently collected blood samples from almost 
800 hospital workers 3 days after they got a 
COVID-19 booster. None met the criteria for 
myocarditis but 40 had high levels of tropo-
nin, a molecule that can indicate damage to 
the heart muscle. Chronic heart problems 
and other preexisting conditions might 
be to blame in 18 cases, but for the other 
22 cases—2.8% of participants, women and 
men—Müller believes the vaccine caused 
troponin levels to rise. The findings, which 
he presented at a meeting in August, align 

with those of a recently published study 
from Thailand. 

The good news: In both studies, troponin 
levels quickly fell to normal. And a brief 
troponin spike without symptoms doesn’t 
concern Müller: “If we’re healthy and we 
lose 1000, 2000 [heart muscle cells], that is 
irrelevant,” he says. What worries him is a 
potential cumulative effect of annual boost-
ers. “I’m highly concerned if we consider 
this a recurrent phenomenon.” 

The big question is whether any risk, how-
ever minimal, to the heart is outweighed by 
the benefits of a booster. Young people are 
rarely hospitalized for COVID-19, but the vi-
rus is not risk-free for them either. Last year, 
a study of nearly 1600 college athletes prior 
to vaccination found 2.3% had either clini-
cal or subclinical myocarditis after a bout of 
COVID-19. Other serious effects of infection 
include MIS-C and Long Covid. Studies in 
adults suggest vaccination reduces the risk 
of Long Covid by anywhere from 15% to 80%. 
“Because of that, I really think vaccination is 

worth it,” Liu says. 
Müller does not: He’s glad 

his teenage daughters received 
their initial vaccine series but 
has no plans get them a booster. 
Paul Offit, an infectious disease 
specialist at the Children’s Hos-
pital of Philadelphia, thinks 
that if the goal is to stave off 
severe illness, there’s little evi-
dence healthy people under age 
65 need a booster dose—and 
certainly not adolescents. 

Countries are divided as well: 
In Switzerland, Germany, and 
Denmark, the new bivalent 

boosters are recommended mainly for older 
adults and vulnerable younger ones. In the 
United States, in contrast, CDC now recom-
mends that everyone age 5 and up, regard-
less of health history, get boosted.

Complicating the risk-benefit analysis 
are the pandemic’s ever-changing currents. 
Omicron, now the dominant variant, “seems 
a whole lot milder” than its predecessors, 
Newburger says. CDC reports that as of Au-
gust, at least 86% of children in the United 
States have been infected by SARS-CoV-2, 
which may reduce their risk of future infec-
tions. At the same time, “We’re seeing so much 
less vaccine myocarditis now” than last year, 
Newburger says. She doesn’t know why, but 
the trend might alleviate concerns about the 
side effect. “Everything is a moving target.” 

The uncertainty is frustrating—but that’s 
the story of the pandemic, says Walid 
Gellad, a physician who studies drug safety 
at the University of Pittsburgh: “Everything 
that we need to know we end up learning 
after we needed to know it.” j

NEWS

“Everything 
that we need 

to know 
we end up 

learning after 
we needed 
to know it.”
Walid Gellad, 

University of Pittsburgh

By Sofia Moutinho

B
razil’s presidential race is much 
closer than the polls predicted—and 
scientists are fretting. Many fear 
that another term for President Jair 
Bolsonaro, the right-wing former 
army captain who frequently attacked 

science, would bring irreversible damage 
to science, education, the environment—
and even to Brazilian democracy itself. 
Bolsonaro has cast doubts on the Brazilian 
voting system and signaled he will not rec-
ognize the results if he loses.

His rival, leftist former President Luiz 
Inácio “Lula” da Silva, comes with his own 
baggage: He was convicted on corruption 
charges in 2018 and spent 18 months in 
prison before his sentence was annulled. 
But he has promised to invest more in sci-
ence and to chart a greener course than dur-
ing his first presidency, from 2003 to 2011.

In September, polling data sug-
gested Lula had a comfortable lead and 
might even win an absolute majority 
in the first round on 2 October. But he 
only received 48% of the vote, whereas 
Bolsonaro did better than expected with 
43%, necessitating a 30 October run-
off. “I’m worried,” says Luiz David ovich, 
a professor and physicist at the Federal 
University of Rio de Janeiro’s main cam-
pus and former president of the Brazilian 
Academy of Sciences. “What is at stake now 
is democracy itself, the freedom of think-
ing, and the survival of science in Brazil.”

Bolsonaro’s government made deep 
cuts in science and education budgets. He 
also ridiculed evidence-based COVID-19 
measures such as vaccination and social 
distancing while promoting unproven 
treatments such as hydroxychloroquine. 
Last year, a parliamentary inquiry recom-
mended Bolsonaro be charged with crimes 
against humanity for his administration’s 

Brazil’s 
election is a 
cliffhanger 
for scientists
Second Bolsonaro term 
could be “final nail” for 
science and environment

RESEARCH POLICY
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botched response to the pandemic, which 
killed more than 600,000 Brazilians.

Bolsonaro’s administration promoted 
development in the Amazon and often 
turned a blind eye to illegal deforesta-
tion, resulting in the loss of 31,000 square 
kilometers of vegetation, an area the size of 
Belgium, during his 4 years in power. (Ac-
cording to the independent research group 
MapBiomas, only 2.4% of satellite-based 
deforestation alerts issued by federal envi-
ronmental agencies between 2019 
and 2021 resulted in follow-up in-
spections or enforcement.) The 
government created new rules that 
weakened environmental inspec-
tions, and in March, Bolsonaro pro-
posed a new law allowing mining 
concessions inside Indigenous re-
serves. The bill, which critics say vi-
olates Indigenous sovereignty rights 
guaranteed under Brazil’s constitu-
tion, was fast-tracked and is now 
under consideration in Congress.

The government has also weak-
ened federal agencies and institu-
tions in charge of monitoring and 
acting on deforestation, such as the 
Brazilian Institute of Environment 
and Renewable Natural Resources 
and the National Space Agency 
(Science, 27 May, p. 910). Even a 
new government would “have a 
hard time to stop the destruction 
and rebuild the institutions,” says 
Mercedes Bustamante, an ecologist 
at the Federal University of Brasília 
and a member of the Intergovern-
mental Panel on Climate Change.

During Lula’s presidency a de-
cade ago, science funding grew, 
especially during his first term. 
Lula also presided over a boom-
ing economy that lifted millions 
out of poverty, but his administra-
tion was tainted by accusations of 
corruption, culminating in the im-
peachment of his successor Dilma 
Rousseff in 2016 and Lula’s arrest 
and conviction for corruption and 
money laundering in 2018. His 
12-year sentence was annulled in 2020 be-
cause the judge who convicted him was 
deemed partial, but Lula was never offi-
cially absolved. He proclaims his innocence 
and argues his prosecution was politically 
motivated.

Regardless of his past, many scien-
tists and environmental advocates be-
lieve he is the better alternative. Whereas 
Bolsonaro’s election platform is vague on 
science, calling for more private funding 
for technological innovation in companies, 
Lula’s platform describes science as “stra-

tegical and central to transforming Brazil 
into a truly sovereign and developed coun-
try.” The former union leader often boasts 
about opening more public universities 
than any other president and promises 
new investments to foster scientific and 
technological development. His campaign 
has pledged to follow a “zero deforesta-
tion” policy, combat illegal land use, and 
restore degraded areas. His platform says 
Brazil will honor its commitment to reduce 

carbon emissions under the 2015 Paris 
agreement. (Bolsonaro’s government has 
been criticized for its permissive approach 
to calculating those carbon emissions.)

Lula didn’t always prioritize the environ-
ment. Marina da Silva, his former environ-
ment minister, left his government in 2008 
because she opposed Lula’s development 
plans, including the construction of the 
Belo Monte hydropower dam, a massive 
project in Para state. But Lula recently won 
back her support by adopting several points 
of da Silva’s environmental agenda, includ-

ing the pledge to make Brazil a leader in the 
fight against climate change.

Davidovich has some faith that Lula will 
honor his promises. In June, he and col-
leagues at the Brazilian Academy of Sciences 
prepared a report containing science, educa-
tion, and environmental policy advice for the 
next government. Lula sent a representative 
to discuss his plans with the group—the only 
candidate to do so. “This is a very positive 
sign,” Davidovich says. “It shows they are 

open for dialogue and interested in 
science and innovation.”

Repairing Brazil’s image abroad 
would be one of Lula’s most impor-
tant challenges, says physicist and 
ecologist Paulo Artaxo at the Uni-
versity of São Paulo’s main campus. 
“Brazil will have to go back to be 
an important player in the interna-
tional scenario, not only in climate 
and environmental issues, but as a 
leader in Latin America,” he says.

But a Lula government would be 
severely constrained. The Brazilian 
Congress has already approved the 
budget for 2023, which contains 
major cuts for science and educa-
tion that the Brazilian Society for 
the Advancement of Science, in 
an open letter last month, called a 
“suicidal strategy” for science. As a 
last-minute act, Bolsonaro also ap-
proved by decree a cut of 1.2 billion 
reais ($225 million) to the National 
Fund for Scientific and Technologi-
cal Development. The cut could 
hamper operations at Sirius, a re-
cently completed accelerator that 
will generate intense radiation for 
biology and materials studies.

The composition of the new 
Congress elected on 2 October 
would also hamper a Lula govern-
ment. No party won an absolute 
majority, but Bolsonaro’s Liberal 
Party has the largest number of 
seats in both houses of parliament, 
tipping Congress further to the 
right. If Lula becomes president, 
his Worker’s Party would have to 

form difficult alliances with center-right 
parties to govern.

That’s still much better than another 
term for the sitting president, Bustamante 
says. “This election is not about what a new 
government can build; it is about what is 
left for us to protect,” she says. “Four more 
years of Bolsonaro would be to put a final 
nail in the coffin for science and the envi-
ronment in Brazil.” j

Sofi a Moutinho is a science journalist in 
Rio de Janeiro.

Luiz Inacio “Lula” da Silva (left) and Jair Bolsonaro (right) face off in a 
28 August election debate. Bolsonaro has signaled he may not accept defeat. 
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By Ann Gibbons

O
n a drizzly April morning in 2006, a 
geneticist had the sobering task of 
helping sort 50 boxes of bones in the 
Museum of London’s basement into 
two stacks. One contained the re-
mains of people who died 700 years 

ago during the Black Death. In the other 
were bones from survivors of the plague 
who had been buried a year or more later in 
the same medieval cemetery near the Tower 
of London.

As Jennifer Klunk, then a graduate stu-
dent at McMaster University, examined the 
remains, she wondered what made the two 
groups different. “Why did some people die 
during the Black Death and others didn’t?” 
Klunk, now at Daicel Arbor Biosciences, re-
members thinking.

Other scholars have been pondering that 
mystery for centuries. But now, by analyz-
ing DNA from those old bones and others 
from London and Denmark, Klunk and her 
colleagues have found an answer: The sur-
vivors were much more likely to carry gene 
variants that boosted their immune response 
to Yersinia pestis, the flea-borne bacterium 
that causes the plague. One variant alone 
appears to have increased the chance of sur-
viving the plague by 40%, they reported in 
Nature this week. “We were blown away. … 
It’s not a small effect,” says Hendrik Poinar, 

an evolutionary geneticist at McMaster and 
co–lead author of the study (and Klunk’s 
Ph.D. adviser).

The findings also indicate the Black Death 
caused a dramatic jump in the proportion of 
people carrying the protective variant; it is 
the strongest surge of natural selection on 
the human genome documented so far. But 
the improved immunity came at a cost: To-
day, the variant is also associated with higher 
risk of autoimmune diseases.

“This is a truly impressive paper,” says 
population geneticist David Enard at the 
University of Arizona, who is not part of 
the study. “The implications of the potential 
speed and power of natural selection in im-
mune genes are wild.”

The Black Death is the deadliest pandemic 
recorded in human history. In the mid–14th 
century, it killed 30% to 50% of all people liv-
ing in Europe, the Middle East, and Africa. 
Researchers have long thought the catastro-
phe must have left a mark on the genome 
of survivors, giving future generations some 
immunity against resurgences of the plague. 
But identifying that mark has proved diffi-
cult, in part because genes involved in im-
munity rapidly change in frequency as new 
pathogens arrive. It is “not feasible” to detect 
the plague’s genomic signature in living hu-
mans, says molecular anthropologist Anne 
Stone of Arizona State University, Tempe, 
who is not part of the study.

Over the past decade, new techniques for 
analyzing ancient DNA made it possible to 
search for the legacies of pathogens in the 
genomes of people who died long ago. But 
researchers studying the plague struggled to 
find enough well-dated samples from victims 
and survivors to reveal real differences in the 
frequency of immune genes.

Poinar found an answer to that problem 
in the East Smithfield Cemetery in London, 
on land that King Edward III bought for a 
plague pit. Its thousands of burials represent 
a well-dated time capsule. Plague victims 
who died in 1348 and 1349, when the disease 
first ravaged the city, are buried in mass 
graves at the bottom; survivors who died 
in 1350 or later are above them. The team 
extracted bone samples from 318 skeletons 
from this cemetery and two others in Lon-
don, as well as from 198 remains found at 
five sites in Denmark. This gave them well-
dated samples from some 500 people who 
lived during a 100-year window before, dur-
ing, and after the plague.

After Klunk extracted and sequenced 
DNA from the bones, a team co-led by hu-
man geneticists Luis Barreiro and Tauras 
Vilgalys of the University of Chicago used 
the highest quality DNA from 206 individu-
als to examine 356 genes associated with 
immune responses. The team identified an 
astonishing 245 gene variants that rose or 
fell in frequency before and after the Black 
Death in people in London, four of which 
were also found in samples from Denmark.

Changes in the code for one gene stood 
out: ERAP2, which encodes a protein called 
endoplasmic reticulum aminopeptidase 2. 
Previous work had shown ERAP2 helps im-
mune cells recognize and fight threatening 
viruses. The team confirmed it also can sup-
press Y. pestis bacteria by measuring how 
the genes of cultured human immune cells 
responded to the pathogen.

The researchers found two variants, or 
alleles, of ERAP2 in their samples. They dif-
fer by just one letter in the genetic code. But 
that difference—which determines whether 
the gene produces a full-size or truncated 
protein—had a big impact on immunity. Peo-
ple who inherited two copies of the allele for 
the full protein were twice as likely to have 
survived the plague as those who inherited 
the variant making the truncated version.

An analysis of 143 samples from London 
also indicated that, before the Black Death, 
40% of Londoners carried one or two cop-
ies of the protective variant. But only 35% 
of plague victims carried it. And after the 
plague, the share of Londoners carrying the 
protective variant rose to more than 50% 

How the Black Death left its 
mark on immune system genes
Study of DNA from medieval victims and survivors finds 
gene that helped protect people from deadly pathogen

HUMAN EVOLUTION

Scientists studying the Black Death pulled DNA from 
bones buried in London’s East Smithfield Cemetery. 
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within just a few generations. In Denmark, 
where the sample size was smaller, the 
proportion of people carrying the protec-
tive variant rose from 45% before the Black 
Death to 70% after.

Although the 10-percentage-point in-
crease seen in London might not seem like 
a lot, researchers have never before docu-
mented such a rapid surge in a human ge-
netic variant, Barreiro says. “Given the fairly 
large size of the population [of London] at 
the time, a 10% change in allele frequency 
in only three or four generations is highly 
unusual,” he says. It is among the fastest ex-
amples of natural selection ever detected in 
humans, says population geneticist Monty 
Slatkin of the University of California, 
Berkeley, who is not part of the study.

Today, the protective variant is still found 
in about 45% of British people in the 1000 
Genomes database, a catalog of genetic vari-
ation. That is surprisingly high, because the 
protective variant has a downside. Earlier 
work has shown it comes with a higher risk 
of developing autoimmune disorders, such 
as Crohn disease and rheumatoid arthritis. 
“Once the pandemic is gone, this cost be-
comes apparent,” Enard says. The variant’s 
high proportion suggests natural selection 
continued to favor it until recently, presum-
ably because the plague remained endemic 
in Europe and Asia into the 19th century.

Researchers are now checking to see 
whether the protective variant and three 
other potential plague-resistance variants 
identified by the Nature study are present 
and show frequency shifts in other ancient 
populations, especially in Africa. One recent 
study from Norway, which analyzed DNA 
from 54 people who lived before, during, 
and after the Black Death in Trondheim, 
found no big swings in the four genes, says 
Tom Gilbert, an evolutionary biologist at 
the University of Copenhagen who co-led 
the work. But Gilbert and population genet-
icist Ziyue Gao of the University of Penn-
sylvania say that if researchers can confirm 
such gene surges in more populations, that 
could help rule out the possibility that the 
new findings were skewed, for example by 
the way researchers commonly reconstruct 
degraded DNA sequences.

Still, Gilbert expects the results to hold 
up. And they have led him to wonder 
whether genetic shifts—and not better pest 
control or improved cleanliness—explain 
why Y. pestis is less dangerous today than it 
was in the 14th century. “We have assumed 
that the plague went away because we’ve 
become cleverer at cleaning our houses 
and keeping rats out,” Gilbert says. “But 
wouldn’t it be awesome if it went away be-
cause we became immune, not just because 
we have better hygiene?” j

By Daniel Clery

L
ate last month in Munich, engi-
neers at the European aerospace 
firm Airbus showed off what might 
be the future of clean energy. They 
collected sunlight with solar pan-
els, transformed it into microwaves, 

and beamed the energy across an aircraft 
hangar, where it was turned back to elec-
tricity that, among other things, lit up a 
model of a city. The demo delivered just 
2 kilowatts over 36 meters, but it raised a 
serious question: Is it time to resurrect a 
scheme long derided as sci-
ence fiction and launch giant 
satellites to collect solar en-
ergy in space? In a high or-
bit, liberated from clouds and 
nighttime, they could gener-
ate power 24 hours a day and 
beam it down to Earth.

 “It’s not new science, it’s an 
engineering problem,” says Air-
bus engineer Jean-Dominique 
Coste. “But it’s never been done 
at [large] scale.”

The urgent need for green 
energy, cheaper access to 
space, and improvements in technology 
could finally change that, proponents of 
space solar power believe. “Once someone 
makes the commercial investment, it will 
bloom. It could be a trillion-dollar indus-
try,” says former NASA researcher John 
Mankins, who evaluated space solar power 
for the agency a decade ago.

Major investments are likely far in the 
future, and myriad questions remain in-
cluding whether beaming gigawatts of 
power down to the planet can be done 
efficiently—and without frying birds, if 
not people. But the idea is moving from 
concept papers to an increasing number 
of tests on the ground and in space. The 
European Space Agency (ESA)—which 
sponsored the Munich demo—will next 
month propose to its member states a pro-
gram of ground experiments to assess the 
viability of the scheme. The U.K. govern-
ment this year offered up to £6 million in 
grants to test technologies. Chinese, Japa-

nese, South Korean, and U.S. agencies all 
have small efforts underway. “The tone 
and tenor of the whole conversation has 
changed,” says NASA policy analyst Nikolai 
Joseph, author of an assessment NASA 
plans to release in the coming weeks. What 
once seemed impossible, space policy ana-
lyst Karen Jones of Aerospace Corporation 
says, may now be a matter of “pulling it all 
together and making it work.”

NASA first investigated the concept of 
space solar power during the mid-1970s fuel 
crisis. But a proposed space demonstration 
mission—with ’70s technology lofted in the 

Space Shuttle and assembled 
by astronauts—would have 
cost about $1 trillion. The 
idea was shelved and, ac-
cording to Mankins, remains 
a taboo subject for many at 
the agency.

Today, both space and so-
lar power technology have 
changed beyond recogni-
tion. The efficiency of photo-
voltaic (PV) solar cells has 
increased 25% over the past 
decade, Jones says, while 
costs have plummeted. 

Microwave transmitters and receivers are 
a well-developed technology in the tele-
coms industry. Robots being developed to 
repair and refuel satellites in orbit could 
be turned to building giant solar arrays. 

But the biggest boost for the idea has 
come from falling launch costs. A solar 
power satellite big enough to replace a typ-
ical nuclear or coal-powered station will 
need to be kilometers across, demanding 
hundreds of launches. “It would require a 
large-scale construction site in orbit,” says 
ESA space scientist Sanjay Vijendran.

Private space company SpaceX has 
made the notion seem less outlandish. A 
SpaceX Falcon 9 rocket lofts cargo at about 
$2600 per kilogram—less than 5% of what 
it cost on the Space Shuttle—and the com-
pany promises rates of just $10 per kilo-
gram on its gigantic Starship, due for its 
first launch this year (Science, 12 August, 
p. 702). “It’s changing the equation,” Jones 
says. “Economics is everything.” 

Has a new dawn arrived for 
space-based solar power?
Better technology and falling launch costs revive interest 
in a science-fiction technology 

ENERGY TECHNOLOGY 

“Once someone 
makes the … 

investment, it will 
bloom. It could 

be a trillion-dollar 
industry.”

John Mankins, space 
solar power consultant 
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Similarly, mass production is reduc-
ing the cost of space hardware. Satellites 
are typically one-offs built with expensive 
space-rated components. NASA’s Perse-
verance rover on Mars, for example, cost 
$2 million per kilogram. In contrast, 
SpaceX can churn out its Starlink com-
munication satellites for less than $1000 
per kilogram. That approach could work 
for giant space structures made of huge 
numbers of identical low-
cost components, Mankins, 
now with the consultancy 
Artemis Innovation Man-
agement Solutions, has 
long argued. Combine 
low-cost launches and this 
“hypermodularity,” he says, 
and “suddenly the econom-
ics of space solar power be-
come obvious.”

Better engineering could 
make those economics more 
favorable. Coste says Air-
bus’s demo in Munich was 
5% efficient overall, com-
paring the input of solar 
energy with the output of 
electricity. Ground-based 
solar arrays do better, but 
only when the Sun shines. If 
space solar can achieve 20% 
efficiency, recent studies say 
it could compete with exist-
ing energy sources on price.

Lower weight compo-
nents will also improve the 
cost calculus. “Sandwich 
panels,” pizza box–size de-
vices with PV cells on one 
side, electronics in the 
middle, and a microwave 
transmitter on the other, 
could help. Put thousands 
of these together like a tiled 
floor and they form the ba-
sis of a space solar satellite 
without a lot of heavy ca-
bling to shift power around. 
Researchers have been test-
ing prototypes on the ground for years, but 
in 2020 a team at the U.S. Naval Research 
Laboratory (NRL) got its aboard the Air 
Force’s X-37B experimental space plane.

“It’s still in orbit, producing data the 
whole time,” says project leader Paul Jaffe 
of NRL. The panel is 8% efficient at con-
verting solar power into microwaves but 
does not send them to Earth. Next year, 
however, the Air Force plans to test a sand-
wich panel that will beam its energy down. 
And a team at the California Institute of 
Technology will launch its prototype panel 
in December with SpaceX.

The drawback of sandwich panels is that 
the microwave side must always face to-
ward Earth so, as the satellite orbits, the 
PV side sometimes turns away from the 
Sun. To maintain 24-hour power, a satel-
lite will need mirrors to keep that side il-
luminated, with the added benefit that the 
mirrors can also concentrate light onto the 
PV. A 2012 NASA study by Mankins put 
forward a design in which a bowl-shaped 

structure with thousands of individually 
steerable thin-film mirrors directs light 
onto the PV array.

Ian Cash of the United Kingdom’s In-
ternational Electric Company has devel-
oped a different approach. His proposed 
satellite uses large, fixed mirrors angled 
to deflect light onto a PV and microwave 
array while the whole structure rotates to 
keep the mirrors pointing sunward (see 
graphic, above). Power from the PV cells is 
converted to microwaves and fed to 1 bil-
lion small perpendicular antennas, which 
together act as a “phased array,” elec-

tronically steering the beam toward Earth 
whatever the satellite’s orientation. This 
design, Cash says, delivers the most power 
for its mass, making it “the most competi-
tive economically.”

If a space-based power station ever 
does fly, the power it generates will need 
to get to the ground efficiently and safely. 
In a recent ground-based test, Jaffe’s team 
at NRL beamed 1.6 kilowatts over 1 kilo-

meter, and teams in Japan, 
China, and South Korea 
have similar efforts. But 
current transmitters and 
receivers lose half their in-
put power. For space solar, 
power beaming needs 75% 
efficiency, Vijendran says, 
“ideally 90%.”

The safety of beaming 
gigawatts through the at-
mosphere also needs test-
ing. Most designs aim to 
produce a beam kilometers 
wide so that any spacecraft, 
plane, person, or bird that 
strays into it only receives a 
tiny—hopefully harmless—
portion of the 2-gigawatt 
transmission. Receiving 
antennas are cheap to build 
but they “need a lot of 
real estate,” Jones says, al-
though she says you could 
grow crops under them or 
site them offshore.

For now, Europe is 
where public agencies are 
taking space solar power 
most seriously. “There’s 
a commitment there that 
you don’t see in the U.S.,” 
Jones says. Last year, ESA 
commissioned two cost/
benefit studies of space 
solar. Vijendran says they 
concluded it could con-
ceivably match ground-
based renewables on cost. 
But even at a higher price, 

comparable to nuclear power, its around-
the-clock availability—unlike conventional 
solar or wind—would make it competitive.

In November, ESA will ask member 
states to fund an assessment of whether 
the technical hurdles can be overcome. If 
the news is good, the agency will lay out 
plans for a full effort in 2025. Armed with 
€15 billion to €20 billion, ESA could put 
a megawatt-scale demonstration facility in 
orbit by 2030 and scale up to gigawatts—
the equivalent of a conventional power 
station—by 2040, Vijendran says. “It’s like 
a moonshot.” j
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Here comes the Sun
The plummeting cost of space launches and electronics may make space solar 
power viable. All designs need photovoltaic (PV) cells, sometimes fed by mirrors, and 
microwave transmitters to beam down energy, and all will be kilometers wide, requiring 
assembly in orbit. Below is a design concept from the International Electric Company.

1  Catching light
Lightweight mirrors, on either end, 
deflect sunlight toward the central 
solar array. Satellite rotates to keep 
them pointing sunward.

2  Making power
PV cells convert light to 
electricity, which is used to 
generate microwaves. 

3  Beam it down
Phased array of transmitters 
focuses gigawatt-power beam 
anywhere on Earth in line of sight. 

4  Receiving station
Kilometers-wide array of 
antennas, on land or offshore, 
converts microwaves 
to electricity for the power grid.
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By Mitch Leslie

C
all it a genetic firewall. By partially 
rewriting the genetic code in bacte-
ria, two groups of researchers have 
found they can thwart invading 
viruses, which must hijack the mi-
crobes’ genetic machinery to repli-

cate. The strategy, described this week in 
Science and in a preprint posted in July, 
could shield drug-producing bacteria from 
viral attacks and keep potentially danger-
ous genes from escaping from genetically 
modified organisms.

“These are important steps forward,” says 
synthetic biologist Ned Budisa of 
the University of Manitoba, who 
wasn’t connected to the research. 
“Both works have great techno-
logical promise.”

Nearly every living thing re-
lies on the same genetic code. 
Various sequences of three DNA 
nucleotides, called codons, tell a 
cell which amino acid to install 
where in a protein. So-called 
transfer RNAs, or tRNAs, read the 
codons and act on their instruc-
tions. Each type of tRNA carries 
a specific amino acid that it adds 
to a growing protein strand only 
when it recognizes the correct co-
don. Cells also carry three kinds 
of stop codons that tell them 
when to stop making a protein.

Because organisms share this 
genetic programming language, they can 
gain new abilities by acquiring genes from 
other organisms. The common language 
also allows researchers to insert human 
genes into bacteria, coaxing the cells to 
manufacture drugs such as insulin. But a 
universal genetic code leaves cells vulner-
able to interlopers such as viruses and plas-
mids, DNA snippets that reproduce inside 
bacteria and can ferry genes among them.

For years, researchers have tried to block 
this traffic. In 2013, synthetic biologist 
George Church of Harvard Medical School 
and colleagues genetically tweaked the bac-
terium Escherichia coli, replacing one of 
its stop codons with another version. The 
team modified the bacterium’s tRNAs so 
that when it reads the original stop codon—
say, in the genome of an invading virus—it 
installs an inappropriate amino acid that 

impairs the viral protein. The modified mi-
crobe could safely synthesize its own pro-
teins but was resistant to several kinds of 
viruses and plasmids.

Last year, synthetic biologist Jason Chin 
of the University of Cambridge and his team 
went a step further. They swapped out the 
same stop codon in E. coli, but they added 
another layer of protection. They replaced 
two of the codons for the amino acid serine 
in the microbe’s genome with two different 
serine codons. They then deleted the tRNAs 
that would recognize the original serine 
codons. This modified bacterial strain, 
dubbed Syn61D3, could not read two serine 

codons found in invaders, helping it shrug 
off bacteria-infecting viruses.

Still, Syn61D3 isn’t invincible. A team led 
by Church and his postdoc Akos Nyerges 
showed it was susceptible to 12 types of vi-
ruses isolated from various sources, includ-
ing pig manure and a chicken shed. So Chin 
and colleagues have added new protections. 
They devised tRNAs that actively ruin viral 
proteins by delivering the wrong amino 
acids—including proline and alanine—in re-
sponse to outsiders’ serine codons.

The group tested its improved Syn61D3 
by exposing it to a pair of viruses fished out 
of the River Cam in Cambridge. Both killed 
the original Syn61D3 but spared upgraded 
versions, the scientists report this week in 
Science. They also showed that although the 
improved Syn61D3 cells could exchange a 
plasmid engineered to use their modified 

genetic code, they could not share the plas-
mid with other bacteria. “We have created 
a form of life that doesn’t read the canoni-
cal genetic code and that writes its genetic 
information in a form that can’t be read” by 
other organisms, Chin says.

Church’s and Nyerges’s team followed a 
similar strategy. The researchers endowed 
Syn61D3 with modified tRNAs that misread 
two of the serine codons carried by invad-
ing viruses, inserting leucine instead of ser-
ine. Compared with the original Syn61D3, 
the altered microbes became more resistant 
to the 12 viruses that scientists had plucked 
from environmental samples, the team re-

vealed in July. The paper “shows 
a way to make any organism re-
sistant to all viruses—and with 
one step,” Church says. (The team 
also made sure the microbes re-
quire an amino acid that doesn’t 
occur in nature, ensuring they 
can’t survive if they escape.)

Such recoding might help pre-
vent viral outbreaks in factories 
that use bacteria to churn out 
drugs or other products. And by 
recoding genetically modified 
organisms, researchers might 
prevent other organisms from ac-
quiring their DNA. The bacteria 
could also help biologists study 
the evolution of the genetic code 
itself, says synthetic biologist 
Chang Liu of the University of Cal-
ifornia, Irvine. Now, researchers 

can “ask why the genetic code is the way it is.”
Church says viruses are unlikely to evolve 

strategies for getting around this defense be-
cause it involves more than 200,000 changes 
to the microbes’ genome. And synthetic bio-
logist Drew Endy of Stanford University says 
the researchers deserve credit for the rigor 
with which they tested the viral resistance 
of the bacteria. “One of the most beautiful 
things they’ve done here is they’ve gone out 
into the wild” to find viruses, he says.

Still, he and others aren’t so sure the bugs 
are genetically locked off from other living 
things. “We still need to be very careful,” 
Budisa says. “I can’t put my hand in a fire 
and say, ‘This is a perfect firewall.’” Endy 
agrees. “It’s an arms race between human 
ingenuity and natural biodiversity,” he says, 
“and we don’t know how long the race is yet 
to run.” j

Bacteria with a revised genetic code resist attacks from invaders, 
such as viruses known as bacteriophages (green).

MICROBIOLOGY 

‘Recoded’ bacteria shrug off viral attacks
Modified cells don’t allow invaders to replicate and don’t share DNA
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The United States is moving to tighten oversight of studies that could make 
viruses more dangerous. But how far should it go?  By Jocelyn Kaiser

MAKING TROUBLE

F E AT U R E S

I
n a U.S. government lab in Bethesda, 
Maryland, virologists plan to equip 
the strain of the monkeypox virus 
that spread globally this year, caus-
ing mostly rash and flulike symptoms, 
with genes from a second monkeypox 
strain that causes more serious ill-
ness. Then they’ll see whether any 
of the changes make the virus more 

lethal to mice. The researchers hope 
that unraveling how specific genes make 
monkeypox more deadly will lead to better 
drugs and vaccines.

Some scientists are alarmed by the planned 
experiments, which were first reported by 
Science (16 September, p. 1252). If a more po-
tent version of the outbreak strain accidentally 
escaped the high-containment, high-security 

lab at the National Institute of Allergy and In-
fectious Diseases (NIAID), it could spark an 
“epidemic with substantially more lethality,” 
fears epidemiologist Thomas Inglesby, direc-
tor of the Center for Health Security at the 
Johns Hopkins University Bloomberg School 
of Public Health. That’s why he and others 
argue the experiments should undergo a spe-
cial review required for especially risky U.S.-
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funded studies that might create a pathogen 
that could launch a catastrophic pandemic.

But it’s not clear that the rules apply to 
the proposed study. In a 2018, a safety panel 
determined it was exempt from review. 
Monkeypox did not meet the definition of 
a “potential pandemic pathogen” (PPP), the 
panel decided, because it didn’t spread eas-
ily. Now, with monkeypox widespread, the 
National Institutes of Health (NIH) is plan-
ning to reexamine the work, but it still might 
not qualify as “enhancing” a PPP, the agency 
says. That’s because the study will swap nat-
ural mutations, not create new ones, so it is 
not expected to create a monkeypox strain 
more virulent than the two already known.

The monkeypox controversy marks just 
the latest flare-up in a decade-old debate over 
exactly when a study that alters a pathogen 
is too risky for the U.S. government to fund—
and who should have the power to decide. 
That wrangling became especially ferocious 
over the past 2 years, as the COVID-19 pan-
demic spawned allegations, so far unproven, 
that SARS-CoV-2 escaped from a laboratory 
in China. Now, in the pandemic’s wake, the 
U.S. government appears poised to make 
sizable changes to how it manages so-called 
gain-of-function (GOF) studies that tweak 
pathogens in ways that could make them 
spread faster or more dangerous to people.

Last month, an expert panel convened by 
NIH and its parent agency, the Department 
of Health and Human Services (HHS), re-
leased a draft report that recommends the 
GOF rules be broadened to include patho-
gens and experiments that are exempt from 
the current scheme. If the recommendation 
is adopted—which could come next year—the 
monkeypox study could come under tighter 
scrutiny. And other researchers working with 
viruses such as Ebola, seasonal flu strains, 
measles, and even common cold viruses 
could face new oversight and restrictions.

Some scientists are watching nervously, 
worried that an expanded definition could 
worsen what they already see as a murky, 
problematic oversight system. The existing 
rules, they say, have caused confusion and 
delays that have deterred scientists from 
pursuing studies critical to understand-
ing emerging pathogens and finding ways 
to fight them. If not implemented carefully, 
the proposed changes could “greatly impede 
research into evolving or emerging viruses,” 
worries virologist Linda Saif of Ohio State 
University, Wooster. She and others say ex-
panding the regulations could add costly red 
tape, potentially driving research overseas or 
into the private sector, where U.S. regulations 
don’t apply or are looser. 

Others say the proposed changes don’t go 
far enough. They’d like to see the U.S. gov-
ernment create an entirely new independent 

body to oversee risky research, and for the 
public to get far more information about pro-
posed experiments that could have fearsome 
consequences. Some have even called for 
curbing the now common practice of collect-
ing viruses from wild animals and studying 
them in the lab, saying it only increases the 
risks that the viruses—or modified versions—
will jump to humans.

“We really should be asking important 
questions about whether that work should 
continue,” Inglesby says. And virologist James 
LeDuc, who retired last year as director of the 
University of Texas Medical Branch’s Galves-
ton National Laboratory, says, “It’s one thing 
to recognize that these viruses exist in nature. 

It’s another to modify them so that you can 
study them if in fact they could become hu-
man pathogens.”

All sides agree on one thing: The proposed 
rules represent a potential pivot point in the 
debate over the funding of high-risk GOF 
studies by the U.S. government, which is one 
of the world’s largest supporters of virology 
research. “There are significant potential 
risks to both under- and overregulation in 
this field,” says virologist Jesse Bloom of the 
Fred Hutchinson Cancer Center, who like 
LeDuc is part of a group of scientists pushing 
for the changes. “The goal,” he adds, “needs to 
be to find the right balance.”

THE CONTROVERSY over studies that enhance 
or alter pathogens ignited a decade ago, but 
such work goes back more than a century. 
To make vaccines, for example, virologists 
have long passaged, or repeatedly trans-
ferred, a virus between dishes of animal cells 
or whole animals, so that it loses its ability 
to harm people but grows better—a gain of 
function. Since the late 1990s, genetic engi-
neering techniques have made these studies 
much more efficient by allowing virologists 
to assemble new viral strains from genomic 
sequences and to add specific mutations.

In 2011, two such NIH-funded experiments 
with H5N1 avian influenza set off alarm bells 
worldwide. Virologists Yoshihiro Kawaoka at 
the University of Wisconsin, Madison, and 

the University of Tokyo and Ronald Fouchier 
at Erasmus University Medical Center were 
interested in identifying mutations that could 
enable the virus, which normally infects 
birds, to also spread easily among mammals, 
including humans. Small but frightening out-
breaks had shown H5N1 could spread from 
birds to people, killing 60% of those infected. 
By introducing mutations and passaging, 
Kawaoka and Fouchier managed to tweak 
the virus so it could spread between labora-
tory ferrets, a stand-in for humans.

Controversy erupted after Fouchier dis-
cussed the work at a scientific meeting prior 
to publication. Soon, worries that the infor-
mation could land in the wrong hands or 
that the tweaked virus could escape the lab 
prompted journal editors and government 
officials to call for a review by an HHS panel 
called the National Science Advisory Board 
for Biosecurity (NSABB). HHS established 
NSABB after the 2001 anthrax attacks in the 
United States to consider so-called dual use 
research that could be used for both good 
and ill. During the review, flu researchers 
worldwide voluntarily halted their GOF ex-
periments. Ultimately, NSABB concluded the 
scientific benefits of the studies outweighed 
the risks; the H5N1 papers were published 
and the work resumed.

Then in mid-2014, several accidents at 
U.S. labs working with pathogens, along 
with worries about some new GOF papers, 
prompted the White House to impose a sec-
ond “pause” on U.S.-funded GOF research. 
It halted certain studies with influenza and 
the coronaviruses that cause Middle East 
respiratory syndrome (MERS) and severe 
acute respiratory syndrome (SARS), SARS-
CoV-2 cousins that have caused small though 
deadly outbreaks. NIH ultimately identified 
29 potential GOF projects in its funding port-
folio. After reviews, the agency allowed 18 to 
resume because it determined they didn’t 
meet the risky GOF definition or were urgent 
to protect public health. Some, for example, 
adapted MERS to infect mice, a step that can 
help researchers develop treatments. The re-
maining 11 studies had GOF components that 
were removed or put on hold.

DURING THE SECOND PAUSE, U.S. officials 
promised to come up with a more com-
prehensive approach to identifying and 
potentially blocking risky studies before 
they began. Advocates of tighter rules also 
pushed for less-risky approaches for study-
ing altered viruses, such as using weakened 
virus strains, computer models, or “pseudo-
viruses” that can’t replicate.

Many virologists, however, argued that 
only studies with live virus can accurately 
show the effect of a mutation. “There’s only 
so much you can learn [from alternative tech-

“There are significant
potential risks 

to both under- and 
overregulation.”

Jesse Bloom, 
Fred Hutchinson Cancer Center 
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niques],” says University of Michigan, Ann 
Arbor, virologist Michael Imperiale, who sup-
ported the H5N1 GOF studies. “Sometimes 
using intact virus is the best approach.”

In 2017, the debate culminated with the 
release of the current HHS policy, dubbed Po-
tential Pandemic Pathogens Care and Over-
sight (P3CO). It requires that an HHS panel 
review any NIH-funded study “reasonably 
anticipated” to create or use an enhanced 
version of an already highly virulent, highly 
transmissible pathogen that might cause a 
pandemic. But it exempts natural, unmodified 
viruses and GOF work done to develop vac-
cines or as part of surveillance efforts, such as 
tweaking a circulating flu virus to assess the 
risks of a newly observed variant.

The HHS committee charged with imple-
menting the policy, which operates behind 
closed doors, has since reviewed only three 
projects, and approved all. Two were con-
tinuations of Kawaoka’s and Fouchier’s H5N1 
work. (Both grants are now expired.) The 
third involved work with H7N9 avian influ-
enza, but the investigator later agreed to use 
a nonpathogenic flu strain. 

Other concerning studies have been given 
a pass, critics say. As an example, they point 
to work led by coronavirus expert Ralph Baric 
of the University of North Carolina, Chapel 
Hill. In the 2000s, his team became inter-
ested in determining whether bat corona-
viruses had the potential to infect humans. 
(COVID-19 has since shown the answer is 
emphatically yes.) But the researchers often 
could not grow the viruses in the laboratory 
or enable them to infect mice. So they created 
hybrid, or chimeric, viruses, grafting the gene 
encoding the surface protein, or “spike,” that 
the wild bat virus uses to enter a host cell into 
a SARS strain that infects mice.

NIH let this work continue during the 
2014 pause. The researchers had no inten-
tion of making the mouse-adapted SARS 
virus more risky to people, Baric has said. 
But something unexpected happened when 
his lab added spike from a bat coronavirus 
called SHC014: The chimeric virus sickened 
mice carrying a human lung cell receptor, 
Baric’s team reported in 2015 in Nature Medi-
cine. The hybrid virus could not be stopped 

by existing SARS antibodies or vaccines. In 
essence, critics of the work assert, it created a 
potential pandemic pathogen.

A review panel might “deem similar stud-
ies building chimeric viruses based on cir-
culating [bat coronavirus] strains too risky 
to pursue,” Baric acknowledged. Yet he has 
also called these chimeric viruses “abso-
lutely essential” to efforts to test antiviral 
drugs and vaccines against coronaviruses, 
and many virologists agree. They also argue 
that Baric’s work and related experiments 
provided an early warning that, if heeded, 
might have helped the world prepare for 
the COVID-19 pandemic. 

THE PANDEMIC HAS SUPERCHARGED the GOF 
debate, in large part because of unproven 
but high-profile allegations—including from 
former President Donald Trump—that SARS-
CoV-2 emerged from a laboratory in Wuhan, 
China. One prominent advocate of the lab-
leak theory, Senator Rand Paul (R–KY), a se-
nior member of the Senate’s health panel, has 
sparred with NIAID Director Anthony Fauci 
over experiments in virologist Shi Zhengli’s 
lab at the Wuhan Institute of Virology (WIV). 
With money from an NIH grant to a U.S. 
nonprofit organization, the EcoHealth Al-
liance, Shi had created chimeras by adding 
spike proteins from wild bat coronaviruses 
to a SARS-related bat strain called WIV1. The 
WIV researchers used methods developed by 
Baric, who has collaborated with Shi.

Last year, documents obtained by the In-
tercept showed that—like Baric’s work dur-
ing the 2014 pause—NIH had exempted the 
EcoHealth grant from the P3CO policy. (The 
agency later explained that the bat corona-

viruses were not known to infect humans.) 
But NIH also said that if Shi’s lab observed 
a 10-fold increase in a chimeric virus’ growth 
compared with WIV1, it wanted to be in-
formed, because the experiments could then 
require a P3CO review.

The documents show WIV did observe in-
creased growth in the lungs of infected mice 
and more weight loss and death in some 
animals. NIH has said EcoHealth failed to re-
port these “unexpected” results promptly as 
required, but EcoHealth disputes this. Paul 
and some proponents of the lab-leak theory 
have gone further, alleging that NIH actively 
conspired with EcoHealth to hide the risks of 
the study.

As often is the case in GOF debates, there is 
no scientific consensus on whether the WIV 
experiments—or the results—crossed a red 
line. Paul and some scientists have fiercely 
argued that they were unacceptably risky. 
Others forcefully disagree. NIH officials, 
meanwhile, have emphasized that the hybrid 
viruses created by Shi’s lab were genetically 
too distant from SARS-CoV-2 to have gener-
ated the pandemic.

EVEN AS NIH officials have defended their as-
sessment of the EcoHealth grant, they have 
conceded the pandemic made it clear that the 
GOF rules needed a fresh look. In February, 
NIH asked NSABB to broaden an existing re-
view of the P3CO policy, launched in January 
2020 to examine ways to increase transpar-
ency in the review board’s membership and 
deliberations. Now, NSABB had bigger issues 
to weigh: Some White House officials even 
wanted the panel to consider whether the 
United States should simply ban funding for 
some kinds of GOF studies.

In September, an NSABB working group 
released a draft report that does not go that 
far. It does recommend that GOF work done 
for vaccine development and pathogen sur-
veillance no longer be automatically exempt 
from P3CO review. It also recommends that 
the definition of a pathogen that triggers a 
review be significantly expanded to include 
two new categories not explicitly covered by 
the current rules.

One category would sweep in “potentially G
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An unfolding debate
Researchers have long conducted gain-of-function (GOF) research that gives viruses and other pathogens new capabilities. But a decade ago, studies that enabled H5N1 
avian flu to more easily spread among mammals kicked off a debate that continues today over how tightly the United States should regulate such research.

“I worry that people will … 
[fear]  … accidentally 

tripping a wire.” 
Gigi Kwik Gronvall, 

Johns Hopkins University

Two H5N1 avian 
flu GOF studies 
prompt concern.

Voluntary 
moratorium 
on GOF 
flu studies

National Science Advisory 
Board for Biosecurity 
(NSABB) recommends 
publishing H5N1 studies.

Flu research 
moratorium 
ends.

New U.S. policy 
for reviewing 
H5N1 research

United States pauses 
funding for GOF studies on 
severe acute respiratory 
syndrome (SARS), Middle East 
respiratory syndrome, and flu.

Nature Medicine paper 
on hybrid SARS/bat 
coronaviruses raises 
GOF concerns.
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highly transmissible pathogens having low 
or moderate virulence or case-fatality rates.” 
That definition would cover SARS-CoV-2, 
which studies suggest kills about 1% of in-
fected people. It also could include tubercu-
losis bacteria, measles, seasonal flu, and the 
noroviruses that cause stomach bugs, Saif 
and others suggest.

The second category would include patho-
gens that are “less transmissible” but have 
“higher virulence or case-fatality rates.” That 
definition could include rabies, the Nipah vi-
rus spread by fruit bats, and Ebola, which is 
deadly but isn’t easily transmitted because it’s 
spread through blood or other body fluids.

Even with the new rules, determining 
whether a pathogen or experiment fits into a 
reviewable category will remain a judgment 
call. Predicting whether a virus can become 
“highly transmissible,” for example, can be 
difficult. So can defining “low or moder-
ate” virulence, acknowledges working group 
co-chair Syra Madad, an epidemiologist at 
New York University, speaking in a personal 
capacity. Policymakers should provide illus-
trative examples, her panel said. Its final rec-
ommendations are due out in December or 
January 2023.

Some researchers worry this subjectivity 
will deter researchers from pursuing valu-
able pathogen science, for fear they’ll get 
entangled in red tape. “When things are un-
predictable, I worry that people will avoid go-
ing close to the line for fear of accidentally 
tripping a wire,” says Gigi Kwik Gronvall, a 
biosecurity specialist at Johns Hopkins. 

Other scientists, however, say even an ex-
panded policy could be too lax. Shi’s WIV1 
chimeric virus experiments, for example, 
still might not qualify for review because 
the starting viruses weren’t known to cause 
human disease. And the NIAID monkeypox 
studies may not qualify because they aren’t 
creating new genes. Still, the gene swapping 
is “like changing the machinery of a clock 
where you have a lot of different pieces that 
work together. We don’t know exactly how it 
is going to work,” says monkeypox virologist 
Gustavo Palacios of the Icahn School of Medi-
cine at Mount Sinai.

To close some gaps, a group of GOF crit-

ics organized by Inglesby has urged NSABB 
to expand the review requirements to include 
GOF studies of any pathogen, however harm-
less, that could be manipulated to become a 
PPP. And others have urged that the reviews 
be conducted by a new, independent agency 
rather than HHS, which they argue has been 
reluctant to aggressively regulate studies it 
funds through NIH.

Currently, NIH is funding at least 11 grants 
that likely should have gone through P3CO 
review but did not, estimates molecular 
biologist Richard Ebright of Rutgers Univer-
sity, Piscataway, a prominent GOF critic who 
has surveyed the agency’s grant abstracts. 
(He says full proposals, which are typically 
not public, would verify his estimate.) They 
involve eight institutions in the United States, 
most studying flu, SARS, and MERS. His list 
includes a currently funded grant proposal 
by EcoHealth that describes plans for further 
bat coronavirus chimera work in Baric’s lab. 

But a broader P3CO policy will affect “still a 
pretty small area” of research, suggests Lyric 
Jorgenson, acting director of the NIH Office 
of Science Policy. And this time, she does not 
expect another “crippling” shutdown of ex-
periments while they are reviewed.

A U.S. CLAMPDOWN will have no sway over 
privately funded GOF research or what hap-
pens in other countries, which typically lack 
policies like the P3CO framework. In Japan 
and most of Europe, for example, oversight 
is limited to rules on biosafety and, some-
times, biosecurity along with voluntary self-
regulation, say biosecurity experts Gregory 
Koblentz of George Mason University and 
Filippa Lentzos of King’s College London. It’s 
too soon to say how a 2020 Chinese biosafety 
law will affect PPP research, they say.

Such rules have not prevented GOF work 
that some researchers consider too risky. 
For example, since 2018 labs in China have 
published at least three papers in journals 
describing experiments with potential pan-
demic bird flu strains that Bloom thinks 
might have crossed the line because they 
added mutations for drug resistance or adap-
tation to mammals. None, however, was “as 
alarming as the earlier Fouchier or Kawaoka 

[H5N1] studies,” says Bloom, who examined 
the papers for Science.

A study described in a June preprint by a 
team at the Pasteur Institute has also drawn 
concerns. The scientists passaged a bat corona-
virus from Laos that is a distant cousin of 
SARS-CoV-2 through human cells and in 
mice to see whether it acquired a specific mu-
tation that would help it infect people. The 
virus did not—a finding that some scientists 
said sheds light on how the COVID-19 pan-
demic began. But others told The New York 
Times that the work, which was reviewed by 
a local biosafety committee, might not have 
been worth the risk.

Meanwhile, a growing number of labora-
tories around the world are jumping into the 
field. In an interview with the MIT Technol-
ogy Review last year, for example, Baric noted 
that just three or four labs were engineering 
bat coronaviruses before the pandemic, but 
that number has since multiplied. The ex-
pansion is “unsettling,” he said, because some 
“inexperienced” groups could proceed “with 
less respect for the inherent risk posed by 
this group of pathogens.” (Baric could not be 
reached for this story.)

Some GOF critics hope to launch a broader 
global dialogue about how to regulate high-
risk pathogen studies. Bloom and Lentzos are 
part of the Pathogens Project, a 1-year task-
force launched in September by the Bulletin 
of the Atomic Scientists, best known for its 
Doomsday Clock warning of threats such as 
nuclear war. The project will gather interna-
tional experts, including University of Cam-
bridge microbiologist Ravindra Gupta, who 
has advised the United Kingdom’s COVID-19 
response, and George Gao, former director of 
China’s Center for Disease Control and Pre-
vention, to hammer out recommendations 
for working safely with risky pathogens.

Co-chair and microbiologist David 
Relman of Stanford University says, “The 
idea is to reach out and try to find a broad 
set of interested parties from across the 
globe and ask, what are the key questions? 
What are some possible actions? Is there 
an appropriate international entity right 
now that could take this on?” Those may 
be modest goals, he says, but it’s a start. j

2017 2018 2019 2020 2021 2022 2023

Potential Pandemic 
Pathogen Care and 
Oversight (P3CO) 
policy released, 
funding hold lifted.

Paused H5N1 
avian flu studies 
resume after 
P3CO review.

SARS-CoV-2 
pandemic 
begins.

NSABB starts 
review of P3CO 
policy, then pauses 
for pandemic.

The Intercept obtains 
grant documents raising 
GOF concerns about U.S.-
funded studies at the 
Wuhan Institute of Virology.

NSABB 
resumes 
review.

NSABB draft report 
suggests broader definition 
of potential pandemic 
pathogen research.

NSABB 
final 
report due
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By Jonathan Osborne and Daniel Pimentel

B
ecause of the limits to our knowl-
edge and time, we all depend on 
the expertise of others. For exam-
ple, most readers of Science accept 
the anthropogenic origin of climate 
change. Yet far fewer have actually 

read a report of the Intergovernmental 
Panel on Climate Change (IPCC), let alone 
evaluated the evidence and arguments. 
Nevertheless, we trust its claims because 
we rely on the credibility of its authors, 
the social practices of peer review used to 
vet any theoretical biases and errors, and 
the fact that it represents a consensus re-
port of the relevant experts. Alternatively, 
we can choose to trust the media that re-
port its findings. Amid increasing concern 
about trust in science being undermined 
by an ocean of misinformation (1–3), we 
consider how scientists, science curricula, 
and science educators must help equip in-
dividuals to evaluate the credibility of sci-
entific information, even if the science is 
beyond their understanding (4). 

The increasing complexity of modern 
society makes us ever more dependent on 
expertise (1). As outsiders to any domain of 
knowledge, we are forced to make judge-
ments of credibility and expertise. Even be-
ing an expert in one scientific domain (e.g., 
cosmology) does not make one an expert 
in another (e.g., evolutionary biology). And 
though there have long been conspiracy 
theorists and snake-oil salesmen, the  inter-
net and social media have provided a much 
louder megaphone—and the means to avoid 
traditional gatekeepers (5). The acceptance 
of unfounded claims—e.g., the idea that vac-
cines cause autism, that the Earth is flat, or 
that climate change is a hoax—is of grave 
concern. For, though true knowledge is a 
collective good, information that is flawed, 
or fake, can be a danger—both individually 
and collectively. For instance, the idea that 
vaccines are harmful endangers not only 
the lives of those who hold this idea, but the 
whole community that depends on a high 
level of vaccination to ensure its health.

Why people choose to believe flawed or 
fake information is complex (6, 7). Studies 
in the public engagement with science have 
shown repeatedly that individuals tend to 
reject scientific information that threatens 

their identity or worldview. Nevertheless, 
the task of a liberal education is to provide 
individuals with the knowledge required to 
critically evaluate claims. This is particularly 
important for young people before their ide-
ologies and identities become entrenched. 
How they choose to then act is the individ-
ual’s choice, but the function of education is 
to provide them with the best tools possible 
to make informed choices. 

Research in the past 5 years has devel-
oped a range of approaches based on “inoc-
ulation,” “debunking,” or “lateral reading” 
(2). Education must, therefore, draw on this 
body of work if it is to be part of the solution 
to the challenge of scientific misinformation. 
Existing curricula, such as the US Next Gen-
eration Science Standards, place an empha-
sis on engaging in scientific practices such 
as arguing from evidence and analyzing and 
interpreting data. Although the inclusion of 
these practices in science education offers  
a valuable and innovative window into the 
internal workings of science, they sustain 
the belief that any individual can evaluate 
the evidence for themselves. Such a goal is 
misconceived. Formal science education 
can never provide all the knowledge that 
is needed—much less the knowledge that 
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Science, misinformation, and the role of education

With the internet and social media providing a vehicle for conspiracy theorists and snake-oil salesmen, education must provide tools to help make informed choices.

“Competent outsiders” must be able to evaluate the credibility of science-based arguments
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might be required to evaluate the science 
that is yet to come. Hence, believing that all 
individuals might be capable of evaluating 
all scientific evidence for themselves is not a 
realistic response (8). 

Rather, the goal of science education 
must be to make “competent outsiders” 
(9) of all students. Every one of us, when 
lacking detailed knowledge of any scientific 
topic (including scientists outside their own 
specialism), requires an understanding of 
three key concepts to evaluate any scientific 
claim successfully. These are (i) the social 
practices that the scientific community uses 
to produce reliable knowledge (10); (ii) the 
criteria of scientific expertise; and (iii) the 
basics of digital media literacy. Knowledge 
of the first two elements is central to de-
veloping the competency required to in-
terrogate the trustworthiness of a source 
and evaluate claims of scientific expertise. 
It can only be taught in science, yet exist-
ing curricula do not offer any explanation 
of the vital social practices used by science 
for detecting and preventing error. In par-
ticular, neither the importance of consensus 
in establishing reliable knowledge, nor peer 
review, even in its narrowest sense, get a 
mention in K-12 standards. Moreover, these 
ideas should be addressed in middle school 
and high school, advanced placement, and 
undergraduate classes if they are to take 
hold and never wither.

Why is knowledge of the social practices 
of science so critical? First, as in the case of 
the IPCC report, our individual knowledge is 
bounded. We are all epistemically dependent 
on experts, whether it be doctors, lawyers, or 
bridge engineers (11). And, when confronted 
with claims by experts, the central challenge 
for the competent outsider becomes one of 
whom to trust. In the case of science, it is a 
knowledge of the mechanisms that science 
uses for establishing credibility—the creden-
tials that enable anyone to claim expertise 
within a discipline and the social practices 
the scientific community uses to ensure the 
production of reliable knowledge (10). 

Our overview of the basic procedures that 
the competent outsider should adopt (see the 
figure) is synthesized from a large body of re-
search (2, 12)—elements of which have been 
shown to be effective (13). The steps outlined 
in the figure offer a “fast and frugal” heuris-
tic for evaluating scientific information for 
the competent outsider, capturing the three 
most important and effective filters—all of 
which must be applied.

Contrary to the intuitions of many, the 
first question to teach students to answer 
is not “what is the evidence?” nor “what 
are the arguments?” These are questions 
for those with relevant expertise—the sci-
entists who can recognize sources of error, 

cherry-picked data, or flaws in the methods. 
Instead, the first questions the competent 
outsider must ask are: Is the source of infor-
mation credible? Is there a conflict of inter-
est? To what extent is the source impartial? 
Does the author cite their sources of evi-
dence? Here we have much to learn from the 
recent innovative work on civic online  rea-
soning (13). When it comes to the internet, 
expert fact checkers commonly leave the 
webpage within 30 seconds. They employ 

the technique of “lateral reading,” opening 
a new tab in their web browser to research 
who is making the claim (13). Students, by 
contrast, commonly attempt to evaluate 
the arguments and evidence on the page it-
self —a strategy that research shows leaves 
them none the wiser (13). Why? Because 
the evidence is often partial or picked to 
support misleading conclusions. Moreover, 
existing media literacy approaches to eval-
uating information such as the commonly 
used CRAAP checklist (Currency, Relevance, 

Authority, Accuracy, and Purpose) have been 
shown to be of little value for helping stu-
dents to detect flawed information. Why? 
Because (i) these tests do not start by asking 
about the source’s credibility; (ii) the focus 
on “accuracy” reflects a belief that the indi-
vidual is capable of evaluating the evidence 
for themselves; and (iii) such resources com-
monly use only one of our three essential fil-
ters represented in the figure. Yet research 
shows that students can readily learn some 
of the basic skills used by fact checkers to 
improve their performance (13).

Establishing credibility alone—e.g., 
whether there are conflicts of interest or 
political bias—however well done, is not 
sufficient. Individuals need to understand 
something about the way science produces 
reliable knowledge. Thus, having passed the 
first filter, the second filter for the nonexpert 
is the question: Does the source have the sci-
entific expertise to make this claim? Just as 
one would not trust a plumber to fix an au-
tomobile engine, why trust a physicist who 
claims to know about the effect of tobacco on 
health? Yet the mantra of being a “scientist” 
has been shown to endow a generic cloak of 
respectability (14). Hence, many scientists 
have been enlisted to cast doubt on the sci-
entific consensus, even when they have no 
relevant expertise. Students need to know 
that science today is a highly specialized ac-
tivity. Being an expert in one science does 
not make one an expert in all sciences. 

If the source looks credible, the crucial 
third filter is the question: Is there a scien-
tific consensus on this issue? In the case of 
climate change, evolution, or the origin of 
the Universe, the layperson can find that the 
answer is an unequivocal “yes.” In the case 
of threats posed by new virus variants or the 
long-term effects of new medical treatments, 
the answer may be less certain and more 
equivocal. In such cases, not surprisingly, 
nonexperts may be confused. 

In the absence of a consensus, the com-
petent outsider is well advised to doubt any 
lone voice who claims to know with absolute 
certainty (15). Scientific consensus is the 
public benchmark of reliability. Such knowl-
edge is trustworthy because it is the product 
of extensive empirical work that has been 
examined critically from many perspectives. 
Although science-in-the-making may always 
be open to question, a decisive majority of 
experts is our best bet of what to trust. Nota-
ble exceptions (e.g., Galileo) are memorable 
because they are just that, exceptions. And, 
in most cases, dissenting voices turn out to 
be wrong. Knowing the importance of con-
sensus, naysayers sometimes endeavor to 
project an alternate one, such as the Leipzig 
Declaration on Global Climate Change—es-
sentially a “consensus” of nonexperts.

Is the source of this 

information credible?

Does the source have the 

expertise to vouch for the claim?

Is there a consensus among the 

relevant scientific experts?

Inquire about 

explanations, nature 

of the evidence, or 

degree of certainty.

Evidence for credibility:

No con�icts of interest

Source acknowledged

Unbiased analysis of topic

Evidence for expertise  
and experience:

Track record

Reputation among peers

Credentials and institutional context

Relevant professional experience

Probe the uncertainty:

What is the nature of any 
disagreement/what do the 
experts agree on?

What do the most highly 
regarded experts think?

What range of �ndings are 
deemed plausible?

What are the risks of being wrong?

NO

YES

NO YES

Accept consensus

Reject 

source

NO

YES

Reject 

source

1

2

3

A “fast and frugal” heuristic 
This process, with three important and 
effective filters, can help competent outsiders 
evaluate scientific information.
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Yet, the knowledge needed to answer our 
three questions is rarely taught as a com-
ponent of any science education—nor is it 
a feature of any teaching of digital media 
literacy. Even at the undergraduate level, 
discussions about the social nature of sci-
ence are often absent. Given its importance 
then, scientists and science educators have 
a fundamental responsibility to teach about 
the social mechanisms and practices that 
science has for resolving disagreement and 
attaining consensus.

Undoubtedly, there is still more that the 
competent outsider needs to know. Peer-
reviewed publication is often regarded as a 
threshold for scientific trust. Yet while peer 
review is a valuable step, it is not designed 
to catch every logical or methodological 
error, let alone detect deliberate fraud. A 
single peer-reviewed article, even in a lead-
ing journal, is just that—a single finding—
and cannot substitute for a deliberative 
consensus. Even published work is subject 
to further vetting in the community, which 
helps expose errors and biases in interpre-
tation. Again, competent outsiders need to 
know both the strengths and limits of sci-
entific publications. In short, there is more 
to teach about science than the content of 
science itself. 

Science textbooks, however, commonly 
traffic in the settled “facts” of yesterday’s sci-
ence. Scientific misinformation capitalizes 
on this feature by appealing to the mythical 
ideal of science that such textbooks implic-
itly perpetuate. For instance, detractors may 
argue that “if scientists can’t even predict 
the weather next week, how can they pre-
dict the climate in 100 years?” This impos-
sible standard erodes the cultural authority 
of science. Uncertainty is an inherent aspect 
of science, particularly for science-in-the-
making. Teachers of science must acknowl-
edge that uncertainty is normal and show 
how science has evolved standard ways to 
address or minimize it. This can be done 
just by getting a class to measure the length 
and breadth of a piece of paper, or the tem-
perature in the room, and then asking what 
is the most accurate answer.

Science curricula that exist across the 
globe today, however, were written for a 
different era—one in which misinforma-
tion could not be circulated at the speed of 
a “retweet.” The threat to science from this 
new facility to disseminate misinformation 
so readily is, we argue, akin to the challenge 
posed by the launch of Sputnik in 1957. 
Likewise, it needs a similar coordinated 
response by scientists to acknowledge its 
importance. How the scientific community 
produces reliable knowledge is essential 
knowledge for a competent outsider. Such 
an omission from education—be it formal 

or informal—not only fails our future citi-
zens but also fails science itself. 

There are at least four contributions that 
education can make to address scientific 
misinformation: adapting teacher training; 
developing curricular materials; revising 
standards and curricula; and improving 
assessment. The last of these is the most 
powerful and immediate lever. Assessments 
can be high stakes for both teachers and 
students. Hence they are read carefully as 
an important signal of the intent of the cur-
riculum. The Programme for International 
Student Assessment (PISA) for 2025 will be 
innovative, as it will assess 15-year-old stu-
dents’ competence to “research, evaluate 
and use scientific information for decision 
making and action…and  evaluate its cred-
ibility, potential flaws and the implications 
for personal and communal decisions.” Ask-
ing students to identify the dubious nature 
of a scientific claim or the cherry-picked 
nature of the data represents a gestalt shift 
in assessment that commonly focuses on re-
producing the right answers. However, it is 
readily achievable—it is just not something 
that examiners are used to doing. 

Developing new curricula and materials 
is already underway, such as by the program 
on Civic Online Reasoning at Stanford Uni-
versity, and efforts in Finland, Israel, and 
elsewhere. For example, exercises can be 
used by students to evaluate claims made by 
different websites (4), such as co2science.org, 
which makes many misleading claims about 
climate change. Using “lateral reading,” stu-
dents will find that this website has received 
funding from ExxonMobil, providing an op-
portunity to discuss conflicts of interest in 
science. Checking the “About Us” section, 
students will find only two staff listed, one of 
whom was the chair of the “Nongovernmen-
tal International Panel on Climate Change 
(NIPCC).” Further research shows NIPCC 
to have been supported by the Heartland 
Institute, a lobbying group set up to oppose 
the reports of the IPCC. This exercise would 
then afford opportunities to discuss what 
constitutes relevant expertise in science. In 
addition, a search for what the scientific con-
sensus is on climate change reveals that 99% 
of scientists would disagree with the claims 
made on this website.

As for science standards, these are estab-
lished at the country level or—in federal so-
cieties such as the United States, Germany, 
or Canada—at the state level. The problem 
is that most of these, including the influ-
ential Next Generation Science Standards, 
were drafted a decade ago before the current 
maelstrom of social-media–fueled misinfor-
mation swept the globe. In principle, they 
espouse the goal of educating students to be 
scientifically literate but commonly fail to de-

fine what such an outcome might look like, 
or what a student might be able to do as a re-
sult of such an education. Rather, what these 
standards tend to offer is a window into the 
internal workings of science. Although there 
is nothing wrong with that, it is inadequate 
if students are to become “competent outsid-
ers.” Those who sit on the committees that 
draft these standards must recognize and 
address these weaknesses. Revising curricu-
lum standards is the responsibility of scien-
tific societies and academies, science teacher 
organizations, and science educators, all of 
whom need to take up the baton and address 
this issue through their existing structures. 
However, achieving such change can only be 
a medium-term goal.

Transforming preservice teacher training 
is a long-term goal. First, there is no uniform 
professional path to becoming a teacher of 
K-12 science, and neither are there any com-
monly agreed goals for training. Teacher 
training is ultimately responsive to what it 
sees to be the priorities in the standards and 
in the classrooms for which it prepares its 
students. Where others lead, it will follow.

It is time for scientists and science educa-
tors to step up to help address the complex 
problem posed by the plague of misinforma-
tion. Given that education standards define 
what knowledge counts, the primary goal 
must be to achieve a transformation in the 
limited curricula that students currently ex-
perience. More generally it means that all 
of those endowed with the label of being a 
scientist must accept the responsibility to ex-
plain why the fruits of their labor should be 
both valued and trusted.        j
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By Marianne Espeland and 
Lars Podsiadlowski

T
he development of morphological 
patterns and structures in organisms 
is the result of transcription factors 
and epigenetic regulation in different 
cells and tissues. Transcription factors, 
which are proteins that bind to DNA 

at sites called cis-regulatory elements (CREs), 
can turn gene expression on or off. The fine-
tuned regulation of where, when, and to 
what extent a gene is expressed is also 
maintained by epigenetic processes, 
such as by modulating the accessibility 
of CREs to transcription factors. On 
an evolutionary time scale, variation 
in CREs may modify the expression of 
a neighboring gene and therefore the 
phenotype of the organism. On page 
304 of this issue, Mazo-Vargas et al. 
(1) analyze the evolution of regulatory 
elements of the gene WntA, which is 
involved in wing pattern formation 
in Nymphalidae butterflies. Their 
results illustrate how gene regulatory 
elements can be conserved over a long 
time but sometimes quickly undergo 
adaptive changes.

Butterfly wing patterns provide a 
prominent model for studying the 
development and genetic regulation 
underlying evolutionary changes. 
This is because slight shifts in gene expres-
sion of a few master genes, such as WntA, 
affect the expression of several other genes, 
which can be directly observed as wing color 
and pattern variations (2–7). In the family 
Nymphalidae, which includes more than 
6000 species, patterns from different species 
deviate from the idealized nymphalid ground 
plan pattern. This idealized pattern consists 
of color elements arranged in multiple par-
allel rows across the wings, known as sym-
metry systems (8). For butterflies of the fam-

ily Nymphalidae, the WntA gene modulates 
certain elements of these symmetry systems 
and, specifically, the black coloration in the 
rather atypically patterned genus Heliconius 
(2, 3, 5), which does not display any typical 
elements of the symmetry systems. Because 
the sequence of the protein-coding region of 
WntA is very similar even in Nymphalidae 
species with different wing patterns, it was 
assumed that noncoding CREs play a key role 
in the variation of wing patterns (2).

Mazo-Vargas et al. used comparative se-
quence analysis and ATAC-seq (assay for 
transposase-accessible chromatin using 
sequencing). Combining the data from the 
two analytical methods, the authors identi-
fied CREs that might control WntA expres-
sion in five different Nymphalidae species. 
 Many of the candidate CREs are located 
immediately upstream of the WntA gene 
and in the first intron. Mazo-Vargas et al. 
find that some of these candidates show 
sequence similarity among nymphalid but-
terflies, implying that the candidates were 
present in their last common ancestor, 
whereas other candidates evolved recently.

Gene-editing techniques have been use-

ful for understanding the function of genes 
in wing patterning. For example, after inac-
tivating WntA, variations in colors and pat-
tern elements can be observed, demonstrat-
ing that this gene is involved in wing pattern 
development (5, 9). Instead of inactivating 
the gene itself, Mazo-Vargas et al. inactivated 
regulatory elements that control the gene us-
ing CRISPR-Cas9 to excise small stretches of 
DNA from the genome. The effect of this de-
letion on the phenotype of the butterfly could 
then be studied. Mazo-Vargas et al. generated 
such deletions around 46 WntA-associated 
CREs in five butterfly species covering the di-
versity of the Nymphalidae family. A similar 
CRISPR-Cas9 approach has been used in but-
terfly studies before but only on a small taxo-
nomic scale—e.g., for investigating the wing 
pattern–regulating master gene optix and its 
regulatory elements of butterflies from the 
genus Heliconius, which are also members of 
the Nymphalidae family (10).

The highly divergent wing patterns of 
members of the genus Heliconius do not 
display typical elements of the symmetry 
systems found in other Nymphalidae and 

have been proposed to either be de-
rived from the nymphalid ground 
plan pattern or to have originated in-
dependently (11). If the former is true, 
one would expect to find the same 
CREs involved in wing pattern forma-
tion in Heliconius species as in other 
Nymphalidae species. If the latter is 
true, the CREs involved in pattern 
formation in Heliconius would not be 
found in other Nymphalidae species. 
Mazo-Vargas et al. confirm that both 
explanations are partly true—both 
conserved and recently evolved CREs 
play a role in wing pattern formation. 
Inactivation of each of the five selected 
deeply conserved CREs in the species 
Heliconius himera had broad effects 
on the black coloration. This indicates 
that although Heliconius color pat-
terns look very different from those of 
other Nymphalidae species, they share 

the same regulatory elements as those butter-
flies displaying the nymphalid ground plan 
pattern. Furthermore, inactivation of CREs 
that are specific for Heliconius butterflies re-
sulted in similar phenotypes, which indicates 
that recently evolved elements have adopted 
a role in wing patterning alongside the older, 
conserved CREs.

According to Mazo-Vargas et al., the inacti-
vation of another less-conserved CRE, which 
is only found in a single species (Vanessa 
cardui) but not in a close relative (Vanessa 
tamerlana), resulted in changes in multiple 
wing elements on both wings. This cor-
roborates the idea of recently evolved CREs 
quickly becoming part of the regulatory 
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How butterfly wings 
got their pattern
Gene regulatory elements play a crucial role 
in the pattern formation of butterfly wings

Evolutionary changes in wing patterns of Nymphalidae butterflies, such 
as that of the common buckeye butterfly (Junonia coenia), are 

mediated by regulatory elements associated with a few master genes.
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pathway in color pattern formation. In some 
cases, inactivation of a CRE expanded the 
wing area where WntA is expressed, demon-
strating that some CREs may negatively con-
trol WntA transcription.

The five species analyzed by Mazo-Vargas 
et al. represent a large part of the diversity 
of the Nymphalidae family. The broadness of 
the sampling allows the authors to address 
the question of sequence similarity for regu-
latory elements at a larger scale than has 
been done by previous studies, which have 
largely restricted their experiments to a few 
closely related species. By choosing to study 
the monarch butterfly (Danaus plexippus), 
which is quite distantly related to the other 
four species in their experiment, the authors 
show that some regulatory elements are 
conserved even in species diverging almost 
90 million years ago (12). So, how far across 
the order Lepidoptera does this similarity 
extend? WntA is apparently not expressed 
in the wings of a previously studied butter-
fly species from the Pieridae family (13). It 
would be interesting to see whether WntA 
plays a role in the formation of the wing 
patterns in other butterflies and moths that 
share similar wing patterns with unpalatable 
Nymphalidae species to avoid predation. It 
is worth investigating whether the patterns 
in these insects evolved through the same 
genetic pathways—for example, involving 
WntA and the conserved wing pattern mas-
ter genes cortex and optix  (4, 6, 14, 15)—or 
whether different pathways are involved.

Mazo-Vargas et al. demonstrate that al-
though the regulatory landscape surrounding 
a gene may be stable over a long time, the loss 
or gain of CREs may suddenly enable evolu-
tionary change. The approach to manipulate 
CREs and observe the phenotypic changes 
opens possibilities for examining other gene 
regulatory questions in developmental biol-
ogy, such as those relevant for understanding 
invertebrate and vertebrate body plans. j
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By Jorge Quereda1 and 
Andres Castellanos-Gomez2

 O
ptical spectrometers can measure the 
intensity of light with spectral resolu-
tion. Although laboratory benchtop 
spectrometer systems offer high reso-
lution and wide spectral range, their 
large size hampers them from being 

more widely adopted for general consumer 
products, such as wearable electronics. The 
miniaturization of spectrometers is crucial to 
making them cheaper and easier to integrate 
with other devices, which can 
help expand the use of such a 
powerful analytical tool. There 
is a wide range of potential ap-
plications for cheap and small-
sized spectrometers, from 
detecting counterfeit phar-
maceuticals and banknotes to 
monitoring specific biosignals. 
On page 296 of this issue, Yoon 
et al. (1) present a design for an 
ultraminiaturized spectrom-
eter with performance approaching that of 
benchtop systems. 

Over the past decade, the miniaturization 
of spectrometers has advanced steadily. 
However, there are often performance 
trade-offs when miniaturizing them (2). For 
example, designs that are simply scaled-
down versions of benchtop models tend to 
have relatively poor spectral resolution and 
light sensitivity. The recent development of 
“reconstructive-type” spectrometers holds 
promise to overcome these limitations by 
using a different operation principle, which 
could allow researchers to develop high-per-
formance, ultraminiaturized spectrometers.

In conventional spectrometers, a disper-
sive element, such as a prism or a diffraction 
grating, is used to spread out the spectrum of 
a light source. Then, the intensity for the dif-
ferent wavelengths is measured using a large 

array of identical detectors. By contrast, re-
constructive spectrometers do not require 
the use of a dispersive element. Instead, their 
operation principle relies on a much smaller 
number of detectors, where each detector 
is designed to measure light of a different 
wavelength range. When measuring the 
light signal, the different detectors produce 
signals that can be “reconstructed” using 
software to produce the overall spectrum (2). 
Besides eliminating the need for dispersive 
elements, this design also reduces the num-
ber of sensors from millions to tens or even 

fewer, which further facilitates 
device miniaturization.

The recent discovery of 
semiconducting nanomateri-
als with strong light-matter 
interaction opened an avenue 
for further reducing the size of 
reconstructive-type spectrom-
eters. An ultracompact micro-
spectrometer (with a footprint 
of 10 µm by 150 µm) has been 
produced with a nanowire, 

which is engineered to contain segments with 
different light-absorption spectral profiles 
(3). In addition to nanowires, two-dimen-
sional (2D) semiconductors have also been 
used to make ultracompact microspectrom-
eters. Because the optical absorption spectra 
of 2D semiconductors can be changed and 
controlled by an external electric field (4, 5), 
this enables a design with just a single de-
tector, whose absorption spectrum can be 
adjusted to scan a range of wavelengths over 
time. Previously, 2D black phosphorus was 
used to build a reconstructive-type infrared 
spectrometer with a very small footprint of 
10 µm by 20 µm (6). The device, however, 
did not work in the visible spectrum and re-
quired cryogenic temperatures to function, 
which limited its applications. 

The 2D spectrometer presented by Yoon 
et al. works in the visible spectrum under 
ambient temperature. The ultraminiaturized 
spectrometer is created using an overlapping 
junction of two different semiconducting 2D 
materials—molybdenum disulfide (MoS

2
) 

and tungsten diselenide (WSe
2
). The device 

has a footprint of 22 µm by 8 µm, which is 
smaller than the average human skin cell. 

SPECTROSCOPY

An ultraminiaturized 
spectrometer
Scaling down spectrometers could allow their 
application in consumer devices

“The device 
has a footprint of 

22 µm by 8 µm, 
which is smaller
than the average 
human skin cell.”
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In their design, an applied voltage is used to 
change the photon-to-electric current conver-
sion mechanisms of the MoS

2
-WSe

2
 junction, 

that is, where the two layers overlap. By mea-
suring the photon-generated current at dif-
ferent voltages, the spectrum of the incident 
light source can be determined with a spec-
tral resolution of 3 nm. This is comparable 
with the resolution of a standard benchtop 
spectrometer and is unprecedented in spec-
trometers of this size. For comparison, the 
resolution for the miniature 2D black phos-
phorus-based spectrometer is 90 nm (6). 

Yoon et al. also discuss where the perfor-
mance of ultraminiaturized spectrometers 
can be enhanced. This can be done either 
by improving the software—for example, 
the reconstruction algorithm—or the hard-
ware—for example, by designing hetero-
junctions with better spectral tunability. 
Because of the many ways in which their de-
sign can be fine-tuned, the authors predict 
that it should be possible to create a device 
that can surpass the already impressive per-
formance of their proof-of-concept device.

It has only taken ~20 years for digital 
cameras to become a standard feature of 
mobile phones. The persistent popular-
ity of wearable electronics, together with 
the ever-growing need for miniaturized 
devices, should offer plenty of market op-
portunities for integrated microspectrom-
eters. Applications where weight and size 
are major constraints, such as aeronautics, 
can also benefit from ultraminiaturized 
spectrometers. For example, satellites or 
drones that are now used for monitoring 
the environment would benefit from this 
technology because it would reduce their 
carrying capacity for other sensors. Just 
as the popularization of digital cameras in 
mobile phones led to the creation of many 
unexpected applications [e.g., augmented 
reality, image recognition, quick response 
(QR) code reading, and so on], a similar 
effect may likewise result from the popu-
larization of ultraminiaturized spectrome-
ters. Only time will tell the extent to which 
this emerging technology will expand the 
utility of consumer electronics and wear-
able devices. j
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METABOLISM

The timing of eating controls 
energy use
S ynchronizing food intake with the body clock boosts 
thermogenesis and limits obesity 

By Damien Lagarde1 and Lawrence Kazak1,2

  O
besity occurs when energy intake 
exceeds energy expenditure. Excess 
calories from food are stored by white 
adipocytes or dissipated by thermo-
genic (brown and beige) adipocytes. 
Molecular clocks control the rhythmic 

expression of numerous genes to regulate 
diverse physiological outputs such as energy 
intake and use during the day. This regula-
tion is bidirectional because nutritional over-
load dampens circadian oscillations in gene 
expression and promotes mistimed feeding, 
which contributes to weight gain (1). Diet-
induced obesity is modeled in mice by using 
energy-dense, high-fat diets. When the time 
window of high-fat food intake is restricted 
[time-restricted feeding (TRF)], weight gain 
is attenuated, but the underlying mecha-
nisms are not resolved. On page 276 of this 
issue, Hepler et al. (2) reveal that TRF dur-
ing the active period of the circadian clock (at 
night) protects mice from diet-induced obe-
sity by enhancing adipocyte thermogenesis.

Light input is the principal trigger that 
drives circadian rhythms by the master clock 
that is situated in the suprachiasmatic nu-
cleus (SCN) of the hypothalamus (3). Genetic 
interference with the circadian clock pro-
motes a transition of food consumption to-
ward the inactive period (during daylight for 
mice) and potentiates diet-induced obesity 
(4). SCN neurons project onto thermogenic 
brown adipose tissue. In mice, prolonged 
daily light exposure disturbs the circadian 
rhythm, reduces thermogenic activity, and 
promotes obesity (5), indicating that targeted 
activation of adipocyte thermogenesis may 
offset the relationship between disrupted cir-
cadian rhythm and excessive energy intake. 

TRF involves deliberately restricting the 
time window during which energy is ingested, 
without any attempt to reduce calories or al-
ter diet composition; the remaining time is 
spent fasting. TRF improves the rhythms of 
circadian clock components and promotes 
metabolic health in high-fat-fed wild-type
mice and mice with disrupted circadian 
rhythms, without reducing caloric intake or 
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Mistimed feeding disrupts thermogenesis
In thermogenic adipocytes, creatine kinase B (CKB) and tissue-nonspecific alkaline phosphatase (TNAP) work in 
tandem to accelerate adenosine triphosphate (ATP) turnover to adenosine diphosphate (ADP) through the futile 
creatine cycle. This thermogenic pathway drives nutrient oxidation and oxygen consumption. The expression of 
CKB and creatine abundance are regulated in a circadian manner, peaking when energy expenditure is highest 
(at night in mice). When mice are fed during the night, when they are most active and thermogenic pathways are 
most highly expressed, they are more resistant to obesity than mice given light-restricted feeding.
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increasing physical activity (6). This implies 
that the molecular mechanisms underpin-
ning these effects may contain promising 
therapeutic targets during nutritional over-
load. Hepler et al. investigated the “optimal” 
time window of TRF, in the context of over-
nutrition, without the confounding effects of 
caloric restriction. They found that adipocyte 
thermogenesis at least partly underlies the 
beneficial effects associated with TRF during 
the active phase of the day in mice. 

The presence of thermogenic brown adi-
pose tissue, as quantified based on its glucose 
uptake, in humans is associated with car-
diometabolic health (7). Thermogenesis can 
occur by stimulating futile cycles that either 
uncouple macronutrient oxidation from ad-
enosine triphosphate (ATP) synthesis (proton 
leak) or accelerate ATP turnover. The conven-
tional view posits that thermogenesis works 
exclusively through uncoupling protein 1 
(UCP1), which promotes proton leak across 
the mitochondrial inner membrane, bypass-
ing ATP production. An additional thermo-
genic pathway centers on the metabolite cre-
atine. In most cells, creatine kinase catalyzes 
the reversible transfer of a phosphoryl group 
from ATP to creatine to balance cellular en-
ergy supply and demand. However, a UCP1-
independent thermogenic pathway of energy 
dissipation, called the futile creatine cycle, 
accelerates ATP turnover through a cycle of 
creatine phosphorylation by creatine kinase 
B (CKB) and phosphocreatine hydrolysis 
by tissue-nonspecific alkaline phosphatase 
(TNAP) (8, 9) (see the figure). 

Hepler et al. found that the expression of 
CKB and the production of creatine were 
regulated by the circadian clock when feed-
ing was synchronized to nighttime, and their 
peak abundance was commensurate with in-
creased energy expenditure (also at night). By 
contrast, mistimed feeding (food restricted to 
daytime) abrogated the rhythmicity of cre-
atine abundance and CKB expression and re-
sulted in susceptibility to diet-induced weight 
gain due to impaired adipocyte thermogen-
esis. The authors also discovered that mice 
with adipocytes that genetically lack zinc fin-
ger protein 423 (ZFP423), a transcriptional 
repressor of the thermogenic gene program 
(10), exhibited increased adipocyte thermo-
genesis and CKB expression and protection 
from obesity during mistimed feeding. 

Mice that lack glycine amidinotransferase 
(GATM), which catalyzes the rate-limiting 
step in creatine biosynthesis, in adipocytes 
gain more weight than control mice (11). 
Hepler et al. reveal that in two mouse models 
that exhibit diminished adipocyte creatine 

levels, energy expenditure could not be en-
hanced when TRF was synchronized with the 
circadian clock, causing similar weight gain 
as mistimed feeding. Notably, dietary creatine 
supplementation could offset this weight 
gain, indicating that creatine supplemen-
tation is beneficial when creatine levels in 
adipose tissue are limiting. It would be worth 
exploring whether creatine becomes limiting 
in the setting of nutritional overload where 
dietary creatine supplementation could pro-
mote adipocyte energy dissipation. If TRF 
regulates the abundance of creatine and the 
effectors of thermogenesis by the futile cre-
atine cycle, perhaps this link is bidirectional, 
such that adipocyte-selective loss of the com-
ponents that mediate the futile creatine cycle 
alter the time of eating when food is freely 
available. Whether such bidirectional control 
occurs through endocrine and/or sensory in-
nervation of adipose tissue should also be in-
vestigated (12). Understanding this relation-
ship could help elucidate the link between 
adipose tissue metabolism and energy intake.

TRF in humans appears to be a promising 
approach to decrease body weight and im-
prove metabolic health with few side effects 
(13, 14). The work of Hepler et al. expands 
our knowledge about the mechanisms that 
underlie the benefits of TRF. However, the ef-
fects of TRF on human weight loss may be 
masked when combined with caloric restric-
tion or become difficult to interpret if base-
line feeding is not established. Similarly, the 
benefits of TRF can be difficult to discern if 
the eating window for food intake at baseline 
is similar to the TRF window (15). Additional 
challenges could arise from a lack of guid-
ance for how to adhere to TRF or self-re-
porting bias. Moreover, given that eating and 
drinking often occurs in the evening, it will 
be critical to reflect on the social aspects of 
dining when designing a TRF intervention. j
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S ex matters 
in liver fat 
regulation 
Growth hormone 
orchestrates a complex, 
sex-dependent balancing act

By David J. Waxman1 and 
Rhonda D. Kineman2,3

M
ales are more susceptible than 
(premenopausal) females to diet-
induced hepatic fat accumula-
tion (steatosis) and progression 
to nonalcoholic fatty liver disease 
(NAFLD), liver fibrosis, and hepa-

tocellular carcinoma, in both humans and 
rodents (1). Sex-specific differences in liver 
gene expression are primarily controlled by 
the sex-dependent temporal patterns of pi-
tuitary growth hormone (GH) secretion (2). 
However, the links between sex differences 
in GH-regulated gene expression and sex dif-
ferences in liver metabolic disease, which are 
often ascribed to direct effects of gonadal ste-
roids, are poorly understood. On page 290 of 
this issue,  Nikkanen et al. (3) show that B cell 
lymphoma 6 (BCL6), a sex-dependent, GH-
regulated hepatic transcription factor, drives 
the increased susceptibility of male mice to 
high-fat diet–induced NAFLD, compared to 
female mice. However, BCL6 also provides an 
unexpected benefit in the form of increased 
male survival after bacterial infection, sug-
gesting an evolutionary trade-off.

Sex dimorphic hepatic gene expression 
is driven by the transcription factor signal 
transducer and activator of transcription 
5b (STAT5B), which is activated by GH in a 
sex-dependent manner, with intermittent 
(pulsatile) STAT5B DNA binding activity 
seen in male liver versus persistent STAT5B 
activity in female liver (4). STAT5B controls 
sex-dependent gene expression directly and 
by regulating the expression of BCL6 ( which 
is male specific) and cut-like 2 (CUX2, which 
is female specific), which reinforce sex differ-
ences through transcriptional and epigenetic 
repression mechanisms (5). Specifically, BCL6 
competes for STAT5B binding sites in hepa-
tocyte chromatin to repress female-specific 
genes in male liver (5). BCL6 also opposes 
the action of the transcriptional activator 
peroxisome proliferator–activated receptor-
a (PPARa), to limit hepatic lipid oxidation, 
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thereby promoting steatosis (6). Another im-
portant layer of regulation involves methyl-
transferase-like protein 14 (METTL14), which 
is repressed by BCL6 in male liver under 
conditions of excess dietary fat (7). METTL14 
regulates hepatic triglyceride levels by N6-
adenosine modification of lipogenic RNAs, 
which marks them for degradation, thereby 
suppressing lipogenesis (7). Together, these 
functions of BCL6 provide mechanistic in-
sight into the male-specific predisposition to 
diet-induced NAFLD (see the figure). 

Nikkanen et al. show that BCL6 plays a 
critical role in what is proposed to be an 
evolutionary trade-off. Female mice have 
low hepatic expression of BCL6 owing to 
the persistence of plasma GH stimula-

tion and hepatic DNA binding STAT5B 
activity (8). As a result, they are protected 
from high fat diet–induced NAFLD, but 
this comes at the cost of higher mortal-
ity following intravenous injection of 
Escherichia coli, a model of Gram-negative 
sepsis, which is commonly associated with 
hyperlipidemia (9). Male mice, with higher 
expression of hepatic BCL6, are more sus-
ceptible to diet-induced NAFLD but are 
relatively resistant to hyperlipidemia and 
death after E. coli infection. The essential 
role of BCL6 was confirmed by the find-
ing that hepatocyte-specific loss of Bcl6 in 
males feminized gene expression and pro-
tected mice from diet-induced NAFLD, but 
also increased plasma triglyceride levels 
and mortality after E. coli infection. 

Sepsis is associated with substantial 
changes in circulating lipids and lipoproteins 
that can predict disease severity: Sepsis-
induced hypertriglyceridemia correlates 
with mortality in some, but not all, clinical 
studies (10). The findings of Nikkanen et al. 
support the proposal that sex differences in 
hypertriglyceridemia in sepsis involves BCL6-
mediated suppression of plasma concentra-
tions of apolipoprotein C-III (APOC3), which 
has a role in inhibiting clearance of plasma 
triglycerides. Further, they showed that high 
triglycerides play a causal role in sepsis-in-
duced mortality, because raising plasma tri-
glycerides using a lipase inhibitor increased 
infection-induced mortality in hepatic BCL6-
intact males, whereas preventing hypertri-

glyceridemia improved postinfection survival 
in females. Therefore, at least in mice, GH-
regulated sex differences in hepatocyte BCL6 
expression, and consequently plasma lipid 
clearance, can impact host survival from sep-
sis. These findings point to BCL6 and APOC3 
as potential therapeutic targets for improv-
ing hyperlipidemia associated with sepsis 
and could thereby increase survival. 

The interconnection between sex-depen-
dent diet-induced steatosis and infection-
induced hypertriglyceridemia and mortality 
reported by  Nikkanen et al. was most ap-
parent under thermoneutral housing condi-
tions (30°C). Under these conditions, mice 
do not need to burn fat to maintain body 
temperature and so this is a better mimic of 
the human condition for obesity-associated 
metabolic disease and immune function (11). 
Evidence is also mounting in both mice and 
humans for a connection between sex-depen-
dent GH regulation of lipid metabolism and 
NAFLD progression (12, 13). However, the sex 
dependence of infection-induced mortality 

has been more difficult to assess. Human and 
mouse females generally mount stronger in-
nate and adaptive immune responses to in-
fection than males, but the robust nature of 
female immune responses can increase mor-
bidity and mortality (14). Indeed, although 
sepsis mortality in the overall population is 
higher in men, women have a higher sepsis 
case fatality rate than men (15), consistent 
with the female bias in sepsis-induced mor-
tality in mice reported by Nikkanen et al. 
Therefore, the increased susceptibility of fe-
males to sepsis could actually be the result 
of their heightened immune responsiveness.

The relevance of BCL6 for human sex dif-
ferences in liver metabolism and responses 
to sepsis is still unknown. No sex differ-
ences in hepatic BCL6 mRNA levels are ap-
parent in a set of >200 human livers in the 
Genotype-Tissue Expression (GTEx) data-
base. However, sex differences in expression 
could be masked by individual differences 
in age, health, and reproductive status. The 
timing of liver collection in relation to in 
vivo plasma GH peaks could add to variabil-
ity, given that a single GH pulse can rapidly 
down-regulate Bcl6 transcripts in rodent he-
patocytes (8). Intriguingly, CUX2 expression 
does show human liver sex differences, with 
expression higher in males than females, 
which is opposite to what is found in mice.

Nikkanen et al. take an important first 
step in linking sex-dependent GH regula-
tion of liver lipid metabolism and clearance 
to sex differences in the response to bacte-
rial infection. Their findings highlight sex as 
a critical biological variable and the need to 
refine animal models to better match human 
conditions. Additionally, when considering 
sex-dependent traits, it is essential to think 
beyond genetic sex and the direct actions of 
androgens and estrogens, and to factor in 
complex downstream hormonal regulatory 
networks that may have more direct effects 
on health and disease. j
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that regulate fat metabolism. This increases susceptibility to high fat diet–induced fatty liver disease.  The 
persistent GH pattern in females promotes expression of CUX2 and represses BCL6 expression, resulting in 
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By Benjamin Gottesman 

I
n her new book, The Sounds of Life, 
Karen Bakker describes how it is pos-
sible to sense sound with no ears, reveals 
the noise that makes elephants cower in 
terror, and explains why coral reefs are 
as lively as city centers, all by introduc-

ing readers to the emerging field of digital 
bioacoustics. Each of the book’s 10 chapters 
focuses on a different organism—from sing-
ing whales to dancing honeybees to growling 
turtles—and the scientists working to under-
stand the meaning behind the sounds they 
make. These vignettes demonstrate how ani-
mal sounds, long relied on for tracking and 
hunting, have become key to understanding 
and conserving species and ecosystems. 

The sounds emitted by bats, for example, 
are far more socially complex than we once 
thought. Beyond echolocation calls, some bat 
species babble like human babies in their 
early days, learn courtship songs from their 
fathers as juveniles, and have hundreds of 
call types for different contexts as adults. 
Meanwhile, real-time listening stations are 
drastically reducing the number of ship 
strikes of the North Atlantic right whale, one 
of North America’s most endangered marine 
mammals. And in Southeast Asia, scientists-
turned-DJs are broadcasting the spirited 

MONITORING

Babbling bats and raucous reefs

sounds of healthy coral reefs to attract larval 
fish and coral to artificial reefs. 

Just as fascinating are the stories Bakker 
tells of the humans who have made bioacous-
tics discoveries. The individuals she inter-
views all seem to have had a quirk or a talent 
that primed them to look (or listen) where 
no one else did. For zoologist Katy Payne, it 
was her training as a classical musician that 
enabled her to perceive the barely 
audible infrasonic rumbles of 
elephants. The sounds reminded 
her of the giant pipe organs at her 
local church. For Jacqueline Giles, 
it was her unmatched grit in the 
field. “It took Giles 230 days in the 
field and five hundred hours of re-
cordings” to finally document the 
subtle vocalizations of turtles in 
the wild, notes Bakker. For school-
skipper turned Nobel laureate 
Karl von Frisch, his obsessive and 
prolonged bouts in nature contributed to 
his curiosity about the elaborate dances per-
formed by bees. For each of these research-
ers’ breakthroughs, Bakker documents how 
initial skepticism from others in the field ul-
timately gave way to acceptance that animals 
and plants are capable of far more than we 
have previously been willing to accept. 

Among the first people to use acoustic 
monitoring to assess animal populations  were 
a group of Iñupiat living in Barrow, Alaska. In 
the late 1970s, they proposed that acoustics 
would provide a far more accurate census of 
the bowhead whale population than the vi-

sual surveys that were the standard method 
used at the time by Western scientists, which 
they believed were underestimating the pop-
ulation. Spearheaded by Iñupiat elder Harry 
(Kupaaq) Brower Sr., a team of Western sci-
entists and Iñupiat hunters and knowledge 
holders confirmed the Iñupiat’s hypothesis 
in 1984. Having demonstrated that the bow-
head population was thriving rather than in 
decline, the Iñupiat were able to resume sub-
sistence hunting. By including such stories, 
Bakker reveals the Indigenous knowledge 
that has informed many Western scientific 
discoveries—which may surprise even those 
who have worked in bioacoustics for some 

time—underscoring how much there 
is to learn from cultures that have 
long practiced deep listening. 

Bakker also leaves space to con-
sider what is to come. She imagines 
a future where artificial intelligence–
enabled robots intermingle in ani-
mal worlds, where battery-less audio 
recording networks monitor biodi-
versity in real time across unprec-
edented spatial scales, and where 
animal languages are decoded into 
translatable dictionaries. Although 

the road may be bumpier than Bakker ac-
knowledges, her contemplation of where we 
are going is thoughtful and rigorous. 

There have been a handful of other books 
that delve into bioacoustics, but Bakker’s 
meticulously researched and colorfully pre-
sented offering is the first to integrate so 
many dimensions of the field in a way that 
is accessible to nonexperts. It is a wonderful 
mix of animal ecology, narratives of science-
doing, futurism, and accounts of Indigenous 
knowledge that is as interdisciplinary as the 
field itself. j

10.1126/science.ade1290

Tomonari Akamatsu searches for acoustic signs of 
the baiji dolphin in the Yangtzi river in 2006.

Bioacoustics can aid in understanding and conserving 
species and ecosystems

The reviewer is at the K. Lisa Yang Center for Conservation 
Bioacoustics, Cornell Lab of Ornithology, Cornell University, 
Ithaca, NY 14850, USA. 
Email: ben.gottesman@cornell.edu
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By Adam R. Aron

A
lthough it is welcome, the recent pas-
sage of congressional and state-level 
climate policy in the United States is 
nowhere near strong enough to drive 
a large and quick reduction of green-
house gas emissions. Against this 

backdrop comes Minding the Climate, a book 
by pediatric neurosurgeon Ann-Christine 
Duhaime, who is worried about the climate 
and ecological crisis, including the colossal 
energy footprint and material throughput of 
brain surgery. Taking her cue 
from the chair of the environ-
mental science department at 
her alma mater—who advises, 
“Your best chance of having an 
impact is to work within your 
field”—she decides to approach 
the problem from a neurosci-
entific perspective. 

The first part of the book 
summarizes key aspects and 
research on brain evolution 
and the reward system. The 
second part details the recent 
acceleration in the consump-
tion of goods, describing how 
this is driven by electronic me-
dia that highjack our brains. 
The third part reviews the 
psychology of habits, behav-
ior change, and nudges and 
discusses what kinds of emis-
sions reductions are required and whose 
behavior must change. 

Duhaime covers many issues in a 
thoughtful way, including the gap between 
people’s stated intentions to perform pro-
environmental behaviors and whether they 
actually do so; the limits of survey-based re-
search about attitudes, beliefs, and behavior 
versus seldom-done field studies; and all the 
ways in which reward is pertinent for behav-
ioral change. She succeeds in suggesting that 
neuroscience is indirectly relevant to under-
standing our current climate predicament. 
Yet her insistence on the primacy of reward 
for driving individual consumption change—
it is a maxim, she writes, that if something 

is not perceived as rewarding, we will not 
do it—overlooks the myriad reasons people 
have for behaving in certain ways. It is a 
stretch to argue, for example, that environ-
mental justice advocates who invite prison 
time in the Global North and are killed by 
the hundreds each year in the Global South 
(1) do so because it is rewarding.

The Intergovernmental Panel on Climate 
Change (IPCC) Working Group III report of 
2022 argues that consumption reduction 
is a key component in emissions reduc-
tion (2), but we need to identify a realistic 

level at which this must be done. Although 
Duhaime is correct in diagnosing overcon-
sumption by the affluent as a crucial con-
tributor to climate change—and we can 
hope that her advice might lead some of 
the highly affluent to reduce their private 
jet travel and some of the merely affluent 
to electrify their households and transpor-
tation—this is unlikely to be enough to ad-
dress the problem at hand. 

We need system-level policy changes such 
as ordinances to remove gas lines from new 
and existing buildings; low-interest loans so 
that many households can insulate and pur-
chase electric appliances; mandates for pub-
lic pensions to divest holdings in fossil fuel 
companies; bans on new, and even existing, 
oil and gas extraction; clean electricity stan-
dards; and regenerative agriculture policy. 
Such systemic change will only arise as a re-

sult of a much wider advocacy movement—a 
social mobilization—that recognizes not only 
our individual foibles but also the powerful 
interests engaged in obfuscating, greenwash-
ing, and retarding the transition away from 
fossil fuels. Although social science research-
ers are indeed working to help us better un-
derstand how to galvanize such advocacy ef-
forts, that is not the topic of this book. 

Duhaime is to be commended for jump-
ing into the public fray to try to do something 
about a quickly deteriorating biosphere. But 
perhaps she might have interpreted the en-

vironmental scientist’s advice 
to work within her own wheel-
house a bit differently. Instead 
of using the lens of neurosci-
ence, she might instead have 
leveraged her position as a phy-
sician affiliated with various 
powerful institutions to exert 
change. It is possible, for ex-
ample, that the year she spent 
delving into the climate prob-
lem at Harvard University’s 
Radcliffe Institute for Advanced 
Study overlapped with the con-
struction of a new fossil fuel–
burning plant on campus (3). 
If that were the case, Duhaime 
could have sought to organize 
a mass movement of Harvard 
students, faculty, and staff 
(neurosurgeons included), who 
might have stopped the build-

ing of that plant and redirected the university 
to investing in renewable energy. 

In the book’s final chapter, she describes 
how we might create greener hospitals. 
Approximately 10% of all the greenhouse 
emissions in the US—along with a good pro-
portion of toxins and wastes—come from the 
hospital sector, so this is a considerable exer-
cise. There is a phrase in grassroots organiz-
ing: “Find your frontline.” Duhaime’s front-
line is medicine, and I am glad she is there. j
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NEUROSCIENCE

A neurosurgeon’s climate fight
Cutting greenhouse emissions will require less brain and 
more (collective) brawn

Minding the Climate:
How Neuroscience Can Help 
Solve Our Environmental Crisis
Ann-Christine Duhaime
Harvard University Press, 
2022. 336 pp.
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Hospitals generate  substantial amounts of waste and greenhouse emissions.
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countries would have global benefits. 
Information from a variety of sources 
would deepen the understanding of the 
complexity across different contexts, 
including genetics, ethnicities, concurrent 
illnesses, concomitant medicines, micro-
biomes, socioeconomics, nutrition, and 
environmental exposures. A more diverse 
and comprehensive dataset would also 
strengthen the checks and balances across 
the global regulatory landscape.

Jackson K. Mukonzo1, David A. Price2,
Thaddeus H. Grasela3,4*
1Department of Pharmacology & Therapeutics, 
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The challenge of open 
access incentives 
In their Editorial “Public access is not 
equal access” (9 September, p. 1361), S. 
Parikh et al. explain that moving from 
a scientific publication model in which 
the subscriber pays to access content to a 
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Edited by Jennifer Sills

Regulatory insight from 
low-income countries
In their Policy Forum, “Transparency prac-
tices at the FDA: A barrier to global health” 
(5 August, p. 572), M. M. Lumpkin and col-
leagues  call attention to the urgent need 
for the US Food and Drug Administration 
to share scientific assessments and manu-
facturing inspections with less resourced 
regulatory agencies in low- and middle-
income countries. They explain that shared 
information can help relatively poorly 
resourced regulatory agencies pursue 
timely and effective reliance-based regu-
latory decisions. Historically, regulatory 
information has flowed either from well-
resourced to less resourced agencies, as 
Lumpkin et al. suggest, or between well-
resourced regulators (1). Insights from 
less well-resourced regulatory agencies in 
low- and middle-income countries could 
also benefit better-resourced regulatory 
agencies in high-income countries.

All regulators are resource-constrained, 
and addressing the full complexity of popu-
lations and contexts is challenging even for 
the best-resourced regulators. The varying 
salient characteristics of populations and 
contexts addressed by regulatory agencies 
in different countries have the potential 
to provide insights that might otherwise 
be missed. For example, the diversity of 
genetic biomarkers can inform pharmaco-
vigilance and precision medicine efforts, 
and local patterns of antimicrobial resis-
tance and transmission can inform global 
oversight (2–4). 

Systematically amplifying regulatory 
insights from low- and middle-income 

model in which the author pays an article 
processing charge has the potential to 
affect publication quality. In subscriber-
based models, journals have incentives to 
publish high-quality work because better 
articles should lead to more subscribers. 
In open access models based on author 
publication fees, the publishers make more 
money by publishing more articles. Quantity 
incentives increase while the relative impor-
tance of the quality declines. The publish-
ing industry must work to counteract this 
potentially harmful incentive structure.

The impacts of quantity incentives can 
already be seen at the extremes in the rise 
of predatory (junk) journals, nearly all of 
which are open access (1), but the motiva-
tion to increase quantity at the expense of 
quality has the potential to affect even the 
most reputable journals. All open access 
journals must acknowledge this challenge 
and develop specific protocols to work 
against it. Parikh et al. rightly recognize the 
“temptation” to increase the quantity of 
accepted papers and promise that they have 
“made the costly decision to maintain edito-
rial quality” for journals published by AAAS 
(the publisher of Science). Such declarations, 
while well-intentioned, are not sufficient. 
We have known since even before Adam 
Smith explored human behavior (2, 3) that 
incentives will trump intentions unless 
explicit guidelines are in place (4, 5).

One possible solution would be to allow 
authors to designate their submission as 
open access only after the review process 
and publication decision, to ensure that 
the journal evaluates the article for qual-
ity without the bias introduced by author 
fees. Authors would be motivated to opt 
for open access papers to maximize cita-
tions. This solution would not address 
the issue of equal access to all published 
work, and article fees would have to be 
fair to authors in more challenging fund-
ing environments. Even so, removing the 
incentive to focus on quantity over quality 
in the decision-making process would be a 
step forward. 

Manuel Lerdau
Department of Environmental Sciences and 
Biology, University of Virginia, Charlottesville, VA 
22903, USA. Email: mlerdau@virginia.edu

REFERENCES AND NOTES

 1. M. Berger, J. Beals, Coll. Res. Library News 76, 132 
(2015). 

 2. Aristotle, Nicomachean Ethics (350 BCE), Book III; 
http://classics.mit.edu/Aristotle/nicomachaen.3.iii.
html.

 3. A. Smith, The Theory of Moral Sentiments (1759), 2002 
Edition, K. Haakonssen, Ed. (Cambridge University 
Press, 2002).

 4. C. F. Manski, J. V. Pepper, Rev. Econ. Stat. 100, 232 
(2018).

 5. A. Agan, S. Starr, Quart. J. Econ. 133, 191 (2018).

10.1126/science.ade7288

L E T T E R S

1021Letters_16008382.indd   256 10/17/22   4:23 PM

mailto:ted.grasela@azimuthglobalhealth.com
https://globalforum.diaglobal.org/issue/march-2022/reliance-based-regulatory-pathways-the-key-to-smarter-regulation
http://science.org
mailto:mlerdau@virginia.edu
http://classics.mit.edu/Aristotle/nicomachaen.3.iii.html
https://globalforum.diaglobal.org/issue/march-2022/reliance-based-regulatory-pathways-the-key-to-smarter-regulation
https://globalforum.diaglobal.org/issue/march-2022/reliance-based-regulatory-pathways-the-key-to-smarter-regulation
http://classics.mit.edu/Aristotle/nicomachaen.3.iii.html


Preserving credibility of 
open access journals
In their Editorial “Public access is not equal 
access” (9 September, p. 1361), S. Parikh 
et al. explain how the open access model 
can compound inequities (1, 2) by charg-
ing article processing fees that early-career 
scientists and scientists in underfunded 
disciplines, teams, or regions (1) are unable 
to afford. They also acknowledge the per-
verse incentives of a business model based 
on volume of articles published, which 
has led to the proliferation of open access 
journals, many of which are predatory, and 
risks diluting the scientific literature (1, 3). 
However, they do not address another unin-
tended consequence of open access policies: 
the erosion of trust in scientific publishing 
standards by institutions.

In Chinese universities, Science Citation 
Index and Social Science Citations Index 
publications are directly related to the 
salaries and titles of researchers, which 
creates an incentive for researchers to pay 
high article processing charges for open 
access journals. Given the risk that open 
access journals will sacrifice quality in the 
name of profit (4), at least one Chinese 

university has declared that publication in 
open access journals will not be considered 
as part of a researcher’s citation record (5). 
In the past decade, open access conference 
proceedings have lost credibility as well 
(6). China’s Ministry of Science and Tech-
nology has reacted to concerns by limiting 
how much funding can be allocated to 
pay article processing charges (7). Chinese 
institutions’ lack of confidence in the qual-
ity of open access articles will weaken the 
viability of legitimate open access journals 
and in turn hinder scientific research. 

To balance the tensions between equi-
table content access for readers and equi-
table publishing access for authors, article 
processing fees should adhere to a stan-
dard proposed by credible international 
organizations such as the UN Educational, 
Scientific, and Cultural Organization, but 
they should also incorporate flexibility 
to take into account the author’s country 
of residence, institution, team, and other 
financial circumstances. To protect against 
predatory publishers, a third-party evalu-
ation system such as the Early Warning 
Journal List from the Chinese Academy of 
Sciences (8) should judge the quality con-
trol of open access publications by tracking 
article processing fees, volume of published 

articles, and diversity of authors, and pub-
licize the information for researchers. 

Open access policy is not a scourge, but 
a challenge. Fair author fees and careful 
monitoring of the open access publication 
industry will allow better access for read-
ers and affordable access for authors while 
maintaining the credibility of publications.

Baichang Zhong* and Xiaofan Liu
School of Information Technology in Education, 
South China Normal University, Guangzhou 
510631, China.
*Corresponding author. Email: zhongbc@163.com
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one of the drugs, a dual func-
tion corrector and potentiator, 
that was not previously known. 
The structures showed only 
a partial correction of folding 
when only one corrector was 
provided, but full correction 
was achieved when type I and 
III correctors were bound. 
—MAF

Science, ade2216, this issue p. 284

COMPUTER NETWORKS

Learning on the edge
Smart devices such as cell 
phones and sensors are low-
power electronics operating 
on the edge of the internet. 
Although they are increasingly 
more powerful, they cannot 
perform complex machine 
learning tasks locally. Instead, 
such devices offload these 
tasks to the cloud, where they 
are performed by factory-
sized servers in data centers, 
creating issues related to 
large power consumption, 
latency, and data privacy. 
Sludds et al. introduce an 
edge-computing architecture 
called NetCast that makes use 
of the strengths of photonics 
and electronics. In this method, 
smart transceivers periodi-
cally broadcast the weights of 
commonly used deep neural 
networks. The architecture 
allows low-power edge devices 
with minimal memory and pro-
cessing to compute at teraflop 
rates otherwise reserved for 
high-power cloud computers. 
—ISO

Science, abq8271, this issue p. 270

STRUCTURAL BIOLOGY

Focusing on the 
HCV target
The hepatitis C virus (HCV) 
causes chronic infection of the 
liver that can lead to cirrhosis 
or liver cancer. A prophylactic 
vaccine could ameliorate these 
long-term consequences for 
millions of people, but vaccine 
development is hampered by 
the lack of structural informa-
tion on the vaccine target, a 
glycoprotein complex located 
on the surface of the virus. 

CYSTIC FIBROSIS

How three drugs 
restore function
Cystic fibrosis is caused by 
defects in a chloride channel 
crucial for proper fluid balance 

and secretion. Deletion of a 
single amino acid, phenylala-
nine 508 (∆508), is the most 
common mutation and leads to 
misfolding and degradation of 
the protein before it can reach 
cell surfaces. Fiedorczuk and 

Chen determined the struc-
tures of the ∆508 channel 
bound to three drugs that 
are given in combination 
therapy to correct folding and 
potentiate the channel. They 
uncovered a binding site for 

Edited by Michael Funk
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RESEARCH

WILDLIFE DISEASE

Black wolves’ leg up

I
n North America, wolves generally have either gray or black coats, and the proportions of these 
colors vary across populations. The genetics of these coat colors have been revealed, and 
we now know that black wolves are either homozygous or heterozygous for a gene that is also 
related to resistance to canine distemper virus. Analyzing data from across North America, 
but especially from populations in Yellowstone National Park, Cubaynes et al. found that black 

coats were maintained through heterozygote advantage in, and mate choice preference for, 
black-coated wolves in areas where canine distemper is endemic even though gray-coated wolves 
have higher success when the virus is absent. —SNV   Science, abi8745, this issue p. 300
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COMMUNITY ECOLOGY

Below ground, 
so above ground
Soil microorganisms can influence 
plants’ response to herbivores 
or pathogens by activating 
or inhibiting plant defenses. 
Van Dijk et al. investigated 
whether soil communities can 
also influence aboveground 

interactions between herbivores 
and pathogens that are affected 
by different plant defense path-
ways. Oak seedlings were grown 
with different experimental soil 
communities and exposed to 
powdery mildew, to aphids, or 
to both at once with or without 
caterpillar damage. Soil com-
munity affected seedling size 
and aboveground attack reduced 
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Torrents de la Peña et al. 
determined the cryo–electron 
microscopy structure of the 
envelope glycoprotein E1E2 
heterodimer in complex with 
three broadly neutralizing 
antibodies. The structure elu-
cidates how the two subunits 
interact, describes three key 
neutralizing epitopes, and pro-
vides a blueprint for the design 
of vaccines and drugs that 
target HCV. —VV

Science, abn9884, this issue p. 263

MEMBRANES

Honeycomb channels 
enhance separations
Pervaporation membranes use 
a combination of permeation 
and evaporation for energy-
efficient separations of volatile 
compounds from solutions. Xu 
et al. designed a strategy to 
fabricate defect-free super-
hydrophobic metal-organic 
framework (MOF) nanosheet 
membranes. Instead of 
dispersing the MOFs into a 
polydimethylsiloxane (PDMS) 
matrix, the authors grew a 
continuous and uniform layer 
of embedded MOF seeds on 
polymeric substrates that 
were then sealed with PDMS. 
This procedure results in a 
honeycomb-like structure with 
high flexibility and fast molecu-
lar transport channels, thus 
enhancing the separation of 
alcohols from water. —MSL

Science, abo5680, this issue, p. 308

MARINE CONSERVATION

Does the trick
Marine protected areas (MPAs) 
have been shown to protect 
local populations of fishes. 
Questions have remained, 
however, about whether they 
would also work to protect spe-
cies that migrate or travel over 
large distances. Medoff et al. 
looked at the effectiveness of a 
recently established —and thus 
far the largest—fully protected 
MPA located near Hawai’i, and 
found clear evidence that the 
protections afforded to two 
migratory species, bigeye and 
yellowfin tuna, led to spillover 

effects previously only seen for 
resident fish populations. —SNV

Science, abn0098, this issue p. 313

CELL BIOLOGY

How mitochondria handle 
helical proteins
The essential roles of mito-
chondria in metabolism and 
signaling depend on a function-
ally and structurally diverse 
class of alpha-helical proteins 
embedded in the outer mito-
chondrial membrane. Guna 
et al. identified the mitochon-
drial outer membrane protein 
MTCH2 (mitochondrial carrier 
homolog 2) and found that it is 
both necessary and sufficient 
for the insertion of mitochon-
drial alpha-helical proteins. 
MTCH2 is the defining member 
of a broadly conserved class 
of insertases that exploit a 
diverged ancestral solute 
transporter fold to mediate 
membrane protein insertion. 
MTCH2’s role as a gatekeeper 
for outer mitochondrial mem-
brane biogenesis rationalizes 
its pleotropic phenotypes 
and association with human 
disease. —SMH

Science, add1856, this issue p. 317

PHYSIOLOGY

Differences of the heart
Physiological dimorphisms 
between men and women have 
the potential to reshape our 
understanding of both health 
and disease. Examining a 
cohort of healthy lean adults, 
Diaz-Canestro et al. found that 
systemic and peripheral cardio-
vascular parameters, including 
left ventricular size, diastolic 
function, and peripheral resis-
tance, are associated with lean 
body mass in women but not in 
men. Although these relation-
ships await investigation in 
other patient populations, the 
sex-specific relationship of lean 
body mass to cardiovascular 
capacity may have relevance 
for cardiovascular interven-
tions and risk of heart failure. 
—CAC

Sci. Transl. Med. 14, 

eabo2641 (2022).

The interstellar medium is the origin of the polycyclic aromatic 
hydrocarbons contained in carbonaceous chondrites, such as this one 
found in northwest Africa.

IN OTHER JOURNALS
Edited by Caroline Ash 
and Jesse Smith

ASTROCHEMISTRY

Complex origins of meteorite PAHs

P
olycyclic aromatic hydrocarbons (PAHs) are molecules 
containing several adjacent benzene rings. Astronomical 
observations show that PAHs are common in the interstel-
lar medium and that some carbonaceous meteorites 
contain PAHs; however, it is unclear whether these two 

observations are related. Lecasble et al. extracted PAHs from 
three meteorites and measured their carbon and hydrogen 
isotopes. They compared the isotope ratios with the expected 
values for formation in the interstellar medium or on meteorite 
parent bodies and with the degree of aqueous alteration of each 
meteorite. The authors propose that the PAHs formed in the 
interstellar medium were incorporated into the Solar System 
and then modified by reactions with liquid water. —KTS

Geochim. Cosmochim. Acta  10.1016/j.gca.2022.08.039 (2022).
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leaf size. The amount of mildew 
coverage of leaves depended 
on soil microbiome composi-
tion, and in turn the amount of 
mildew limited aphid populations. 
However, this effect only applied 
to caterpillar-bitten plants in cer-
tain soil types. Therefore, plants 
connect above- and belowground 
communities in ways that could 
be influenced by altering the soil 
microbiome. —BEL

Oikos  10.1111/oik.09366 (2022).

HUMAN GENETICS

The complicated genetics 
of sleep
Mendelian disorders are charac-
terized by rare genetic variants 
causing disease. Historically, 
these disorders have been 
discovered through family 
studies in which they appear in 
patterns consistent with simple 
inheritance models. Weedon et 
al. examined the effects of 12 
variants that had been asso-
ciated with Mendelian sleep 
disorders in several large clinical 
cohorts. None of these variants 
was significantly associated 
with sleep disorders, although 
newly identified loss-of-function 

mutations in some of them were 
associated with sleep tim-
ing. Monogenic diseases have 
revealed many facets of biol-
ogy, but this study shows that 
proper controls must be used to 
ensure the correct identification 
of variants causing Mendelian 
disorders. —CNS

PLOS Genet. 10.1371/journal.

pgen.1010356 (2022).

SURFACE SCIENCE

Robust oil-resistant 
surfaces
In marine environments, oil 
pollution from spills or manu-
facturing causes problematic 
surface fouling. Further, these are 
often physically and chemically 
harsh environments that can 
wear away structured surfaces 
or coatings that are designed to 
prevent fouling. Li et al. gel cast a 
high-concentration slurry of 200- 
to 300-nanometer-diameter 
aluminum oxide particles into an 
aqueous solution containing plu-
rionic polymers. After drying and 
sintering, the aluminum oxide 
particles formed a highly textured 
film that was resistant to oil adhe-
sion. Because it is ceramic based, 

the films are resistant to acids, 
bases, and high salt concentra-
tions. Further, when the surface is 
worn away, it naturally recovers a 
similar particle distribution size, 
thus retaining the surface proper-
ties. —MSL

ACS Appl. Mater. Interfaces 

10.1021/acsami.2c13857 (2022).

CELL BIOLOGY

Liquid-liquid phase 
secretion
Insulin is a key regulator of 
human metabolism, and its 
dysfunction leads to diseases 
such as type 2 diabetes. How the 
precursor of insulin, proinsulin, is 
transferred within the cell from 
the trans-Golgi network (TGN) 
to secretory storage granules 
is unclear. However, chromo-
granin proteins are known 
central regulators of secretory 
granule biosynthesis. Parchure 
et al. found that chromogranins 
undergo liquid-liquid phase 
separation at the low pH levels 
seen in the TGN. The intrinsically 
disordered N-terminal domain 
of chromogranin B aids phase 
separation, which is critical for 
secretory granule formation. The 

liquid chromogranin conden-
sates can thus recruit and sort 
proinsulin and other cargo mol-
ecules in the TGN environment 
without any need for specific 
receptors. —SMH
J. Cell Biol. 221, e202206132 (2022). 

LITHIUM CHEMISTRY

A quick route to 
organolithium reagents
Organolithium compounds are 
essential reagents because 
of their extraordinarily potent 
basicity. They are also highly 
flammable and finicky and 
therefore a challenge to 
prepare. Crockett et al. report 
that recrystallization of lithium 
metal from liquid ammonia 
ahead of time enhances 
the rate and reliability of its 
subsequent reaction with 
halocarbons to produce these 
bases. Gradual evaporation 
of the ammonia resulted in a 
high-surface-area dendritic 
morphology of the semicrys-
talline metal, which reacted 
readily with a wide range of 
alkyl, aryl, and vinyl chlorides 
and bromides. —JSY
J. Am. Chem. Soc. 144, 16631 (2022).

REPRODUCTION

Cooperative ostriches

M
any birds breed cooperatively in various ways to reduce 
the costs of looking after eggs and chicks. For example, 
as many as 12 unrelated female ostriches may lay eggs 
in one nest brooded by either sex. Melgar et al. investi-
gated what drives the variability in the number of partner 

adults in an experimental comparison of captive and wild 
ostriches living under similar conditions. They found that males 

needed to ally with about four females to maximize breeding 
success. Females gained more from cooperation and were most 
successful when clubbing together in larger groups of up to six 
individuals. Intermediate group sizes tended to reduce repro-
ductive success in both males and females because of conflicts 
in the timing of egg laying and incubation and the risk of eggs 
being trampled by ardent males. —CA  eLife 11, e77170 (2022). 
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Ostriches breed cooperatively, with variable numbers of females contributing eggs to one nest. 
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METABOLISM

Why it matters when 
mice eat
The timing of feeding relative to 
daily cycles of activity and sleep 
can determine whether mice 
fed the same high-fat diet (HFD) 
become obese. Hepler et al. 
clarified the mechanism behind 
such differential energy handling  
(see the Perspective by Lagarde 
and Kazak). In their experiments, 
mice fed an HFD consumed dur-
ing the active phase of their daily 
cycle (nighttime for a mouse) 
had greater energy expenditure 
resulting from the metabolism 
of food to produce heat. Such 
thermogenesis depended on the 
circadian clock of adipocytes 
and on increased synthesis of 
creatine, fueling a futile cycle of 
ATP turnover in the mitochon-
dria of adipocytes. These results 
help to explain the benefits of 
time-restricted feeding and how 
circadian disruption can contrib-
ute to metabolic disease. —LBR

Science, abl8007, this issue p. 276;

see also ade6720, p. 251

EVOLUTIONARY BIOLOGY

One cannot have 
everything
It is well known that there are 
sex-specific differences in the 
incidence of various diseases. 
It is likewise understood that 
some genes associated with 
metabolic disease and other 
medical conditions were likely 
selected during evolution 
because they were adaptive 
under other circumstances. In 
an example that ties together 
both of these concepts, 
Nikkanen et al. used mice to 
show that the hepatic transcrip-
tion factor BCL6 plays a key 
role in determining the genetic 
program active in male versus 
female mice and hence their 
survival in different conditions 
(see the Perspective by Waxman 
and Kineman). Male mice had a 
high expression of BCL6, result-
ing in protection from infection 

but vulnerability to metabolic 
disease, and the opposite was 
observed in the female mice. 
—YN

Science, abn9886, this issue p.  290;

see also ade7614, p. 252

 CELL BIOLOGY

Oocytes store mRNAs 
around mitochondria
Mammalian oocytes stop tran-
scribing DNA into messenger 
RNA (mRNA) during the final 
stages of their development. 
The oocyte’s meiotic divisions 
and early embryo develop-
ment occur in the absence of 
transcription and rely instead on 
maternal mRNAs that are stored 
in the oocyte. However, where 
and how mammalian oocytes 
store mRNAs has remained 
elusive. Cheng et al. discov-
ered that mammalian oocytes, 
including those in humans, store 
maternal mRNAs around the 
mitochondria in a membraneless 
compartment with hydrogel-like 
properties. The RNA-binding 
protein ZAR1 drives the assem-
bly of this compartment, which 
clusters the mitochondria and 
protects the mRNAs against 
degradation. —SMH

Science, abq4835 , this issue p. 262

OPTICS

Miniaturizing 
spectrometers
High-resolution spectrometry 
tends to be associated with 
bench-sized machines. Recent 
efforts on computational 
spectrometers have shown that 
this physical footprint can be 
shrunk by using nanowires and 
two-dimensional (2D) materi-
als, but these devices are often 
associated with limited perfor-
mance. Yoon et al. developed a 
single-detector computational 
spectrometer using an electri-
cally tunable spectral response 
of a single junction comprising 
2D van der Waal materials (see 
the Perspective by Quereda and 

Castellanos-Gomez). The electri-
cally tunable spectral response 
and high performance of the tiny 
detector are promising for the 
further development of compu-
tational spectrometers. —ISO

Science, add8544, this issue p. 296;

see also ade6037, p. 250

EVOLUTION

The butterfly’s grand 
ground plan
In the 1920s, biologists proposed 
that butterfly wing pattern 
diversity evolved as variations 
of a ground plan of pattern ele-
ments that vary in color, shape, 
and position between different 
species. Mazo-Vargas et al. found 
that major aspects of this ground 
plan are determined by an 
ancient array of deeply conserved 
noncoding DNA sequences (see 
the Perspective by Espeland and 
Podsiadlowski). These regula-
tory sequences can have both 
positive and negative effects, and 
nuanced interactions between 
noncoding regions sculpt wing 
patterns. Deep homology of 
complex, rapidly evolving traits 
can thus be reflected in noncod-
ing genomic sequences. —LMZ 
and DJ

Science, abi9407, this issue p. 304;

see also ade5689, p. 249

CANCER MICROBIOME

A tumorigenic infection
The tumor-associated micro-
biome can contribute to tumor 
development and progression. 
Udayasuryan et al. found that 
Fusobacterium nucleatum, 
an oral commensal that can 
become an opportunistic 
pathogen, promotes tumor 
progression–associated activity 
in pancreatic ductal adenocar-
cinoma (PDAC) cells. Infection 
with F. nucleatum induced the 
release of cytokines that pro-
moted proliferation, migration, 
and invasion in human PDAC cell 
lines, but not in normal human 
pancreatic epithelial cells. An 
antibody targeting one of the 

secreted cytokines inhibited the 
proliferation of PDAC cells. —LKF

Sci. Signal. 15, eabn4948 (2022).

IMMUNOTHERAPY

Flipping graft-versus-
tumor effects
Allogeneic bone marrow 
transplantation (alloBMT) is a 
potentially curative treatment 
for blood-related cancers, but 
patients are prone to tumor 
relapse due to escape from graft-
versus-tumor effects, especially 
when accompanied by systemic 
immunosuppression. Using 
a mouse model of myeloma 
resistant to treatment with 
alloBMT, Minnie et al. found that 
alloBMT-derived donor T cells 
became functionally exhausted 
from exposure to alloantigen 
rather than tumor antigen. Post-
transplant cyclophosphamide 
depleted alloantigen-driven 
exhausted T cells, leaving a 
population bearing a stem cell 
memory–like gene signature. In 
leukemia-bearing mice receiv-
ing a haploidentical transplant, 
agonist immunotherapy with an 
engineered interleukin-18 resis-
tant to endogenous inhibitors 
enhanced antitumor immunity 
and improved survival. These 
results demonstrate that immu-
notherapy targeting residual T 
cell populations can improve the 
graft-versus-tumor response of 
alloBMT during systemic immu-
nosuppression. —CO

Sci. Immunol. 7, eabo3420 (2022).
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Mammalian oocytes store mRNAs in a
mitochondria-associated membraneless compartment
Shiya Cheng†, Gerrit Altmeppen†, Chun So, Luisa M. Welp, Sarah Penir, Torben Ruhwedel,

Katerina Menelaou, Katarina Harasimov, Alexandra Stützer, Martyn Blayney, Kay Elder,

Wiebke Möbius, Henning Urlaub, Melina Schuh*

INTRODUCTION: Mammalian oocytes accu-

mulate a large number of messenger RNAs

(mRNAs) through active transcription as they

grow. Transcription ceases during the final

stages of oocyte growth and only resumeswhen

the embryonic genome is activated after fer-

tilization. During this period, the oocyte and

the embryo can only use the stored mRNAs

to synthesize new proteins. Proper storage of

maternal mRNAs is thus critical for the matu-

ration of oocytes into fertilizable eggs through

meiosis and for early embryonic development

after fertilization. However, where and how

maternal mRNAs are stored in mammalian

oocytes, including human oocytes, has re-

mained elusive.

RATIONALE: RNAs are often stored in mem-

braneless compartments that form by spon-

taneous phase separation of proteins and/or

nucleic acids. Previous studies identified dif-

ferent types of membraneless compartments

that storemRNAs in non-mammalian oocytes,

such as P granules in Caenorhabditis elegans

and Polar granules in Drosophila. We thus set

out to identify potential RNA storage compart-

ments in mammalian oocytes.

RESULTS: We analyzed the localization of

RNA-binding proteins that were highly ex-

pressed in mouse oocytes. We found that the

RNA-binding proteins ZAR1, YBX2, DDX6,

LSM14B, and 4E-T (EIF4ENIF1) co-localized

with mitochondria, forming clusters through-

out the cytoplasm. By contrast, they did not

co-localize with the Golgi apparatus, recycling

endosomes, or lysosomes, and only partially

co-localized with the endoplasmic reticulum.

Additionally, we stained mRNAs using RNA

fluorescence in situ hybridization and found

that they were stored in this mitochondria-

associated domain. This domain was also

present in oocytes of other mammalian spe-

cies, including humans. Because this domain

was distinct from any known RNA-containing

compartment, we named it mitochondria-

associated ribonucleoprotein domain, or

MARDO for short.

MARDO assembly aroundmitochondria was

directed by an increase in mitochondrial mem-

brane potential during oocyte growth. The

MARDO gradually appeared as oocytes grew

and became most prominent in full-grown

oocytes, the mitochondria of which are also

the most active. Among the MARDO-localized

RNA-binding proteins, ZAR1 played a major

role in the assembly of theMARDO. ZAR1, but

not other RNA-binding proteins, promoted the

coalescence of MARDO foci into hydrogel-like

matrices when overexpressed. MARDO coa-

lescence drove the aggregation of mitochon-

dria into giant clusters. Through a series of

in vivo and in vitro experiments, we found

that the unstructured N-terminal domain of

ZAR1 was essential for MARDO assembly and

its association with mitochondria. We de-

pleted ZAR1 by gene knockout, RNA inter-

ference, and Trim-Away and found that both

MARDO formation andmitochondrial cluster-

ing were impaired. MARDO formation and

mitochondrial clustering were restored by

expressing ZAR1 in Zar1-knockout oocytes.

These results confirmed that ZAR1 is essen-

tial for MARDO assembly and mitochon-

drial clustering. Furthermore, live-cell imaging

analyses showed that loss of ZAR1 caused

severe defects in spindle assembly, chromo-

some alignment, and cytokinesis during oocyte

meiotic maturation.

TheMARDO stored translationally repressed

mRNAs, some of which are known to become

translationally activated during thematuration

of oocytes into fertilizable eggs or after fer-

tilization. Loss of ZAR1 not only disrupted the

MARDO, but also caused a premature loss of

MARDO-localized mRNAs. Maternal mRNAs

need to be progressively degraded and re-

placed by mRNAs transcribed from the em-

bryonic genome to ensure proper embryonic

development. The MARDO dissolved during

the transition from meiosis I to meiosis II be-

cause of proteasomal degradation of ZAR1,

which was essential for the timely degrada-

tion of maternal mRNAs.

CONCLUSION: In this study, we identified the

MARDO, a mitochondria-associated mem-

braneless compartment that stores maternal

mRNAs in oocytes of various mammalian

species, including humans. Our data reveal

how the MARDO coordinates maternal mRNA

storage, translation, and degradation to en-

sure fertility in mammals. The RNA-binding

protein ZAR1 promotesMARDOassembly and

coalescence into clusters. The MARDO stores

translationally repressed mRNAs, some of

which are translated during later stages of

development. Proteasomal degradation of ZAR1

drives MARDO dissolution in mature eggs to

ensure the timely degradation of maternal

mRNAs.

Our data also reveal physical and functional

interactions between the membraneless

MARDO and membrane-bound mitochon-

dria, both of which are maternally contrib-

uted compounds that accumulate during

oocyte growth.▪

RESEARCH
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The MARDO in a mouse oocyte. The MARDO (ZAR1, green) assembles around mitochondria (cytochrome c,
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Mammalian oocytes store mRNAs in a
mitochondria-associated membraneless compartment
Shiya Cheng1†, Gerrit Altmeppen1†, Chun So1, Luisa M. Welp2, Sarah Penir1, Torben Ruhwedel3,

Katerina Menelaou1,4, Katarina Harasimov1, Alexandra Stützer2, Martyn Blayney4, Kay Elder4,

Wiebke Möbius3,5, Henning Urlaub2,6, Melina Schuh1,5*

Full-grown oocytes are transcriptionally silent and must stably maintain the messenger RNAs (mRNAs)

needed for oocyte meiotic maturation and early embryonic development. However, where and how

mammalian oocytes store maternal mRNAs is unclear. Here, we report that mammalian oocytes

accumulate mRNAs in a mitochondria-associated ribonucleoprotein domain (MARDO). MARDO assembly

around mitochondria was promoted by the RNA-binding protein ZAR1 and directed by an increase in

mitochondrial membrane potential during oocyte growth. MARDO foci coalesced into hydrogel-like matrices

that clustered mitochondria. Maternal mRNAs stored in the MARDO were translationally repressed. Loss

of ZAR1 disrupted the MARDO, dispersed mitochondria, and caused a premature loss of MARDO-localized

mRNAs. Thus, a mitochondria-associated membraneless compartment controls mitochondrial distribution

and regulates maternal mRNA storage, translation, and decay to ensure fertility in mammals.

I
n mammals such as humans and mice,

transcription ceases during the final stages

of oocyte growth and only resumes when

the embryonic genome is activated after

fertilization (1–3). During this period, the

oocyte and the embryo can only use stored

mRNAs to synthesize new proteins. The proper

storage of maternal mRNAs is thus critical for

generating mature, haploid eggs through

meiosis and for early embryonic development

after fertilization (4).

RNAs often accumulate in membraneless

compartments that form by phase separation

(5–8). Membraneless RNA storage compart-

ments have been well characterized in non-

mammalian oocytes, but less so in oocytes from

mammals. For instance, P granules have been

described in Caenorhabditis elegans oocytes

(9, 10), polar granules in Drosophila oocytes

(11–13), and the Balbiani body in Xenopus and

zebrafish oocytes (14, 15). The Balbiani body

is present in the early stages of human oocyte

development but is absent at later stages (16).

Mouse oocytes contain large, P-body–like gran-

ules during the early stages of development,

but these are dispersed as oocytes grow larger

(17, 18). Thus, it is still unknown where and

howmaternalmRNAs are stored in full-grown

human and mouse oocytes. Previous studies

had established that RNA-binding proteins such

as YBX2 (17, 19, 20) and ZAR1 (21) are required

formaternalmRNAstorage in full-grownmouse

oocytes. Several RNA-binding proteins have

been suggested to be enriched in the cortex of

mouse oocytes (17). Nevertheless, the exact

localization of maternal mRNAs and themech-

anism that stores them remain elusive.

Results

Identification of a mitochondria-associated RNA

storage compartment in mammalian oocytes

To identify an mRNA storage compartment in

mammalian oocytes, we performed a localiza-

tion screen in full-grown mouse oocytes. First,

we analyzed the potential co-localization be-

tween highly expressed RNA-binding proteins

anddifferent types ofmembrane-boundorgan-

elles, including mitochondria, endoplasmic

reticulum (ER), Golgi apparatus, recycling

endosomes, and lysosomes (Fig. 1, A to V, and

fig. S1, A to I). We found that the RNA-binding

proteins ZAR1 (21–24), YBX2 (19, 20, 25, 26),

DDX6 (18), LSM14B (27), and 4E-T (EIF4ENIF1)

(28) co-localized with mitochondria, form-

ing clusters that were distributed through-

out the oocyte cytoplasm (Fig. 1, A and B, and

fig. S1, B to I). High-resolution images re-

vealed that ZAR1 accumulated around mito-

chondria (Fig. 1, C and D).

Next, we investigated whether mRNAs co-

localize with RNA-binding proteins in proxim-

ity to mitochondria. Indeed, RNA–fluorescence

in situ hybridization (RNA-FISH) indicated that

ZAR1 also co-localized with mRNAs that con-

tain a poly(A) tail (Fig. 1, E and F, and fig. S1,

J and K). Consistent with this observation,

ZAR1 co-localized with the poly(A)-binding

protein PABPC1L (29, 30) (fig. S1, L and M).

ZAR1 also co-localized with the other four

RNA-binding proteins, YBX2, DDX6, LSM14B,

and 4E-T (Fig. 1, G to N). Collectively, these

results indicate that both mRNAs and RNA-

binding proteins accumulate around mito-

chondria in mouse oocytes.

By contrast, ZAR1 did not associate with

the Golgi apparatus, recycling endosomes, or

lysosomes, and associated with only a fraction

of ER tubules (Fig. 1, O to V, and fig. S1N). The

specific association between ZAR1 and mito-

chondria was further confirmed by a proxim-

ity ligation assay (PLA): Manymore PLA spots

were observed when ZAR1 was ligated to a

mitochondrialmarker than to a recycling endo-

some marker (Fig. 1, W and X).

ZAR1 and other RNA-binding proteins also

accumulated around mitochondria in human,

porcine, and bovine oocytes (Fig. 1Y and fig.

S2). Similar to mouse oocytes, RNA-binding

proteins and mitochondria formed clusters

throughout the cytoplasm in these mamma-

lian oocytes.

Thus, maternal mRNAs and RNA-binding

proteins are mainly deposited around mito-

chondria in oocytes of various mammalian spe-

cies, including humans. Because this domain is

distinct from any known RNA-containing com-

partment (31, 32), we named it “mitochondria-

associated ribonucleoprotein domain” (MARDO).

MARDO formation depends on an increase

in mitochondrial membrane potential during

oocyte growth

To investigate when the MARDO forms, we

performed immunostaining for ZAR1 andmito-

chondria on oocytes at different growth stages.

The MARDO gradually appeared as oocytes

grew larger and was most prominent in full-

grown “surrounded nucleolus” (SN) oocytes, so

called because their nucleoli are surrounded

by chromatin (Fig. 2, A to I, and fig. S3, A and

B). PLA confirmed that the association of ZAR1

with mitochondria increased during oocyte

growth (fig. S3, C and D). Coincidentally, the

mitochondrial membrane potential also in-

creased during oocyte growth and reached

a maximum in SN oocytes (Fig. 2, J and K).

We thus investigated whetherMARDO forma-

tion required the increased mitochondrial

membrane potential by treating oocytes with

different mitochondrial inhibitors. Mitochon-

dria were completely or partially depolarized

in oocytes treated with antimycin A, carbonyl

cyanide p-trifluoromethoxyphenylhydrazone

(FCCP), or oligomycin A (fig. S3, E to G). More-

over, theMARDOwas disrupted when oocytes

were treated with any of these inhibitors (Fig.

2, L andM, and fig. S3, H and I), implying that

the increase in mitochondrial membrane po-

tential during oocyte growth is essential for
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Fig. 1. Identification of a

mitochondria-associated

RNA storage compart-

ment in mammalian

oocytes. (A) Representative

immunofluorescence

images of mouse GV

oocytes. Green, ZAR1;

magenta, mitochondria

(cytochrome c); cyan, DNA

(Hoechst 33342). Insets

are magnifications of out-

lined regions. (B) Intensity

profiles of ZAR1 and

mitochondria (cytochrome c)

along the yellow line in

(A). (C) Representative

immunofluorescence

Airyscan images of mouse

GV oocytes. Green, ZAR1;

magenta, mitochondria

(cytochrome c). Insets

are magnifications of

outlined regions. Scale

bar, 2 mm. (D) Intensity

profiles of ZAR1 and

mitochondria (cytochrome

c) along the yellow line in

(C). (E) Representative

RNA-FISH images of

mouse GV oocytes. Green,

ZAR1-mClover3; magenta,

mRNAs with a poly(A)

tail [5′-Cy5-Oligo d(T)30].

Insets are magnifications

of outlined regions.

(F) Intensity profiles of

ZAR1-mClover3 and

mRNAs [5′-Cy5-Oligo

d(T)30] along the yellow

line in (E). (G to N) Repre-

sentative immunofluores-

cence images of mouse

GV oocytes [(G), (I), (K),

and (M)]. Green, ZAR1;

magenta, YBX2 (G), DDX6

(I), LSM14B (K), 4E-T (M);

cyan, DNA (Hoechst 33342).

Insets are magnifications

of outlined regions. Intensity

profiles along the yellow

lines are shown in (H), (J),

(L), and (N), respectively.

(O to V) Representative

immunofluorescence

images of mouse GV oocytes [(O), (Q), (S), and (U)]. Green, ZAR1;

magenta, Golgi apparatus (GM130) (O), RAB11A-positive recycling

endosomes (Q), lysosomes (LAMP1) (S), ER (BCAP31) (U); cyan, DNA

(Hoechst 33342). Insets are magnifications of outlined regions.

Intensity profiles along the yellow lines are shown in (P), (R), (T), and (V),

respectively. (W) Representative images of in situ PLA performed with

antibody pairs anti-ZAR1 and anti-TOMM20, anti-ZAR1 and anti-RAB11A,

or anti-ZAR1 and IgG control in mouse GV oocytes. Green, PLA spots;

magenta, DNA (Hoechst 33342). Dashed lines demarcate the oocytes.

(X) Quantification and normalization of the number of PLA spots. The

data were normalized by dividing the values of each group by the mean

of the first group (ZAR1 and TOMM20). (Y) Representative immuno-

fluorescence images of human GV oocytes. Green, MARDO (ZAR1); magenta,

mitochondria (FIS1); cyan, DNA (Hoechst 33342). Insets are magnifications

of outlined regions. The number of analyzed oocytes is specified in italics

in (X). Data are shown as mean ± SD. P values were calculated using

one-way ANOVA with Tukey’s post hoc test. Scale bars, 10 mm unless

otherwise specified.
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MARDO formation. To further investigate the

requirement of mitochondrial polarization in

MARDO assembly, we tracked the accumula-

tion of newly synthesizedmScarlet-taggedZAR1

aroundmitochondria labeledwithmitochondria-

targeted enhanced green fluorescent protein

(Mito-EGFP). The accumulation of ZAR1 around

mitochondria was significantly lower in FCCP-

treated oocytes than in control oocytes, with

similar total levels of ZAR1 (fig. S3, J toM). Thus,

MARDO formation is directed by an increase

inmitochondrial membrane potential during

oocyte growth.

ZAR1 promotes MARDO coalescence and

mitochondrial clustering

The MARDO and mitochondria form clusters

throughout the cytoplasm (Fig. 1, A to D and Y,

and figs. S1, B to I, and S2). To investigate

which MARDO component can promote clus-

ter formation, we overexpressed mScarlet

fusions of the RNA-binding proteins with

Mito-EGFP in mouse oocytes. By comparing

the ratio of signal onmitochondria to signal in

the cytosol, we found that ZAR1 was the most

highly enriched protein on mitochondria, fol-

lowed by LSM14B (Fig. 3, A to D, and fig. S4).

ZAR1-mScarlet andmitochondria coalesced into

huge clusters, whereas YBX2-Scarlet, DDX6-

Scarlet, LSM14B-mScarlet, 4E-T-mScarlet, and
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Fig. 2. MARDO formation is directed

by an increase in mitochondrial

membrane potential during oocyte

growth. (A) Schematic representation

of oocyte growth and meiotic matura-

tion. (B to I) Representative immuno-

fluorescence images of mouse oocytes

at different growth stages. Represen-

tative nonsurrounded nucleolus (NSN)

oocytes with diameters between 45

and 55, 55 and 65, and 65 and 80 mm

are shown in (B), (D), and (F), respec-

tively. A representative SN oocyte is

shown in (H). Green, ZAR1; magenta,

mitochondria (cytochrome c); cyan,

DNA (Hoechst 33342). Intensity profiles

along the yellow lines are shown

in (C), (E), (G), and (I), respectively.

(J) Representative fluorescence images

of similarly sized NSN and SN mouse

oocytes stained with MitoTracker Green

(MTG, green), the membrane potential–

sensitive dye TMRM (magenta), and

SiR-DNA (cyan). Fluorescence intensity

ratios of TMRM to MitoTracker Green are

shown with rainbow RGB pseudocolors.

(K) Quantification of the fluorescence

intensity ratio of TMRM to MitoTracker

Green on mitochondria in mouse

oocytes at different growth stages. The

data were normalized by dividing the

values of each group by the mean of the

first group (NSN oocytes, 45 to 55 mm).

(L) Representative immunofluorescence

images of mouse GV oocytes treated

with DMSO, 5 mg/ml antimycin A, 5 mM

FCCP, or 5 mg/ml oligomycin A. Green,

MARDO (ZAR1); magenta, mitochondria

(COX17); cyan, DNA (Hoechst 33342).

Insets are magnifications of outlined

regions. (M) Quantification of the ratio

of mean ZAR1 intensity on mitochondria

to that in the cytosol under different

treatments. The number of analyzed

oocytes is specified in italics. Data are

shown as mean ± SD. P values were

calculated using one-way ANOVA with

Tukey’s post hoc test. Scale bars, 10 mm.
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Fig. 3. ZAR1 drives MARDO coales-

cence and mitochondrial clustering.

(A) Representative fluorescence images

of mouse GV oocytes expressing

Mito-EGFP (mitochondria, green) and

ZAR1-mScarlet (magenta). The

dashed line demarcates the oocyte.

(B) Representative Airyscan fluorescence

images of mouse GV oocytes expressing

Mito-EGFP (mitochondria, green) and

ZAR1-mScarlet (magenta). Scale bar,

2 mm. (C) Representative fluorescence

images of mouse GV oocytes

expressing Mito-EGFP (mitochondria,

green) and mScarlet (magenta).

(D) Quantification of the signal ratio of

indicated proteins on mitochondria

(Mito-EGFP) to that in the cytosol.

(E) Quantification of the mitochondrial

(Mito-EGFP) clustering index when

the indicated proteins are overexpressed

in mouse GV oocytes. (F) Representative

stills from time-lapse movies of mouse

GV oocytes expressing Mito-EGFP

(mitochondria, green) and ZAR1-mScarlet

(magenta). Arrows highlight fusing

MARDO-mitochondria clusters. Dashed

lines highlight fused MARDO-mitochondria

clusters. Scale bar, 2 mm. (G) Partial

bleaching of ZAR1-mScarlet in the MARDO

in mouse GV oocytes. The bleached

area is outlined by the dashed box. Scale

bar, 2 mm. (H) FRAP analysis of

ZAR1-mScarlet in the MARDO. Scale bar,

2 mm. (I) Quantification of the FRAP

experiment in (H). (J) Domain organization

of mouse ZAR1 showing the disordered

region predicted by IUPred2. (K) Repre-

sentative fluorescence images of

mouse GV oocytes expressing Mito-EGFP

(mitochondria, green) and ZAR1(1-263)-

mScarlet (magenta). (L) Representative

fluorescence images of mouse GV oocytes

expressing Mito-EGFP (mitochondria,

green) and ZAR1(252-361)-mScarlet

(magenta). (M) Quantification of

the signal ratio of indicated proteins on

mitochondria (Mito-EGFP) to that in

the cytosol. (N) Quantification of

the mitochondrial (Mito-EGFP) clustering

index when the indicated proteins are

overexpressed in mouse GV oocytes.

(O) Representative bright-field images of

SMT3 or SMT3-sfGFP solutions and

SMT3-ZAR1(1-263) droplets formed by phase separation in vitro. The

protein concentrations of SMT3 and SMT3-sfGFP are both 32 mM. The

protein concentration of SMT3-ZAR1(1-263) is 8 mM. The buffer is 50 mM

HEPES, pH 7.4, 30 mM NaCl, and 2 mM DTT. (P) Phase separation of

SMT3-ZAR1(1-263) at different protein concentrations and under different salt

conditions. Solid dot represents phase separation. Hollow dot represents no

phase separation. The buffer contains 50 mM HEPES, pH 7.4, and 2 mM

DTT. (Q) Representative bright-field images of SMT3-ZAR1(1-263) droplets

and ZAR1(1-263) hydrogels. The nonspherical morphology of ZAR1(1-263)

condensate is due to incomplete fusion. The protein concentrations are

both 40 mM. The buffer is 50 mM HEPES, pH 7.4, 150 mM NaCl, 2 mM DTT,

and 10% Ficoll 400. (R) FRAP analysis of SMT3-ZAR1(1-263) droplets and

ZAR1(1-263) hydrogels. The protein concentrations are both 40 mM, with

2% of proteins conjugated by Alexa Fluor 488. The buffer is 50 mM HEPES,

pH 7.4, 150 mM NaCl, 2 mM DTT, and 10% Ficoll 400. Scale bar, 2 mm.

(S) Quantification of the FRAP experiment in (R). The number of analyzed

oocytes [(D), (E), (M), and (N)] or FRAP experiments [(I) and (S)] is specified

in italics. Data are shown as mean ± SD. P values were calculated using

one-way ANOVA with TukeyÕs post hoc test. Scale bars, 10 mm unless

otherwise specified.
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mScarlet alone had no significant effect on

mitochondrial clustering, which was measured

by calculating the reciprocal of cluster number

(Fig. 3, A to C and E; fig. S4; and movie S1).

High-resolution images revealed that ZAR1

intermingled with mitochondria (Fig. 3B and

movie S2). Prominent mitochondrial clusters

were also observed by electron microscopy of

oocytes overexpressing ZAR1 (fig. S5, A and B).

ZAR1 localization to interstitial spaces within

the mitochondrial cluster was confirmed by

immunoelectron microscopy (fig. S5, C to F).

Thus, ZAR1 can promote MARDO coalescence

andmitochondrial clustering inmouse oocytes.

The coalescedMARDO inZAR1-overexpressing

oocytes also contained mitochondria (fig. S6,

A and B) but was largely devoid of other or-

ganelles such as the Golgi apparatus, recycling

endosomes, lysosomes, and ribosomes (fig. S6,

C to F). Some ER tubules were localized in the

coalescedMARDO in association with mito-

chondria, but most were outside of theMARDO

(figs. S5B and S6G). These results further

suggest that the MARDO is a mitochondria-

associated compartment. In addition, random-

ly localized cytoplasmic proteins were not

enriched in the coalesced MARDO but rather

were partially excluded from this region (fig.

S6, H and I).

The disordered N-terminal region of ZAR1 drives

MARDO coalescence

Given that MARDO foci had the capacity to

coalesce and promote mitochondrial cluster-

ing (Fig. 3F andmovie S3), we considered that

this process occurs through phase separation.

When ZAR1-mScarlet was partially photo-

bleached in the coalescedMARDO,nonbleached

ZAR1-mScarlet diffused into the bleached re-

gion (Fig. 3G). This diffusion indicates internal

rearrangement, which is a hallmark of a phase-

separated compartment. MARDO coalescence

and the signal recovery of ZAR1-mScarlet after

photobleaching were both slow (Fig. 3, F to

I), consistent with hydrogel-like rather than

liquid-like properties. The MARDO was de-

stroyed in oocytes treated with 1,6-hexanediol

(fig. S7, A to C), suggesting that MARDO for-

mation requires weak hydrophobic interactions.

It was previously reported that RNA re-

duces, whereas RNase treatment enhances,

the phase separation behavior of prion-like

RNA-binding proteins (33). We found that

injecting RNase promoted MARDO coales-

cence and mitochondrial clustering (fig. S7,

D and E), similar to ZAR1 overexpression.Mito-

chondrial clustering occurred within 4minutes

after RNase injection, which excludes the pos-

sibility that RNase acted by affecting transla-

tion and the amounts of intracellular proteins

(fig. S7F and movie S4). This result further

suggests that theMARDO is a phase-separated

compartment, and its coalescence is regulated

by RNA levels.

On the basis of our findings that MARDO

coalescence is driven by ZAR1 and that the

MARDO shows some characteristics of phase-

separated compartments, we considered that

ZAR1 drives phase separation. ZAR1 has an

unstructured domain at the N terminus and a

structured RNA-binding domain at the C ter-

minus (21–23, 34) (Fig. 3J).We expressed trun-

cation mutants of ZAR1 in mouse oocytes and

found that the unstructured N-terminal do-

main of ZAR1 was both necessary and suffi-

cient for promotingMARDO coalescence and

mitochondrial clustering (Fig. 3, K to N, and

fig. S7H). We then purified the N-terminal do-

main of ZAR1 [ZAR1(1-263)], and found that it

could phase-separate on its own in vitro (Fig.

3, O and P). ZAR1(1-263) formed hydrogel-like

condensates with slow recovery after photo-

bleaching, which resembled the behavior of

coalesced MARDO in vivo (Fig. 3, Q to S). By

contrast, ZAR1(1-263) fused to the small ubiquitin–

related modifier (SUMO) tag SMT3, which in-

creases protein solubility, formed liquid-like

condensates with rapid signal recovery after

photobleaching (Fig. 3, Q to S). Together, our

data indicate that the N-terminal region of

ZAR1, which can undergo phase separation,

promotes the coalescence of the MARDO

into a hydrogel-like matrix that sequesters

mitochondria.

Proteasomal degradation of ZAR1

underlies MARDO dissolution during oocyte

meiotic maturation

Full-grown oocytes contain a large nucleus re-

ferred to as germinal vesicle (GV) and are ar-

rested in prophase I of meiosis until a surge of

luteinizing hormone initiates the resumption

of meiosis (Fig. 2A). Subsequently, the GV

oocyte matures into a fertilizable egg by under-

going the first meiotic division, a process re-

ferred to as oocytemeioticmaturation (Fig. 2A).

To investigate the dynamics of the MARDO

when oocytes resumemeiosis, we stained ZAR1

in oocytes at different stages of meiotic matu-

ration (Fig. 2A). ZAR1 was progressively de-

pleted from the mitochondria during oocyte

meioticmaturation, suggesting that theMARDO

was progressively disassembled (Fig. 4, A and

B). Consistent with previous studies (35, 36),

mitochondria were clustered around the spin-

dle during metaphase I (MI) but were dis-

persed during metaphase II (MII) (Fig. 4, A

and C). Moreover, we found that mitochon-

drial dispersionwas concomitantwithMARDO

dissolution in MII oocytes (Fig. 4, A to C).

Phosphorylation is awell-knownmechanism

for regulating the assembly and disassembly

ofmembraneless compartments (37). Through

mass spectrometry (MS) analysis of GV and

MI oocytes, we established a dataset of protein

phosphorylation during this transition. Many

more phosphorylated proteins were identified

inMI oocytes than inGVoocytes, implying that

phosphorylation is critical for meiotic progres-

sion (data S1). We found that MARDO pro-

teins such asDDX6, 4E-T, LSM14B, YBX2 [also

reported in (38)], and ZAR1 were phosphory-

lated when oocytes resumed meiosis (fig. S8A

anddataS2). PhosphorylationofZAR1 inoocytes

that resumed meiosis was further confirmed

by lambda protein phosphatase treatment

using a universal ZAR1 antibody and an anti-

body that only recognizes nonphosphorylated

ZAR1 (fig. S8, B to G). Moreover, treating

oocytes with the CDK1 inhibitor RO-3306 just

after nuclear envelope breakdown affected

ZAR1 phosphorylation (fig. S8H), whereas the

proteasome inhibitor MG-132 or the MEK1/2

inhibitor U0126 had no effect (fig. S8I), sug-

gesting that ZAR1 is phosphorylated by CDK1

during oocyte meiotic maturation. Phosphoryl-

ation of ZAR1 by CDK1 was confirmed by an

in vitro phosphorylation assay (fig. S9A). Two

phosphorylation sites, T154 and S161, were

identified both in vivo and in vitro (figs. S8A

and S9A and data S2), and mutations at these

two sites fully blocked the electrophoretic mo-

bility shift of ZAR1 when oocytes resumed

meiosis (fig. S9, B to D). However, similar to

wild-type ZAR1, the phosphomimetic variants

of ZAR1 [ZAR1(T154D, S161D)] still triggered

MARDO coalescence in GV oocytes (fig. S9, E

and F), suggesting that phosphorylation does

not regulate MARDO dynamics.

We then observed that dissolution of the

MARDO was accompanied by a decrease in

ZAR1 protein levels (Fig. 4, A, D, and E). The

decrease of ZAR1 protein during oocyte meio-

tic maturation was also observed in a previous

study (21). Live imaging analysis indicated

that MARDO dissolution occurred during the

transition from MI to MII (Fig. 4F and movie

S5). Furthermore, when ZAR1 was overex-

pressed, MARDO dissolution was delayed,

whereas polar body extrusion was not signif-

icantly affected (Fig. 4F, movie S6, and fig.

S10A). We hypothesized that the decrease in

ZAR1 protein levels and MARDO dissolution

require proteasome-mediated degradation of

ZAR1. Consistent with this hypothesis, treat-

ing oocytes with the proteasome inhibitor

MG-132 blocked both ZAR1 degradation and

MARDO dissolution (Fig. 4, E, G, and H). To

exclude the possibility that impaired MARDO

dissolution was caused by MI arrest upon

MG-132 treatment (39), we also treated oocytes

with nocodazole, which depolymerizes micro-

tubules and impairs spindle assembly, causing

a cell cycle arrest before reaching MI. We

found that nocodazole treatment had no ef-

fect onMARDO dissolution (Fig. 4, G andH),

indicating that MARDO dissolution occurs

independently of cell cycle progression. In

addition, we artificially delayedMARDO dis-

solution by overexpressing ZAR1 (Fig. 4F) and

added MG-132 only upon completion of the

first meiotic division. In contrast to LSM14B,
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Fig. 4. Proteasome-mediated degradation of ZAR1 promotes MARDO disso-

lution during oocyte meiotic maturation. (A) Representative immuno-

fluorescence images of mouse oocytes at different stages of meiosis. Green,

MARDO (ZAR1); magenta, mitochondria (COX17); cyan, DNA (Hoechst 33342).

The dashed line demarcates the oocyte. (B) Quantification of the ratio of mean

ZAR1 intensity on mitochondria to that in the cytosol. (C) Quantification of the

mitochondrial clustering index (D) Quantification of the mean fluorescence

intensity of ZAR1 (E) Western blot analyses showing the expression of ZAR1 at

different stages of meiosis. GV (DMSO), oocytes were kept with dbcAMP

and DMSO for 15 hours; 15 h (DMSO), oocytes were treated with DMSO for

15 hours after washout of dbcAMP; 15 h (MG-132), oocytes were treated with 10 mM

MG-132 for 15 hours after washout of dbcAMP. DDB1 was used as a loading control.

(F) Representative stills from time-lapse movies of mouse oocytes microinjected

with 0.3 or 3 amol Zar1-mScarlet mRNA. Brightness of scans was individually
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the levels of which remained largely constant

after reaching amaximum, overexpressed ZAR1

was still gradually reduced inMII oocytes, and

MG-132 treatment of MII oocytes blocked the

degradation of overexpressed ZAR1 and the

dissolution of the MARDO (fig. S10, B to E).

Thus, proteasomal degradation of ZAR1 pro-

motes MARDO dissolution during the MI-MII

transition, and this degradation is indepen-

dent of cell cycle progression.

Loss of ZAR1 disrupts MARDO formation and

mitochondrial clustering

To confirm that ZAR1 is essential for MARDO

assembly and mitochondrial clustering in

oocytes, we established Zar1-knockout mice

(Fig. 5A and fig. S11, A and B). The ratio of

YBX2 on mitochondria to that in the cytosol

was reduced in Zar1-knockout oocytes com-

pared with wild-type controls, suggesting that

MARDO is disrupted (Fig. 5, A and B). In ad-

dition, mitochondria were more dispersed in

the knockout oocytes (Fig. 5, A and C). These

phenotypesweremost prominent inMIoocytes:

The MARDO and mitochondria were clustered

around the MI spindle in controls but com-

pletely dispersed in the absence of ZAR1 (Fig.

5, D to F).

UsingMito-EGFP to labelmitochondria and

LSM14B-mScarlet to label the MARDO, we

also observed MARDO disruption and mito-

chondrial dispersion in live Zar1-knockout

oocytes (fig. S11, C to F). Disruption of the

MARDO in Zar1-knockout oocytes was fur-

ther confirmed by a PLA. The association of

MARDO-localized DDX6 with the mitochon-

drial outer membrane protein TOMM20 was

significantly diminished in Zar1-knockout

oocytes (Fig. 5, G and H). Moreover, we found

that poly(A)-positive mRNAs no longer accu-

mulated aroundmitochondria inZar1-knockout

oocytes compared with controls, suggesting

that mRNA accumulation around mitochon-

dria requires the MARDO (Fig. 5, I and J).

MARDO disruption and mitochondrial dis-

persion were also observed when Zar1 mRNA

or ZAR1 protein were depleted by RNA inter-

ference (RNAi) or Trim-Away (40), respec-

tively (fig. S12, A to G). By contrast, depletion

of DDX6 by Trim-Away did not affectMARDO

formation and mitochondrial clustering (fig.

S12, H to K).

Finally, RNase treatment promoted mito-

chondrial clustering in wild-type oocytes but

not in Zar1-knockout oocytes (fig. S12, L to O).

Together, our data establish that ZAR1 is es-

sential for MARDO formation and mitochon-

drial clustering.

To identify the protein domains within ZAR1

that promoteMARDO formation, we expressed

full-length and truncation mutants of ZAR1

in Zar1-knockout oocytes. Both the full-length

ZAR1 and the unstructured N-terminal do-

main of ZAR1 restored mitochondrial clus-

tering (Fig. 5, K and L), consistent with our

observation that the N-terminal domain of

ZAR1 promotedMARDO coalescence andmito-

chondrial clustering (Fig. 3, K to S). Full-length

ZAR1 was more efficient than the N terminus

of ZAR1 in concentrating YBX2 (Fig. 5, K and

M), the recruitment of which to the MARDO

was RNA dependent (fig. S7G). These results

suggest that the unstructured N-terminal do-

main of ZAR1 forms the scaffold for MARDO

assembly around mitochondria, whereas the

C-terminal RNA-binding domain of ZAR1

(21–23) promotes the recruitment of mRNAs

to the MARDO.

The MARDO stores mRNAs and

represses translation

Given that RNA-binding proteins and mRNAs

accumulate in the MARDO, we investigated

whether loss of ZAR1 and disruption of the

MARDO affects mRNA levels. RNA sequenc-

ing (RNA-seq) of Zar1-knockout oocytes re-

vealed that >1000 mRNAs were reduced by

at least 50% (Fig. 6A and data S3), consistent

with a previous study in Zar1/Zar2 double-

knockout mice (21). Reverse transcription quan-

titative polymerase chain reaction (RT-qPCR)

confirmed the decreased levels of several of

these mRNAs in Zar1-knockout oocytes (Fig. 6,

A and B). Using single-molecule RNA-FISH

(smRNA-FISH), we found that these mRNAs

were relatively enriched in the MARDO, un-

like the control mRNA Actin beta (Fig. 6, C to

F, and movie S7). These results suggest that

manydistinctmRNAs are stored in theMARDO,

and that loss of ZAR1 not only disrupts the

MARDO but also causes mRNA reduction.

The RNA-seq results also revealed an in-

crease in certain classes of transcripts, includ-

ing transcripts involved in translation and

mitochondrial function (fig. S13 and data S3).

Many of the RNA-binding proteins that accu-

mulate in theMARDO are implicated in trans-

lational repression (Fig. 1, A and B, and fig. S1,

B to I) (19, 22, 23, 28, 41). This, together with

the up-regulation of translation-related tran-

scripts in Zar1-knockout oocytes, implied a

function of ZAR1 and the MARDO in repress-

ing mRNA translation. To further investigate

this potential role, we labeled translating ribo-

somes assembled on mRNAs by performing

proximity ligation of RPL24 and phosphor-

RPS6 (42).We found that translating ribosomes

were mostly excluded from the MARDO (Fig.

6G and fig. S14A). Similarly, electron micros-

copy showed that polysomes were readily de-

tected throughout the cytoplasm but largely

excluded from theMARDO (Fig. 6H). Previous

studies showed that ZAR1 repressed transla-

tion in Xenopus and zebrafish oocytes (22, 23).

To confirm that ZAR1 represses translation

in mouse oocytes, we performed a translation

reporter assay by using the PP7 hairpin-PP7

coat protein (PCP) interaction (43) (Fig. 6I).

A reporter mRNA (mClover3-2×PP7) and the

control mRNA mScarlet were coinjected with

either tandem dimer of PCP (tdPCP) (44) or

tdPCP-Zar1, and the translation of the reporter

mRNA was assessed by the signal ratio of

mClover3 to mScarlet (Fig. 6, I and J). tdPCP-

ZAR1 substantially reduced the translation of

the reporter mRNA compared with tdPCP in

GV oocytes (Fig. 6, J and K), indicating that

ZAR1 represses the translation of boundmRNA.

Similarly, tdPCP-LSM14B also represses trans-

lation (Fig. 6L). Collectively, these data indicate

that maternal mRNAs stored in the MARDO

are translationally repressed.

Many mRNAs are known to be stored in a

dormant state during oocyte growth and are

translationally activated when the oocyte re-

sumes meiosis or after fertilization (45–47).

We found that some of these known mRNAs

were prematurely lost inZar1-knockout oocytes

(fig. S14B and data S4). Previous work estab-

lished that Zar1-knockout oocytes progress

through meiosis with defects and arrest soon

after fertilization, resulting in female inferti-

lity (21, 48, 49). We performed live-cell imag-

ing and found that Zar1-knockout oocytes have

severe defects in spindle assembly, chromo-

some alignment, and cytokinesis (fig. S14, C

to I, andmovies S8 to S10). The premature loss

of mRNAs in Zar1-knockout oocytes may con-

tribute to these meiotic and embryonic devel-

opmental defects (21, 48, 49).

MARDO dissolution is essential for timely

maternal mRNA degradation during oocyte

meiotic maturation

Approximately 79% of maternal mRNAs are

degraded during oocyte meiotic maturation

(Fig. 2A), which may be achieved through

translational activation of mRNA decay factors
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adjusted. Yellow, microtubules (mClover3-MAP4-MTBD); magenta, MARDO (ZAR1-

mScarlet); cyan, chromosomes (H2B-miRFP670). Time is given as hours after

washout of dbcAMP. The percentage of oocytes with representative pattern

is shown in brackets. “n” indicates the number of analyzed oocytes. Z projections,

11 sections every 6 mm. (G) Representative stills from time-lapse movies of

mouse oocytes with 0.3 amol ZAR1-mScarlet mRNA injected. DMSO, MG-132, or

nocodazole was added to the culture medium 2 hours after washout of dbcAMP.

Time is given as hours after washout of dbcAMP. (H) Percentage of oocytes with

MARDO dissolution treated with DMSO, 10 mM MG-132, or 10 mM nocodazole.

“n” indicates the number of analyzed oocytes. The number of analyzed oocytes is

specified in italics in (B), (C), and (D). Data are shown as mean ± SD. P values were

calculated using one-way ANOVA with Tukey’s post hoc test. Scale bars, 10 mm.
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inmouse oocytes (50–55). MARDOdissolution

(Fig. 4F) and maternal mRNA decay (50–55)

both occur at theMI-MII transition, whichmo-

tivated us to investigate whether MARDO dis-

solution is necessary for timely mRNA decay.

RNA-FISH revealed thatmaternalmRNAswere

enriched in the MARDO in prophase-arrested

oocytes but dispersed in the cytoplasm in MII

oocytes (Fig. 7A). ZAR1 overexpression retained

both the MARDO and a significant fraction of

MARDO-localizedmRNAs inMII oocytes (Fig.

7B). Consistent with this observation, RT-qPCR

analyses revealed that the degradation of

mRNAs stored in the MARDO was compro-

mised when MARDO dissolution was delayed

by ZAR1 overexpression (Fig. 7C). By contrast,

those mRNAs that were not down-regulated

in Zar1-knockout oocytes (fig. S15), and thus
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Fig. 5. ZAR1 is essential for MARDO

assembly and mitochondrial clustering.

(A) Representative immunofluorescence

images of GV oocytes collected from

Zar1
+/+ and Zar1

−/− mice. Yellow, ZAR1;

magenta, MARDO (YBX2); cyan,

mitochondria (cytochrome c). Insets are

magnifications of outlined regions. The

dashed line demarcates the oocyte.

(B) Quantification of the ratio of mean

YBX2 intensity on mitochondria to that in

the cytosol (C) Quantification of the

mitochondrial clustering index. (D) Repre-

sentative immunofluorescence images of

MI oocytes collected from Zar1
+/+ and

Zar1
−/− mice. Yellow, ZAR1; magenta,

MARDO (YBX2); cyan, mitochondria

(cytochrome c). Insets are magnifications of

outlined regions. Dashed lines demarcate

the oocyte. (E) Quantification of the ratio of

mean YBX2 intensity on mitochondria to

that in the cytosol. (F) Quantification of the

mitochondrial clustering index. (G) Repre-

sentative images of in situ PLA performed

with antibody pairs anti-TOMM20 and

anti-DDX6 or anti-TOMM20 and IgG

control in GV oocytes collected from

Zar1
+/+ and Zar1

−/− mice. Green, PLA

spots; magenta, DNA (Hoechst 33342).

Dashed lines demarcate the oocytes.

(H) Quantification and normalization of the

number of PLA spots. The data were

normalized by dividing the values of each

group by the mean of the first group (PLA of

TOMM20 and DDX6 in Zar1
+/+ oocytes).

(I) Representative RNA-FISH images of GV

oocytes collected from Zar1
+/+ and Zar1

−/−

mice. Oocytes were further stained

with anti-COX17 antibody after FISH.

Mitochondria, COX17; mRNAs with a

poly(A) tail, 5′-Cy5-Oligo d(T)30. Insets

are magnifications of outlined regions.

(J) Quantification of the ratio of mean

5′-Cy5-Oligo d(T)30 intensity on

mitochondria to that in the cytosol.

(K) Representative immunofluorescence

images of Zar1−/− GV oocytes stained

with anti-YBX2 and anti–cytochrome c

(mitochondria) antibodies. Either

ZAR1(1-263) or ZAR1 was overexpressed

in oocytes before fixation. Non-injected

oocytes were used as a control.

(L) Quantification of the mitochondrial

clustering index. (M) Quantification of the

ratio of mean YBX2 intensity on mitochondria to that in the cytosol. The number of analyzed oocytes is specified in italics. Data are shown as mean ± SD. P values were

calculated using unpaired two-tailed Student’s t test [(B), (C), (E), (F), and (J)] or one-way ANOVA with Tukey’s post hoc test [(H), (L), and (M)]. Scale bars, 10 mm.
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Fig. 6. The MARDO stores

mRNA and represses

mRNA translation. (A) RNA-

seq analyses reveal differ-

entially expressed genes

(DEGs; cyan dots in

the volcano plot, adjusted

P value < 0.05, average

log2 fold change >0.5 or

<–0.5) in Zar1−/− oocytes

versus Zar1+/+ oocytes.

(B) RT-qPCR results showing

expression of five genes

(Tcstv1, Wdr37, Elovl7, Appl1,

and Slx4ip) in Zar1+/+ and

Zar1−/− oocytes. Three

biological replicates were

used in the experiment.

(C) Representative smRNA-

FISH images of mouse

GV oocytes expressing

ZAR1-mClover3. Yellow,

MARDO (ZAR1-mClover3);

magenta, Alexa Fluor

647–conjugated Elovl7

mRNA probes; cyan, Alexa

Fluor 546–conjugated

Actb mRNA probes.

(D to F) Quantification

of the percentage of the

indicated mRNA molecules

inside of or associated

with the MARDO. If the

distance between an

mRNA molecule and the

MARDO is 0 mm, it means

that the mRNA molecule

is inside of the MARDO.

If the distance between

mRNA molecule and the

MARDO is <0.6 mm, it means

that the mRNA molecule is

either inside of the MARDO

or associated with the

MARDO. (G) Representative

image of in situ PLA

performed with the antibody

pair anti-RPL24 and anti-

phospho-RPS6 in mouse GV

oocytes expressing ZAR1-

mClover3. Green, MARDO

(ZAR1-mClover3); magenta,

PLA spots; cyan, DNA

(Hoechst 33342). (H) Repre-

sentative transmission

electron microscopy image

of mouse GV oocytes expressing ZAR1-mClover3 showing that polysomes

(marked with blue circles) are excluded from the MARDO. The outlined

region is magnified on the right. SER, smooth ER; RER, rough ER. Scale bar,

1 mm. (I) Schematic representation of mclove3-2xPP7 reporter mRNA

and mScarlet control mRNA. The signal ratio of mClover3 to mScarlet can

be used to assess whether tdPCP fusion proteins regulate translation of

tethered reporter mRNA. (J) Representative fluorescence images of

mouse GV oocytes expressing mClover3-2xPP7, mScarlet, and tdPCP or

tdPCP-Zar1 8 hours after mRNA injection. Green, mClover3; magenta,

mScarlet. (K and L) Quantification of the fluorescence intensity ratio of

mClover3 to mScarlet in mouse GV oocytes expressing mClover3-2xPP7,

mScarlet, and tdPCP, tdPCP-Zar1 (K) or tdPCP-Lsm14b (L) at 8 hours

after mRNA injection. The number of analyzed oocytes is specified in

italics. Data are shown as mean ± SD. P values were calculated

using unpaired two-tailed Student’s t test. Scale bars, 10 mm unless

otherwise specified.
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unlikely to be stored in the MARDO, were not

affected (Fig. 7D). Therefore, MARDO dissolu-

tion is essential for timely mRNA degradation

during the MI-MII transition.

Discussion

Where and howmaternalmRNAs are stored in

mammalian oocytes has remained elusive. Here,

we identified the MARDO, a mitochondria-

associated membraneless compartment that

stores maternal mRNAs in mouse, bovine,

porcine, and human oocytes (Fig. 7E).MARDO

assembly around mitochondria is directed by

an increase in mitochondrial membrane po-

tential during oocyte growth. Expression of

ZAR1 promotes MARDO coalescence and

mitochondrial clustering, whereas proteaso-

mal degradation of ZAR1 drives MARDO

dissolution and mRNA decay during oocyte

meiotic maturation.

Oocytes accumulate both the MARDO and

mitochondria during growth. Maternal mito-

chondria provide energy for oocyte meiotic

maturation and early embryonic development

(56, 57), but they also generate reactive oxygen

species (ROS) that can compromise the integ-

rity of genetic material in mitochondria and

the nucleus (58, 59). Emerging evidence has

revealed that interactions between membrane-

bound and membraneless compartments play

fundamental roles in cellular organization and

function (15, 60–69). Our study reveals physi-

cal and functional interactions between the

membraneless MARDO and membrane-bound

mitochondria. Mitochondria serve as a plat-

form for MARDO assembly, and in return, the

MARDOcanmodulate the distribution ofmito-

chondria (Fig. 7E). MARDO formation depends

on an increase in mitochondrial membrane

potential during oocyte growth. During the

long growth phase of oocytes, mitochondria

maintain relatively low levels of activity. Low

mitochondrial activity results in less ROS pro-

duction and less DNA damage. This is benefi-

cial for maintaining the stability of genetic

material in oocytes. The complete polarization

of mitochondria occurs only in full-grown SN

oocytes, which ensures the energy supply for

oocytemeiotic maturation and subsequent em-

bryogenesis. Concomitantly, the MARDO be-

comes the most prominent in SN oocytes. In

mouse, bovine, porcine, and human oocytes,

the MARDO acts like a glue that holds the

mitochondria together.Disruptionof theMARDO

leads to the dispersion of mitochondria. The

exact function of the clusteredmitochondria is

not yet clear. During oocyte meiotic matura-

tion, mitochondria tend to cluster around the

MI spindle (35, 36).Moreover, themitochondria

around the spindle have a higher membrane

potential (70). Concentrating active mitochon-

dria in areas of high energy demand, rather

than increasing the activity of all mitochon-

dria, may help to minimize ROS production.

Beyond the central role of ZAR1 in promot-

ing MARDO formation and mitochondrial

clustering, interactions between the ER and

mitochondriamay also contribute tomitochon-

drial clustering (71). In contrast to the co-

localization of mitochondria and theMARDO,

only a fraction of ER tubules are localized in

the MARDO, potentially indirectly, through

interactionswithmitochondria.However,when

an ER tubule interacts with two or moremito-

chondria, this contributes to the formation of

the mitochondrial cluster.

MARDO dissolution depends on the

proteasome-mediated degradation of ZAR1.

This is reminiscent of the disassembly of stress

granules, which requires ubiquitination of

G3BP1, the central protein within the RNA-

protein network of stress granules (72, 73).

Ubiquitinated G3BP1 is extracted by the

segregase p97/valosin-containing protein

(VCP) through the VCP adapter FAF2 and is

then targeted to the proteasome for degra-

dation (72, 73). A previous study in Xenopus

revealed that Zar1 interacts with VCP (74).

Further studies are required to verify wheth-

er MARDO dissolution requires FAF2-VCP–

mediated extraction of ZAR1.

TheMARDO co-localizeswithmitochondria

and is therefore distinct from P bodies, stress

granules, P granules, and polar granules, which

do not or only partially co-localize with mito-

chondria (31, 32). The MARDO shares some

features with the Balbiani body: The MARDO

and the Balbiani body both cluster mitochon-

dria and both may favor active mitochondria.

The Balbiani body is thought to be involved

in the selection of active and healthy mito-

chondria (75, 76). It is interesting in this con-

text that MARDO formation depends on the

increase in mitochondrial membrane poten-

tial during oocyte growth.However, theMARDO

and Balbiani body differ in three aspects. First,

they appear at different stages of oocyte de-

velopment. The Balbiani body is formed in

early oocytes, whereas the MARDO is formed

at later stages of oocyte growth. Injected RNAs

have been reported to associate with mito-

chondria in full-grown Xenopus oocytes in

which Balbiani bodies had dispersed at an

earlier developmental stage (77). Further stud-

ies are required to test for the presence of the

MARDO and the function of ZAR1 in MARDO

assembly in Xenopus oocytes. Second, the

MARDO and the Balbiani body have different

material properties. The Balbiani body is held

together by an amyloid-like matrix (15, 78),

whereas the coalesced MARDO has hydrogel-

like properties and still exchanges with the

cytosol. Finally, the MARDO and the Balbiani

body have different compositions. The Balbiani

body contains Golgi apparatus, whereas the

MARDO does not interact with the Golgi.

Nevertheless, the MARDO and other RNA-

containingmembraneless compartments share

some common components. For example, the

DDX6-LSM14B-4E-T complex (79) is present

in the MARDO, as well as in P bodies and

stress granules in some cell types, where it is

involved in translational regulation. Whether

the DDX6-LSM14B-4E-T complex has similar

functions in the MARDO remains to be ex-

plored in mammalian oocytes.

Materials and Methods

Preparation and culture of mouse oocytes

and follicles

Allmice weremaintained in a specific pathogen-

free environment according to the Federation

of European Laboratory Animal Science As-

sociation guidelines and recommendations.

Zar1-knockout mice were generated through

CRISPR/Cas9–mediated genome engineering

(80) in a C57BL/6N background by Cyagen

Biosciences. The guide RNA (gRNA1, matches

forward strand of gene, GCCGCCTATTTAAC-

GCAGCGTGG; gRNA2,matches reverse strand

of gene, CCACACAAGTCTTGCCGATGGGG)

for mouse Zar1 and Cas9 mRNA were co-

injected into fertilized mouse eggs to generate

targeted knockout offspring. F0 founder ani-

mals were identified by PCR followed by se-

quence analysis and subsequently bred with

wild-typemice to test for germline transmission

and togenerateF1 animals. As a result, 3782base

pairs (bp) of the Zar1 genewere removed,which

caused complete removal of exons 1, 2, and 3

and partial removal of exon 4. For both gRNA-

targeting sequences, five potential off-target

sites were identified by PCR and sequence anal-

ysis, and the result indicated that no unwanted

modifications occurred on these sites.

Formost experiments, oocytes were isolated

fromovaries of 7- to 10-week-old CD1 or C57BL/

6N female mice. CD1 mice were used in the

experiments shown in Figs. 1 to 3 and Fig. 6, J

to L, and in fig. S1; figs. S3 to S6; fig. S7, D toH;

fig. S8A; and fig. S9, E and F. C57BL/6J × CBA

F1 female mice were used for follicle culture

and RNAi shown in fig. S12, A to D. C57BL/6N

mice were used in all other mouse experi-

ments. Cortical enrichment of mitochondria

was more prominent in C57BL/6N oocytes

than in CD1 oocytes. Full-grown oocytes with a

centered GVwere kept arrested in prophase in

homemade phenol red–free M2 medium sup-

plemented with 250 mM dibutyryl cyclic AMP

(dbcAMP) under paraffin oil (NidaCon, cata-

log no. NO-400K) at 37°C. To collect oocytes at

all growth stages, ovaries from 4-week-old fe-

malemicewerewashed in phosphate-buffered

saline (PBS) and then dissected into pieces

in 2 ml TrypLE Express Enzyme (1×) (Thermo

Fisher Scientific, catalog no. 12604013) supple-

mented with 2 mg/ml collagenase IV (Thermo

Fisher Scientific, catalog no. 17104019) and

250 mM dbcAMP. After incubating at 37°C

for 20 min, 2 ml of M2-dbcAMP medium was

added, and oocytes were released by gentle
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Fig. 7. MARDO dissolution is essential for timely maternal mRNA degrada-

tion during the MI-MII transition. (A and B) Representative RNA-FISH images

of mouse GV oocytes and MII oocytes expressing mClover3 (A) or ZAR1-

mClover3 (B). First, 3 amol mClover3 or Zar1-mClover3 mRNA was injected into

GV oocytes. Four hours later, half of the oocytes were transferred to dbcAMP-

free medium for in vitro maturation. Seventeen hours later, in vitro–matured

MII oocytes and the remaining GV oocytes were fixed for RNA-FISH. mRNAs with

a poly(A) tail were labeled with 5′-Cy5-Oligo d(T)30. Dashed lines demarcate

the MARDO. The percentage of oocytes with a representative pattern is shown.

“n” indicates the number of analyzed oocytes. (C and D) RT-qPCR results

showing the expression of two groups of genes in GV oocytes and MII oocytes

with or without ZAR1 overexpression. First, 3 amol mScarlet or Zar1-mScarlet

mRNA was injected into GV oocytes. Four hours later, half of the oocytes were

transferred to dbcAMP-free medium for in vitro maturation. Seventeen hours

later, in vitro–matured MII oocytes and the remaining GV oocytes were used to

prepare cDNA libraries for RT-qPCR analyses. Six biological replicates were used

in the experiment. (E) Model showing the mechanism of MARDO assembly,

coalescence, and dissolution and how maternal mRNA storage, translation, and

degradation are coupled to meiotic progression. The gradient green indicates

the MARDO around mitochondria. DYm is the mitochondrial membrane

potential. Data are shown as mean ± SD. P values were calculated using unpaired

two-tailed Student’s t test. Scale bars, 10 mm.
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pipetting. The released oocytes were transfer-

red to M2-dbcAMPmedium and recovered for

30 min at 37°C before use. Day 14, 16, 18, and

21 oocytes were isolated from ovaries of 14-,

16-, 18- or 21-day-old female mice, and oocytes

covered with loose granulosa cells were

cleaned and collected. Culture of follicles was

performed as previously described (81).

Preparation of bovine and porcine oocytes

All ovaries were obtained from local slaughter-

houses. Bovine and porcine ovaries were tran-

sported in a ThermoFlask to the laboratory

within 1 to 3 hours after retrieval and washed

extensively with warm 0.9% NaCl. Cumulus-

oocyte complexes were recovered by aspira-

tion of antral follicles with an 18-gauge needle

mounted on a 1-ml syringe. Additionally, 140 ml

of 5000 IU/ml heparin (Merck Millipore, cata-

log no. 375095-100KU) was added to every

20 ml of aspirates from bovine ovaries. Bovine

and porcine cumulus-oocyte complexes were

allowed to sediment and then washed exten-

sively with prewarmed HEPES-buffered me-

dium 199 (Sigma-Aldrich, catalog no. M2520)

and POE-CM (Cosmo Bio, catalog no. CSR-

CK020), respectively. Only full-grown oocytes

with a homogeneous cytoplasm and several

layers of compact cumulus cells were selected

for experiments. Bovine and porcine oocytes

weremaintained in prophase arrest in dbcAMP-

containingmediumat 39°C. The cumulus cells

surrounding bovine and porcine oocytes were

removed by vortex.

Source of human oocytes

The use of immature unfertilized human oo-

cytes in this study was approved by the UK’s

National ResearchEthics Service under theREC

reference 11/EE/0346 [Integrated Research

Application System (IRAS) project ID 84952].

Oocytes were sourced from women under-

going assisted reproduction treatment at Bourn

Hall Clinic (Cambridge, UK). Only oocytes that

were immature and thus unsuitable for intra-

cytoplasmic sperm injection were used. All

patients gave informed consent for their im-

mature oocyte(s) to be used in this study.

Immunofluorescence

To obtain mouse MI and MII oocytes, oocytes

were incubated at 37°C for ~7 and ~15 hours,

respectively, upon release into dbcAMP-free

medium. Oocytes from different sources were

all fixed with 4% methanol-free formaldehyde

in PBS for 1 hour at room temperature. Fixed

oocytes were washed and extracted with PBT

buffer (0.5% Triton X-100 in PBS) for 1 hour at

room temperature or overnight at 4°C. Per-

meabilized oocytes were blocked with PBT-

BSA buffer (PBS containing 3% bovine serum

albumin and 0.1% Triton X-100) for 1 hour at

room temperature or overnight at 4°C. Lipid

droplets in bovine and porcine oocytes were

cleared with 4000 U/ml lipase from Candida

rugose (Sigma-Aldrich, catalog no. L8525) in

lipase buffer (50 mM Tris pH 7.2, 400 mM

NaCl, 5 mMCaCl2, and 0.2% sodium taurocho-

late supplemented with cOmplete, EDTA-free

Protease Inhibitor Cocktail; Roche, catalog no.

11873580001) for 1 hour at 37°C. Cleared oo-

cytes were washed with PBT-BSA and subse-

quently incubated with antibodies. Oocytes

were incubated with primary antibodies in

PBT-BSA for 1.5 hours at room temperature.

After washing three times with PBT-BSA, oo-

cytes were incubatedwith secondary antibodies

and Hoechst 33342 (Thermo Fisher Scientific,

catalog no. H3570) for 1.5 hours at room tem-

perature. Oocytes were then washed three

times again and imaged in 2 to 3 ml of PBS

with 10% fetal bovine serum (Gibco, catalog

no. 16000-044) under paraffin oil in a 35-mm

dish with a #1.0 coverslip.

Primary antibodies used were goat anti-

ZAR1 (Santa Cruz Biotechnology, catalog no.

sc-55994), mouse anti–cytochrome c (Santa

Cruz Biotechnology, catalog no. sc-13561), rab-

bit anti-YBX2 (Abcam, catalog no. ab33164),

rabbit anti-DDX6 (Abcam, catalog no. ab174277),

mouse anti-DDX6 (Sigma-Aldrich, catalog no.

SAB4200837), rabbit anti-LSM14B (Thermo

Fisher Scientific, catalog no. PA5-66371), rab-

bit anti-4E-T (Thermo Fisher Scientific, cata-

log no. PA5-51680),mouse anti-PABPC1L (Santa

Cruz Biotechnology, catalog no. sc-515476),

mouse anti-KDEL (Enzo Life Sciences, cat-

alog no. ADI-SPA-827), rabbit anti-BCAP31

(Proteintech, catalog no. 11200-1-AP), mouse

anti-GM130 (BD Biosciences, catalog no.

610822), rabbit anti-RAB11A (Thermo Fisher

Scientific, catalog no. 71-5300), rat anti-LAMP1

(Thermo Fisher Scientific, catalog no. 14-1071-

82), mouse anti-TOMM20 (Novus Biologicals,

catalog no. H00009804-M01), rabbit anti-FIS1

(Sigma-Aldrich, catalog no. HPA017430), rab-

bit anti-COX17 (Sigma-Aldrich, catalog no.

HPA042226), rabbit anti-RPL24 (Thermo

Fisher Scientific, catalog no. PA5-30157),

mouse anti-phospho-RPS6 (Cell Signaling

Technology, catalog no. 62016), mouse anti-

phospho-ERK1/2 (Cell Signaling Technol-

ogy, catalog no. 9106), guinea pig anti–

nonphosphorylated-ZAR1 (made by Cambridge

Research Biochemicals). All primary antibodies

were diluted at 1:100 except for rabbit anti-

YBX2 (Abcam, catalog no. ab33164), which

was diluted at 1:500. Secondary antibodies used

were Alexa Fluor 488-, 568-, or 647-conjugated

anti-goat immunoglobulin G (IgG), anti-rabbit

IgG, anti-mouse IgG, anti-rat IgG, or anti–guinea

pig IgG highly cross-adsorbed secondary anti-

bodies (Thermo Fisher Scientific). All secondary

antibodies were raised in donkey or goat.

mRNA-FISH

Oocytes were fixed with 4%methanol-free for-

maldehyde in PBS for 30 min and then per-

meabilized with fresh 70% ethanol for 20 min

at room temperature. Permeabilized oocytes

were rehydratedwithWash Buffer A (Biosearch

Technologies, catalog no. SMF-WA1-60) con-

taining 10% formamide and then incubated

with 200 nM Cy5-conjugated oligo (dT)30

(Integrated DNA Technologies) in hybridiza-

tion buffer (Biosearch Technologies, catalog

no. SMF-HB1-10) supplemented with 10% for-

mamide for 16 hours at 37°C. After probe

incubation, oocytes were washed with Wash

Buffer A for 30 min at 37°C and then stained

with Hoechst in Wash Buffer A for another

30 min at 37°C. After sequential washing with

Wash Buffer A and Wash Buffer B (Biosearch

Technologies, catalog no. SMF-WB1-20) for

30 min each at 37°C and room temperature,

respectively, oocytes were mounted for imag-

ing or immunofluorescence.

smRNA-FISH

The ViewRNA Cell Plus Assay-Kit (Thermo

Fisher Scientific, catalog no. 88-19000-99) was

used for smRNA-FISH. The assaywas performed

as previously described with some optimizations

(82). Oocytes expressing ZAR1-mClover3 were

fixed with 4%methanol-free formaldehyde in

PBS for 20 min at room temperature. After

extensivewashingwith homemadewash buffer

containing 1% polyvinylpyrrolidon (Sigma-

Aldrich, catalog no. P0930), 0.1% Triton X-100,

and 1× RNase inhibitor (provided in the kit) in

PBS, oocytes were permeabilized with home-

made permeabilization solution (PBS contain-

ing 1% Triton X-100 and 1× RNase inhibitor)

for 30 min at room temperature. After wash-

ing with the homemade wash buffer again,

oocytes were treated with 1:8000 diluted Pro-

tease QS (Thermo Fisher Scientific, catalog no.

QVC0001) for 5 min at room temperature.

Probe sets of mRNAs of interest (Tcstv1, cat-

alog no. VB6-3203791-VCP; Wdr37, catalog no.

VB6-3215318-VCP; or Elovl7, catalog no. VB6-

3209719-VCP) and control probe set (Actb, cat-

alog no. VB1-10350-VCP) were mixed and

diluted 1:100 with prewarmed probe set dilu-

ent supplemented with 0.1% Triton X-100.

After protease treatment and washing with

homemade wash buffer, oocytes were incu-

bated with the diluted probe sets for 3 hours

at 40°C. Hybridization and all following steps

were performed in a six-well dish (Agtech, cat-

alog no. 3926909910). After probe set hybrid-

ization, oocytes were washed five times with

ViewRNA Cell Plus RNAWash Buffer Solution

supplemented with 0.5% BSA, and then subj-

ected to sequential hybridization with pre-

amplifier mix, amplifier mix, and label probe

mix, all of which were diluted 1:25 with pre-

warmed provided diluent supplemented with

0.1% Triton X-100. Hybridizations with pre-

amplifier, amplifier, and label probe were per-

formed at 40°C for 1 hour. Oocytes were

washed five times with the ViewRNA Cell Plus
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RNA Wash Buffer Solution containing 0.5%
BSA between every hybridization step. Finally,
oocytes were stained with Hoechst 33342 in
PBT-BSA solution (PBS containing 0.1% Triton
X-100 and 3% BSA) for 1.5 hours at room tem-
perature to label DNA.

PLA

PLA was performed with the Duolink In Situ
Red Starter Kit Mouse/Rabbit (Sigma-Aldrich,
catalog no. DUO92101). Oocytes with or without
ZAR1-mClover3 were fixed with 4%methanol-
free formaldehyde in PBS for 20 min at room
temperature. Fixed oocytes were washed and
extracted with PBT buffer (1% Triton X-100 in
PBS) for 1 hour at room temperature and then
blocked with PBT-BSA (0.1% Triton X-100 and
3% BSA in PBS) overnight at 4°C. All of the
following steps, including primary antibody
incubation, PLA probe incubation, ligation,
amplification, and final washes, were per-
formed according to the protocol provided
with the kit except that primary antibodies
were diluted 1:50 or 1:100 with PBT-BSA. Oo-
cytes can be further stained with other anti-
bodies and/or Hoechst 33342 before imaging.
Primary antibody pairs used include goat

anti-ZAR1(Santa Cruz Biotechnology, cata-
log no. sc-55994) and mouse anti-TOMM20
(Novus Biologicals, catalog no. H00009804-
M01), rabbit anti-RAB11A (ThermoFisher Scien-
tific, catalog no. 71-5300), or normal rabbit IgG
(Merck Millipore, catalog no. 12-370); mouse
anti-TOMM20 and rabbit anti-DDX6 (Abcam,
catalog no. ab174277) or normal rabbit IgG;
rabbit anti-RPL24 (Thermo Fisher Scientific,
catalog no. PA5-30157) and mouse anti–
phosphor-RPS6 (Cell Signaling Technology,
catalog no. 62016). Corresponding PLA probes
were all purchased from Sigma-Aldrich.

Expression constructs, mRNA synthesis, protein

expression, and purification

Primers used for plasmid construction are
shown in data S5. To generate constructs for
mRNA synthesis, pGEMHE-mClover3-N1,
pGEMHE-mScarlet-N1, pGEMHE-mClover3-C1,
and pGEMHE-mScarlet-C1 were built first for
subcloning of other constructs. To generate
pGEMHE-mClover3-N1 andpGEMHE-mScarlet-
N1, published coding sequences of mClover3
(83) and mScarlet (84) were amplified using
primers P1 and P2 and then ligated into
pGEMHE through BamHI/XbaI. To build
pGEMHE-mClover3-C1 and pGEMHE-mScarlet-
C1, mClover3 and mScarlet were amplified
using primers P3 and P4 and then ligated into
pGEMHE through NheI/XhoI. To construct
pGEMHE-Mito-EGFP, MitoTimer was first
amplified from pMitoTimer (Addgene, cata-
log no. 52659) (85) and then subcloned into
pGEMHE through NheI/NotI to get pGEMHE-
MitoTimer. Timer was then replaced with
EGFP(L221K) that was amplified using primers

P5andP6.TogeneratepGEMHE-ZAR1-mScarlet
and pGEMHE-ZAR1-mClover3, ZAR1 was am-
plified from amouse cDNA library using prim-
ers P7 and P8 and assembled with linearized
pGEMHE-mScarlet-N1(NheI/NcoI) and pGEMHE-
mClover3-N1(NheI/NcoI) through Gibson as-
sembly (NEB, catalog no. E2621S). To build
pGEMHE-mScarlet-YBX2, YBX2 was ampli-
fied from amouse cDNA library using primers
P9 and P10 and then assembled with linea-
rized pGEMHE-mScarlet-C1(XhoI/BamHI)
through Gibson assembly. To build pGEMHE-
LSM14B-mScarlet, pGEMHE-DDX6-mScarlet,
and pGEMHE-4E-T-mScarlet, LSM14B, DDX6
and 4E-T were amplified from mouse cDNA
libraries using primers P11 and P12, P13 and
P14, and P15 and P16, respectively, and then
assembled with linearized pGEMHE-mScarlet-
N1(NheI/NcoI) through Gibson assembly. To
generate pGEMHE-ZAR1(1-263)-mScarlet and
pGEMHE-ZAR1(1-143)-mScarlet, site-directed
mutagenesis (86) on pGEMHE-ZAR1-mScarlet
was performed using primers P17 and P18 and
P19 and P20, respectively. To build pGEMHE-
ZAR1(53-143)-mScarlet, site-directed muta-
genesis on pGEMHE-ZAR1(1-143)-mScarlet
was performed using primers P21 and P22.
To construct pGEMHE-ZAR1(53-74)-mScarlet,
ZAR1(53-74) was synthesized (Integrated DNA
Technologies) and assembled with linearized
pGEMHE-mScarlet-N1(NheI/NcoI) through
Gibson assembly. To generate pGEMHE-
ZAR1(252-361)-mScarlet, site-directedmutage-
nesis on pGEMHE-ZAR1-mScarlet was per-
formed using primers P23 and P24. To build
pGEMHE-mClover3-2×PP7, 2×PP7 was ampli-
fied from pHAGE-CMV-CFP-24×PP7 (Addgene,
catalog no. 40652) (44) using primers P25 and
P26 and then assembled with linearized
pGEMHE-mClover3-N1(XbaI) through Gibson
assembly. To build pGEMHE-tdPCP and
pGEMHE-tdPCP-ZAR1, pGEMHE-tdPCP-
mscarlet was generated first. tdPCP was am-
plified from pHAGE-UBC-NLS-HA-tdPCP-GFP
(Addgene, catalog no. 40650) (44) using prim-
ers P27 and P28 and ligated into pGEMHE-
mScarlet-N1 through XhoI/NcoI. To generate
pGEMHE-tdPCP, site-directed mutagenesis on
pGEMHE-tdPCP-mScarlet was performed using
primers P29 and P30. To construct pGEMHE-
tdPCP-ZAR1, ZAR1 with a linker (74, 87) was
amplified from pGEMHE-ZAR1-mScarlet using
primers P31 and P32 and then assembled
with linearized pGEMHE-tdPCP acquired by
digesting pGEMHE-tdPCP-mScarlet with NcoI/
XbaI. To construct pGEMHE-tdPCP-LSM14B,
LSM14B with a linker was amplified from
pGEMHE-LSM14B-mScarlet using primers P33
and P34 and then assembled with linearized
pGEMHE-tdPCP acquired by digesting pGEMHE-
tdPCP-mScarlet with NcoI/XbaI. To generate
pGEMHE-FLAG-ZAR1(1-263), pGEMHE-FLAG-
ZAR1 was built first. FLAG-ZAR1 was am-
plified from pGEMHE-ZAR1-mScarlet using

primers P35 and P36 and ligated into pGEMHE
through NheI/XbaI. To build pGEMHE-FLAG-
ZAR1(1-263), site-directed mutagenesis on
pGEMHE-FLAG-ZAR1 was performed using
primers P17 and P18. To generate pGEMHE-
FLAG-ZAR1(1-263)(T154A) and pGEMHE-FLAG-
ZAR1(1-263)(S161A), site-directed mutagenesis
on pGEMHE-FLAG-ZAR1(1-263) was performed
using primers P37 and P38 and P39 and P40,
respectively. To generate pGEMHE-FLAG-ZAR1
(1-263)(T154A, S161A), site-directed mutagenesis
on pGEMHE-FLAG-ZAR1(1-263)(T154A) was
performed using primers P39 and P40. To
construct pGEMHE-FLAG-ZAR1(1-263)(S124A,
S161A) and pGEMHE-FLAG-ZAR1(1-263)(S161A,
S244A), site-directedmutagenesis on pGEMHE-
FLAG-ZAR1(1-263)(S161A) was performed using
primers P41 and P42 and P43 and P44, re-
spectively. To build pGEMHE-ZAR1(T154D)-
mScarlet and pGEMHE-ZAR1(S161D)-mScarlet,
site-directed mutagenesis on pGEMHE-ZAR1-
mScarlet was performed using primers P45
and P46 and P47 and P48, respectively. To
generate pGEMHE-ZAR1(T154D, S161D)-mScarlet,
site-directed mutagenesis on pGEMHE-
mZAR1(S161D)-mScarlet was performed using
primers P45 and P46. To build pGEMHE-
PPP2R1A-mClover3, PPP2R1A was amplified
from amouse cDNA library using P49 and P50
and then assembled with linearized pGEMHE-
mClover3-N1 (NheI/NcoI) through Gibson
assembly. Constructs pGEMHE-mClover3-
MAP4-MTBD, pGEMHE-H2B-mRFP, pGEMHE-
H2B-miRFP670, and pGEMHE-TRIM21 were
generated in previous studies (88, 89). All
mRNAs were synthesized using the HiScribe
T7 ARCA mRNA Kit (with tailing) (NEB, cat-
alog no. E2060S) and then purified with the
RNeasy Mini Kit (Qiagen, catalog no. 74104).
To generate constructs for protein expression,

codon optimization (Integrated DNA Technolo-
gies) was performed on all genes for better
expression in E. coli. To generate pET-21c(+)-
6xHis-SMT3, 6xHis-SMT3 was synthesized and
ligated into pET-21c(+) through NdeI/BamHI.
To build pET-21c(+)-6xHis-SMT3-sfGFP, super-
folder GFP (sfGFP) was synthesized and ligated
into pET-21c(+)-6xHis-SMT3 through BamHI/
HindIII. To generate pET-21c(+)-6xHIS-SMT3-
ZAR1(1-263), ZAR1(1-263) was amplified from
synthesized ZAR1 using primers P51 and P52
and then ligated into pET-21c(+)-6xHis-SMT3
through BamHI/HindIII. All constructs were
expressed in BL21(DE3) Competent E. coli
(NEB, catalog no. C2527H). Proteins were
purified first using Ni-NTA resin (Qiagen, cat-
alog no. 30210), followed by size-exclusion
chromatography on a HiLoad 16/600 Super-
dex 200 pg column (Sigma-Aldrich, catalog
no. GE28-9893-35) performed with the ÄKTA
pure 25 system (Cytiva). SMT3 tag was re-
moved by cuttingwith SUMOprotease (Thermo
Fisher Scientific, catalog no. 12588018) when
necessary.
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Short-interfering RNAs

All short interfering RNAs (siRNAs) were pur-

chased fromQiagen. For knockdown of Zar1 by

RNAi, a mix of siRNAs targeting the following

sequenceswereused: 5′-CACCAGTAAGGTGTA-

CTTCAA-3′, 5′-CCGAGTGTGTGAGAAATCCTA-3′,

5′-CAGCTTCAAATACATCATTTA-3′, and 5′-TTC-

CAAATTCTTCATGACAGA-3′. AllStarsNegative

Control (Qiagen, catalog no. 1027281) was used

as a control.

Microinjection of mouse oocytes

Mouse oocytes were microinjected with 6 pl of

mRNAs as previously described (89, 90). For

ZAR1, YBX2, LSM14B, DDX6, 4E-T, and their

truncation or point mutants, mRNAs were

injected at a concentration of 0.5 mM in the

injection solution unless otherwise specified.

To minimize the effect of ZAR1 on MARDO

dissolution when followingMARDO dynamics,

mRNAs were injected at 0.05 mM. Mito-EGFP

was injected at 0.2 mM.mClover3-Map4-MTBD,

H2B-mRFP, and H2B-miRFP670 were injected

at 50 ng/ml. In the tdPCP-PP7 tethering assay,

mClover3-2×PP7 andmScarlet were injected

at 0.2 and 0.1 mM respectively, whereas tdPCP,

tdPCP-Zar1, and tdPCP-Lsm14b were injected

at 0.5 mM. In the RNase injection assay, 6 pl

of 10% RNase Cocktail EnzymeMix (Thermo

Fisher Scientific, catalog no. AM2286) in PBS

was injected into each oocyte. Mouse follicles

weremicroinjected with 6 pl of siRNAs at a con-

centration of 2 mM, as previously described (81).

Confocal microscopy

For confocal imaging, oocytes were imaged in

2 to 3 ml ofM2medium (for livemouse oocytes)

or PBS with 10% fetal bovine serum (Gibco,

catalog no. 16000-044) or 5 mg/ml UltraPure

BSA (Thermo Fisher Scientific, catalog no.

AM2616) (for fixed oocytes) under paraffin oil

in a 35-mm dish with a #1.0 coverslip. Images

were acquired with LSM 880 confocal laser

scanning microscopes (Zeiss) equipped with

an environmental incubator box and a 40×

C-Apochromat 1.2 numerical aperture water-

immersion objective. Airyscan images were ac-

quired using the Airyscan module on LSM880

confocal laser scanning microscopes (Zeiss)

and processed in ZEN software (Zeiss) after

acquisition. Images of the control and exper-

imental groups were acquired under identical

imaging conditions on the same microscope.

Movies S8 to S10 were smoothened with a

Gaussian filter (sigma= 1.3) in ZENand aligned

using HyperStackReg in Fiji (NIH) (91). Care

was taken that the imaging conditions (laser

power, pixel-dwell time, and detector gain)

did not cause phototoxicity (for live imaging),

photobleaching, or saturation.

Electron microscopy and immunogold labeling

Mouse oocytes with or without ZAR1-mClover3

overexpression were fixed in 100 mMHEPES

(pH 7.0, titrated with KOH), 50 mM EGTA

(pH 7.0, titratedwith KOH), 10mMMgSO4, 3%

EM-grade glutaraldehyde, and 0.5% methanol-

free formaldehyde at 37°C for 1 hour. All of

the following processing stepswere performed

in a microwave (Ted Pella) and oocytes were

washed three timeswithwater for 40 s at 250W

between every staining step. Oocytes were first

stainedwith 2% osmium tetroxide inwater for

12 min at 100 W (microwave cycling between

on and off every 2 min). Oocytes were then

stained with 1% uranyl acetate in water for

12 min at 100W (microwave cycling between

on and off every 2 min). Oocytes were subse-

quently dehydrated in a graded ethanol series

(10, 30, 50, 75, 90, 100, and 100%) for 40 s at

250 W and infiltrated in a graded series (25,

50, 75, 90, 100, and 100%) of Epon resin in

ethanol for 3min at 250W. Sampleswere then

cured overnight at 60°C. Ultrathin sections

(50 to 70 nm) were cut using a diamond knife

(Diatome) on an EM UC7 ultramicrotome

(Leica) and placed on copper grids.

For immunogold labeling, grids were incu-

bated with 1% BSA in PBS (PBS-BSA) for 5min,

followed by 10 mg/ml goat anti-GFP (Rockland

Immunochemicals, catalog no. 600-101-215) in

PBS-BSA for 30 min. Samples that were not

incubatedwith primary antibody were used as

negative controls to assess the specificity of

immunogold labeling. Grids were then washed

with PBS and incubated with 10 nm gold-

conjugated donkey anti-goat antibody (Aurion,

catalog no. 810.333) in PBS-BSA at a 1:20 dilu-

tion for 30 min. Grids were further washed

with PBS, contrast enhanced usingUranylLess

(Electron Microscopy Sciences, catalog no.

22400), and air-dried. Grids were visualized on

a LEO 912 transmission electron microscope

(Zeiss) operated at 120 kV.

In vitro phase separation assay

To investigate phase separation of SMT3-

ZAR1(1-263), proteins and negative controls

dissolved in buffer containing 50 mMHEPES,

pH 7.4, 300 mMNaCl, and 2 mM dithiothrei-

tol (DTT) were diluted with 50 mMHEPES,

pH 7.4, and 2 mM DTT to reach different

protein concentrations and different salt con-

ditions. Protein dilution was performed on a

collagen IV–coated m-Slide 18-well slide (Ibidi,

catalog no. 81822), and the samples were kept

in a humidifying chamber for 30 min before

imaging. To check phase separation of SMT3-

ZAR1(1-263) and ZAR1(1-263) at physiological

salt concentration, proteins were diluted to

40 mM in a buffer containing 50 mMHEPES,

pH 7.4, 150 mM NaCl, 2 mM DTT, and 10%

Ficoll 400 and then imaged immediately. To

perform the fluorescence recovery after photo-

bleaching (FRAP) assay in condensates of

SMT3-ZAR1(1-263) and ZAR1(1-263) at physi-

ological salt concentration, proteins were dia-

lyzed with 50 mM HEPES, pH 7.4, 300 mM

NaCl, and 0.5 mM tris (2-chloroethyl) phos-

phate (TCEP) to remove DTT and then con-

jugated with Alexa Fluor 488 C5 maleimide

(Thermo Fisher Scientific, catalog no. A10254).

Excess dyes were removed by passing through

an NAP-5 desalting column (Sigma-Aldrich,

catalog no. GE17-0853-01). The 98%nonlabeled

proteins and 2% labeled proteins were mixed

and diluted as above.

FRAP

Oocytes expressing ZAR1-mScarlet or conden-

sates labeled by Alexa Fluor 488 were used to

perform FRAP assays. Rectangular or circular

regions of interest (ROIs) were marked and

photobleached using the corresponding exci-

tation laser line at maximum power after the

third time point. Images were captured every

4 s (in vivo) or 1 s (in vitro) and mean inten-

sities of ROIs over time were recorded. In-

tensities were normalized by subtracting the

remaining signal after photobleaching and

then normalized to the mean intensity of the

first three time points before photobleaching.

tdPCP-PP7 tethering assay

For the tdPCP-PP7 tethering assay, 0.2 mM re-

porter mRNAmClover3-2×PP7 and 0.1 mM in-

jection controlmScarletwere coinjected with

either 0.5 mM tdPCP, 0.5 mM tdPCP-Zar1 or

0.5 mM tdPCP-Lsm14bmRNA into GV oocytes.

Reporter mRNA contains an oligo(A) tail fol-

lowed by oligo(C) (A34C17), whereas all of the

othermRNAs contain an ~150-bp poly(A) tail.

The expression of reporter mRNAwas assessed

by the signal ratio of mClover3 to mScarlet at

8 hours after mRNA injection.

Vital stain labeling and drug treatment

The fluorescence intensity ratio of tetramethyl-

rhodaminemethyl ester (TMRM) toMitoTracker

Green was used to monitor mitochondrial

membrane potential. TMRM was diluted in

anhydrousdimethyl sulfoxide (DMSO) (Thermo

Fisher Scientific, catalog no. D12345) to make

a 25 mM stock. MitoTracker Green and SiR-

DNA were diluted in DMSO to make 1 mM

stocks. Culture medium containing 400 nM

MitoTracker Green, 25 nM TMRM, and 2 mM

SiR-DNAwas freshly prepared and prewarmed

for 30 min at 37°C. Oocytes were stained for

30 min at 37°C and then washed with culture

medium without dyes. Antimycin A (Sigma-

Aldrich, catalog no. A8674) was diluted in

ethanol tomake a 10mg/ml stock. FCCP (Sigma-

Aldrich, catalog no. C2920) and oligomycin A

(Sigma-Aldrich, catalog no. 75351) were diluted

inDMSO tomake a 10mMstock and a 5mg/ml

stock, respectively. Antimycin A and oligomycin

Awere used at a final concentration of 5 mg/ml

in culture medium. FCCP was used at a 5 mM

concentration unless specified otherwise. Oo-

cytes were treated for 1 hour at 37°C before fixa-

tion. To performdrug treatment simultaneously
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with TMRM and MitoTracker Green stain-

ing, oocytes were incubated with 200 nM

MitoTracker Green, 12.5 nM TMRM, and the

drug for 1 hour at 37°C and then imaged as

quickly as possible. RO-3306 (Sigma-Aldrich,

catalog no. SML0569), MG-132 (Selleckchem,

catalog no. S2619), and nocodazole (Sigma-

Aldrich, catalog no. M1404) were diluted in

DMSO tomake 10mMstocks and added to treat

oocytes at a final concentration of 10 mM. U0126

(Calbiochem, catalog no. 662005) was diluted

in DMSO tomake a 50mM stock and used at a

20 mMconcentration. For 1,6-hexanediol treat-

ment, 10% 1,6-hexanediol (Sigma-Aldrich, cat-

alog no. 240117) in culture mediumwas freshley

prepared and diluted to 5% for use. Oocytes

were treated for 5 min at 37°C before fixation.

Trim-Away in mouse oocytes

An anti-ZAR1 antibody was raised in guinea

pig against a synthetic peptide correspond-

ing to amino acids 152 to 168 of mouse ZAR1

and further purified by affinity purification

(CambridgeResearchBiochemicals). Ultrafiltra-

tion (MerckMillipore, catalog no. UFC510024)

was performed to change the buffer of the

anti-ZAR1 antibody, the anti-DDX6 antibody

(Sigma-Aldrich, catalog no. SAB4200837), and

control IgG (MerckMillipore, catalog no. 12-371)

to PBS. Then, 2 pl of TrimmRNA and 4 pl of

antibody containing 0.1% NP-40 were coin-

jected as previously described (92). For deple-

tion of ZAR1, injected oocytes were kept inM2

medium supplemented with 250 mM dbcAMP

for 16 hours before fixation. For depletion of

DDX6, injected oocytes were kept in M2 me-

dium supplemented with 10 mMRO-3306 for

5 hours before fixation.

RNA-seq and data analysis

GV oocytes were collected from three Zar1
+/+

and three Zar1
−/−

mice. Ten oocytes collected

from the samemousewere pooled together to

prepare RNA-seq libraries using the QIAseq

FX Single Cell RNA Library Kit (Qiagen,

catalog no. 180733). Libraries were prepared

according to the handbook of the kit with

the following changes. The zona pellucida

of oocytes was removed in acidic Tyrode’s

solution (Merck Millipore, catalog no. MR-

004-D) before cell lysis. The adapters in the

kit were replaced with xGen UDI-UMI adapt-

ers (Integrated DNA Technologies, catalog no.

10006914). Sequencing of multiplexed libraries

with paired-end reads (PE75) was performed

using a NextSeq 550 system (Illumina) at an

average sequencing depth of 50 million reads

per library. Adapters were trimmed with

cutadapt 2.8 (93) using the “-q 20 -m 35 -j 15”

parameters. Reads were mapped against the

GencodeGRCm39 reference genomewith the

STAR 2.7.8a (94) aligner using the default

settings. Counting of reads mapping to fea-

tures in the Gencode vM26 annotation file was

performed with HTSeq 0.13.5 (95). Differen-

tially expressed genes (adjusted P value < 0.05,

average log2 fold change >0.5) were identified

with the DESeq2 v1.32.0 (96) package in R.

Down-regulated or up-regulated phenotype-

associated pathways were identified with gene

set enrichment analysis using the fgsea v1.18.0

(97) package in R and the MSigDB (98, 99) C5

(ontology) gene set. The RNA-seq data were

then comparedwith publishedmRNAs that are

translationally activated during oocytemeiotic

maturation or at the MII–zygote transition

(45, 46). To identify mRNAs that are transla-

tionally activated during oocyte meiotic mat-

uration, TMM-normalized CPM values from

the RiboTag/RNA-seq experiments with Gene

Expression Omnibus (GEO) accession num-

ber GSE135525 (45) were re-analyzedwith the

Bioconductor packages edgeR v3.34.1 (100)

and Limma v3.48.3 (101).

RT-qPCR

GV oocytes were collected from three Zar1
+/+

and three Zar1
−/−

mice. Ten oocytes collected

from the same mouse were pooled together

to do reverse transcription and whole tran-

scriptome amplification using the QIAseq FX

Single Cell RNA Library Kit (Qiagen, catalog

no. 180733). The cDNAwas diluted 1:100 and

5 ml was used for a 25-ml reaction. qPCR was

performed on the Rotor-Gene Q (Qiagen) sys-

tem using the PowerUp SYBR Green Master

Mix (Thermo Fisher Scientific, catalog no.

A25742). Endogenous Actin (Actb) was used

as an internal control to calculate relative

transcript levels in Zar1
−/−

versus Zar1
+/+

oo-

cytes. Three cDNA libraries were built for each

genotype.

To quantify transcript levels with or without

ZAR1 overexpression, 3 amolmScarlet or Zar1-

mScarletmRNA was injected into GV oocytes.

Four hours later, half of the oocytes were trans-

ferred to dbcAMP-free medium for in vitro

maturation. After 17 hours, in vitro–matured

MII oocytes and the remaining GV oocytes

were used to prepare cDNA libraries. RT-qPCR

was performed using the same method as

above. Six cDNA libraries each containing

five oocytes were built for each experimental

condition (mScarlet GV, mScarlet MII, Zar1-

mScarlet GV, and Zar1-mScarletMII). Primers

used for RT-qPCR are listed in data S6.

Immunoblotting

Oocytes were quickly washed in PBS, resus-

pended in 10 ml of PBS, and immediately snap-

frozen in liquid nitrogen. Then, 10 ml of 2×

NuPAGE LDS Sample Buffer (Thermo Fisher

Scientific, catalog no. NP0007) with 100 mM

DTT was added, followed by heating at 95°C

for 10min. Samples were resolved on a 10-well

NuPAGE 10% Bis-Tris protein gel of 1.0-mm

thickness (Thermo Fisher Scientific, catalog no.

NP0301BOX) with NuPAGE MOPS SDS run-

ning buffer (Thermo Fisher Scientific, catalog

no. NP0001). Proteins were then transferred

onto a 0.45-mmpolyvinylidene difluoride mem-

brane (Thermo Fisher Scientific, catalog no.

LC2005)withNuPAGE transfer buffer (Thermo

Fisher Scientific, catalog no. NP0006). Blocking

and antibody incubations were performed in

PBS with 5% skim milk and 0.1% Tween-20.

Primary antibodies used were goat anti-ZAR1

diluted at 1:200 (Santa Cruz Biotechnology,

catalog no. sc-55994), guinea pig anti–non-

phosphorylated-ZAR1 diluted at 1:200 (made

by Cambridge Research Biochemicals), mouse

anti-FLAG diluted at 1:200 (Sigma-Aldrich,

catalog no. F3165), and rabbit anti-DDB1 di-

luted at 1:4000 (Abcam, catalog no. ab109027).

SecondaryantibodiesusedwereHRP-conjugated

anti-goat (Santa Cruz Biotechnology, catalog

no. sc-2020), anti–guinea pig (Thermo Fisher

Scientific, catalogno.A18775), anti-mouse (Dako,

catalog no. P0260), and anti-rabbit (Abcam,

catalog no. ab205718). All secondary antibodies

were diluted 1:1000 for use. Blots were developed

with SuperSignal West Femto Maximum Sen-

sitivity Substrate (Thermo Fisher Scientific,

catalog no. 34095) and documented with an

Amersham Imager 600 (Cytiva). Care was taken

that the exposure time did not cause saturation.

In vitro phosphorylation assay

For the in vitro phosphorylation assay, 8 ml

of 80 mM HIS-SMT3-ZAR1(1-263) in 50 mM

HEPES, pH 7.4, 300mMNaCl, and 2mMDTT

wasmixedwith2ml of 30mMMgCl2, 6mMATP,

1 ml of 100 mM DTT, and 1 ml of 0.255 mg/ml

CDK1-CCNB1 (Enzo Life Sciences, catalog no.

BML-SE295-0010). The reactionmixture was

kept at 25°C for 1.5 hours.

MS analysis

Sample preparation

Phosphorylated HIS-SMT3-ZAR1(1-263) was

denatured with 1% RapiGest. Reduction and

alkylation of cysteine residueswere performed

using 25mMDTT and 33mM iodoacetamide

(IAA), respectively. Proteins were then di-

gestedwith trypsin (Promega, catalog no. V5111)

at a 1:20 enzyme-to-protein ratio in 25 mM

ammonium bicarbonate overnight at 37°C.

Digestion was quenchedwith 2% formic acid

(FA) at 37°C for 2 hours. Precipitated Rapigest

was removed by centrifugation. Phosphopep-

tides were enriched using TiO2 spin columns

packed in-house as described previously (102).

In brief, the column was equilibrated with buf-

fer B [80% acetonitrile (ACN) and 5% trifluor-

acetic acid (TFA)] and buffer A (5% glycerol in

buffer B). Peptides were loaded onto the TiO2

column in buffer A and washed several times

with buffer A, buffer B, and buffer BII (60%

ACN and 0.1% TFA). Enriched phosphopep-

tides were elutedwith 0.3MNH4OHand dried

in a SpeedVac evaporator. Phosphopeptides

were dissolved in 2% ACN and 0.05% TFA
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and ten subjected to liquid chromatography-
electrospray ionization-tandem MS (LC-ESI-
MS/MS) measurements.
Identical numbers of GV oocytes were in-

cubated at 37°C for 7 hours in medium sup-
plemented with either 10 mMRO-3306 or with
DMSO. Prophase arrested oocytes and in vitro
maturedMI oocytes were collected and resus-
pended in 150 ml of lysis buffer (50mMHEPES,
pH 7.5, 150mMNaCl, 4% SDS, 2mMDTT, and
0.5% NP-40). The cells were mechanically dis-
rupted by a Bioruptor (Diagenode) for 10 min
with cycles of 30 s off/30 s on at the highest
output level. Samples were then heated to
99°C for 10 min and diluted to 1% SDS with
50 mM HEPES, pH 7.5. Then, 500 U of uni-
versal nuclease (Thermo Fisher Scientific,
catalog no. 88700) and 1 mM MgCl2 were
added, followed by 30 min of incubation at
37°C. Proteinswere reduced and alkylatedwith
5 mM DTT and 20 mM IAA, respectively. Re-
sidual IAA was quenched by adding another
5 mM DTT. Protein cleanup was performed
using the SP3 method as described previously
(103). On-bead protein digestion and phos-
phopeptide enrichement were performed as
described above.

LC-ESI-MS/MS

All peptide samples were measured on an
Orbitrap Exploris 480 mass spectrometer
(Thermo Fisher Scientific) coupled to aDionex
Ultimate 3000 RSLCnano system. Peptides
were loaded on a Pepmap 300 C18 column
(Thermo Fisher Scientific) at a flow rate of
10 ml/min in buffer A (0.1% FA) and then sep-
arated on an C18 column (30 cm; ReproSil-Pur
120Å, 1.9 mm, C18-AQ; inner diameter, 75 mm)
packed in-house at a flow rate of 300 nl/min.
ZAR1 phosphopeptides from the in vitro

phosphorylation assay were analyzed over
58min. A linear gradient from 10 to 45% buffer
B (80% ACN and 0.08% FA) over 44 min was
applied to elute peptides, followed by 5 min in
90%buffer B and 6min in 5%buffer B. Eluting
peptides were analyzed in positivemode using
a data-dependent top 20 acquisition method.
MS1 andMS2 resolutionwere set to 120,000 and
30,000 full width at half maximum (FWHM),
respectively, andAGC targets were 106 and 105.
Precursors selected during MS1 scans [scan
range, mass/charge ratio (m/z) 350 to 1600]
were fragmentedusing 30%normalized, higher-
energy collision-induced dissociation (HCD)
fragmentation. Further MS/MS parameters
were set as follows: isolation width, 1.6m/z;
dynamic exclusion, 9 s; and maximum injec-
tion times (MS1/MS2), 60 ms/120 ms.
The phosphopeptides from mouse oocytes

were analyzed over 88 min. A linear gradient
from 10 to 40% buffer B over 70 min was ap-
plied, followed by 5 min in 90% buffer B and
5min in 5% buffer B. Eluting peptides were ana-
lyzed in positivemode using a data-dependent

top 30 acquisition method. MS1 and MS2 reso-
lution were set to 120,000 and 15,000 FWHM,
respectively, and AGC targets were 3 × 106 and
5 × 104. Precursors (scan range, m/z 350 to
1600) were fragmented using 28% normal-
ized HCD fragmentation. Further MS/MS pa-
rameters were set as follows: isolation width,
1.6m/z; dynamic exclusion, 30 s; maximum
injection times (MS1/MS2), 50 ms/54 ms. For
all measurements, the lock mass option (m/z

445.120025) was used for internal calibration.

MS data analysis

MS data analysis was performed using Max-
Quant (software version 1.6.5.0) and a reviewed
database of canonical protein sequences from
Musmusculus (downloaded fromUniProt on
October 9th, 2021 containing 17,077 entries)
(104, 105). For phosphorylation site identi-
fication, carbamidomethylation was set as a
fixed modification; oxidation of methionine
and phosphorylation of serine, threonine, and
tyrosine were set as variable modifications.
Default settings were used apart from those
mentioned above.

Image analysis and quantification

Images were analyzed in Fiji (NIH) (91), Imaris
(Bitplane), or ZEN (Zeiss) software. The ex-
ported data were further processed in Excel
and Graphpad Prism 9.
Time-lapsemovies of live oocytes were ana-

lyzed in three dimensions (3D) using Imaris.
Nuclear envelope breakdown was defined as
the time point when the sharp boundary be-
tween the nucleus and cytoplasm disappeared
in the differential interference contrast image.
Anaphase onset was defined as the time point
before chromosome separation was first ob-
served. To score for chromosome misalign-
ment, chromosomes that failed to congress on
the metaphase plate at anaphase onset were
classified as misaligned chromosomes. Oocytes
that entered into anaphase, extruded the first
polar body, but soon refused with the polar
body were categorized as cytokinesis failure.
Two spindles or one united spindle could be
observed in the fused cell. To quantify spin-
dle volume, the spindle labeled bymClover3-
MAP4-MTBDwassegmentedusing the “surface”
function of Imaris (surfaces detail: 2.5; back-
ground subtraction: 1.5). A suitable threshold
was selected to detect the spindle as accurately
as possible. Surfaces were further filtered with
“number of voxels Img=1.” Falsely detected
structures were removed manually, and the
data were exported into Excel.
Z stacks of smRNA-FISHwere also analyzed

with Imaris. Images were processedwith “nor-
malize layers” before analysis. The MARDO la-
beled by ZAR1-mClover3 was segmented using
the “surface” function of Imaris (surfaces detail:
0.165; background subtraction: 0.62). A suitable
threshold was selected to detect the MARDO

as accurately as possible. Surfaces were further
filtered with “number of voxels Img=1.” Spots
of mRNA were detected with an estimated
diameter of 1.2 mm in xÐy and 2.4 mm in z,
and with “background subtraction.”A suitable
threshold was selected to detect mRNA spots
as accurately as possible. Falsely detected spots
were removed manually. “Distance transfor-
mation”was then performed to calculate the
shortest distance of each spot to the surface
(MARDO). If the distance is 0, it means that
themRNA spot is inside of theMARDO; if the
distance is >0 but <0.6 mm, it means that the
mRNA spot is attached to the MARDO.
Quantification of signal on mitochondria

and in the cytosol was performed in Fiji as
described below. The channel that labels
mitochondria was duplicated and then pro-
cessed with a band-pass filter (filter_large = 40,
filter_small = 1, suppress = none, tolerance = 5,
autoscale, saturate). Mitochondria were seg-
mented by setting auto threshold (Li dark).
Particles in the range of 0.10 mm2 to infinity
were added to ROI manager. All nonspecific
particles outside of the cell were removed. Mul-
timeasure of all channels was applied, and data
were exported for further analysis. Mitochon-
dria were then removed to measure the fluo-
rescence intensity in the cytosol. The remaining
cytosol was segmented by setting auto thresh-
old (default). The mean fluorescence intensity
onmitochondria wasmeasured by dividing the
total intensity by the total area of all objects
>0.10 mm2. The ratio of mean intensities be-
tween two channels (TMRM/MitoTracker
Green) or betweenmitochondria and cytosol
was then calculated and normalized. The num-
ber of objects (>0.10 mm2) is also the number
(N) of mitochondrial clusters. 1/N was applied
as themitochondrial clustering index and nor-
malized to assess mitochondrial clustering.
To quantify total fluorescence intensity

change of ZAR1-mScarlet or LSM14B-mScarlet
over time, Z projection (sum slices) was per-
formed first and then all time points were
measured by applying “measure stack” in Fiji.
Except for this experiment, all other fluores-
cence intensity measurements refer to mea-
surements of the mean fluorescence intensity.
Tomeasure themean fluorescence intensity in
oocytes, oocytes were segmented by applying a
suitable threshold or were manually outlined
on the basis of the differential interference
contrast image if there was nomarker labeling
the entire oocyte. To quantify the number of
PLA spots, Watershed was applied to separate
connected spots after thresholding. The data
were normalized by dividing the values of each
group by themean of the control group in each
experiment.

Statistical analysis

SD was used as y-axis error bars for bar charts
and curves plotted from the mean value of the
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data. Statistical significance based on un-

paired, two-tailed Student’s t test (for com-

parison of two groups) was calculated in

Excel. Statistical significance based on one-

way ANOVA followed by Tukey’s post hoc test

(for comparison of three or more groups) or

two-tailed Fisher’s exact test was calculated in

Graphpad Prism 9. All data are from at least

two independent experiments. In the figures,

significance is designated as follows: ****P <

0.0001, ***P < 0.001, **P < 0.01, *P < 0.05.

Nonsignificant values are indicated as N.S.
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Structure of the hepatitis C virus E1E2
glycoprotein complex
Alba Torrents de la Peña1†, Kwinten Sliepen2,3*†, Lisa Eshun-Wilson1†, Maddy L. Newby4,

Joel D. Allen4, Ian Zon2,3, Sylvie Koekkoek2,3, Ana Chumbe2,3, Max Crispin4, Janke Schinkel2,3,

Gabriel C. Lander1, Rogier W. Sanders2,3,5*, Andrew B. Ward1*

Hepatitis C virus (HCV) infection is a leading cause of chronic liver disease, cirrhosis, and hepatocellular

carcinoma in humans and afflicts more than 58 million people worldwide. The HCV envelope E1 and

E2 glycoproteins are essential for viral entry and comprise the primary antigenic target for neutralizing antibody

responses. The molecular mechanisms of E1E2 assembly, as well as how the E1E2 heterodimer binds broadly

neutralizing antibodies, remain elusive. Here, we present the cryo–electron microscopy structure of the

membrane-extracted full-length E1E2 heterodimer in complex with three broadly neutralizing antibodies—

AR4A, AT1209, and IGH505—at ~3.5-angstrom resolution. We resolve the interface between the E1 and E2

ectodomains and deliver a blueprint for the rational design of vaccine immunogens and antiviral drugs.

D
espite the need for a hepatitis C virus
(HCV) prophylactic vaccine, vaccine
development has been limited by the
extensive sequence diversity of the virus
and the lack of structural information on

the vaccine target: the envelope glycoprotein
E1E2 complex (1, 2). Previous studies suggest
that eliciting broadly neutralizing antibodies
(bNAbs), which target E1E2 during infection,
correlates with viral clearance and protection
in humans (3–5), whereas passively adminis-
tered bNAbs protect against infection in ani-
mal models (6–8). These observations provide
a motivation for the development of an HCV
vaccine aimed at inducing bNAbs (1).
HCV is an enveloped, single-strand, positive-

sense RNA virus from the Flaviviridae family.
The RNA genome encodes a single polyprotein
that is processed by host and viral proteases
into three structural and seven nonstructural
proteins (9). The E1 and E2 envelope proteins
associate to form a glycoprotein complex lo-
cated on the outside of the virus that drives
entry into hepatocytes (9). The E2 subunit
includes the receptor-binding domain and en-
gages scavenger-receptor class B1 (SR-B1) and
the tetraspanin CD81, whereas E1 is assumed
to be the fusogenic subunit because it con-
tains the putative fusion peptide (pFP) (10–12).

Because the E1E2 complex is the only viral pro-
tein on the surface of the virus, it is the sole
target for bNAbs and thus an attractive can-
didate for structure-based immunogen design.
High-resolution structure determination of

the full-length E1E2 heterodimer has been hin-
dered by intrinsic flexibility, conformational
heterogeneity, disulfide-bond scrambling, and
extensive glycosylation (2, 13–16). The glycan
shield not only protects E1E2 from immune
recognition but also facilitates assembly and
viral infection (16–18). At the present time,
structural information is limited to truncated
versions of recombinant E1 or E2, or small
peptides (20–28). Moreover, antigenic region 4
(AR4), which includes the epitopes of several
broad and potent HCV bNAbs such as AR4A
and AT1618, has eluded structural characteri-
zation (5, 28). Whereas membrane-associated
E1E2 displays AR4 and binds bNAb AR4A ef-
ficiently, soluble HCV E1E2 glycoprotein com-
plex usually does not, suggesting that AR4
represents a metastable domain (18, 29–31).
Using an optimized expression andpurification
scheme, we discovered that the coexpression
and binding of AR4A stabilized the assembly
of the full-length E1E2 heterodimer, producing
a promising sample for structure determina-
tion. We subsequently determined the cryo–
electron microscopy (cryo-EM) structure of
the E1E2 heterodimer in complex with the
fragment antigen binding (Fab) domain of
AR4A and the Fabs of the bNAbs IGH505 and
AT1209, providing a molecular description of
three key neutralizing epitopes that pave the
way for structure-based vaccine design.

Results

Purification and overall fold of E1E2

The full-length HCV envelope glycoprotein
complex E1E2 described here is derived from

the genotype 1a strain AMS0232, which was
obtained from an HCV-infected individual
enrolled in the MOSAIC cohort (32). The
AMS0232-based pseudovirus (HCVpp) was
more resistant to neutralization by polyclonal
HCV-positive sera than the reference strain
H77 but was sensitive to AR4A, making it
suitable for pursuing a complex with this bNAb
(Fig. 1A and fig. S1A).
We coexpressed StrepII-tagged AR4A Fab

with theE1E2heterodimerandusedStrepTactin
purification to produce E1E2 in complex with
AR4A (Fig. 1B). Negative-stain electron micros-
copy (NS-EM) revealed that E1E2 glycoprotein
in complex with AR4A is more homogeneous
than unbound E1E2 glycoprotein complexes,
making AR4A-bound E1E2 more suitable for
high-resolution structural characterization
using cryo-EM (fig. S1, B and C). Binding of
monoclonal antibodies and CD81 to E1E2, un-
bound or in complexwithAR4A,was tested by
enzyme-linked immunosorbent assay (ELISA)
(fig. S1, D and E). Antibody binding correlated
with neutralization of the parental pseudo-
virus, suggesting that AR4A-extracted E1E2
glycoprotein complex is antigenically analo-
gous to functional E1E2 (fig. S1F). Additionally,
we observed low binding of non-neutralizing
monoclonal antibodies CBH-4B, CBH-4D, and
CBH-4G in AR4A-extracted E1E2 glycoprotein
complex, likely because of the steric blockage
of AR4A (33).
For cryo-EM studies, we coexpressed the

full-length E1E2 glycoprotein complex with the
AT1209 Fab (34) and the StrepII-tagged AR4A
Fab to increase E1E2 stability. The complexwas
extracted from the membrane and reconsti-
tuted into peptidiscs before the addition of the
IGH505 Fab (Fig. 1B) (35, 36). To prevent mis-
pairing of theAR4A andAT1209 heavy and light
chains during synthesis, we used a CrossMAb
version of the AT1209 Fab (CrossFab) (37).
Although we were able to isolate a biochem-

ically well-behaved complex of E1E2 bound to
Fabs, the relatively small size and flexibility of
the complex presented substantial challenges
for high-resolution reconstruction. To overcome
these challenges, we used 3D Variability Anal-
ysis in cryoSPARC (38) to resolve both discrete
and flexible conformations of the E1E2 hetero-
dimerbound to threeFabs. This strategy allowed
us to determine the structures of the ectodo-
mains at 3.5-Å resolution and the flexible
domains at 3.8-Å resolution (fig. S2). This
structure was sufficient to model 51% of E1
and 82% of E2, including the interface of these
two envelope glycoproteins; the epitopes of
bNAbs AR4A, AT1209, and IGH505; and the
glycan shield (Fig. 1, C to E, and fig. S3). Re-
gions that were not modeled in the E1E2
heterodimer bound to three Fabs included
the disordered hypervariable region 1 (HVR1)
in E2 (amino acids 384 to 410), amino acids
412 to 419 in antigenic site 412 (AS412, amino
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Fig. 1. Cryo-EM structure of the HCV E1E2 heterodimer in complex with bNAbs

AT1209, IGH505, and AR4A. (A) Sensitivity of AMS0232 and H77 pseudovirus to

neutralization by polyclonal serum pools and bNAbs AT1209, IGH505, and AR4A.

The serum dilutions and antibody concentrations (in mg/ml) at which HCV infectivity

is inhibited by 50% (ID50 and IC50, respectively) are listed. Values are the mean

of two or three independent experiments. Darker shading indicates increased

sensitivity. (B) Schematic representation of the purification of full-length HCV E1E2.

The stars indicate StrepII-tag. DDM, dodecyl-b-D-maltoside; HC, heavy chain; LC,

light chain. (C) Cartoon representation of the cryo-EM map density of E1 and E2

in complex with AT1209, IGH505, and AR4A Fabs overlayed with the low-resolution

cryo-EM map at a threshold of 0.1 in ChimeraX. (D) Schematic representation of

the full-length E1E2 AMS0232 construct. The E1 and E2 subunits are shown in

pink and blue, respectively, with the different subdomains indicated. N-linked

glycans are shown in green and disulfide bonds in yellow. The same color coding

is used in (E) and (F). (E) Cryo-EM map showing the density of the full-length E1E2

in complex with the three bNAbs. (F) View of E1E2 heterodimer. A cartoon

representation of the head and stem regions of E2 with the newly resolved base

region are highlighted.
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acids 412 to 423) in E2, the transmembrane
domains (TMDs) in E1 and E2 (amino acids
350 to 382 and 718 to 746, respectively), and
lastly, the pFP-containing region (PCR) in E1
(residues 257 to 294) (figs. S3 and S4A). Al-
though the E1 and E2 TMDswere unresolved,
we combined the AlphaFold-predicted struc-
ture of these domains with our experimen-
tally derived model to gain insight into the

positioning of E1E2 relative to the membrane
(fig. S4D).

Subdomain organization of E1 and E2

E2 contains three subdomains—the head, stem,
and TMD.Our structure of the E2 head domain
in theE1E2 complex agreeswellwithpreviously
reported crystal structures of recombinant E2,
including the most complete crystal structure

[rootmean square deviation (RMSD) of 0.805Å,
Protein Data Bank (PDB) ID 6MEI] (fig. S4A).
However, our E1E2 structure reveals two pre-
viously unresolved regions of E2: (i) an ex-
tended loop interrupted by a small antiparallel
b sheet in the E2 head that we term the “base”
(residues 645 to 700) and (ii) the stem (resi-
dues 701 to 717), which connects the base with
the TMD (amino acids 718 to 746; Figs. 1F

SCIENCE science.org 21 OCTOBER 2022 • VOL 378 ISSUE 6617 265

Fig. 2. Subdomain organization and disulfide bonds of E1 and E2. (A to

F) View of E1E2 subdomains. In (A), each domain in E2 is colored and represented as

licorice and cartoon. The E2 stem and base are shown in tan, followed by the

back layer in magenta, the b sandwich in green, the front layer in yellow, and the

CD81 binding site in red; all variable regions (VR) are shown in white. In (B), the E1

NTD is shown in yellow, whereas the PCR is shown in orange, the CTR in shown

in blue, and the stem region is colored white. Shown in (C) is a stem-in-handmodel of

E1 (hand) grasping the stem of E2. In (D), the location of each cysteine in E1E2 is

highlighted in yellow and further outlined and numbered in (E). Shown in (F) are

close-ups of the E1E2 C-terminal region to highlight the missing regions in this highly

flexible region: the TMD in E2 and two helices in E1 that comprise the E1 pFP-

containing region and contain a conserved disulfide bond as well as a TMD in E1

(indicated by the light pink cartoon line). The missing regions are depicted according

to AlphaFold predictions.
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and 2A). The E2 head consists of a central
b-sandwich core (residues 484 to 517 and 535
to 568), a front layer and a back layer (resi-
dues 420 to 458 and 596 to 643, respectively),
the apical CD81 binding site (amino acids
518 to 534), HVR1 (residues 384 to 410), AS412
(residues 412 to 423), variable regions 2 and 3
(VR2, residues 459 to 483; VR3, residues 569
to 579), and the newly resolved base (residues
645 to 700).
In E1, our structure contains well-resolved

density for the core (residues 192 to 314) and
the stem (residues 315 to 346) (Fig. 1F). The E1
core includes the N-terminal domain (NTD;
residues 192 to 248), the PCR (residues 249
to 299), and a C-terminal loop region (CTR;
residues 300 to 314) that connects the PCR
to the stem (Figs. 1F and 2B). The conforma-
tion of the E1 NTD differs substantially from
that of a prior crystal structure of the soluble
E1 NTD (25) (PDB ID 4UOI), suggesting that
the presence of E2 is required for proper E1
folding. However, a prior crystal structure of
10 residues within the E1 stem (residues 314
to 324) aligns well with our atomic model of
the E1 stem (residues 310 to 328) (RMSD =
0.254 Å) (fig. S4A) (27) (Figs. 1F and 2B and
fig. S4, A and C).

Disulfide bond networks of E1 and E2

The cysteine residues in E1E2 are highly con-
served, but disulfide-bond patterns differ be-
tween recombinant E2 structures (19–21, 39),
whereas the disulfide bond network in E1 has
remained largely elusive (40). In our cryo-EM
structure, E2 is stabilized by nine disulfide
bonds: C429-C503, C452-C620, C459-C486,
C494-C564, C508-C552, C569-C597, C581-C585,
C607-C644, and C652-C677 (Fig. 2, D to F)
(C, Cys). Meanwhile, E1 is held together by
four disulfide bonds: C207-C226, C229-C304,
C238-C306, and C272-C281 (Fig. 2, D to F). The
E2 disulfide network is consistent with that
in previous crystal structures of the E2 ecto-
domain in complex with HEPC3 or HEPC74,
although the C652-C677 cysteine pair in the E2
base was missing from these structures (21).
By contrast, inmost recombinant E2 structures
and a structure of E2 core in complex with
AR3C (PDB ID 4MWF), the cysteines at posi-
tions C569, C581, C585, and C597 are paired
differently (fig. S3). We directly observed three
disulfide bonds in E1 (C207-C226, C229-C304,
and C238-C306), and AlphaFold predicted the
presence of a fourth disulfide bridge between
C272 and C281, which would connect two am-
phipathic helices of the pFP. The proximity of
the cysteine pairs C494-C564 to C508-C552,
C452-C620 to C459-C486, and C581-C585 to
C569-C597 and C607-C644 in E2, as well as the
close proximity of the three observed disulfide
bonds in E1, likely allows disulfide scram-
bling resulting in heterogeneous E1E2 proteins
(Fig. 2, E and F) (19, 20, 39, 41, 42).
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Fig. 3. The E1E2 interface and glycan shield. (A) The newly characterized E1E2 interface is stabilized by

hydrophobic interactions. E2 is colored by hydrophobicity, with green representing hydrophilic regions and yellow

signifying hydrophobic patches. The first panel (i) showcases a deep hydrophobic cavity in the base of E2

against which E1 packs. The following panels (ii to iv) highlight additional hydrophobic interactions that we assert

further stabilize the E1E2 interface. (B) Glycans buttress the E1E2 interface. Key interactions between glycans

N196 and N305 are showcased. Glycan N196 is involved in hydrophobic interactions, including a p-p stacking

interaction with W469, as well as a salt bridge with Q467. N305 forms a stabilizing salt bridge with E655.

(C) Surface representation of the E1 and E2 model showing the glycan sites in green with their respective

asparagine residues. The predominant glycoform identified by LC-MS at each PNGS wasmodeled using Coot (59).

An asterisk indicates that the glycan at position N695 uses a noncanonical N-glycosylation motif, NXV. Single-

letter abbreviations for the amino acid residues are as follows: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I,

Ile; K, Lys; L, Leu; M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr.
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The E1E2 interface

To illustrate the E1E2 interface, we posit the
“stem-in-hand”model, wherein the E1 ectodo-
main wraps around the E2 stem and interacts
with the base of E2 with a total shared buried
surface area of ~1879 Å2 (Fig. 2C). Consis-
tent with earlier studies on intracellular E1E2
(43, 44), the interface interactions are non-
covalent, comprising residues that mediate
hydrophobic interactions or form hydrogen
bonds. A highly conserved hydrophobic patch
lines the E2 stem to stabilize the E1E2 het-
erodimer interface (Fig. 3 and fig. S5A). The E2
base contains a hydrophobic cavity involving
residues F586, P590, F679, T681, L689, and
I690, which interact with Y192, V194, Y201, and
V203 on E1, whereas E655 and R659 form
hydrogen bondswith L200 andG199 (Fig. 3A, i)
(F, phenylalanine; I, isoleucine; L, leucine; P,
proline; T, threonine; V, valine; Y, tyrosine).
Within the hydrophobic stretch in the E2 stem,
a region consisting of L654, Y701, and Y703
interacts with I308, Y309, P310, H312, V313,
and M318 in E1 (Fig. 3A, ii and iv) and the
stretch of residues Y703, V705, I709, andW716
pair with E1 residues V313, M318, S327, and
I344 (Fig. 3A, iii) (H, histidine;M,methionine;
S, serine; W, tryptophan).
The E1E2 interaction is further buttressed

by two highly conserved glycans at N196 and
N305 in E1 (Fig. 3B) (N, asparagine). The N305
glycan forms a salt bridge with E655 in E2,
whereas the N196 glycan forms multiple in-
teractions, including a salt bridge with Q467,
p–p stacking interactions with the aromatic
ring of W469, and hydrophobic packing inter-
actions with V574 (Fig. 3B) (E, glutamate; Q,
glutamine). To assess the relevance of this in-
terface in infectivity, we measured viral entry
of HCV pseudoparticles that contain amino
acidmutations in the E1 NTD, E2 base, and E2
stem [Tyr201→Ala (Y201A), N205A, R659A,
F679A, L689A, and Y703A; R, arginine] or
glycan interface (N196 and/or N305: T198A,
S307A, and T198A+S307A) (figs. S5A, and S6).
Most viral mutants were noninfectious (<5%
infectivity compared with wild type) except for
T198A (~31% compared with wild type) (fig.
S6). These data are consistent with and pro-
vide a structural basis for the results of a
recent alanine scanning mutagenesis study on
E1E2 pseudovirus (45), which also reported
that amino acids R657, D658, L692, and Q700
in E2 and Y201, T204, N205, and D206 in E1
are crucial for infectivity (fig. S5, B to F) (D,
aspartate).

The E1E2 glycan shield

All potential N-glycosylation sites (PNGSs) are
located on one face of the E1E2 glycoprotein
complex. The opposite face is hydrophobic and
highly conserved (fig. S7A), consistent with an
exposed neutralizing face subject to immune
pressure and a non-neutralizing face that is

likely inaccessible on the surface of the virion
(22, 23, 46). We detected density for glycans
at all PNGSs except N325 in E1, which is not
glycosylated because of a proline at the fourth
positionwithin the N325 sequon (47) (fig. S7D).
Interestingly, although N-glycans are usually
located at NXT andNXS sequons, we also iden-
tified an N-glycan attached to a noncanonical
NXVmotif at N695 in E2 (Fig. 3C and fig. S7B)
(X, any amino acid except for proline). Site-
specific glycan analysis of the E1E2 hetero-
dimer in complex with AR4A and AT1209
using liquid chromatography–mass spectrome-
try (LC-MS) confirmed the presence of glycans
at all canonical PNGSs except N325, as well
as at the noncanonical N695 site, which was
glycan-occupied in 25% of the sample (Fig. 3C
and fig. S7B). Further glycan analysis revealed
that the occupancy of N695 remained un-
changed when the E1E2 glycoprotein complex
was not bound to AR4A and AT1209 Fabs (fig.
S7, B and C). Additionally, the antigenicity of
N695 mutants (N695A, N695Q, and V697T)
was not substantially affected, whereas viral
infectivity was slightly increased when the
695 glycan was removed (N695A and N695Q)
(fig. S8, A and B). Moreover, the E1E2 hetero-
dimer was highly enriched in oligomannose-
type glycans (Man5-9GlcNAc2), except for N234
(fig. S7B). The oligomannose content is high
likely because the transmembrane domain
of E1 is a signal for static retention in the
endoplasmic reticulum, where glycans remain
oligomannose-type species, combined with
purification from intracellular compartments,
including the endoplasmic reticulum (48, 49).

Definition of three bNAb epitopes

Importantly, our full-length E1E2 structure
delivers a structural description of three bNAb
epitopes in their full quaternary context, in-
cluding the previously ill-defined epitopes in
AR4. Previous alanine-scanning mutagenesis
studies suggested that AR4A recognizes an epi-
tope on both E1 and E2 (28, 50). However, our
model shows that AR4A targets the back layer
and base regions of E2 but does not engage E1
(Fig. 4A). AR4A contacts E2 almost exclusively
using its 25–amino acid–long CDRH3 through
five hydrophobic interactions and four hydro-
gen bonds (AR4A - E2: T100c - G649, F100d -
I696; L100e - D698,W646, P676; W100f - L667,
Q671, I696) (Fig. 4A and figs. S9A and S12).
AR4A contains a nine–amino acid insert in
the CDRH2 (fig. S9), and this allows Y52i to
electrostatically interact with R648 in the back
layer of E2 (Fig. 4). Notably, one glycan in E2
(N623) interacts with the NTD of the light
chain of the Fab (fig. S10A). Analysis of E1E2
glycoproteinmutants revealed that AR4A bind-
ing not only relied ondirect amino acid contacts
in E2 (R648 and D698) but was also affected
by amino acid changes in the interface be-
tween E1 (Y201A, N205A, T198A, S307A, and

T198A+S305A) and E2 (R659A, F679A, and
L689A) (fig. S6, B and C). Moreover, the same
mutants in a pseudovirus context were not
infectious (fig. S6, A and C). Together, these
data indicate that the epitope of AR4A on
E2 is metastable and requires E1 for stable
presentation (fig. S11). Hence, AR4A may neu-
tralize the virus by stabilizing the prefusion
state of E1E2 and impeding conformational
changes needed for infection.
ThebNAb IGH505 targets the surface-exposed

conserved a helix in E1, which is positioned
against the CDRH3 loop and inserted between
the CDRH1, CDRH2, CDRL1, and CDRL3 loops
with these five CDR loops making contact with
the epitope (36). IGH505 targets H316 and
W320 in E1, which bind to CDRH3, CDRL1,
and CDRL3, likely through hydrogen bonds
to D95 and p–p interactions with Y98, F100e
(CDRH3), F32 (CDRL1), andW91 (CDRL3) (Fig.
4B and fig. S12). Also, M323 and M324, located
at the C-terminal domain of the a helix in E1,
are within hydrogen-bonding distance of A33
in CDRH1 and W50 and K58 in CDRH2 (K,
lysine) (Fig. 4B and fig. S12). Although the latter
interactions are not seen in the crystal structure
of the E1 helix in complex with IGH526, both
antibodies share similar footprints, indicat-
ing that they target an overlapping epitope at
a very similar angle (figs. S9B and S10B) (27).
Given the location of the IGH505 and IGH526
epitopes on E1, these antibodies likely neu-
tralize the virus by impeding conformational
changes of E1E2.
The bNAb AT1209 targets AR3, which in-

volves the front layer and the CD81 binding
loop inE2. AT1209 contains the longest CDRH3
loop among all known AR3-targeting bNAbs
(25 amino acids) and shares a similar foot-
print with the previously described antibodies
HEPC3,HEPC74, AR3C, AR3A,HC11, andAR3X
(Fig. 4C and fig. S10C). The sequence signature
of these VH1-69–derived bNAbs is a CDRH3
that contains a b hairpin–like structure sta-
bilized by a disulfide bond (CXGGXC motif;
G, glycine) (fig. S10D). The b-hairpin confor-
mation adopted by the CDRH3 of AT1209
involves four hydrogen bond interactions be-
tween its CDRH3 and the front layer of E2 and
the CD81 binding loop: I97-A248, R99-T435,
C100a-C429, and G100c-W529 (Fig. 4C and
figs. S10D and S12).
Although the CDRH3 dominates the para-

tope of most of the AR3-targeting bNAbs iso-
lated to date, the unusually 32-residue-long
CDRH2 (Kabat numbering) contributes sub-
stantially to the interaction of AT1209with the
front layer of E2, with nine residues within
hydrogen-bonding distance (E52f, G52l, G52m,
L52h, and I53) and burying similar surface area
(493 Å2) to the CDRH3 (526 Å2) (Fig. 4C, figs.
S10E and S12, and table S2). A similarly ultra-
long CDRH2 (31 residues) is present in AR3X
(21). Additionally, functional and structural
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Fig. 4. Structural definition of the AR4A, IGH505, and AT1209 epitopes.

(A) The AR4A Fab recognizes protein elements in E2 (blue) near the interface
with the E1 subunit (pink). Heavy and light chains are shown in dark and
light gray, respectively, and CDRH2 and CDRH3 are highlighted in tan. Whereas
the CDRH2 only interacts with the stem region of E2, the CDRH3 loop targets
both the back layer and stem of E2. (B) The IGH505 Fab interacts with the
surface-exposed a helix in E1 (pink). Heavy and light chains are shown in brown
and yellow, respectively, and CDRH1 to CDRH3 and CDRL1 and CDRL3 are

highlighted in tan. IGH505 encases the conserved a helix in E1 (amino acids 310
to 328) using the CDRH1 to CDRH3 and CDRL1 and CDRL3 regions of the Fab.
(C) The AT1209 Fab binds the front layer of E2 (blue). Heavy and light chains
are represented in green and light green, respectively, and CDRH1 to CDRH3
are highlighted in tan. All of the CDRH loops interact with the front layer of E2,
near the CD81 binding site. Epitopes on E1 and E2 were defined as residues
containing an atom within 4 Å of the bound Fab, and the amino acids present in
the epitope are shown as sticks representations.
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analyses reveal that the amino acids that are

critical for host receptor CD81 engagement

by E2 (I422, S424, L427, N430, S432, G436,

W437, L438, G440, L441, F442, Y443, V515,

T519, T526, Y527, W529, and W616) overlap

with those located in the epitope of the AT1209

antibody (fig. S13). Collectively, these data give

us comprehensive insights into the neutralizing

face of E1 and E2 and facilitate structure-based

vaccine design (fig. S14).

Discussion

The structure of the HCV envelope glycopro-

tein complex E1E2 proved challenging to re-

solve because of the need to coexpress E1 and

E2 and their propensity to form heterogeneous

complexes (29, 51–53). Previous studies showed

that the E1E2 glycoprotein complex is a non-

covalent heterodimer in infected cells and that

it selectively forms disulfide-linked complexes

on virions (48).Whether these disulfide-linked

complexes present infectiousE1E2 ormisfolded

noninfectious forms is unknown at the present

time. Interestingly, a previous study showed

that the neutralizing antibody AR4A only

captures a small fraction of available virions

(13), suggesting that a substantial portion of

virion-associated E1E2might be nonfunctional.

Our studies demonstrate that the E1E2 inter-

face is stabilized by glycans and hydrophobic

patches as opposed to covalent disulfide bonds,

providing insight into how to engineer stable

immunogens for structure-based vaccine de-

sign (54–56).

Coexpression of the bNAb AR4A was key

to stabilizing the metastable E1E2 complex,

which we surmise is arrested in the prefusion

conformation. Similarly, structures of prefu-

sion HIV-1 Env and respiratory syncytial virus

(RSV) F were solved using conformational

prefusion-specific antibodies (54, 57). The

viral entry pathway after CD81 binding likely

involves a multistep process in which the

interface of the E1E2 glycoprotein complex is

destabilized and opens up upon low pH

and/or receptor binding, triggering down-

stream conformational changes that expose

the fusion peptide on E1 and induce viral

fusion (24, 45). Neutralizing antibodies can

therefore either block CD81 binding by di-

rect competition—for example, AT1209—or,

if bound outside the receptor binding site,

can impede entry by blocking conformational

changes required for fusion, for example, AR4A

and IGH505.

Our cryo-EM structure elucidates the HCV

E1E2 glycan shield that includes a rare glycan

addition to a noncanonical NXV sequon at

position 695. This glycan did not have a sub-

stantial impact on E1E2 function in vitro. How-

ever, it may have a role in vivo, for example, by

creating additional heterogeneity and/or by

shielding underlying protein epitopes. Where

glycans usually playminor roles in the stability

between interfaces in protein complexes, two

glycans are critical for stabilizing the E1E2 in-

terface. The E1E2 region that lacks glycans is

primarily hydrophobic and therefore may be

involved in oligomerization and/or interac-

tion with the viral lipid bilayer (58). Overall,

our cryo-EM study elucidates a full molecular

description of E1E2, including three bNAb

epitopes, and provides a long-sought-after

blueprint for the design of a new generation

of HCV glycoprotein immunogens and anti-

viral drugs.
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COMPUTER NETWORKS

Delocalized photonic deep learning on the internetÕs edge
Alexander Sludds1*, Saumil Bandyopadhyay1, Zaijun Chen1†, Zhizhen Zhong2, Jared Cochrane1,3,

Liane Bernstein1, Darius Bunandar1‡, P. Ben Dixon3, Scott A. Hamilton3, Matthew Streshinsky4§,

Ari Novack4§, Tom Baehr-Jones4§, Michael Hochberg4§, Manya Ghobadi2,

Ryan Hamerly1,5*, Dirk Englund1*

Advanced machine learning models are currently impossible to run on edge devices such as smart

sensors and unmanned aerial vehicles owing to constraints on power, processing, and memory. We

introduce an approach to machine learning inference based on delocalized analog processing across

networks. In this approach, named Netcast, cloud-based “smart transceivers” stream weight data to

edge devices, enabling ultraefficient photonic inference. We demonstrate image recognition at ultralow

optical energy of 40 attojoules per multiply (<1 photon per multiply) at 98.8% (93%) classification

accuracy. We reproduce this performance in a Boston-area field trial over 86 kilometers of deployed

optical fiber, wavelength multiplexed over 3 terahertz of optical bandwidth. Netcast allows milliwatt-class

edge devices with minimal memory and processing to compute at teraFLOPS rates reserved for high-

power (>100 watts) cloud computers.

A
dvances in deep neural networks (DNNs)

are transforming science and technology

(1–4). However, the increasing compu-

tational demands of the most powerful

DNNs limit deployment on low-power

devices, such as smartphones and sensors—

and this trend is accelerated by the simulta-

neous move toward Internet of Things (IoT)

devices. Numerous efforts are underway to

lower power consumption, but a fundamental

bottleneck remains because of energy consump-

tion in matrix algebra (5), even for analog ap-

proaches including neuromorphic (6), analog

memory (7), and photonic meshes (8). In all

these approaches, memory access and multiply-

accumulate (MAC) functions remain a stubborn

bottleneck near 1 pJ per MAC (5, 9–12). Edge

devices typically use chip-scale sensors, occupy

millimeter-scale footprints, and consume milli-

watts of power. Their small footprint and low

power budget mean that performance is limited

by the size, weight, and power (SWaP) of com-

puting systems integrated on the device.

To make advanced DNNs at all feasible on

low-power devices, industry has resorted to

offloading computationally heavy DNN infer-

ence to cloud servers. For instance, a smart

home device may send a voice query as a

vector U to a cloud server, which returns the

inference result V to the client (Fig. 1). This

offloading architecture adds a ∼200-ms latency

to voice commands (13), which makes services

such as self-driving impossible. Moreover, off-

loading poses security risks in both the edge

and the cloud: Hacking of the communication
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Fig. 1. Netcast concept. (A) Smart transceivers integrated alongside cloud

computing infrastructure including servers, data storage, network switches, and

edge nodes. The smart transceiver sequentially encodes layers of a neural

network model onto the intensity of distinct optical wavelengths using

digital-to-analog converters (DACs), optical modulators (mod), and lasers.

Wavelength-division multiplexers (WDMs) combine the separate wavelengths

from each modulator to the smart transceiver output. (B) U and V highlight

current solutions to large model deployments on the edge, with edge device

data communicated back to cloud computers. In our solution, smart transceivers

have connections to many devices at the edge of the communications network,

including cellular networks, smart sensors, content delivery networks, and

aircraft. (C) The edge client encodes input activation data onto a single

broadband optical modulator, modulating all weight wavelengths simultaneously.

Wavelengths are separated with a WDM, and the result of matrix-vector

multiplication is computed on time-integrating receivers. (D) Matrix-vector

products between an M-element input vector and (M,N) weight matrix

are time-frequency (t-w) encoded, with each wavelength accumulating its results

on a time-integrating receiver.
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of client data (in vector U) has led to security

breaches of private data.

To address these problems, we introduce here

a photonic edge computing architecture, named

Netcast, to minimize the energy and latency of

large linear algebra operations such as general

matrix-vector multiplication (GEMV) (5). In

the Netcast architecture, cloud servers stream

DNN weight data (W) to edge devices in an

analog format for ultraefficient optical GEMV

that eliminates all local weight memory ac-

cess (14).

Servers containing a “smart transceiver”

(15)—which may be in the standard pluggable

transceiver format represented in Fig. 1A—

periodically broadcast the weights (W) of

commonly used DNNs to edge devices, using

wavelength division multiplexing (WDM)

to leverage the large spectrum available

at the local access layer. Specifically, the

(M,N)-sized weight matrix of one DNN layer

may be encoded in a time-frequency basis

by the amplitude-modulated field Wn tð Þ ¼
XM

j¼1
wnje

�iwntd t � jDTð Þ, where the optical

amplitude wnj at frequency wn and time step j

represents the nth row of the weight matrix

(Fig. 1D), and d is the impulse response function.

Suppose now that a camera in Fig. 1 requires

inference on an image X. To do so, it waits for

the server to stream the “image recognition”

DNNweights, which it modulates withX tð Þ ¼
XM

j¼1
xjd t � jDTð Þ using a broadband optical

modulator and subsequently separates the

wavelengths to N time-integrating detectors

to produce the vector-vector dot product

Yn tð Þ ¼
XM

j¼1
wnjxjd t � jDtð Þ . This architec-

ture minimizes the active components at

the client, requiring only a single optical

modulator, digital-to-analog converter (DAC),

and analog-to-digital converter (ADC).

Experimental implementation of Netcast

We demonstrate the Netcast protocol with a

smart transceiver (Fig. 2A), made in a com-

mercial silicon-photonic CMOS foundry (OpSIS/

IME, described in supplementary text section 2).

The smart transceiver is composed of 48 Mach-

Zehndermodulators (MZMs), each capable of

modulation up to 50 Gbps for a total band-

width of 2.4 Tbps (16). The smart transceiver

supportsWDM,with Fig. 2B showing 16WDM

lasers simultaneously transmitting through the

chipwith ≈−10 dBm (100 mW)power per wave-

length. Figure 2C shows an open eye diagram

at 50 GHz (supplementary text section 8).

Weights are transmitted over 86 km of de-

ployed optical fiber from the Massachusetts

Institute of Technology (MIT)main campus to

MIT Lincoln Laboratory and back to the main

campus (Fig. 2D). The client (Fig. 2E) applies

input activation values to the incomingweight

data using a high-speed (20-GHz) broadband

lithium niobate MZM, with Fig. 2F showing

an open eye diagram at 10 GHz (limited by

testing equipment). A passive wavelength

demultiplexer separates eachwavelength chan-

nel for detection onto an array of custom time-

integrating receivers, with an example of time

integration shown in Fig. 2G (supplementary

text section 6). After integration, the gener-

ated voltages from the receivers aremeasured

by a digitizer and stored in memory. Addi-

tional postprocessing steps, such as the non-

linear activation function, are performed using

a computer. Multiple neural network layers
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Fig. 2. Experimental demonstration of Netcast system. (A) Smart trans-

ceiver composed of a 48-modulator silicon photonic transmitter with 2.4 Tbps of

total bandwidth. (B) Optical spectrum of smart transceiver output, showing

16 laser sources across 3 THz of bandwidth with >25 dB optical SNR. (C) An

example of high-speed operation of the smart transceiver modulators, with a

50 GHz open eye. (D) Weights are sent over 86 km of deployed optical fiber

connecting the smart transceiver to the client. (E) Client receiver composed of a

broadband, high-speed optical modulator, a WDM demultiplexer, and custom

time-integrating receivers. (F) The client input modulator also achieves an open

eye of 10 GHz (test equipment limited). (G) Example time-integrating receiver

waveform showing constant optical power being accumulated over 10 ms and

resetting. Satellite imagery in (D) taken using a deployed satellite (Planet.com).
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are run by taking the resulting output acti-

vations of the previous layer and encoding

them onto the input modulator while the next

layer’s weights are transmitted.

We show the flow of data through the exper-

imental setup and the accuracy it can achieve

in Fig. 3A. Weight data are encoded to multi-

ple modulators simultaneously. For clarity, we

show a single row of the digit “3” being encoded

and the resulting time trace from a single

wavelength. We demonstrate computing with

high accuracy, with Fig. 3B showing 8 bits of

precision, more than the ≈5 bits of precision

required for neural network computation (17, 18).

After calibrating the system, we perform image

classification by running a benchmark hand-

written digit classification task [Modified Na-

tional Institute of Standards and Technology

(MNIST)], which was trained on a digital com-

puter (supplementary text sections 14 and 16).

Figure 3C illustrates an example of the system’s

computing result for classifying the digit “3.”

We then test the system’s performance both

locally and over deployed fiber using a bench-

mark three-layerMNISTmodelwith 100neurons

per hidden layer (supplementary text section 14).

Using 1000 test images locally, we demon-

strate 98.7% accurate computation, compa-

rable with the model’s baseline accuracy of

98.7%. Using the same test images, we utilize

3 THz of bandwidth over the deployed fiber

and classify MNIST digits with 98.8% accu-

racy. This result shows the potential for this

architecture to support ultrahigh bandwidths

in real-world deployed systems using conven-

tional components.

Energy efficiency

Netcast is designed to minimize the power

used at the client. To enable this, we make sure

every component at the client is performing a

large number of MACs (M orN) for modulation

and electrical readout, respectively. Only a single

MZM and DAC are used to encode input data

across N wavelengths, enabling N MACs of

work for every voltage applied to the modula-

tor. While the energy costs of these individual

components can be high, they have high paral-

lelism, performing many MACs of work per

time step. For encoding input activations, the

client only uses a single broadband optical

modulator, allowing for ≈(1/N) pJ per MAC of

energy consumption using standard compo-

nents. Furthermore, the integrator and ADC

can be much slower than the speed of modu-

lated weights, because readout occurs afterM

timesteps. As a result, the integrator and ADC

can beM times slower, decreasing the cost of

electrical readout components to ≈(1/M) pJ

per MAC. Assuming near-term values of N =

M = 100, client energy consumption can reach
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Fig. 3. Computational accuracy of Netcast system. (A) Weight data from

multiple wavelength channels is simultaneously modulated by input data. After

wavelength multiplexing, the generated photocurrent is time-integrated.

(B) Floating-point computing accuracy comparing the results of 10,000 scalar-

scalar floating point multiplications. Electrical floating point results are

designated as y and optical results are designated as ŷ. The difference y� ŷ

has a standard deviation of srms = 0.005 or ≈8-bit accuracy. (C) Example

output activation data from the optical setup correctly classifying the digit “3.”

(D) Computing results of image classification over both local links and the

86-km deployed fiber link.

Table 1. Device contributions to receiver performance assuming conventional technology.

Device energy consumption is amortized by either a spatial fan-out factor (N) or time-domain

fan-out factor (M). We assume a carrier depletion modulator in silicon is used and that a single

high-speed (gigahertz) ADC reads out from an array of N slow integrators. See supplementary text

section 19 for derivation of nonlinearity energy consumption.

Netcast client energy consumption

Device Number of devices Fan-out Energy per device Energy per MAC

Modulator (16) 1 N ~1 pJ ~(1/N) pJ
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

DAC (37) 1 N ~1 pJ ~(1/N) pJ
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

ADC (38) 1 M ~1 pJ ~(1/M) pJ
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Integrator (39) N M ~1 fJ ~(1/M) fJ
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Nonlinearity N M <100 fJ ~(1/M) fJ
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Total – – – ~(1/N) pJ
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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≈10 fJ per MAC, which is three orders of mag-

nitude lower than is possible in existing digital

CMOS. The scaling of the client energy con-

sumption is summarized in Table 1.

In our experimental demonstration, we have

fabricated a 48-channel silicon smart transceiver

to deploy weights to the client. The modulators

used in this smart transceiver can operate at a

data rate of 50 Gbps. The client uses a fiber

lithium niobate modulator with a bandwidth

of 20GHz and energy efficiency of 18 pJ per bit

(supplementary text section 1). Sharing this

input modulator over 48 wavelengths, we find

that our input modulator uses 370 fJ per MAC

of energy. Simple changes to the client, such as

makinguseof the samemodulator at the client as

we do at the smart transceiver (≈450 fJ per bit),

would enable <10 fJ perMAC energy efficiency.

Our integrating receivers have a 20mWpower

consumption per channel, leading to an energy

efficiency of 1 pJ per MAC and the potential to

improve orders of magnitude with commercial

technology (see Discussion section).

Receiver sensitivity

Applications of Netcast, including free-space

deployment to drones or spacecraft, can oper-

ate in deeply photon-starved environments.

For example, recent satellite optical commu-

nication demonstrations, such as NASA’s Lunar

Laser Communication Demonstration, have

shown ≈100 Mbps communications to satel-

lites orbiting the Moon with link losses in

excess of 70 dB (19). To enable high-speed and

energy-efficient machine learning on these de-

ployments, optical receivers must have the

lowest possible noise floor, ideally operating at

the shot noise limit with ≈1 photon per MAC.

Modern photoreceivers are limited by either

thermal noise of readout electronics [also called

Johnson-Nyquist noise (20)], shot noise, flicker

(1/f ) noise, or relative intensity noise of the

laser; of these, for integrated optoelectronics,

thermal and shot noise are dominant in Net-

cast (see supplementary text sections 13 and 23).

We overcome this problemwith time-integrating

receivers, which accumulate partial results from

vector-matrix multiplication. We compare the

sensitivity of different photoreceivers. Amplified

photoreceivers (Fig. 4A, right) have typical

sensitivities of ≈10 to 100 fJ per MAC. Am-

plified linear mode avalanche photodetectors

(Fig. 4A, middle) overcome some of the ther-

mal noise of the amplifier and achieve ≈1 fJ per

MAC. Our custom time-integrating receivers

(Fig. 4A, left) performMMACs permeasurement

window before readout, lowering the required

optical power per readout by M. Amplified

photodetectors, in contrast, read out after each

MAC, acquiring thermal noise for each mea-

surement and adding the results of each MAC

together to create the resulting output activa-

tion value. For time-integrating receivers, the

resulting output activation signal is measured

while measuring thermal noise once, giving a 1
M

optical energy per MAC scaling. For amplified

photodetectors, the partial-product signal terms

add together linearly, while thermal noise adds

in quadrature, giving a
ffiffiffiffi
M

p

M
¼ 1ffiffiffiffi

M
p scaling. In our

experiment, we demonstrate that with M =

100, only 10 aJ perMAC (100 photons) of optical

energy is required (two orders ofmagnitude less

than for similar amplified photodetectors). This

result brings Netcast close to the fundamental

quantum limit of optical computation (21, 22),

which we can reach by engineering the receiver

to lower thermal noise.

Thermal noise is a hardware-dependent

noise source, originating from the thermal

motion of charge carriers in an electrical con-

ductor. In a resistor-capacitor (RC) circuit, ther-

mal noise manifests in a fluctuation in the

number of readout electrons in a circuit given

bysth ¼
ffiffiffiffiffiffiffiffiffiffiffi
kBTC

p
=q, where kB is the Boltzmann

constant, T is temperature, q is the electron

charge, and C is the capacitance of the receiver

(23). Conventional amplified photodetectors

read out on every MAC operation and add

partial-product results to generate an output

activation value. Adding together eachMAC

adds together the measured signal linearly,

and noise terms add in quadrature. This re-

sults in a signal-to-noise ratio (SNR) of

SNR ¼
Signal Electrons

Noise Electrons

¼ MPopthTclk=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXM

i¼1
s
2
th

r

¼ MPopthTclk=
ffiffiffiffiffiffiffiffiffiffiffi
Ms

2
th

q
¼

ffiffiffiffiffi
M

p
PopthTclk=sth

where Popt is photon flux incident on the

detector (units of photons per second), h is

detector quantum efficiency, and Tclk is the

time period for each MAC. In contrast, our
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Fig. 4. Thermal noise limited optical sensitivity of Netcast system. (A) Experimentally measured

sensitivity of optical receivers. Standard amplified photoreceivers are shown on the right side of the plot,

with performance limited by electrical amplifier thermal noise, giving a typically optical energy of 10 to

100 fJ per MAC. The center of the plot shows linear avalanche photodiodes, which use intrinsic gain to

lower the energy per MAC, but at the cost of increased energy consumption and lower-bandwidth

time-integrating receivers, which lower the effective thermal noise floor by performing many MAC operations

for each readout. Time-integrating receivers using off-the-shelf technology can achieve high accuracy with

<100 aJ per MAC of optical sensitivity on the benchmark neural network task. (B) Confusion matrices

for labeled points in (A), showing how each digit in the MNIST dataset is classified by the optical hardware

(on-diagonal elements correspond to correct classification; columns add to 1, but rows do not have to).
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time-integrating receivers only see thermal

noise once per measurement window

SNR ¼
Signal Electrons

Noise Electrons
¼ MPopthTclk=sth

As a result, we see that the required number

of photons per MAC is
ffiffiffiffiffi

M
p

times lower than

for standard amplified photoreceivers.

Improvements to time-integrating receivers

are possible by minimizing the integration ca-

pacitance of the receiver. Figure 5A shows the

thermal noise limit of time-integrating receivers

as integration capacitance is decreased. This

noise floor is fundamentally connected to the

size scale of photodetectors, readout electronics,

and their proximity of integration (10). Modern

foundry processes enable ≈1 fF–scale receivers,

lowering the thermal readout noise to the

single photon–per-MAC level (24, 25). This

single photon–per-MAC regime is fundamen-

tally limited by the quantum nature of light,

where precision is determinedby the Poissonian

distribution of photons that arrive within a

measurement window. Poissonian noise, also

called shot noise, can be observed in exper-

imentally measured data in Fig. 5C. We inves-

tigate this fundamental bound of the Netcast

system through a proof-of-concept experiment

using superconducting nanowire single-photon

detectors (SNSPDs) as shown in Fig. 5B. These

photodetectors are ideal, demonstrating pure

shot noise–limited performance. We show that

the fundamental shot noise bound on the same

benchmark digit classification problem from

Fig. 4 allows the receiver to operate with high

accuracy with <1 photon per MAC (0.1 aJ per

MAC). This result may at first seem surprising

given that less than a single photon per MAC

is counterintuitive. We can understand this

measurement better by noting that at readout,

we have performed a vector-vector product with

M = 100 MACs. Each MAC can have less than

a single photon in it, but the measured signal

will have many photons in it. A graphical ex-

planation is given in supplementary text sec-

tion 18. This single photon–per-MAC regime

enables many new applications. The realiza-

tion of computing with less than one photon

per MAC could enable a new class of comput-

ing systems that protect both client input and

server weight data. Another application that

benefits from less than one photon perMAC is

deployed spacecraft that operate in a strongly

photon-starved environment. Weight data

from a directional base station could be trans-

mitted to the spacecraft and classified on the

craft, before the results are transmitted to Earth.

Discussion

The system-level demonstration shown here is

one example of an implementation of Netcast.

The cloud-based smart transceiver can reside

inside of existing networking hardware such

as network switches, servers, or edge nodes.

Our ideas can be extended to the case where

the user data are streamed through program-

mable network switches with smart trans-

ceivers, enabling in-network optical inference

(15). Modern network switches, such as Intel’s

Tofino switch, are an ideal platform for de-

veloping Netcast commercially, as they are pro-

grammable, enablingmultiple streamsofweights
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Fig. 5. Forward looking performance of Netcast. (A) Fundamental noise bounds

of time-integrating receivers from thermal noise of an integrator and shot noise to

achieve 50% accuracy on MNIST task. Decreasing the capacitance of the time

integrator lowers thermal readout noise, enabling access to the single photonÐper-

MAC regime. (B) Proof-of-concept experimental setup consisting of input and weight

modulators and superconducting nanowire single-photon detectors (SNSPDs),

allowing us to probe this fundamental single-photon bound. (C) We experimentally

validate the single-photon detectors by measuring shot noise on the detector

over many integration windows. (D) Using a three-layer MNIST model, we

experimentally measure computation with <1 photon per MAC with high accuracy.
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to be deployed at line rate (100 Gbps), and can

support 64 GB of memory, reaching the storage

requirements of modern neural networks. Prior

work has demonstrated the feasibility of using

programmable switches to perform layer-by-

layer inference with smart transceivers (15).

The large data storage of these network switches

enables multiple models to be stored and

queried. The client device could use its broad-

band modulator to allow for reflection-mode

communication back to the server, where the

client modulates received light and sends it

back along the fiber link for communication.

This querying communication can be slow and

lossy, as only a few bits are required to request

that a new model be sent.

Emerging photonic technologies, such as

low-power static phase shifters (26–28) and

high-speed phase shifters (29–32), can reduce

receiver electrical energy consumption to ≈10 aJ

per MAC. This energy can be further decreased

by making use of the tight integration of tran-

sistors and photonics in silicon using technol-

ogies such as receiverless detectors (10), photonic

DACs (33), and photonic ADCs (34). Detectors

such as avalanche detectors could be incor-

porated with a time integrator to provide a

benefit to the optical sensitivity of the receiver,

but at the cost of added electrical power con-

sumption (supplementary text section 21). Fur-

ther improvements in optical sensitivity are

possible by using coherent detection, which

boosts the received signal using a strong local

oscillator (21). Two examples of a Netcast system

using coherent detection to substantially im-

prove optical energy per MAC are detailed in

supplementary text section 12.

A number of companies have designed cus-

tom edge computing application-specific inte-

grated circuits (ASICs) with reduced SWaP

(7, 35), but these ASICs are hampered by the

same energy and bandwidth constraints as

larger CMOS processors. Analog accelerators,

such as memristive crossbar arrays and meshes

of photonic interferometers, hold promise for

lowering the power consumption of neural

networks compared with electronic counter-

parts, but existing commercial demonstrations

still consume watts of power (8, 36).

One obstacle to scaling bandwidth in tra-

ditional optical communication systems is dis-

persion in optical fiber. For a single smart

transceiver and client, techniques such as

wavelength-dependent delays can compensate

for dispersion at the smart transceiver. How-

ever, in systemswhere weights are deployed to

multiple clients from one smart transceiver

with different lengths of fiber, this technique

cannot be used. We discuss the effects of dis-

persion in supplementary text section 22 and

show that it is possible to make use of the

optical O-band to enable terahertz of bandwidth

at clock rates of 10 GHz per wavelength over

more than 10 km of optical fiber.

Outlook

We have described an edge computing ar-

chitecture that makes use of the strengths of

photonics and electronics to achieve orders of

magnitude in energy efficiency and optical

sensitivity improvements over existing digital

electronics. We have demonstrated scalable

photonic edge computing using WDM, time-

integrating receivers, scalability to milliwatt-

class power consumption, <1 photon–per-MAC

receiver sensitivity, and computing over de-

ployed fiber using 3 THz of bandwidth. On

image classification tasks, we show 98.8% ac-

curate image classification. The hardware shown

in this paper is readily mass-producible from

existing CMOS foundries, allowing for near-

term impact on our daily lives. Our approach

removes a fundamental bottleneck in edge

computing, enabling high-speed computing

on deployed sensors and drones.

REFERENCES AND NOTES

1. T. B. Brown et al., arXiv:2005.14165 [cs.CL] (2020).

2. O. Vinyals et al., Nature 575, 350–354 (2019).

3. A. Krizhevsky, I. Sutskever, G. E. Hinton, Adv. Neural Inf.

Process. Syst. 25, 1097–1105 (2012).

4. J. Deng et al., 2009 IEEE Conference on Computer Vision and

Pattern Recognition (IEEE, 2009), pp. 248–255.

5. V. Sze, Y.-H. Chen, T.-J. Yang, J. S. Emer, Proc. IEEE 105,

2295–2329 (2017).

6. M. Davies et al., IEEE Micro 38, 82–99 (2018).

7. Mythic, M1076 Analog Matrix Processor; https://mythic.ai/

products/m1076-analog-matrix-processor/.

8. C. Demirkiran et al., arXiv:2109.01126 [cs.AR] (2021).

9. M. Horowitz, 2014 IEEE International Solid-State Circuits

Conference Digest of Technical Papers (ISSCC) (IEEE, 2014),

pp. 10–14.

10. D. A. Miller, J. Lightwave Technol. 35, 346–396 (2017).

11. L. Bernstein et al., Sci. Rep. 11, 3144 (2021).

12. Y.-H. Chen, T. Krishna, J. S. Emer, V. Sze, IEEE J. Solid-State

Circuits 52, 127–138 (2016).

13. M. Satyanarayanan, Computer 50, 30–39 (2017).

14. R. Hamerly et al., Proc. SPIE 11804, 118041R (2021).

15. Z. Zhong et al., Proceedings of the ACM SIGCOMM 2021

Workshop on Optical Systems (OptSys Õ21) (Association for

Computing Machinery, 2021), pp. 18–22.

16. M. Streshinsky et al., J. Lightwave Technol. 32, 4370–4377

(2014).

17. T. Gokmen, M. J. Rasch, W. Haensch, 2019 IEEE

International Electron Devices Meeting (IEDM) (IEEE, 2019),

pp. 22.3.1–22.3.4.

18. S. Garg, J. Lou, A. Jain, M. Nahmias, arXiv:2102.06365 [cs.LG]

(2021).

19. D. M. Boroson, J. J. Scozzafava, D. V. Murphy, B. S. Robinson,

M. I. T. Lincoln, 2009 Third IEEE International Conference on

Space Mission Challenges for Information Technology (IEEE,

2009), pp. 23–28.

20. J. B. Johnson, Phys. Rev. 32, 97–109 (1928).

21. R. Hamerly, L. Bernstein, A. Sludds, M. Soljačić, D. Englund,

Phys. Rev. X 9, 021032 (2019).

22. T. Wang et al., Nat. Commun. 13, 123 (2022).

23. J. Pierce, Proceedings of the IRE 44, 601–608 (1956).

24. M. Rakowski et al., 2020 Optical Fiber Communication

Conference (OFC), OSA Technical Digest (Optica Publishing

Group, 2020), paper T3H–3.

25. C. Sun et al., IEEE J. Solid-State Circuits 51, 893–907

(2016).

26. G. Liang et al., Nat. Photonics 15, 908–913 (2021).

27. R. Baghdadi et al., Opt. Express 29, 19113–19119 (2021).

28. M. Dong et al., Nat. Photonics 16, 59–65 (2022).

29. E. Timurdogan et al., Nat. Commun. 5, 4008 (2014).

30. C. Wang et al., Nature 562, 101–104 (2018).

31. M. Xu et al., Optica 9, 61 (2022).

32. W. Heni et al., Nat. Commun. 10, 1694 (2019).

33. S. Moazeni et al., IEEE J. Solid-State Circuits 52, 3503–3516

(2017).

34. A. Zazzi et al., IEEE Open J. Solid State Circuits Soc. 1, 209–221

(2021).

35. A. Yazdanbakhsh, K. Seshadri, B. Akin, J. Laudon,

R. Narayanaswami, arXiv:2102.10423 [cs.LG] (2021).

36. D. Fick, M. Henry, “Analog computation in flash memory

for datacenter-scale AI inference in a small chip,”

Hot Chips 2018 (HC30), Cupertino, California,

19–21 August 2018.

37. B. M. Pietro Caragiulo, C. Daigle, B. Murmann, Dac

performance survey 1996-2020, GitHub (2022); https://

github.com/pietro-caragiulo/survey-DAC.

38. B. Murmann, ADC performance survey 1997-2021, Stanford

University (2022); http://web.stanford.edu/~murmann/

adcsurvey.html.

39. E. Yang, T. Lehmann, “High gain operational amplifiers in

22 nm CMOS,” 2019 IEEE International Symposium on Circuits

and Systems (ISCAS) (IEEE, 2019).

40. A. Sludds, alexsludds/Delocalized_Photonic_Deep_Learning_

on_the_Internets_Edge: Zenodo Added, Zenodo (2022);

https://doi.org/10.5281/zenodo.6982196.

ACKNOWLEDGMENTS

We acknowledge D. Lewis and A. Pennes for assistance in

machining laboratory equipment and E. Allen for discussions

related to using squeezed light to further reduce photon counts.

We are grateful to E. Bersin and B. Dixon for assistance in

coordinating usage of the deployed fiber and A. Rizzo for help in

converting and plotting eye diagram data as well as proofreading

the manuscript. We thank C. Panuski and S. Krastanov for

informative discussions on single-photon operation of Netcast.

We thank A. Pyke of Micro-Precision Technologies for wire bonding

the electrical connections from the printed circuit board to the

48-channel transmitter. We appreciate help from F. Wong for the

use of his SNSPDs and acknowledge M. Prabhu and C. Errando

Herranz for facilitating the usage of the SNSPDs, C. Freeman for

help in taking drone photography, NVIDIA for supplying a Tesla

K40 GPU that was used for simulations shown in the main text and

supplementary materials, and Planet.com for allowing us to take

custom satellite imagery. Funding: A.S. and S.B. are supported

by National Science Foundation Graduate Research Fellowship

1745302. L.B. is supported by the Natural Sciences and

Engineering Research Council of Canada (PGSD3-517053-2018).

This research was funded by a collaboration with NTT-Research

and NSF Eager (CNS-1946976). This material is based on research

sponsored by the Air Force Office of Scientific Research (AFOSR)

under award FA9550-20-1-0113, the Air Force Research Laboratory

(AFRL) under agreement FA8750-20-2-1007, the Army Research

Office (ARO) under agreement W911NF-17-1-0527, NSF RAISE-

TAQS grant 1936314, NSF C-Accel grant 2040695, NSF grant

ASCENT-2023468, NSF grant CAREER-2144766, and ARPA-E grant

ENLITENED PINE DE-AR0000843. The work was further supported

by funding from the Alfred P. Sloan foundation (FG-2022-18504)

and DARPA grant FastNICs 4202290027. Distribution Statement

A. Approved for public release. Distribution is unlimited. This

material is based upon work supported by the Under Secretary of

Defense for Research and Engineering under Air Force Contract

No. FA8702-15-D-0001. Any opinions, findings, conclusions or

recommendations expressed in this material are those of the

authors and do not necessarily reflect the views of the Under

Secretary of Defense for Research and Engineering. Author

contributions: A.S. created the experimental setup and conducted

the experiment. S.B. assisted in fiber-to-chip coupling and

discussions on the project. Z.C. assisted with high-speed

measurements of the setup and discussions. M.S., A.N., T.B.-J.,

and M.H. designed and taped out the smart transceiver. D.B.

packaged the 48-channel silicon transceiver. J.C. packaged the

time-integrating receivers and assisted in calibration. D.E.

established the fiber link between MIT and MIT Lincoln Laboratory,

and S.A.H. and P.B.D. helped with its use. L.B. helped in discussion

of fundamental noise sources. M.G. and Z.Z. assisted with

discussions on modern telecommunication networks. R.H.

conceived of the project idea. S.B., Z.C., L.B., M.S., A.N., T.B.-J.,

M.H., Z.Z., J.C., S.A.H., P.B.D., and M.G. provided feedback on the

manuscript. A.S., D.E., and R.H. wrote the manuscript. Competing

interests: M.H. is president of Luminous Computing. A.N. is vice

president of system hardware design at Luminous Computing.

T.B.-J. is vice president of engineering at Luminous Computing.

M.S. is vice president of packaging, photonics, and mixed-signal

at Luminous Computing. M.H., A.N., T.B.-J., and M.S. own stock

in Luminous Computing. D.B. is chief scientist at Lightmatter

and holds stock in the company. A.S. has interned at

Lightmatter, receiving a wage. D.E. is an adviser to and holds

shares in Lightmatter but received no support for this work.

SCIENCE science.org 21 OCTOBER 2022 • VOL 378 ISSUE 6617 275

RESEARCH | RESEARCH ARTICLES

https://mythic.ai/products/m1076-analog-matrix-processor/
https://github.com/pietro-caragiulo/survey-DAC
http://web.stanford.edu/~murmann/adcsurvey.html
https://doi.org/10.5281/zenodo.6982196
http://Planet.com
http://science.org
http://web.stanford.edu/~murmann/adcsurvey.html
https://github.com/pietro-caragiulo/survey-DAC
https://mythic.ai/products/m1076-analog-matrix-processor/


S.B. has received consulting fees from Nokia Corporation. M.G.

owns stock in companies with telecommunication interests

(Google and Microsoft). R.H. and D.E. have filed a patent related

to Netcast: PCT/US21/43593. M.G., Z.Z., L.B., A.S., R.H., and

D.E. have filed a provisional patent related to Netcast: 63/191,120. The

other authors declare that they have no competing interests. Data and

materials availability: Data required to recreate results in the

main text are available in Zenodo (40). License information:

Copyright © 2022 the authors, some rights reserved; exclusive

licensee American Association for the Advancement of Science. No

claim to original US government works. https://www.science.org/

about/science-licenses-journal-article-reuse

SUPPLEMENTARY MATERIALS

science.org/doi/10.1126/science.abq8271

Materials and Methods

Supplementary Text

Figs. S1 to S26

Table S1

References (41Ð88)

Submitted 3 May 2022; accepted 23 September 2022

10.1126/science.abq8271

METABOLISM

Time-restricted feeding mitigates obesity through
adipocyte thermogenesis
Chelsea Hepler1, Benjamin J. Weidemann1, Nathan J. Waldeck1, Biliana Marcheva1,

Jonathan Cedernaes1, Anneke K. Thorne1, Yumiko Kobayashi1, Rino Nozawa1, Marsha V. Newman1,

Peng Gao2, Mengle Shao3, Kathryn M. Ramsey1, Rana K. Gupta3, Joseph Bass1*

Misalignment of feeding rhythms with the light-dark cycle leads to disrupted peripheral circadian clocks

and obesity. Conversely, restricting feeding to the active period mitigates metabolic syndrome through

mechanisms that remain unknown. We found that genetic enhancement of adipocyte thermogenesis

through ablation of the zinc finger protein 423 (ZFP423) attenuated obesity caused by consumption of a

high-fat diet during the inactive (light) period by increasing futile creatine cycling in mice. Circadian

control of adipocyte creatine metabolism underlies the timing of diet-induced thermogenesis, and

enhancement of adipocyte circadian rhythms through overexpression of the clock activator brain and

muscle Arnt-like protein-1 (BMAL1) ameliorated metabolic complications during diet-induced obesity.

These findings uncover rhythmic creatine-mediated thermogenesis as an essential mechanism that

drives metabolic benefits during time-restricted feeding.

F
undamental to thedevelopment of obesity

is the imbalance between energy intake

and expenditure in the setting of over-

nutrition. Overconsumption of food is

also associated with disrupted endoge-

nous circadian rhythms in meal timing and

metabolism (1). Genetic disruption of the cir-

cadian clock leads to increased consumption

of food during the light period when animals

are typically sleeping and exaggerated diet-

induced obesity (2). Feeding at the wrong time

of day exacerbates diet-induced obesity (3),

whereas restricting a calorie-dense diet to

the normal active period (night for noctur-

nal rodents and day for humans) improves

metabolic health (4, 5). This indicates that

misalignment of feeding rhythms with auton-

omous energetic cycles contributes to diet-

induced obesity and metabolic syndrome,

but the mechanisms remain unknown.

Results

Within 1 week of exposure to a high-fat diet

(HFD) provided exclusively during the inactive

(light) period, mice exhibit increased weight

gain comparedwithmice provided an isocaloric

HFD during the active (dark) period (3). We

sought to determine whether this initial effect

of weight gain during restriction of feeding

to the inactive period resulted from altered

energy expenditure. We placed mice at ther-

moneutrality (30°C), which is defined as the

temperature at which mice expend minimal

energy on maintaining body temperature (6).

Monitoring mice at 30°C unmasks the contri-

bution of diet-induced thermogenesis to energy

balance by emphasizing pathways independent

of body temperature maintenance that con-

tribute to whole-body metabolic rate (6). We

provided a HFD to mice ad libitum, either re-

stricted to the inactive (light) period (Zeitgeber

time 0 to 12, or ZT0-12) or restricted to the ac-

tive (dark) period (ZT12-24) for 1 week (Fig. 1A).

Mice fed the HFD ad libitum displayed in-

creased weight gain over the course of 1 week,

with ~30% of their feeding extending into the

light period (Fig. 1, B and C). However, mice

fed a HFD restricted to the inactive (light) pe-

riod showed increasedweight gain and altered

respiratory exchange ratio (RER) rhythms as

compared with mice fed a HFD restricted to

the active (dark) period, despite similar cu-

mulative food intake and digestive efficiency

(Fig. 1, B to D). Mice fed a HFD restricted to

the light period had lower oxygen consumption

during the active (dark) period than animals

fed during the dark period, despite similar

activity rhythms (Fig. 1, E and F). Analysis of

energy expenditure with body mass as a co-

variate [analysis of covariance (ANCOVA)]

revealed that the slope of total energy expen-

diture versus body mass was higher in mice

fed only in the active (dark) period as compared

withmice fed only in the inactive (light) period

(Fig. 1G). This is consistent with enhanced

thermogenesis in mice fed during the active

(dark) period compared with mice fed during

the inactive (light) period (7). These results

suggest that feeding during the inactive phase

of the environmental light-dark cycle leads to

weight gain that results, at least in part, from

reduced diet-induced energy expenditure.

The increase in energy expenditure in mice

fed during the active phase led us to investi-

gate whether metabolism of adipose tissue, a

key organ for diet-induced thermogenesis,

differed depending on feeding time. We used

in vivo isotope tracing with glucose to inves-

tigate the incorporation of glucose carbons

into glycolytic and tricarboxylic acid (TCA)

cycle metabolites in adipose tissue. We ad-

ministered U-
13
C-glucose orally at the onset of

the feeding period in mice adjusted to time-

restricted feeding (TRF) (ZT0 in light-fed mice

and at ZT12 in dark-fedmice). Labeled glucose

was rapidly taken up by inguinal white adi-

pose tissue (iWAT) and brown adipose tissue

(BAT) and peaked 15min after feeding (Fig. 1H

and fig. S1A). iWAT and BAT frommice fed in

the active (dark) phase had increased labeling

of pyruvate and lactate from glucose com-

pared with iWAT and BAT from mice fed in

the inactive (light) phase, indicating enhanced

glycolysis and likely uptake of labeled lactate

(8). TCA cycle intermediates were also enriched

in labeled carbons from glucose in iWAT of

mice fed in the active phase compared with

iWAT from mice fed in the inactive phase.

This indicates that the time of feeding relative

to the light-dark cycle influences carbon flux

in adipose tissue. Thus, alignment of feeding

with the active period leads to enhanced in-

corporation of glucose into glycolytic and TCA

cycle metabolites in adipose tissue.

Insight into the link between overnutrition

and circadian disruption originated with the

discovery thatmice fed a HFD have abnormal

circadian behavioral rhythms and inhibition

of core clock and metabolic genes in WAT (1).

To evaluatewhether TRF affected the clock in

adipose tissue, we analyzed gene expression at

ZT0 and ZT12, corresponding to the peak and

trough of Bmal1RNA expression, in iWAT and
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BAT (1, 9). Mice fed a HFD exclusively during

the dark period had the highest amplitude

of core clock gene expression, whereas mice

fed a HFD ad libitum and restricted to the

light period had reduced amplitude of clock

gene expression in iWAT and BAT (fig. S1, B

and C). Furthermore, expression of uncoupling

protein 1 (UCP1) was reduced in iWAT and

BAT in mice fed during the light period. Thus,

disrupted adipocyte circadian and thermogenic

rhythmsmay underlie the negativemetabolic

consequences of feeding during the inactive

(light) period.

The adipocyte circadian clock is required

for maintenance of thermogenic rhythms in

body temperature (9). To determine whether

increasing adipocyte thermogenesis could pre-

vent weight gain and improve health during

mistimed feeding,weusedmicewithgenetically

enhanced thermogenesis. Inducible deletion

of adipocyte zinc finger protein 423 (ZFP423)

in adult mice represents a stronger thermo-

genic stimulus compared with overexpression

of the transcriptional thermogenic activators

early B cell factor-2 (EBF2), PRDF1-RIZ (PR)

domain–containing 16 (PRDM16), or zinc finger

protein 516 (ZFP516), with the strongest acti-

vation of thermogenesis occurring at stan-

dard housing temperature (22° to 25°C) as

compared with thermoneutrality (10). There-

fore, we performed TRF in mice with induc-

ible pan adipocyte-specific deletion of the

anti-thermogenic transcription factor ZFP423

[Zfp423-knockout (KO)mice] at room temper-

ature, which leads to widespread accumula-

tion of beige adipocytes inWAT and activation

of thermogenesis (Fig. 2A) (11). Adipocyte-

specific deletion of Zfp423 prevented weight

gain and improved glucose tolerance in mice

fed a HFD during the inactive (light) phase

compared with control mice fed during the

light phase (Fig. 2, B and C, and fig. S2). This

indicates that enhancing adipocyte thermo-

genesis can decrease weight gain during feed-

ing in the inactive (light) period, similar to its

role during ad libitum feeding (11).

ZFP423 acts as a co-repressor of EBF2 ac-

tivity and inhibits the thermogenic transcrip-

tional program, including the pathway that

leads to adrenergic activation of UCP1 (11).

However, the metabolic mechanisms through

which deletion of Zfp423 promotes thermo-

genesis remain unknown. Themajor adipocyte

thermogenic mechanisms include proton leak

SCIENCE science.org 21 OCTOBER 2022 • VOL 378 ISSUE 6617 277

Fig. 1. Circadian mistiming of feeding promotes

obesity through reducing energy expenditure.

(A) Experimental design depicting the timing of HFD

access as ad libitum, restricted to the light period

(ZT0-12; “light-fed”) or restricted to the dark period

(ZT12-24; “dark-fed”) in wild-type male mice at

thermoneutrality (30°C). (B) Body weight of mice fed

an ad libitum, light-fed, or dark-fed HFD at days 0

and 7 of the HFD (n = 5). (C) Cumulative 5-day food

intake of mice, average feeding distribution for

ad libitum HFD-fed mice from days 5 to 7 of the HFD,

and digestive efficiency at days 6 and 7 of the HFD

(n = 5). (D to F) RER rhythms (D), activity rhythms

and average total activity over 12 hours (E), and

VO2 rhythms and average VO2 levels over 12 hours (F)

during days 5 to 7 of the HFD (n = 5). The shaded

regions indicate the active (dark) time periods.

(G) Total energy expenditure (EE) over 24 hours

versus body weight during day 7 of the HFD

(n = 5). Each dot represents one mouse. The p value

shown is the analysis of variance (ANOVA) interaction

effect. (H) Labeling schematic for U-13C-glucose

tracing into glycolysis and the TCA cycle (left) and

U-13C-glucose labeling of indicated metabolites in

iWAT at designated times in mice adjusted to TRF for

10 days after oral gavage of 2.5 g of U-13C-glucose

per kg of body weight at ZT0 (time point 0) for

light-fed mice or ZT12 (time point 0) for dark-fed

mice (right) (n = 4). The 13C isotopologue is depicted

by mass (m) plus the number of carbons labeled

with 13C. The p value shown is the ANOVA interaction

effect. Data are represented as mean ± SEM.

Statistical significance was calculated by two-way

ANOVA for multiple comparisons [(B) and (C),

(E) and (F), and (H)] or ANCOVA (G) (*p < 0.05

and **p < 0.01).
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through UCP1, creatine-substrate cycling,

calcium-dependent adenosine triphosphate

(ATP) hydrolysis, and lipid cycling (12). To

explore the metabolic mechanisms under-

lying enhanced thermogenesis in adipocyte

Zfp423-KO mice, we performed bioenergetic

and metabolomic analyses in primary adipo-

cytes differentiated from the stromal vascular

fraction of the inguinal WAT depot. Zfp423-

KO adipocytes had increased thermogenic

gene expression, increased basal oxygen con-

sumption due to uncoupling of oxygen con-

sumption from ATP production, and enhanced

norepinephrine (NE)–stimulated respiration

(Fig. 2D and fig. S3). Isotopic tracing with
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Fig. 2. Genetic disinhibition of adipocyte thermogenesis improves metabolic

health during mistimed feeding through enhancing glycolytic flux and

creatine metabolism. (A) Model of adipocyte-specific deletion of ZFP423 to drive

thermogenic programming in white adipocytes. (B) Body weight during an isocaloric

light-fed or dark-fed HFD for 10 weeks in control (Adiponectin-rtTA;Zfp423flox/flox)

and Zfp423-KO (Adiponectin-rtTA;TRE-Cre;Zfp423flox/flox) male mice (n = 5 or 6).

The # symbol denotes significance between control light-fed and control dark-fed

groups. (C) Glucose tolerance test (GTT), area under curve (AUC) during the GTT

(inset), and insulin during the GTT at ZT2 at 10 weeks of a HFD (n = 5 or 6).

For insulin, the # symbol denotes significance between control light-fed versus all

other groups. (D) Oxygen consumption rate (OCR) of adipocytes differentiated from

inguinal WAT stromal vascular cells from control and adipocyte Zfp423-KO mice.

After three basal recordings, 100 nM NE was added onto the cells (n = 5). The

p value shown is the ANOVA interaction effect. (E) Labeling of indicated metabolites

after addition of U-13C-glucose in the presence or absence of 100 nM NE for 5 hours

in differentiated adipocytes from control and adipocyte Zfp423-KO mice (n = 6).

(F) Heatmap of differentially abundant metabolites [p < 0.05 and false discovery

rate < 0.10, calculated using the two-step Benjamini, Krieger, and Yekutieli multiple

comparison adjustment approach] in differentiated adipocytes (n = 6). CMP, cytidine

monophosphate; CTP, cytidine triphosphate; dGDP, deoxyguanosine diphosphate;

GTP, guanosine triphosphate; NADH, reduced nicotinamide adenine dinucleotide;

NADPH, reduced nicotinamide adenine dinucleotide phosphate; UTP, uridine

triphosphate. (G) Relative abundance of ATP, adenosine diphosphate (ADP),

creatine, and phosphocreatine in differentiated adipocytes (n = 6). (H) PCr/Cr ratio

in differentiated adipocytes (left) from control and Zfp423-KO mice and iWAT

(right) from 3-month-old male control and adipocyte Zfp423-KO mice after 4 weeks

of dox-chow harvested at ZT2 (light period) and ZT14 (dark period) (n = 4).

(I) Western blot of CKB and glyceraldehyde phosphate dehydrogenase (GAPDH) in

iWAT from control and adipocyte Zfp423-KO mice after 4 weeks of a doxycycline-

containing HFD at ZT4. Data are represented as mean ± SEM. Statistical significance

was calculated by two-way ANOVA for multiple comparisons [(B) to (E), (G),

and (H)] (*p < 0.05, **p < 0.01, and ***p < 0.001).
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U-
13
C-glucose indicated that adipocytes stimu-

lated with NE had increased glycolytic flux

(Fig. 2E), as do brown adipocytes stimulated

with a b3 adrenergic receptor agonist (13).

Zfp423-KO adipocytes also showed increased

incorporation of U-
13
C-glucose into glycolytic

intermediates and end products from U-
13
C-

glucose, includingpyruvate and lactate (Fig. 2E).

The enhanced glycolytic flux in Zfp423-KO adi-

pocytes mirrored the response to pharmaco-

logical activation of the b3 adrenergic receptor.

We used unbiased metabolomic profiling to

assess whether steady-state metabolites differ

after adipocyte-specific ablation of Zfp423.

We identified 29 differentially abundantmetab-

olites in Zfp423-KO adipocytes compared

with control adipocytes, including increased

amounts of creatine, pyruvate, and lactate and

decreased amounts of phosphocreatine and

ATP (Fig. 2, F and G). Increasing creatine syn-

thesis, import, and cycling fuels a futile cycle of

mitochondrial ATP turnover in thermogenic

cells (12). The phosphocreatine/creatine (PCr/

Cr) ratio was lower in Zfp423-KO adipocytes,

mirroring the response of adrenergic stimu-

lus with NE (Fig. 2H). Additionally, the PCr/

Cr ratio was reduced in iWAT of Zfp423-KO

mice (Fig. 2H). Abundance of creatine kinase

B (CKB), the major kinase isoenzyme in the

futile creatine cycle in thermogenic fat, was

increased in iWAT of adipocyte Zfp423-KO

mice during ad libitumHFD feeding (Fig. 2I)

(14). Thus, deletion of Zfp423 fuels adipocyte

thermogenesis through increased uncoupled

respiration, enhanced NE-stimulated respira-

tion, increased glucose flux into glycolysis,

and increased creatine cycling. Therefore, the

transcriptional program regulated by ZFP423

encompasses a wide range of downstream out-

puts that control UCP1-dependent and UCP1-

independent thermogenic programs.

The increased abundance of CKB and futile

creatine cycling in Zfp423-KO adipocytes led

us to consider that diet-induced thermogenesis

through creatine turnover may be a metabolic

mechanism through which restricting feeding

to the active phase improves health. To test

this, we used mice with genetic reduction in

adipocyte creatine synthesis through adipocyte-

specific ablation of glycine amidinotransfer-

ase (GATM) (Adiponectin-Cre;Gatm
flox/flox

, or

Gatm-KO) (Fig. 3A) (15). As expected, control

mice fed only during the light period gained

moreweight than controlmice fed only during

the dark period (Fig. 3B). By contrast, mice

lacking GATM in adipocytes gained a similar

amount of weight and showed similar adipos-

ity as control mice fed only during the light

period, regardless of whether a HFD was pro-

vided during the light or dark period (Fig. 3, B

and C). Cumulative food intake and activity

rhythmsdidnot differ among the groups (Fig. 3,

D and E). Rhythms of oxygen consumption

(when not adjusted for body weight) showed a

similar trend independent of genotype (Fig. 3F).

However, the slope of total energy expenditure

versus bodymass was greatest in control mice

fed in the dark period compared with other

groups (Fig. 3G). Total energy expenditurewas

equivalent in adipocyteGatm-KO fed in the light

or dark period when analyzed with ANCOVA

using body mass as a covariate. This provides

genetic evidence that adipocyte creatine cycling

contributes to the metabolic benefits of TRF

during the active (dark) period.

Deletion of Zfp423 in adipocytes led to in-

creased creatine cycling and protection from

obesity during circadian mistimed feeding.

Genetic disruption of adipocyte creatine cy-

cling also reduced the metabolic benefits in

response to TRF to the active period. Thus,

creatine metabolism may be rhythmically

regulated, with enhanced synthesis or cycling

during the dark period when nocturnal mice

eat. Indeed, the PCr/Cr ratio was decreased in

adipose tissue during the active period (ZT14)

compared with the inactive period (ZT2) in
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Fig. 3. Genetic depletion of adipocyte creatine levels impairs metabolic benefits

driven by TRF. (A) Model of adipocyte-specific deletion of GATM to ablate creatine

synthesis in adipocytes. GAMT, guanidinoacetate methyltransferase; SAH,

S-adenosylhomocysteine; SAM, S-adenosylmethionine. (B) Body weight during an

isocaloric light-fed or dark-fed HFD for 6 weeks in control (Gatmflox/flox) and Gatm-KO

(Adiponectin-Cre;Gatmflox/flox) male mice (n = 5 to 7). The # symbol denotes

significance between control dark-fed and control light-fed groups. (C and D) Body

composition (C) and 5-day cumulative food intake (D) during week 6 of a HFD (n = 5 to

7). (E and F) Activity rhythms and average total activity over 12 hours (E) and VO2

rhythms and average VO2 levels over 12 hours (F) during week 6 of a HFD (n = 5 to 7).

(G) Total energy expenditure over 24 hours versus body weight after 6 weeks of a HFD

(n = 5 to 7). The p value shown is the ANOVA interaction effect. Data are represented

as mean ± SEM. Statistical significance was calculated by two-way ANOVA for multiple

comparisons [(B) to (F)] or ANCOVA (G) (*p < 0.05, **p < 0.01, and ***p < 0.001).
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mice fed chow ad libitum (Fig. 2H), indicative

of enhanced creatine cycling in vivo during the

active period when mice typically feed.

To further uncover adipocyte circadian chro-

matin architecture that underlies timing of

metabolic outputs, we performed assay for

transposase-accessible chromatin by sequenc-

ing (ATAC-seq) in fluorescently labeled adi-

pocyte nuclei from WAT and BAT isolated

every 4 hours throughout the 24-hour day

by nuclear tagging and translating ribo-

some affinity purification (NuTRAP) with

Adiponectin-Cre;NuTRAP
flox/+

mice housed at

thermoneutrality (Fig. 4A). We analyzed the

subcutaneous iWAT depot and the interscap-

ular BAT depot specifically to identify distinct

rhythmic patterns of chromatin regulation in

white or beige and brown adipocytes. We iden-

tified 83,322 nucleosome-free regions (“peaks”)

inWAT and 112,985 peaks in BAT, withmost of

the accessible peaks located in intergenic and

intronic enhancer regions (79.7% in iWAT and

82.7% in BAT) (fig. S4A). We removed peaks

with low read depth to avoid false-positive

detection of rhythmic chromatin opening. To

detect genes that were rhythmic across the day,

we performed Jonckheere-Terpstra-Kendall

(JTK) cycle analysis using normalized and

filtered read counts across 25,050 WAT and

42,572 BAT peaks and identified genome-wide

oscillations in adipocyte chromatin accessibil-

ity. In BAT, we identified that 16.0% of ATAC-

seq peaks (6829 total peaks) oscillated with a

broad distribution throughout the day, and

maximal openness occurring during the dark

period (Fig. 4B and table S1). In iWAT, we

found that 12.7% of peaks (3172 peaks total)

oscillated with a biphasic pattern of accessi-

bility (Fig. 4B and table S2). In BAT and iWAT,

adipocyte chromatin accessibility exhibited dy-

namic opening across the light-dark cycle in

canonical circadian genes andUcp1 (Fig. 4, C

and D, and fig. S4B). Principal components

analysis (PCA) of normalized reads at rhyth-

mic peaks highlighted the cyclical 24-hour

patterns in chromatin opening in both BAT

and iWAT genome-wide (fig. S4, C and D).

Motif enrichment analyses at oscillating

peaks at a 2-hour resolution showed strong

rhythmic chromatin opening in areas occupied

by transcription factors, including peroxisome

proliferator–activated receptor g (PPARg), early

B cell factor (EBF), estrogen-related receptor

b (ESRRb), CCAAT enhancer-binding proteins

280 21 OCTOBER 2022 • VOL 378 ISSUE 6617 science.org SCIENCE

Fig. 4. Rhythmic chromatin profiling in adipocytes reveals distinct phases

of accessibility in BAT and iWAT. (A) After Cre expression, Adiponectin-Cre;

NuTRAPflox/+ mice express nuclear membrane labeled with mCherry and

biotin and labeling of the translating mRNA polysome complex with enhanced

green fluorescent protein (EGFP)Ðfused ribosomal protein L10a. Adipocyte

nuclei from BAT and iWAT of male Adiponectin-Cre;NuTRAPflox/+ mice housed

at thermoneutrality were isolated every 4 hours throughout the 24-hour day

(ZT1, 5, 9, 13, 17, and 21) by fluorescence-activated cell sorting (FACS)

for ATAC-seq analysis. (B) Heatmaps showing rhythmic activation of adipocyte

chromatin in BAT and WAT (n = 3 per time point) and radial histograms

showing the phases of maximal accessibility for rhythmic peaks within each

2-hour window. (C) Overlap of genes near oscillating peaks in BAT and

WAT. (D) Rhythmic opening of chromatin at Cry1 and Ucp1 enhancers, with

tick marks below indicating the locations of known BMAL1 binding motifs.

(E) Motif enrichment at oscillating peaks separated by phase of maximal accessibility

in BAT and WAT throughout the day (n = 3 per time point).
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(CEBP), glucocorticoid receptor (GR), and

retinoic acid receptor (RAR)–related orphan

receptor g (RORg) that regulate bioenergetic,

adipogenic, and inflammatory gene networks

in both iWAT and BAT (Fig. 4E). We also iden-

tified known BMAL1 binding motifs at rhyth-

mic accessible regions (±1 kb) near genes that

function in creatine metabolism such as Ckb

(p < 0.05 in iWAT), the rate-limiting enzyme

in creatine biosynthesis Gatm (p < 0.05 in

BAT), and methionine adenosyltransferase 2A

(Mat2a) (p < 0.05 in iWAT), which generates

S-adenosylmethionine (SAM) for creatine syn-

thesis (fig. S4E) (14, 15).

We investigated whether genome-wide

changes in chromatinaccessibility corresponded

with time-of-day–dependent alterations in the

adipocyte transcriptome by sequencing RNA

from mice maintained at thermoneutrality.

We isolated adipocyte-specific translating

RNA from BAT and iWAT of Adiponectin-Cre;

NuTRAPmice for RNA sequencing (RNA-seq)

(Fig. 5A). We found the expected enrichment

of adipocyte- and depot-specific gene expres-

sion in BAT and iWAT (fig. S5). We identified

3936 oscillating transcripts (28.0% of genes)

in BAT by JTK_cycle analysis at an adjusted

p<0.05 and observed thatmost of the rhythmic

transcripts reach maximal abundance during

a single phase of the circadian cycle ZT19-7,

whereas a smaller number of genes are max-

imally expressed during the opposite phase

(ZT7-19) (Fig. 5B and table S3). Kyoto En-

cyclopedia of Genes and Genomes (KEGG)

pathway analysis revealed enrichment of genes

associated with endocrine signaling (thyroid

hormonepathway and insulin signaling),meta-

bolism pathways (regulation of lipolysis, sphin-

golipid signaling, andmethioninemetabolism),

and cellularmaintenancepathways (proteolysis

and autophagy) during ZT19-7 (Fig. 5C). During

the opposite phase of peak rhythmic RNA tran-

scripts (ZT7-19), we identified KEGG pathways

related to the TCA cycle, thermogenesis, oxi-

dative phosphorylation, and circadian rhythm

(Fig. 5C). In iWAT, we identified 2170 oscil-

lating transcripts (17.3% of genes) through

JTK_cycle analysis with an adjusted p <0.05

and observed two phases ofmaximal amplitude

in oscillating genes, similar to the two major

phases in oscillating ATAC-seq peaks (Figs. 4B

and 5B and table S4). During phase ZT3-15, we

identified KEGG pathways mostly involved in

inflammation [tumor necrosis factor (TNF),
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Fig. 5. Ribosomal RNA profiling

reveals diurnal control of adipocyte

metabolism. (A) Adipocyte ribosomal

RNA for RNA-seq was isolated from

BAT and iWAT harvested every 4 hours

throughout the 24-hour day (ZT1, 5,

9, 13, 17, and 21) from male Adiponectin-

Cre;NuTRAPflox/+ mice housed at

thermoneutrality. (B) Heatmaps showing

rhythmic adipocyte RNA expression

in BAT and iWAT (n = 3 per time point

except n = 2 for BAT at ZT17) and radial

histograms showing the number of

genes whose oscillations peak within

each 2-hour window in BAT and iWAT.

(C) KEGG pathway analysis of oscillating

genes in BAT from ZT7-19 and ZT19-7

and in WAT from ZT3-15 and ZT15-3.

ER, endoplasmic reticulum; ErbB,

epidermal growth factor receptor; FoxO,

forkhead box O; GH, growth hormone;

IL-17, interleukin-17; MAPK, mitogen-

activated protein kinase; NF-kB, nuclear

factor kB; Th17; T helper 17; TNF,

tumor necrosis factor. (D) Overlap of

rhythmic genes identified through

RNA-seq and genes near oscillating

ATAC-seq peaks. (E) Examples of

rhythmic gene expression [shown in

transcripts per million (TPM)] identified

through RNA-seq in BAT and iWAT

(n = 3 per time point everywhere

except n = 2 for BAT at ZT17). Data

are represented as mean ± SEM.

RESEARCH | RESEARCH ARTICLES

http://science.org


nuclear factor k B (NF-kB), and Toll-like

receptor (TLR) signaling; leukocyte trans-

endothelial migration; and T cell signaling],

whereas during phase ZT15-3, we observed

several pathways involved in metabolism [oxi-

dative phosphorylation, thermogenesis, pyru-

vate and carbon metabolism, reactive oxygen

species (ROS), and the TCA cycle] (Fig. 5C).

Analysis of overlap of rhythmic genes iden-

tified through RNA-seq and genes near oscil-

lating ATAC-seq peaks revealed 1016 common

genes in BAT and 285 common genes in iWAT

(Fig. 5D and table S5). Several of these rhyth-

mic genes in BAT are components of the core

molecular clock (Arntl, Per1, Per3, Nr1d1,
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Fig. 6. The adipocyte clock regulates metabolic health through creatine

metabolism. (A) Body weight of control (Bmal1flox/flox) and Bmal1-KO (Adiponectin-

Cre;Bmal1flox/flox) male mice fed an ad libitum HFD supplemented with 2% creatine

for 6 weeks at thermoneutrality (n = 5) with weekly food intake (middle) and

percentage of food intake during the light period (right) from weeks 5 to

6 of the HFD. The # symbol denotes significance between Bmal1-KO HFD and

Bmal1-KO HFD + creatine groups. The + symbol denotes significance between

control HFD and Bmal1-KO HFD groups. (B and C) Average daily activity (B)

detected by infrared sensors during weeks 5 and 6 of HFD feeding and relative

metabolite abundance (C) in iWAT after 6 weeks of HFD (n = 5). (D) Experimental

design showing that mice with doxycycline-inducible transgenic expression of

the clock activator Bmal1 in adipocytes have enhanced amplitude of core clock

expression. (E) Body weight of control (Adiponectin-rtTA) and Bmal1-Tg

(Adiponectin-rtTA;TRE-Bmal1) mice during 6 weeks of ad libitum HFD feeding

at thermoneutrality (n = 7). (F) Body composition and adipose tissue weights

after 6 weeks of a HFD (n = 7). (G) VO2 rhythms and average VO2 levels

nonadjusted (top) and adjusted for body weight (bottom) from weeks 5 to 6

of a HFD (n = 7). The p value shown is the ANOVA interaction effect. (H) Glucose

tolerance test, AUC (inset), and insulin during the GTT at ZT2 at 6 weeks of a

HFD (n = 7). The p value shown is the ANOVA interaction effect. (I) PCr/Cr ratio

in iWAT after 6 weeks of a HFD (n = 7). Data are represented as mean ± SEM.

Statistical significance was calculated by two-way ANOVA for multiple compar-

isons [(A) to (C) and (E) to (H)] or unpaired StudentÕs two-sided t test (I)

(*p < 0.05, **p < 0.01, and ***p < 0.001).
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Nr1d2), factors involved in adrenergic activa-

tion (Adrb2, Adrb3, Creb1), brown adipocyte

transcription factors (Ebf1, Ebf3), and meta-

bolic enzymes (Ldha, Pcx, Pdk4). In iWAT, we

observed overlap of genes involved in circadian

rhythms (Dbp, Ncor2, Nr1d2), inflammation

(Ccl5, Irf4), and metabolism and oxidative

stress (Cs, Ldha, Sod1, Ucp3). In addition, we

identified significant overlap in genes involved

in creatine metabolism between rhythmic

analysis of ATAC-seq and RNA-seq, including

Mat2a in BAT (p < 0.01) and Ckb in iWAT (p <

0.01) (Fig. 5E). Collectively, these findings

reveal that rhythmicity of the adipocyte cir-

cadian clock and the creatine metabolic path-

way throughout the day are regulated at the

genomic and transcriptomic levels.

To analyze whether these changes in ge-

nomic architecture and transcription of genes

involved in creatine metabolism are functional,

we performedmetabolomics in iWAT collected

every 6 hours throughout the day from mice

fed ad libitum and housed at thermoneutral-

ity. Creatine abundance and the PCr/Cr ratio

were rhythmic throughout the day, with the

peak in creatine abundance occurring during

the dark cycle (ZT13) and maximal creatine

cycling (low PCr/Cr ratio) during the dark pe-

riod (fig. S6A). CKBproteinwasmost abundant

at ZT13 (fig. S6B). We assessed whether TRF

of a HFD affected circadian rhythmicity of

creatine metabolism in WAT. Mice fed during

the active (dark) period had a peak in creatine

abundance in iWAT during ZT13 that was

lacking in mice fed during the inactive (light)

period. iWAT from mice fed during the in-

active (light) period lacked the decline in the

PCr/Cr ratio during the dark period, indicat-

ing reduced creatine cycling (fig. S6A). The

timing of accumulation of CKB protein was

similar in mice fed in the dark and light pe-

riod (fig. S6B). Thus, creatine abundance and

futile cycling are rhythmic in adipose tissue at

thermoneutrality.

Our data suggest that the adipocyte clock

in BAT andWATmay affect bioenergetic tran-

scription factor activation or CLOCK-BMAL1–

dependent activation of creatine metabolism.

We analyzed gene expression andmetabolite

abundance in primary adipocytes that lack

the core clock activator BMAL1 (Bmal1-KO).

Such cells had decreased expression of genes

that function in creatinemetabolism, decreased

abundance of creatine, and an increase in the

PCr/Cr ratio (fig. S7, A to C). We observed sim-

ilar results in vivo in iWAT from adipocyte-

specific Bmal1-KOmice (fig. S7, D to G). We

also saw significant decreases in the abun-

dance of SAM, MAT2A, and CKB in iWAT

of adipocyte-specific Bmal1-KO mice (fig.

S7, F to H). Creatine synthesis from guanidi-

noacetate consumes more than 40% of all

methyl groups (16); therefore, the reduced

abundance of creatine in adipocytes that lack

BMAL1 might result, in part, from limited SAM

synthesis.

To test whether BMAL1 directly regulates

creatine enzymes at the genomic level, we

performed chromatin immunoprecipitation–

sequencing (ChIP-seq) of BMAL1 inWAT.We

did not observe a BMAL1 genomic binding site

forGatm or Ckb inWAT (table S6). Therefore,

these enzymes may be indirectly regulated by

BMAL1 through other circadian clock genes

or clock-controlled genes. However, we iden-

tified a BMAL1 binding site at the promoter

ofMat2a (fig. S7I). Given thatMat2a expres-

sion was lower in adipocytes that lack Bmal1,

it is possible that the decline inMat2a and

SAMmaydecrease creatine synthesis inBmal1-

KO adipocytes. Collectively, our genomic and

metabolomic findings indicate that the adi-

pocyte molecular clock generates rhythmic

cycles of creatine synthesis and metabolism

in alignment with the environmental light-

dark cycle.

To evaluatewhether clock-controlled rhythms

in creatine metabolism underlie enhanced

thermogenesis during TRF, we used mice that

lack BMAL1 specifically in adipocytes (Bmal1-

KO). These mice consume more food during

the light period and gain more weight on a

HFD fed ad libitum at room temperature than

control mice (17). We housed adipocyte Bmal1-

KO mice at thermoneutrality and provided a

HFD evenly dispersed throughout the dark or

light period. As expected, control mice gained

more weight when fed during the inactive

(light) period than did mice fed during the

active (dark) period (fig. S8A). Adipocyte

Bmal1-KO mice fed a HFD restricted to the

light or dark period gained equal amounts of

weight and had similar glucose tolerance as

control mice fed during the inactive (light) pe-

riod (fig. S8, A to C). These results reveal that

the adipocyte clock is essential for metabolic

benefits during TRF to the active (dark) pe-

riod.Bmal1-KOadipocytes haddecreased abun-

dance of creatine and futile creatine cycling

(fig. S7, F to H). To investigate whether in-

creasing the abundance of creatine in mice

that lack adipocyte BMAL1 could restore diet-

induced thermogenesis, we fed control and

Bmal1-KO mice a HFD supplemented with

creatine. Creatine supplementation largely

restored the weight gain, loss of glucose ho-

meostasis, and amounts of iWAT creatine and

SAM in adipocyte Bmal1-KO mice with no

change in food intake or activity (Fig. 6, A to

C, and fig. S8, C and D).

Consumption of a HFD dampens clock gene

expression rhythms in a tissue-specific manner,

particularly in adipose tissue (18). Decreased

adipocyte clock function might thus drive

metabolic defects in mice on a HFD through

disruption of rhythmic creatine metabolism.

To test this, we generated mice with induc-

ible adipocyte-specific transgenic expression

of BMAL1 (Bmal1-Tg). Constitutive expression

of the clock activator BMAL1 in adipocytes

was sufficient to enhance clock rhythms by

increasing the amplitude of expression of core

clock genes (Fig. 6D and fig. S9A) (19). When

adipocyte Bmal1-Tg mice were fed a HFD at

thermoneutrality, they gained lessweight than

control mice and had significantly increased

oxygen consumption (nonadjusted for body

weight) during the dark period with similar

feeding and activity rhythms (Fig. 6, E to G,

and fig. S9, B and C). Total energy expenditure

was not significantly different when analyzed

with body weight as a covariate (ANCOVA).

However, adjusting oxygen consumption (VO2)

by body mass revealed significantly increased

oxygen consumption during both the light and

dark period (Fig. 6G). Glucose tolerance was

also improved in adipocyteBmal1-Tgmice (Fig.

6H). Adipocyte Bmal1-Tg mice had increased

creatine cycling and increased expression of

Ckb and Gatm in iWAT (Fig. 6I and fig. S9D).

Therefore, amplifying core clock rhythms in

adipocytes is sufficient to enhance energy ex-

penditure and reduce weight gain.

Discussion

Our results establish that misalignment of

feeding time with intrinsic circadian cycles

of adipocyte thermogenesis contributes to

metabolic syndrome in the setting of over-

nutrition. Our analyses build upon advances

in the identification of transcriptional regula-

tors of adipose ontogeny that have established

a major role for ZFP423 in suppressing ther-

mogenic capacity (11, 20). We identify energy

dissipation through the futile creatine cycle

as an intrinsic thermogenic mechanism in

adipocytes that lack ZFP423, an effect likely

regulated through disinhibition of EBF2 (21).

Our analyses circumvented a common chal-

lenge in bioenergetic experiments because we

housed mice at thermoneutrality, where adi-

pose tissue energy cycles trackwith time rather

than thermal stress. UCP1 is under control of

the core molecular clock (9), consistent with

our finding that enhanced thermogenesis

during alignment of feeding time with the

active (dark) cycle requires an intact adipocyte

molecular clock. Our observation that creatine

supplementation counters the obesogenic effect

of adipocyte clock ablation indicates that the

etiology of weight gain caused by mistimed

feeding rhythms results, at least in part, from

impaired creatine-induced thermogenesis.

Our analyses establish a primary role for the

adipocyte clock in diet-induced thermogenesis

because augmentation of adipocyte circa-

dian functionwas sufficient to attenuate diet-

induced obesity.

In settings in which humans experience

rapid or frequent shifts in feeding schedules

due to shiftwork, sleep loss, or exposure to blue

light, misalignment between feeding and the
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endogenous circadian phase of adipose ther-

mogenesis may exacerbate metabolic disease.

We propose that alignment of feeding with

intrinsic thermogenic rhythms may underlie

the healthful benefits of TRF.
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CYSTIC FIBROSIS

Molecular structures reveal synergistic rescue of
D508 CFTR by Trikafta modulators
Karol Fiedorczuk1 and Jue Chen1,2*

The predominant mutation causing cystic fibrosis, a deletion of phenylalanine 508 (D508) in the cystic

fibrosis transmembrane conductance regulator (CFTR), leads to severe defects in CFTR biogenesis

and function. The advanced therapy Trikafta combines the folding corrector tezacaftor (VX-661), the

channel potentiator ivacaftor (VX-770), and the dual-function modulator elexacaftor (VX-445). However,

it is unclear how elexacaftor exerts its effects, in part because the structure of D508 CFTR is unknown.

Here, we present cryoÐelectron microscopy structures of D508 CFTR in the absence and presence of

CFTR modulators. When used alone, elexacaftor partially rectified interdomain assembly defects in D508

CFTR, but when combined with a type I corrector, did so fully. These data illustrate how the different

modulators in Trikafta synergistically rescue D508 CFTR structure and function.

C
ystic fibrosis (CF) is a common genetic

disease (1) caused by mutations in the

gene that encodes the cystic fibrosis

transmembrane conductance regulator

(CFTR) (2, 3). CFTR is widely expressed

in epithelial cells, regulating salt and fluid

homeostasis in a variety of tissues. The ab-

sence or dysfunction of CFTR causes health

issues, including malnutrition, liver disease,

recurrent bacterial infection, chronic inflam-

mation, and respiratory failure (4).

CFTR belongs to the ATP-binding cassette

(ABC) transporter family but functions as an

ATP-gated anion channel (5–7). It contains

an N-terminal interfacial structure called the

lasso motif, two transmembrane domains

(TMDs) that form an anion conduction path-

way, two cytoplasmic nucleotide-binding do-

mains (NBDs) that bind and hydrolyze ATP

(8), and a unique regulatory (R) domain that

must be phosphorylated to open the channel

(9, 10). Although >300 mutations cause CF,

~90% of patients carry at least one copy of

D508 CFTR in which a single phenylalanine

at position 508 is deleted (11, 12). This D508

mutant exhibits a severe trafficking defect

that results in intracellular retention and

premature degradation of the channel (13).

Furthermore, the few channels that reach the

plasma membrane are unstable and function-

ally compromised (14–16).

The structure of wild-type (WT) CFTR shows

that F508 resides on the surface of NBD1,

where it makes extensive interactions with

the cytosolic region of TM helix 11 and intra-

cellular loop 4 (8, 17). These interactions are

critical for both CFTR folding and coupling

of ATP-dependent NBD dimerization to pore

opening (18), suggesting that disruption of

these interactions may underlie both traffick-

ing and functional defects in D508 CFTR. In-

deed, a previous crystal structure of an isolated

NBD1 containingD508 revealed a conformation

nearly identical to WT NBD1 (19), support-

ing the hypothesis that D508 primarily affects

interdomain assembly (8, 19–22). Other studies

have shown that a lack of F508 causes ther-

modynamic instability of NBD1 and the entire

CFTR protein (20, 23). Unfortunately, the in-

trinsic instability of D508 CFTR has hindered

efforts to structurally characterize themutant

in the context of the entire CFTR protein.

Despite these structural obstacles, recently

developed CFTR modulators have transformed

CF therapy from symptom management to

disease correction. These modulators include

potentiators that enhance the function of CFTR

in the plasmamembrane and correctors that

increase the abundance of CFTR at the cell

surface (24, 25). CFTR correctors are further

categorized into three different classes on the

basis of their functional redundancy (26, 27).

Currently, there are four pharmacological mol-

ecules used in CF therapy, either singly or

in combination. These include the poten-

tiator ivacaftor (VX-770), the type I correctors

lumacaftor (VX-809) and tezacaftor (VX-661),

and the type III corrector elexacaftor (VX-445)

(Fig. 1A). The most advanced therapy, Trikafta

(branded as Kaftrio in Europe) is a combina-

tion of ivacaftor, tezacaftor, and elexacaftor.

The molecular mechanisms of ivacaftor and

type I correctors have beenwell studied (28, 29).

Elexacaftor, however, was discovered only re-

cently and little is known about its mode of

action. It has been shown to have a dual func-

tion, improving CFTR folding as well as ion

conductance (27, 30–33), but it is unknown

whether it potentiates and corrects through

the same binding site.

In this study, we determined cryo–electron

microscopy (cryo-EM) structures of D508 CFTR

and analyzed the molecular effects of lumacaf-

tor, tezacaftor, and elexacaftor, revealing how

elexacaftor might potentiate the activity of

D508 and stabilize its structure.We also solved
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the structure of D508 CFTR in the presence of

the three modulators comprising the triple

therapy, providing a molecular description of

how they synergistically rectify D508 CFTR to

a functional state.

D508 CFTR exhibits defective NBD assembly

We sought to determine the molecular struc-

ture of D508 CFTR to investigate the mech-

anisms underlying its trafficking defect and

gating deficiency. For WT CFTR (29, 34, 35),

substituting the catalytic residue E1371 with

a glutamine was necessary to stabilize an

ATP-bound, NBD-dimerized conformation for

the cryo-EM study. To test whether E1371Q

alters the folding of D508 CFTR both with
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Fig. 1. D508 CFTR exhibits

defective NBD assembly.

(A) Four CFTR modulators

currently used in the clinical

setting. Green highlights the

composition of the triple

therapy (Trikafta in the United

States and Kaftrio in Europe).

(B) Maturation assay in

human embryonic kidney 293F

(HEK293F) cells. Top panel:

SDS–polyacrylamide gel

electrophoresis (SDS-PAGE)

of cell lysates; mature and

immature CFTR were visualized

with a C-terminal green

fluorescent protein (GFP) tag.

Bottom panel: Quantification of

n = 3 to 6 biological repeats.

SDs are indicated by error bars.

Concentrations were as follows:

lumacaftor, 1 mM; tezacaftor,

10 mM; and elexacaftor, 0.5 mM

in 0.1% dimethylsulfoxide

(DMSO). Statistical significance

was calculated using paired

t test. **0.001 < P < 0.01.

(C) Confocal laser scanning

microscopy analysis. Chinese

hamster ovary (CHO) cells

expressing CFTR variants were

treated with DMSO (control)

or 10 mM tezacaftor and 0.5 mM

elexacaftor. ER (blue) was

visualized by exciting mCherry-

tagged tapasin. Plasma

membrane (magenta) was

visualized by exciting Alexa

Fluor 647–conjugated wheat

germ agglutinin stain.

CFTR (green) was visualized

by exciting enhanced GFP

(eGFP)–tagged CFTR.

(D) Structures of dephosphoryl-

ated and phosphorylated,

ATP-bound D508/E1371Q

CFTR. Cryo-EM maps (gray)

are superposed with structures

of WT CFTR in the same

conditions (dephosphorylated

PDB, 7SVR; phosphorylated,

ATP-bound PDB, 7SVD).
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and without pharmacological correctors, we
used a gel-shift assay to quantify the relative
abundance of the fully glycosylated mature
protein relative to the core-glycosylated im-
mature form (36). In the absence of cor-
rectors, D508 and D508/E1371Q CFTR were
predominantly in their immature form (core-
glycosylated, lower molecular weight). The
addition of correctors increased the abun-
dance of the mature forms (fully glycosylated,
highermolecular weight) for both variants to a

similar extent (Fig. 1B). Confocal microscopy
confirmed that D508 and D508/E1371Q CFTR
were retained in the endoplasmic reticulum
(ER), and that correctors increased their
presence at the plasma membrane (Fig. 1C
and fig. S1). These data demonstrate that, sim-
ilar to D508 CFTR, the double mutant D508/
E1371Q exhibits folding defects that can be
reverted by correctors.
Next, we purified the ER-retained D508/

E1371Q CFTR without any pharmacological

correctors (fig. S2) and determined its struc-
ture in the absence and presence of phospho-
rylation and ATP (Fig. 1D). In both conditions,
the flexibility of NBD1 became apparent in
the initial two-dimensional (2D) classifica-
tion steps of data processing (fig. S3). After
extensive 3D classification, the structure of
the dephosphorylated, ATP-free form was
determined at ~6-Å resolution (Fig. 1D and
fig. S3), revealing an NBD-separated confor-
mation similar to that of WT CFTR (8, 17).
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Fig. 2. Conformational changes induced by correctors

in D508 CFTR. (A) Summary of structural analysis of

D508/E1371Q CFTR in the absence and presence of

correctors. Average projection from 2D classification, final

3D reconstruction, and schematic representation are shown

for each structure. NBD1 and TMD1 are shown in blue,

NBD2 and TMD2 in green, the R domain in red, ATP as a

gray dot, and CFTR modulators as colored dots. (B to

D) Structures of D508/E1371Q CFTR in complex with

modulators. Top left panels show the overall structures.

Top right panels show Ca displacements of the D508/

E1371Q compared with the WT/E1371Q CFTR (PDB, 7SVD).

Bottom left panels are zoomed-in views of the D508

NBD dimer. Bottom right panels are superpositions of

the NBD structures of D508 (NBD1, blue; NBD2, green)

and WT CFTR (gray). Drug molecules are represented as

sphere models.
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Densities corresponding to the TMhelices and
NBD2 revealed well-defined secondary struc-
tural features. The density for NBD1 was visible
but amorphous, with a size and shape con-
sistentwith that of NBD1, indicating thatD508
NBD1 is folded but flexibly attached to the TM
helices. This structural observation supports
the hypothesis that D508 disrupts interdo-
main assembly (8, 19–22). In contrast to WT
CFTR, in which the structured R domain
inserts into a cytosolic cleft (8, 17), little den-
sity corresponding to the R domainwas visible
in D508 CFTR. Because the R domain packs
mainly along the surface of NBD1, it is possible
that defects in NBD1 assembly also disrupt its
correct positioning.
The lack of structural stability inD508 CFTR

was even more pronounced in the phospho-
rylated, ATP-bound conformation. Previous
structures of WT, phosphorylated, and ATP-
bound CFTR carrying the same E1371Q muta-
tion were determined to resolutions between
2.7 and 3.8 Å (29, 34, 35). However, the anal-

ogous cryo-EM analysis of D508 CFTR stalled
at ~9-Å resolution because of the heteroge-
neous nature of the particles (Fig. 1D and fig.
S2). The overall structure is consistent with
an NBD-dimerized conformation, but a nota-
ble difference is the absence of visible density
corresponding to NBD1 (Fig. 1D and fig. S3).
On the basis of these data, we suggest that the
R domain disengages upon phosphorylation
as it does in the WT protein, permitting the
TMDs to come into close contact. However,
in the absence of F508, NBD1 is too flexible
to support a stable NBD dimer. Because NBD
dimerization is coupled to channel gating
in CFTR (37), the inability of the NBDs to
dimerize in D508 explains its impaired chan-
nel function (14–16, 38).

Correctors restore NBD dimerization in

D508 CFTR

To investigate the conformational changes
that CFTR correctors induce, we performed
cryo-EM analyses of phosphorylated, ATP-

bound D508/E1371Q CFTR in four pharmaco-
logical conditions: (i) lumacaftor, (ii) elexacaf-
tor, (iii) a combination of these two correctors,
and (iv) the triple Trikafta therapy of ivacaftor,
tezacaftor, and elexacaftor (Fig. 2 and figs. S2
and S3). The D508/E1371Q CFTRwas expressed
in the absence of correctors and solubilized
from theERmembrane. Correctorswere added
during protein purification (fig. S2) to reveal
their posttranslational effects on the struc-
ture of D508 CFTR without any confounding
effects on folding kinetics and other cellular
processes involved in D508 biogenesis.
The structure of D508 CFTR in the pres-

ence of lumacaftor was similar to that in its
absence, indicating that posttranslational
addition of lumacaftor alone is insufficient
to correct the structural defects of D508
(Fig. 2A). This observation is consistent with
the understanding that type I correctors
bind to and stabilize TMD1 at an early stage
of CFTR biogenesis, preventing its prema-
ture degradation and increasing the overall
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Fig. 3. Structure of Trikafta-corrected D508 CFTR. (A) Orthogonal views of

D508/E1371Q CFTR in complex with ivacaftor, elexacaftor, and tezacaftor.

Shown is a D508 CFTR ribbon diagram with ball-and-stick models of drug

molecules. Membrane location is indicated by two gray lines. (B) Zoomed-in

view of F508 site. The D508 CFTR structure (blue/green) is superimposed

with the WT CFTR structure (gray). F508 is highlighted in red. (C) R1070

conformational change. Unassigned density is shown as a green mesh.

(D) Zoomed-in views of drug-binding sites. Drug densities are shown as a

green mesh, CFTR is shown as a transparent surface model, and the TM helices

and lasso motif are labeled.
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probability of fully folded CFTR being formed
(29, 39, 40).
By contrast, the type III corrector elexacaftor

stabilized NBD1, resulting in a cryo-EM recon-
struction of 3.7-Å resolutionwith orderedNBDs
(Fig. 2, A and B). The TMDs of elexacaftor-
bound D508 CFTR closely resemble those of
WT/E1371Q CFTR in the phosphorylated, ATP-
bound conformation (35), but the NBDs are

very different (Fig. 2B). Elexacaftor-boundD508
has a “cracked-open” NBD dimer in which
the catalysis-incompetent (degenerate) site is
solvent accessible, and ATP makes contacts
exclusively with the NBD1 face of the compo-
site site (Fig. 2B).
The combination of elexacaftor and luma-

caftor had an effect that was greater than the
sum of each corrector alone, fully restoring

D508 to anNBD-dimerized conformationwith
ATP fully occluded both the consensus and
degenerate sites (Fig. 2, A and C). Moreover,
this structure is essentially identical to that
obtained in the presence of Trikafta (Fig. 2A),
indicating that ivacaftor does not induce fur-
ther conformational changes. This is consis-
tent with ivacaftor being a potentiator, not a
corrector. Both structures closely resemble
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Fig. 4. Elexacaftor binding site. (A) Molecular structure of elexacaftor binding
site. Left panel is a ribbon diagram. Middle panel is a zoomed-in view of the
molecular interactions. Residues within 4.5 Å of elexacaftor are shown as stick
models. Right panel is a schematic of the molecular interactions. The salt
bridge is shown as a magenta line, and hydrogen bonds are shown as blue lines.
(B) Quantitative measurement of elexacaftor binding. Data points represent
mean and SD for n = 6 to 12 technical repeats (n = 3 to 4 biological repeats). The
apparent dissociation constant (Kd) of elexacaftor for WT CFTR is 244 ± 50 nM.
(C) R1102A mutation diminishes correction by elexacaftor. Top: SDS-PAGE of

cell lysates. Bottom: Quantification of n = 3 biological repeats. R/S, racemic
mixture of elexacaftor (0.5 mM); Teza, tezacaftor (10 mM). (D) Elexacaftor
potentiation. Top: Representative macroscopic current traces of fully phos-
phorylated WT and mutant CFTR in inside-out CHO cell membrane patches.
Bottom: Quantification of n = 3 to 8 biological repeats. Concentrations used were
as follows: ATP, 3 mM; elexacaftor, 1 mM; and GLPG1837, 10 mM. Fold potentiation
was normalized to currents with 3 mM ATP in the absence of potentiators.
Statistical significance was calculated using paired t test. n.s., not significant;
*P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001.
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that of WF CFTR, having an overall root mean
square deviation to the WT protein of 0.5 Å
over 1090 Ca positions (Fig. 2, C and D). We
therefore designated both elexacaftor plus
lumacaftor and Trikafta-bound D508 CFTR
structures as having a “corrected” conforma-
tion and selected Trikafta-bound D508 for
further analysis.

Pharmacologically corrected D508 CFTR has a

modified NBD1/TMD interface

The corrected D508 structure in the presence
of Trikafta differs from that of WT CFTR in
the region of the F508 deletion site (Fig. 3, A
to C). F508 is located in a loop on the surface
of NBD1, projecting its aromatic side chain
into a hydrophobic pocket at the end of TM
helix 11 (Fig. 3B). Deletion of F508 shortens
this loop, leaving a crevice at the NBD1/TMD
interface. In addition, the helical subdomain
of D508 NBD1 (residues 500 to 564) is shifted
away from the interface by ~2 Å (Fig. 3B). The
crevice at the NBD1/TMD interface is partially
filled by R1070, the side chain of which swings
into contact with main chain atoms in NBD1
(Fig. 3C). We also observed a strong spherical
density in the D508 cavity area, which may
be an ion or a water molecule.
Previous work has shown that the V510D

mutation can stabilize D508 CFTR, likely due
to aspartic acid forming a salt bridge with
R1070 (41). The structure of D508 is compat-
ible with a salt bridge between these resi-
dues and thus lends support to this hypothesis
(fig. S4A). The structural differences at the
NBD1/TMD interface also explain the opposing
effects of the R1070W mutation in WT versus
D508 CFTR. In WT CFTR, substituting R1070
with tryptophan inhibits protein folding and
leads to CF (20, 42, 43). This is because the
large tryptophan side chain at position 1070
sterically clashes with F508 (fig. S4B). By
contrast, the same substitution in the D508
background partially restores CFTR folding
(20, 22, 41, 43, 44), likely due to R1070W
strengthening the NBD1/TMD interface by
filling the space devoid of F508 and forming
hydrophobic and hydrophilic contacts with
D508 NBD1 (fig. S4C).

Trikafta modulators bind to distinct sites on

D508 CFTR

In the cryo-EM reconstruction of Trikafta-
bound D508 CFTR, the densities for ivacaftor,
tezacaftor, and elexacaftor were strong and
unambiguous (Fig. 3). Viewed from the extra-
cellular space perpendicular to themembrane,
these compounds form a triangular belt en-
circling the TMDs (Fig. 3A). The potentiator
ivacaftor (Fig. 3, purple molecule) binds to a
cleft formed by TM helices 4, 5, and 8 ap-
proximately halfway through the lipid bi-
layer, coincident with the TM helix 8 hinge
region involved in gating (28). The molecular

details of ivacaftor binding are identical to those
in WT CFTR (28), indicating that ivacaftor
potentiates both WT and D508 CFTR through
the samemechanism. Similarly, tezacaftor (Fig.
3, orange molecule) binds to D508 by inserting
into a hydrophobic pocket in TMD1 (Fig. 3D) in
a manner identical to that in the WT protein
(29). As previously discussed, such a penetrat-
ing cavity would cause substantial destabiliza-
tion of the protein in the absence of tezacaftor
(29). Furthermore, TM helices 1, 2, 3, and 6,
which form the binding site, are predicted to
be unstable in the membrane, so type I cor-
rectors would stabilize TMD1 both by filling
the cavity and by structurally linking together
the four unstable helices (29).
By contrast, the binding site for elexacaftor

has not been observed previously. Densities
corresponding to elexacaftor are very similar
and well defined in the three elexacaftor-
bound reconstructions (elexacaftor alone,
elexacaftor plus lumacaftor, and Trikafta), en-
abling an accurate description of elexacaftor’s
binding pose and the chemistry of drug recog-
nition (fig. S5A). Elexacaftor (Fig. 3, yellow
molecule) binds to CFTR within the mem-
brane, extending from the center of the lipid
bilayer to the edge of the inner leaflet (Fig. 4A).
The binding pocket is much shallower than
that of type I correctors as if the drug mole-
cule were patched onto the surface of CFTR.
Elexacaftor interacts most extensively with
TM helix 11 through electrostatic and van der
Waals interactions. It also forms contacts
with TM helices 2 and 10 and the lasso motif
(Fig. 4A and fig. S5B).
Studies of ivacaftor binding to CFTR have

shown that hydrogen bonds are critical for
drug recognition because they stabilize polar
groups in the low dielectric environment of
the membrane (28). To determine whether
this principle applies to elexacaftor binding,
we substituted R1102 with an alanine to elim-
inate the formation of a hydrogen bond and a
salt bridge (Fig. 4A) and thendirectlymeasured
binding using a scintillation proximity assay
(Fig. 4B). Specific binding of elexacaftor toWT
CFTR increased as a function of drug con-
centration. Conversely, the interaction of
elexacaftor with the R1102Amutant was barely
detectable. We also evaluated the contribution
of R1102 to the restoration of D508 folding by
elexacaftor using the gel-shift assay (Fig. 4C).
The R1102A mutation abolished correction by
elexacaftor, but not tezacaftor, which binds
to a pocket distant from R1102. Finally, to
determine whether R1102 also contributes to
the potentiation activity of elexacaftor, we
measured macroscopic current in inside-out
membrane patches containing phosphorylated
CFTR (Fig. 4D). We consistently observed
stronger potentiation by the S enantiomer in
both WT and D508 CFTR, in agreement with
the higher efficacy of the S enantiomer ob-

served in prior work (45). However, R1102A
CFTR did not respond to either the R or the
S enantiomer, indicating that both enantiomers
bind to the site identified in the structures. A
control potentiator, GLPG1837, increasedmac-
roscopic current in all CFTR variants (Fig. 4D).
Together, these data suggest that elexacaftor
achieves both correction and potentiation
through the same binding site.

Discussion

The structures of D508 CFTR reveal that the
absence of F508 disrupts the ability of NBD1
to assemble with the TM helices, which leads
to intracellular retention and degradation
of the protein (14, 20, 46). Furthermore, the
inability to form a stable NBD dimer after
phosphorylation and ATP binding results in
a dysfunctional channel, even if D508 CFTR
reaches the plasma membrane (14). Pharma-
cological correctors used in the clinical setting,
even added during protein purification, can
partially or fully restore the NBD-dimerized
conformation. These correctors can improve
the folding of WT CFTR and disease-causing
mutations (47–51). Although it is theoretically
possible that correctors salvage the different
mutant and WT forms of CFTR by entirely
different mechanisms, it is likely that their
mechanism of action is the same in all cases.
Indeed, lumacaftor binds to D508 CFTR and
WT CFTR at the same site and by inter-
acting with the same residues. Likewise,
ivacaftor interacts withWT and D508 CFTR in
an identical manner, indicating that its mech-
anism of potentiation is the same for bothWT
and mutant CFTR.
The dual-function modulator elexacaftor

engages TM helices 10 and 11 and the lasso
motif, all of which are important for CFTR
folding and function. Mutations in the lasso
motif can cause intracellular retention or ab-
normal gating, and some lead to CF (52–59).
TMhelices 10 and 11 are the “domain-swapped”
helices of TMD2 that extend into the cytosol
and interact with NBD1. This interface is
important, not only for protein assembly,
but also for transmitting conformational
changes of the NBDs to the TMDs to control
ion permeation. Although the details of how
elexacaftor potentiates CFTR await incisive
electrophysiologymeasurements, our structural
observations indicate that elexacaftor stabilizes
TMhelices 10 and 11, thereby strengthening the
TMD/NBD1 interface, which is particularly
vulnerable to disease-causing mutations (60).
Recently, Braakman and colleagues demon-

strated that CFTR folding occurs in a stepwise
manner (60). It is likely that the type I correc-
tor tezacaftor binds at an early stage of CFTR
biogenesis to stabilize the N-terminal TMD1
(29), and the type III corrector elexacaftor
binds at a later stage when TMDs assemble to
form a protease-resistant form. Together, these
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two correctors prevent premature degradation

in the ER. Once CFTR reaches the plasmamem-

brane, the presence of elexacaftor strengthens

allosteric communication between ATP-bound

NBD dimers and the channel gate, thereby in-

creasing ion conductance. Channel activity is

further enhanced by ivacaftor, which stabilizes

the open configuration of the pore (28). In this

manner, the threemodulators in the triple ther-

apy act synergistically to improve the folding

and function of CFTR.
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EVOLUTIONARY BIOLOGY

An evolutionary trade-off between host immunity
and metabolism drives fatty liver in male mice
Joni Nikkanen1,2, Yew Ann Leong2,3, William C. Krause1, Denis Dermadi4,5, J. Alan Maschek6,7,

Tyler Van Ry6,7, James E. Cox6,7, Ethan J. Weiss2, Omer Gokcumen8,

Ajay Chawla2,9* , Holly A. Ingraham1
*

Adaptations to infectious and dietary pressures shape mammalian physiology and disease risk.

How such adaptations affect sex-biased diseases remains insufficiently studied. In this study,

we show that sex-dependent hepatic gene programs confer a robust (~300%) survival advantage for

male mice during lethal bacterial infection. The transcription factor B cell lymphoma 6 (BCL6),

which masculinizes hepatic gene expression at puberty, is essential for this advantage. However,

protection by BCL6 protein comes at a cost during conditions of dietary excess, which result in

overt fatty liver and glucose intolerance in males. Deleting hepatic BCL6 reverses these phenotypes

but markedly lowers male survival during infection, thus establishing a sex-dependent trade-off

between host defense and metabolic systems. Our findings offer strong evidence that some

current sex-biased diseases are rooted in ancient evolutionary trade-offs between immunity

and metabolism.

I
nfections are one of the strongest evolu-

tionary pressures shaping human phys-

iology and disease. As such, the immune

system andhost defense responses are often

prioritized at the expense of other physio-

logical systems (1, 2). As a result, genetic variants

that are associated with noninfectious diseases

may be maintained in the population if they

simultaneously improve survival during infec-

tion. For example, variants in human HBB

and APOL1 increase the risk of sickle cell ane-

mia and chronic kidney disease (3) but exert a

strong protective effect against malaria and

trypanosome infections, respectively. These
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studies highlight the notion of an “evolu-

tionary trade-off” whereby natural selection

fails to optimize two traits simultaneously,

which causes increased adaptation for one

trait at the expense of another and ultimately

may elevate disease risk.

Shifting environments also magnify the dis-

ease risk associated with trade-offs, resulting

in so-called mismatch diseases (4). Thus, the

initial benefit of a trait becomes detrimental

in a new environment. For example, a mis-

match between our genetic legacy and the

modern diet that is high in calories, fat, and

refined sugars is proposed to account for the

high prevalence of chronic metabolic dis-

eases, such as type 2 diabetes (T2D), heart

disease, and fatty liver (5). However, although

the evolutionary mismatch theory can ex-

plain chronic diseases that affect immunity

and metabolism, their marked sex bias in

the human population is poorly understood.

Notably, men carry a much higher disease

burden for common metabolic disorders

comparedwith premenopausal women (6–8).

Similarly, some infectious diseases exhibit

a strong sex bias with poorer outcomes ob-

served in either males or females depending
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Fig. 1. HFD and infection elicit strong

sex-dependent phenotypes in mice.

(A) Schematic of housing conditions. (B to

F) Body weight gain (B), fat percentage

(C), liver weights (Wts) (D), hepatic lipid

droplet size (E), and whole livers with

corresponding hematoxylin and eosin (H&E)

staining (F) after 21 weeks of SD or HFD.

(G) Survival curves and body weights of

C57BL/6J mice that were infected with E. coli

[1 × 108 colony-forming units (CFU)].

Weight curves were analyzed by two-way

analysis of variance (ANOVA). (H) Bacterial

CFUs of mice that were infected with E. coli

(1 × 107 CFU). (I) Survival curves of mice

treated with LPS (2 mg/kg). All mice were

housed at 30°C. Data are presented as mean

± SEM; NS, not significant; ****p < 0.0001.

Scale bars, 100 mm.
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on the pathogen (9). Together, inherent sex

differences in physiological systems dictate

disease progression in males and females. In

this study, we examined the relationship be-

tween biological sex during a dietary excess

challenge and infection in mice.

Prior studies found that mice housed at

thermoneutral temperature (30°C) are sus-

ceptible to the metabolic consequences of

chronic dietary excess (10, 11) and infection

(12). We therefore used thermoneutral con-

ditions to examine the potential trade-offs

between metabolism and host defense mech-

anisms inC57BL/6Jmales and females (Fig. 1A).

Despite an equivalent increase in body weight

and fat mass when fed a high-fat diet (HFD)

(Fig. 1, B and C), only male mice developed

severe fatty liver and overt macrosteatosis

(Fig. 1, D to F, and fig. S1A). Using thermo-

neutral conditions, we then examined how

sex affects host survival during infection with

a sublethal dose of Escherichia coli (strain

O111:B4) in mice that were fed standard chow.

Males were far less susceptible to infection

292 21 OCTOBER 2022 ¥ VOL 378 ISSUE 6617 science.org SCIENCE

Fig. 2. BCL6 maintains hepatic maleness

and survival to infection but impairs

metabolism. (A) In situ hybridization for

Bcl6 (magenta, white arrows) in livers of mice

at 22°C. Scale bar, 50 mm. (B) Immunoblot

for BCL6 and LMNB1 in liver nuclear extracts

of 8-week-old Bcl6f/f and Bcl6AlbCre mice

at 22°C. (C and D) Heatmaps for top

hepatic 100 (C) female- and (D) male-biased

genes (filtered by fold change) with

corresponding female- or male-biased

H3K27ac peaks (adjusted p value for both

<0.05) in mice that were housed at 22°C.

Scale bars, Z-scores. (E to H) Livers

(E), fat percentage (F), liver weights (G),

and liver TAGs (H) from mice that were

fed a HFD at 30°C. (I) Hepatic Oil Red O

staining (ORO) and quantification of lipid

droplet (red) size from mice that were

fed a HFD for 21 weeks at 30°C. Nuclei

stained with 4′,6-diamidino-2-phenylindole

(DAPI) (blue). Scale bars, 100 mm.

(J) Glucose concentrations and area under

the curve (AUC) after an intraperitoneal

(IP) glucose tolerance test (GTT) in mice

that were fed a HFD for 8 weeks at 30°C.

(K and L) Survival curves of mice that

were fed a SD and infected with E. coli

(1 × 108 CFU) or treated with LPS

(1.75 mg/kg) at 30°C (K) and spleen

bacterial counts at 30°C (L). Data for

control Bcl6f/f mice in (F), (G), and

(I) are regraphed from Fig. 1, C to E (HFD).

Data are presented as mean ± SEM. LC,

loading control (total protein). **p < 0.01;

****p < 0.0001.

RESEARCH | REPORTS

http://science.org


and showed a markedly higher survival rate

and body mass preservation at thermoneu-

trality than females (Fig. 1G and fig. S1, B andC).

Spleen bacterial counts were equivalent in

both sexes (Fig. 1H), suggesting that males

limit their immunopathology and that path-

ogen clearance fails to account for the sex dif-

ferences in survival. Greater survival in males

was also observed after activation of host im-

munity by the endotoxin lipopolysaccharide

(LPS) (Fig. 1I). Collectively, our results expose

a stark relationship, specifically in males, be-

tween hepatic fat accumulation after die-

tary excess and host survival after bacterial

infection.

In searching prior literature for a sex-

dependent hepatic factor that might medi-

ate these divergent outcomes between the

sexes, the transcriptional repressor B cell

lymphoma 6 protein (BCL6) emerged as a

top candidate given its role in hepatic lipid

handling (13, 14) and its enrichment in the

male liver as previously shown (15, 16). We

found that BCL6 is male biased at both 22°C

and 30°C, with Bcl6 transcripts and protein

highly expressed in male hepatocytes and

livers (Fig. 2, A and B, and fig. S2A). Condi-

tional deletion of Bcl6 in the liver (Bcl6
AlbCre

)

(Fig. 2B) feminizes the adult male liver and

eliminates its male-biased gene signature

SCIENCE science.org 21 OCTOBER 2022 ¥ VOL 378 ISSUE 6617 293

Fig. 3. Sex-dependent hyperlipidemia is linked to host defense responses.

(A and B) Plasma TAGs of (A) wild-type mice over time and (B) Bcl6f/f and

Bcl6AlbCre mice that were infected with E. coli (1 × 107 CFU) at 30°C. (C) Top 10

most abundant TAG species measured by lipidomics in infected Bcl6f/f and

Bcl6AlbCre mice. Scale bar, Z-scores. (D) Transcript abundances of hepatic ApoB,

Apoa1, and Apoc3 in Bcl6f/f and Bcl6AlbCre mice (RNA-seq) at 30°C. TPM,

transcripts per million. (E) Genomic binding of BCL6 in Apoc3/Apoa1 locus in the

male liver (ChIP-seq) at 22°C. (F) Plasma APOC3 in Bcl6f/f and Bcl6AlbCre mice

that were housed at 30°C. (G) Plasma APOC3 and TAGs in control and LPS-

treated (0.5 mg/kg) C57BL/6J female mice at 30°C. Cont., control. (H) Plasma

TAGs (1 × 107 CFU) and survival curves (1 × 108 CFU) of female mice that

were infected with E. coli at 30°C. (I) Plasma TAGs (1 × 107 CFU) and survival

curves (1 × 108 CFU) of male mice that were infected with E. coli at 30°C. Data

are presented as mean ± SEM. **p < 0.01; ***p < 0.001; ****p < 0.0001.
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(Fig. 2, C and D; data S1; and fig. S2, B to

D). Profiling active enhancers and promoters

for acetylated histone 3 lysine 27 (H3K27ac)

by chromatin immunoprecipitation sequenc-

ing (ChIP-seq) also revealed an essential role

of BCL6 in maintaining sex-dependent he-

patic chromatin acetylation andmale-biased

H3K27ac peaks (Fig. 2, C and D, and fig. S2, E

and F).

Having established the masculinizing role of

BCL6 in hepatic gene signatures, we assessed

whether BCL6 is essential for maintaining

the distinct sex-specific outcomes of HFD and

infection. Indeed, deleting hepatic Bcl6 abol-

ished all morphological hallmarks of fatty liver

in males without changing their total fat mass

or percent body weight gain (Fig. 2, E and F,

and fig. S3, A and B). Liver weights, hepatic

triglycerides (TAGs), lipid accumulation, and

droplet size were all reduced in Bcl6
AlbCre

male

mice (Fig. 2, G to I), which is consistent with a

prior study that found that BCL6 blocks the

breakdown of fat by lowering fatty acid oxida-

tion (14). Hepatic TAGs also fell in Bcl6
AlbCre

mice that were fed a standard diet (SD) (fig.

S3C). Eliminating the low amounts of BCL6

present in female livers also attenuated he-

patic TAGs, butmore subtly (Fig. 2, G to I). The

loss of hepatic BCL6 markedly improved glu-

cose homeostasis in mutant male cohorts that

were fed either a HFD or a SD and abolished

any notable sex differences in this metabol-

ic parameter (Fig. 2J and fig. S3D). In stark

contrast to the improved metabolic state in

Bcl6
AlbCre

males, their survival dropped pre-

cipitously after E. coli infection or LPS treat-

ment, plummeting to the levels exhibited by

control females (Fig. 2K and fig. S3E). Patho-

gen clearance in the spleen was unaffected

in Bcl6
AlbCre

mice (Fig. 2L). Thus, high hepat-

ic BCL6 in males is essential for optimizing

host survival during infection but drives fatty

liver and glucose intolerance during dietary

excess, suggesting a strong association be-

tween hepatic lipid handling and host defense

responses.

Low survival in females that were fed a SD

at 30°C is closely correlated with extremely

high plasma TAGs, a condition that is observed

in septic humans (17) and rats (18). Infection-

induced hyperlipidemia is only observed

at thermoneutrality (Fig. 3A and fig. S4A).

Likewise, compromised survival in infected

Bcl6
AlbCre

males was linked with a substantial

rise in the concentrations of circulating TAG

species, similar to those of infected control

females (Fig. 3, B and C, and fig. S4B). In-

creased plasma TAGs in infected Bcl6
AlbCre

mutant male mice prompted us to investi-

gate whether genes that are crucial in the

packaging and clearance of very low-density

lipoproteins (VLDLs) and their TAG cargo are

regulated by BCL6. Of the three candidate

genes examined, hepatic Apoc3, whose gene

product inhibits TAG clearance, increased

sharply in Bcl6
AlbCre

mice, whereas ApoB and

ApoA1were unchanged (Fig. 3D and fig. S4C).

Reanalysis of the hepatic BCL6 ChIP-seq data-

set byWaxman’s group (16) revealed that BCL6

binds directly to the Apoc3 locus to dampen

its expression (Fig. 3E). Thus, as predicted,

increased plasma APOC3 occurs after elim-

inating high hepatic BCL6 in uninfected males.

This relationship is not as clear-cut in Bcl6
AlbCre

females, who fail to exhibit high APOC3 lev-

els despite an increase in Apoc3 transcripts.

These results suggest that posttranscriptional

factors are at play during the packaging of
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Fig. 4. Sex-dependent GH signaling controls BCL6 expression and survival to infection. (A and

B) Heatmaps of top 100 (A) male-biased genes and (B) female-/male-biased genes at postnatal day 28

(P28) and P56 or in male mice after GH treatment at 22°C. Scale bars, Z-scores. (C) Immunoblotting and

reverse transcription–quantitative polymerase chain reaction (RT-QPCR) for hepatic BCL6 protein and

transcript in adult mice infused with vehicle (Veh) or recombinant mouse GH for 15 days at 22°C. (D) Bcl6

mRNA expression in primary mouse hepatocytes treated with vehicle (V), T, estradiol benzoate (E2)

(n = 3), or GH (n = 6). (E) Survival curves of male mice infused with Veh or GH for 13 days and then infected

with E. coli (1 × 108 CFU) at 30°C. (F) STAT5 binding to Bcl6 locus in the male liver (ChIP-seq) at 22°C.

Chr, chromosome. (G) Effect size correlation of all (gray) or differentially expressed (red) transcripts in livers

of Bcl6AlbCre and Ghrd3 male mice. (H) Schematic of the GH–BCL6 axis in regulating sex-dependent

endpoints when challenged by diet or infection. LE, long exposure. Data are presented as mean ± SEM;

*p < 0.05, ****p < 0.0001.

RESEARCH | REPORTS

http://science.org


female hepatic APOC3 into lipoproteins (Fig.

3F). Nevertheless, wild-type females that are

treated with LPS exhibit a notable increase

in both circulating APOC3 and TAGs (Fig.

3G), which is consistent with the essential

role of APOC3 in maintaining plasma TAGs

(19). Our findings support the postulate by

Scholl and colleagues (18) that decreased

clearance of plasma TAGs by lipoprotein

lipase (LPL) contributes to sepsis-induced

hyperlipidemia.

To determine whether high plasma TAGs

contribute directly to poor survival in fe-

males, we used ANGPTL4 knockout (KO)

mice (20) that clear out TAGs because of

increased LPL activity (Fig. 3H). Normal-

izing TAGs in infected Angptl4
−/−

females

restored both survival and body weights

(Fig. 3H and fig. S4D). Angptl4
−/−

males

also showed a drop in TAGs and remained

resistant to infection (fig. S4, E and F). Con-

versely, increasing plasma TAGs by using

poloxamer 407 (P407), a synthetic inhibitor

of LPL, worsened the survival of males after

infection (Fig. 3I). Our results establish that

the marked sex differences in infection out-

comes are tightly linked with the amounts of

circulating TAGs.

We next investigated what factors enable

BCL6 to control the hepatic gene programs

in male mice. The appearance of male-biased

genes coincides with puberty, which becomes

apparent at 8 weeks of age (Fig. 4A and fig.

S5A). Surgical castration (GDX) of prepu-

bescent males enhanced female-biased gene

expression in the liver (fig. S5B), led to a steep

drop in survival that was accompanied by

elevated plasma TAGs after E. coli infection

(fig. S5, C and D), and diminished hepatic

BCL6 levels, which were partially restored

by a testosterone (T) treatment (fig. S5E).

Pulsatile secretion of growth hormone (GH)

from the anterior pituitary is distinctive in

males and consists of peaks with prolonged

extended dips; this pattern is required for

male-biased hepatic gene expression inmice

(16, 21). Indeed, after reanalyzing datasets

from (22), focusing on our set of 200 sex-biased

genes, we confirmed that continuous infu-

sion of GH feminizes male livers (Fig. 4B and

fig. S5F). We also found that GH treatment

strongly represses hepatic BCL6 protein and

transcripts (Fig. 4C). Although saturating

levels of GH in primary hepatocytes also

suppressed Bcl6, T and estradiol (E) had no

effect in this setting, which implies that the

T-induced rescue of BCL6 expression in vivo

must be indirect (Fig. 4D and fig. S5E). Ex-

pectedly, disrupting normal GH pulsatility

by continuous GH infusion reduced hepatic

BCL6 and diminished host survival in males

(Fig. 4E). As shown by Waxman’s group, the

major effector of hepatic GH signaling, STAT5,

binds to the Bcl6 locus (16), which provides a

direct molecular link between GH and BCL6

levels (Fig. 4F).

To extend these findings, we leveraged a

mousemodel that carries the common human

variant of growth hormone receptor (GHRd3,

deletion of exon 3) that mimics increased GH

signaling and confers a marked protective ef-

fect in humans (~4-fold) against developing

T2D (23). This variant feminizes livers in male

mice and is thought to impart an evolution-

ary advantage during periods of food scar-

city in humans (24). The significant (R
2
= 0.92,

p < 7.6 × 10
−13
) overlap in hepatic gene changes

detected inGhrd3 andBcl6
AlbCre

mutantmales

(Fig. 4G and fig. S5G) suggests that this com-

mon GHR variant attenuates hepatic BCL6

function. In contrast to the notable hepatic

gene changes with the onset of puberty or

after castration, we failed to find any signif-

icant changes in our sex-biased gene signa-

tures in estrogen receptor alpha (Esr1) liver

KOmice after reanalyzing datasets by Maggi

and colleagues (25) (fig. S5H). The ability of

the GHRd3 variant to stave off nutritional

stress (24), coupled with our study, might

suggest that the GH–BCL6 signaling axis

creates a trade-off for females that dimin-

ishes survival during infection while enhanc-

ing survival in the fasted state. This notion

is partially supported by the fact that sur-

vival rates for women outpace men during

famine (26).

In male mice, the hepatic GH–BCL6 axis is

essential for mounting protective defenses

against infection while promoting substantial

hepatic fat accumulation and glucose intoler-

ance during caloric excess (Fig. 4H). Although

sex differences in this pathway remain to be

documented in humans, it has been noted that

patients with hypopituitarism and low GH

develop fatty liver, which improves after GH

therapy (27). On the basis of the conserved

features of metabolic programs across mam-

mals, we speculate that the current preva-

lence of fatty liver in males might stem from

older host defensemechanisms that coevolved

from increased exposure to pathogens due

to aggressive behaviors required for mating

and social status (28). Our study leads us to

propose that adaptations to infectious and

dietary pressures sculpt sexually dimorphic

pathways, contributing to modern sex-biased

diseases.
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OPTICS

Miniaturized spectrometers with a tunable
van der Waals junction
Hoon Hahn Yoon1,2*, Henry A. Fernandez1,2, Fedor Nigmatulin1,2, Weiwei Cai3, Zongyin Yang4,

Hanxiao Cui5, Faisal Ahmed1, Xiaoqi Cui1,2, Md Gius Uddin1,2, Ethan D. Minot6, Harri Lipsanen1,

Kwanpyo Kim7, Pertti Hakonen2, Tawfique Hasan8, Zhipei Sun1,2*

Miniaturized computational spectrometers, which can obtain incident spectra using a combination of

device spectral responses and reconstruction algorithms, are essential for on-chip and implantable

applications. Highly sensitive spectral measurement using a single detector allows the footprints of such

spectrometers to be scaled down while achieving spectral resolution approaching that of benchtop

systems. We report a high-performance computational spectrometer based on a single van der Waals

junction with an electrically tunable transport-mediated spectral response. We achieve high peak

wavelength accuracy (~0.36 nanometers), high spectral resolution (~3 nanometers), broad operation

bandwidth (from ~405 to 845 nanometers), and proof-of-concept spectral imaging. Our approach

provides a route toward ultraminiaturization and offers unprecedented performance in accuracy,

resolution, and operation bandwidth for single-detector computational spectrometers.

S
pectrometers are indispensable for var-

ious applications, including industrial

inspection, chemical and biological char-

acterization, and image sensing and

analysis (1, 2). Their miniaturization with

high spectral resolution and wide operation

bandwidth is highly desirable to meet the em-

erging and future demands in portable and

on-chip applications (1). However, conventional

spectroscopy systems typically rely on bulky

dispersive optical components (e.g., gratings)

and detector or filter arrays, which impose

strict restrictions on ultraminiaturization (2).

Common spectrometer miniaturization ap-

proaches therefore replace the functions of

these dispersive optical elements through

various schemes (fig. S1), including photonic

crystals (3), metasurfaces (4), and compact

interferometers (5). Recently, a profound tech-

nological leap has seen the emergence of

miniaturized computational spectrometers,

which leverage the power of mathematical

algorithms for spectrum reconstruction (1).

Examples of such approaches include quan-

tum dot filter arrays on top of charge-coupled

device sensors (6), bandgap engineered multi-

ple nanowires (7), a single nanowire with

bandgap gradation (8), Stark effect in black

phosphorus (9), in situ perovskite modula-

tion (10), and a single superconducting nano-

wire with tunable quantum efficiency (11).

However, the performance and usability of

these computational spectrometers remain

limited: Spectral resolution and operation

bandwidth are typically restricted by the num-

ber of integrated detectors (6–8), bandgap

modulation limits (9, 10), and cryogenic oper-

ational requirements (11).

Photodetection with two-dimensional (2D)

layered materials is advantageous owing to

their strong light–matter interaction, atom-

ically sharp interface, and electrically tunable

photoresponse (12–14). However, insufficient

band structure modulation makes it challeng-

ing to achieve high-resolution broadband spec-

tral sensing using a single 2Dmaterial. On the

other hand, 2D material–based van der Waals

(vdW) junctions offer highly tunable function-

alities beyond the constituent materials (15–17)

and could overcome these limitations. Specifi-

cally, we suggest that wavelength-dependent

photodetectionwith vdW junctions recently ex-

ploited for optoelectronic logic computing (18, 19)

and color sensing (20, 21) could also be key to

high-resolution computational spectral sensing.

Here, we demonstrate a high-performance

ultraminiaturized computational spectrometer

using a single vdW junction with an electri-

cally tunable transport-mediated spectral re-

sponse. Our device, with its footprint definedby

the junction size (∼22 mm by 8 mm) shows un-

precedented performance for a single-detector

computational spectrometer, with the ability

to resolve peak monochromatic wavelengths

with∼0.36 nmaccuracy, reconstruct broadband

spectra with ∼3 nm resolution, and acquire

spectral images by spectral scanning. Our single-

junction spectrometer concept can be extended

to other tunable junctions to achieve high spec-

tral resolution and broad operation bandwidth

with its ultracompact size, representing the

ultimate miniaturization strategy without sac-

rificing spectrometer performance.

The performance of computational spec-

trometers relies on the variability of their

wavelength-dependent photoresponsivity

(1, 6–11). The single-detector miniaturized

spectrometers reported thus far are limited by
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Fig. 1. Ultraminiaturized spectrometer concept with a single vdW junction. (A) A typical gate-tunable band

alignment at the vdW junction interface (top) with its distinct gate-tunable spectral response matrix (bottom).

Ec (Ev) represents the conduction (valence) band edge. (B) Schematic of various application examples using a

single-junction spectrometer: wavelength meter to distinguish peak wavelengths of monochromatic light (top),

spectrometer to resolve broadband spectra (middle), and spectral imager to analyze spectral information of

images (bottom).
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their performance (9, 10) and usability (9, 11)

owing to the limited band structure modula-

tion and, consequently, the spectral response.

In contrast, electrical tuning of the interfacial

band alignment of a vdW junction (Fig. 1A, top

panel) enables controllable and distinctive

interlayer transport (15–17). Such electrically

controllable interlayer transport allows for a

tunable spectral response (Fig. 1A, bottom

panel) with high sensitivity and variability

over a wide spectral range (12–14), suggest-

ing that a single vdW junction spectrometer

could achieve substantially higher perform-

ance than previously reported spectrometers

(supplementary text section ST1 and table S1).

We combine an electrically tunable single vdW

junction with a computational reconstruction

algorithm for various applications (Fig. 1B).

To experimentally realize our spectrometer

concept, the following three steps are required

(fig. S2): (i) measuring the gate-tunable spec-

tral responses with multiple known incident

spectra (i.e., the learning process), (ii) mea-

suring the gate-tunable photocurrent of the

unknown incident light to be analyzed (i.e., the

testing process), and (iii) computing the spec-

tral information of the unknown incident light

on the basis of the results obtained in the learn-

ing and testing processes using the reconstruc-

tion algorithm (i.e., the reconstructing process).

The distinct and varied photoresponse of a

vdW junction, tuned at different gate voltages

and incident light wavelengths, is critical to

our spectrometer (1). We choose a MoS2/WSe2
heterojunction (Fig. 2A) as an example, be-

cause of its distinct spectral response due to

the gate-tunable photovoltaic effect from the

visible to the near-infrared (22–28). TheMoS2/

WSe2 heterojunction is encapsulated by top

and bottom hexagonal boron nitride (h-BN)

layers for insulation and passivation, respec-

tively (materials and methods section MM1).

A monolayer graphene film below the stack

is used as a local gate electrode for effective

gate tuning. Each stacking layer was charac-

terized by Raman spectroscopy and atomic

force microscopy (fig. S3) to confirm the qual-

ity of the vdW heterostructure.

The transfer curves (drain-source current,

IDS, as a function of the gate-source voltage,

VGS) of the MoS2 or WSe2 channels and their

heterojunction aremeasured at drain-source

voltage VDS = 3 V in dark conditions (Fig. 2B).

The individual MoS2 (WSe2) channel exhibits

n-type (p-type) characteristics owing to the

donor (acceptor) impurities in MoS2 (WSe2).

Thus, a depletion region and built-in electric

field are expected at their vdW interface (22–28).

The MoS2/WSe2 heterojunction is character-

ized by positive VDS applied to theWSe2 side,

corresponding to the forward biasing of the

diode. The sign change of transconductance,
dIDS
dVGS

, occurs at VGS = −5 V, matching the hole

current fromWSe2 with the electron current

from MoS2. This “anti-ambipolar” behavior

and other transport properties (figs. S4 to S7)

are typical of MoS2/WSe2 heterojunctions

(22–28), providing clearly distinguishable

VGS dependence.

The transfer curves of the MoS2/WSe2 hete-

rojunction measured under multiple known

incident lights with a bandwidth of ∼10 nm

indicate a strongwavelength dependence (Fig.

2C). The photoresponsivity, R ¼
Iph

P
, measured

at differentVGS and incident lightwavelengths

is used to encode the spectral responsematrix,

where the photocurrent is defined as Iph =

Ilight − Idark, with Ilight and Idark representing

IDSwith andwithout light illumination atVDS=

3 V, respectively, and with P representing the

incident light power (fig. S8). The gate-tunable

spectral response of the MoS2/WSe2 hetero-

junction with high sensitivity over a wide spec-

tral range is due to the wavelength-dependent

absorption (29) of MoS2 and WSe2 as well as

the controllable charge carrier transport (22–28)

through theMoS2/WSe2 interface, unlike the

individual MoS2 and WSe2 materials. The

spectral response matrix (Fig. 2D) inherits

a rich structure from the dynamics of photo-

excited charge carriers generated across the

tunable MoS2/WSe2 heterojunction (22–29),

confirming fast and stable spectral detection

with giant gate tunability in our MoS2/WSe2
heterojunction (figs. S9 to S13).

After encoding this spectral responsematrix

(Fig. 2D) for the learning process, our single-

junction spectrometer is ready to measure

unknown incident light spectra, following the

workflow diagram (fig. S2). Briefly, wemeasure

the gate-tunable photocurrent of the unknown

incident light and then compute its constrained

least-squares solution to reconstruct the spec-

trum using an adaptive Tikhonov regulariza-

tionmethod byminimizing the residual norm

with a regularization factor (1, 8). Details of

the optical setup, electrical and optoelectrical

measurements, and computational reconstruc-

tion are provided in fig. S14 andmaterials and

methods sections MM2 to MM4.
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Fig. 2. Single-junction spectrometer demonstration. (A) Schematic of our MoS2/WSe2 heterojunction spec-

trometer (left) and its optical images on the h-BN and graphene layers before (middle) and after (right) depositing

electrodes and stacking the top h-BN passivation layer. The top h-BN layer was omitted from the images in this panel

for better visibility. (B and C) Transfer curves of the MoS2 and WSe2 channels and their heterojunction with the

graphene gate without (B) and with (C) light illumination at different wavelengths with a fixed power of ~20 mW.

(D) Color contour plot of the spectral response matrix. (E and F) Quasi-monochromatic [(E); bandwidth: ~10 nm]

and two different broadband (F) spectra reconstructed with our spectrometer (solid curve) and measured

using a commercial spectrometer (dashed curve). a.u., arbitrary units. (G) Peak signal-to-noise ratio between

reconstructed and reference spectra as a function of learning step.
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The quasi-monochromatic and complex

broadband spectra reconstructed with our

single-junction spectrometer agree well with

the reference spectra measured using a com-

mercial spectrometer, demonstrating the via-

bility of the single-junction spectrometer

concept (Fig. 2, E and F). Although the de-

monstrated bandwidth (from ∼405 to 845 nm)

is limited because of the availability of the

light wavelengths in our laboratory, theMoS2/

WSe2 heterojunction exhibits photoresponse

from ∼400 to 2400 nm (25). Indeed, the vdW

junctions are known to exhibit photodetec-

tion capability for incident light whose wave-

length corresponds to about half of (or even

much smaller than) the bandgap of eachmate-

rial (15–17, 25). Therefore, in principle, the single-

junction spectrometer is not limited by the

material bandgap and feasibly offers an opera-

tion bandwidth broader than that of our dem-

onstration. Our single-junction spectrometer

using the interlayer transport–mediated photo-

response is fundamentally different from the

previously demonstrated spectrometer con-

cepts, such as bandgap engineering and grading

(7–10). Detailed comparisons of our work and

the current state-of-the-art miniaturized spec-

trometers [including black phosphorus–based

spectrometers with the Stark effect (9)] are

given in supplementary text section ST2 and

table S1.

To evaluate deviations between the recon-

structed and reference spectra, the peak signal-

to-noise ratio (PSNR) has previously been

used to analyze the mean squared error (sup-

plementary text section ST3). The maximum

PSNR estimated from the extrapolation is

∼35.7 and 33.6 dB for the quasi-monochromatic

and complex broadband spectra, respectively

(Fig. 2G). A reasonable learning step (i.e., a

step in wavelength for encoding the spectral

responsematrix) can be chosen on the basis of

the saturated PSNR. Therefore, a high-speed

learningprocess is achievablewith a large learn-

ing step and slightly reduced accuracy (11).

The wavelength-resolving power is an im-

portant measure of spectrometers in practical

applications (1, 2). To demonstrate high spec-

tral resolution capability with our single-

junction ultraminiaturized spectrometer, we

construct a high-density spectral response

matrix through an ultrasmall learning step of

∼0.1 nm using monochromatic light of wave-

lengths from ∼675 to 685 nm for the learning

process (Fig. 3A). Our single-junction spec-

trometer encoded by the high-density spectral

response matrix can resolve monochromatic

light with high accuracy (Fig. 3, B and C). The

average peak wavelength difference (Dl) be-

tween reconstructed and reference spectra is

∼0.36 ± 0.06 nm, with a minimum of ∼0.04 nm

(Fig. 3D). This is comparable to the learning

step of ∼0.1 nm. The average wavelength re-

solving power, Rl ¼
l
Dl
at a given input wave-

length l, is ∼3470 (Fig. 3D).

Furthermore, we measure complex incident

spectra to study the spectral resolution. Two

peaks at ∼679 nm, separated by ∼3 nm, are

successfully distinguished (Fig. 3E). Our spec-

trometer can also resolve broadband spectra

and identify their peak wavelengths with high

resolution (∼0.9 nm, demonstrated in fig. S15).

This indicates that our spectrometer has a

spectral resolution comparable to or better than

that of current state-of-the-art miniaturized

spectrometers (3–11), with a footprint (∼22 mm

by 8 mm) comparable to or smaller than most.

This footprint is several orders of magnitude

smaller than that of commercial miniaturized

spectrometers (30) and recently demonstrated

spectrometers usingmetasurfaces (4), quantum

dots (6), or a single-dot perovskite (10) (see

table S1 for a detailed comparison). We note

that the demonstrated accuracy (∼0.36 nm)

and resolution (∼3 nm), which are limited by

the smallest incident wavelength step availa-

ble in our laboratory, can be further improved

by minimizing the learning step during the

learning process.We suggest that such a learn-

ing process—similar to the calibration process

in traditional spectrometers—is practical for

various applications.

Many strategies can be considered for im-

proving the resolution, accuracy, and speed of

our single-junction spectrometer (1). These in-

clude: (i) increasing the dataset size to create

higher-density spectral response matrix by

minimizing the learning step (7–11), (ii) de-

signing junctions with higher response and

larger wavelength or gate dependence (15–17),

and (iii) optimizing the reconstruction algo-

rithm [e.g., suppressing the perturbation with

more advanced regularization (1, 8) or increas-

ing the accuracy with convolutional processing

(20, 21)]. Ideally, decreasing the learning step is

a straightforward approach to forming a denser

spectral responsematrix formore accurate spec-

tral reconstruction.However, there is a trade-off:

Signal difference, measured at small learning

steps, comparable to the measurement noise

could result in errors during reconstruction.

To illustrate the future development possi-

bilities of single-junction spectrometers, we con-

sider the normalized photocurrent-to–dark

current ratio (NPDR) change per wavelength

step of two resolved peaks (supplementary text

section ST4). The extrapolated line in Fig. 3F

indicates the potential of our approach with im-

proved photoresponsivity for higher resolution

than the commercialminiaturized spectrometers

(30). The achievable resolution is highlighted

on the basis of recently reported photoresponse

(∼0.1 to 1 A·W
−1

at 532 nm) of MoS2/WSe2
heterojunctions (25). The resolution and band-

width can be further improved by engineering

junctionswith different combinations of various
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Fig. 3. High-performance wavelength resolving power and spectral resolution. (A) Color contour plot

of the high-density spectral responsematrix with a learning step of ~0.1 nm. (B) Monochromatic (bandwidth: ~2 nm)

spectra reconstructed with our spectrometer (solid curve) and measured using a commercial spectrometer

(dashed curve). (C) Peak wavelengths of the reconstructed and measured spectra as a function of input wavelength.

(D) Peak wavelength difference between reconstructed and reference spectra (top) and wavelength resolving power

of our single-junction spectrometer (bottom). (E) Complex spectra reconstructed (solid curve) and measured

(dashed curve). (F) Future prospect of our single-junction spectrometer aiming for ultrahigh resolution.
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2Dmaterials or integrating waveguides (15–17).

Additional strategies for improving perform-

ance are provided in supplementary text sec-

tion ST5. With the potential to substantially

improve performance, our single-junction spec-

trometer can not only be adapted to other

tunable junction architectures but also inte-

grated with CMOS (complementary metal-

oxide semiconductor)–compatible platforms.

Our single-junction spectrometer can bene-

fit from the recently developed large-scale 2D

material synthesis to construct an array for

future spectral imaging. We demonstrate proof-

of-concept spectral imaging of a color filter

consisting of red, blue, and transparent areas

with spatial scanning using our spectrometer

(Fig. 4A). At each mapping position, the mea-

sured photocurrent data at different VGS are

recorded in the spatial response data cube

for spectral reconstruction. A series of photo-

current mapping data scanned at different

VGS is displayed (Fig. 4B) and converted to a

series of spectral data reconstructed at differ-

ent wavelengths (Fig. 4C). The spectral images

indicate that the red and blue filters absorb

more incident broadband light from ∼405 to

580 nm, and from ∼600 to 700 nm, respective-

ly. As a result, the spectra of the red uppercase

letter “A” (from ∼450 to 700 nm) and the blue

exclamation mark “!” (from ∼405 to 845 nm)

are distinguishable from that of the back-

ground. Note that a strong light signal at near

800 nm for the exclamation mark can be fully

detected, highlighting the advantages of spec-

tral imaging over conventional RGB color im-

aging (see fig. S16 for the spectra reconstructed

with different color filters). In our demonstra-

tion, the image resolution is defined by the

mapping step. However, our concept has great

potential for large-scale spectral imaging by

future array devices, offering high spatial reso-

lution with the junction at the micrometer or

nanometer scale.

In our spectrometer, no photodetector ar-

ray, filter array, or other bulky dispersive com-

ponents are required to achieve high resolution,

subnanometer accuracy, and broad operation

bandwidth. The compact footprint of our single-

junction spectrometers may provide scalability

and compatibility with the current photonic

integrated circuits and CMOS-compatible pro-

cesses for direct integration into modern

smartphones, lab-on-a-chip systems, and other

customized devices ranging from bio-implants

to drones and satellites.

Note added inproof:During theproofreading

stage, we became aware of a recent work (31)

using a ReS2/Au/WSe2 heterostructure, but

with limited resolution and operation.
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Fig. 4. Proof-of-concept demonstration of spectral imaging. (A) Configuration of spectral imaging using

our single-junction spectrometer with a spatial scanning method. A broadband light source filtered with a

color image is incident to our spectrometer for spectral imaging. (B) Photocurrent mapping data scanned at

different VGS. (C) Spectral images reconstructed at different wavelengths, covering the visible to near-infrared

ranges. Higher intensity at each wavelength indicates that more broadband light is transmitted through the color

image. The pixel intensity in (B) and (C) is normalized with each maximum intensity.
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WILDLIFE DISEASE

Disease outbreaks select for mate choice and coat

color in wolves

Sarah Cubaynes1*, Ellen E. Brandell2, Daniel R. Stahler3, Douglas W. Smith3, Emily S. Almberg4,

Susanne Schindler5, Robert K. Wayne6, Andrew P. Dobson7,8, Bridgett M. vonHoldt7,

Daniel R. MacNulty9, Paul C. Cross10, Peter J. Hudson2, Tim Coulson11

We know much about pathogen evolution and the emergence of new disease strains, but less about

host resistance and how it is signaled to other individuals and subsequently maintained. The cline

in frequency of black-coated wolves (Canis lupus) across North America is hypothesized to result from

a relationship with canine distemper virus (CDV) outbreaks. We tested this hypothesis using cross-

sectional data from wolf populations across North America that vary in the prevalence of CDV

and the allele that makes coats black, longitudinal data from Yellowstone National Park, and modeling.

We found that the frequency of CDV outbreaks generates fluctuating selection that results in

heterozygote advantage that in turn affects the frequency of the black allele, optimal mating behavior,

and black wolf cline across the continent.

V
ariation in animal color is frequently

used to assess the quality of potential

mates and their fit to environmental

conditions (1). In many species, color

covaries with aspects of the environment

such as latitude, weather, and the presence of

specific parasites, food resources, and pred-

ators. An individual’s color can signal its

condition or immunological status (2). Honest

signals need coloration to be correlated with

fitness-associated traits, and under these con-

ditions, this may select for particular mate

choice strategies because individuals choose

partners that maximize the expected fitness

of their offspring (3). When the environment

varies spatially, generating a cline in selection

pressures, this could lead to landscape-level

variation in coloration (4) and spatial variation

in strategies of mate choice behavior (5).

Although rare at high latitudes, blackwolves

increase in frequency along a southwest cline

toward forested areas in North America (6),

with the highest frequencies at each latitude

observed along the RockyMountains (Fig. 1A).

The absence of geographical barriers that pre-

vent gene flow, coupled with molecular sig-

nals of selection, points to regional variation

in coat color being due to a cline in selection

pressures (7).

Coat color in wolves (Canis lupus) is deter-

mined by genotype at theK locus geneCBD103

(8). The ancestral wild-type k allele allows a

normal Agouti and Mc1r gene interaction,

resulting in gray coat color, whereas a three-

nucleotide deletion in the K locus gene causes

the protein to prevent Agouti function, lead-

ing to dominant inheritance of a black coat

(9). After a single introgression event into a

North American wolf population in the past

7250 years, the black allele has undergone a

selective sweep, revealing one of the most

rapid spreads of an adaptive variant known in

vertebrates (10). The homozygote KK and the

heterozygote Kk have indistinguishable black

pelage but very different fitnesses (11). There-

fore, coat color phenotype is not itself under

direct selection, but the black allele must

have a function that affects fitness directly or

through pleiotropic effects, conferring a strong

selective advantage in certain environments

(7, 12). Because the K locus encodes for a

b-defensin protein that plays a direct role in

innate and adaptive immunity in mammals

(13), we postulate that it is involved in im-

munity to respiratory infections such as the

morbillivirus that causes canine distemper

virus (CDV), a pathogen of carnivores (14) that

can cause substantial mortality among immu-

nologically naive individuals, particularly juve-

niles (15).

The ability to fight disease can generate a fit-

ness cost in the absence of these threats (16, 17).

We investigated whether the environment-

dependent fitness benefits of certain genotypes

could explain the North American cline in wolf

coat color frequency. CDV infects most carni-

vores, and the frequency of outbreaks varies

depending on the composition of the carni-

vore communities (18). To test the prediction

that coat color varies with CDV occurrence, we

analyzed 12 wolf populations to determine

whether the probability of a wolf being black

was predicted by the presence of CDV anti-

bodies (19).

Wolves seropositive for CDV are more

likely to be black, especially at older ages

(Fig. 1B). We constructed a model to assess

the individual- and population-level effects of

CDV on the probability of a wolf being black

(19). We predicted the probability of being

seropositive for CDV while standardizing for

age and confounding factors (fig. S2). The

population effect is the positive correlation

between the population-level disease expo-

sure and whether an individual is black or

gray (Fig. 1C). The individual effect captures

whether a previously CDV-exposed individual

is more likely to be black, perhaps because it

is more likely to survive the infection and be

sampled later. We found that if an individual

was seropositive for CDV, then its probability

of being black increased from 25 to 32% (P =

0.03) (fig. S4). These results are consistent

with our hypothesis that CDV exposure is pos-

itively associated with coat color frequency and

provide extensive comparative support.

Next,we report an analysis of theYellowstone

wolf population using individual life history

and coat color data collected since their re-

introduction in 1995–1997 (19). The popula-

tion consists of ~55% gray wolves (genotype

kk) and 45% black wolves (genotypes Kk and

KK), with only 5% of these being homozygotes

(Fig. 2). Previous research has revealed that

female gray wolves have 25% higher annual

reproductive success in all years compared

with black females, and that CDV outbreaks

generate a 50% reduction in female repro-

ductive success independently of coat color

(20). However, because so few genotyped black

homozygote individuals have reproduced in

Yellowstone (n = 5), there is insufficient sta-

tistical power to determine whether there is

any difference in reproductive performance

between black genotypes. A survival advan-

tage of black heterozygotes over the other two

genotypes across all years has previously been

reported (11), but we do not knowwhether coat

color and CDV infection interact to influence

survival, and therefore the relative fitness, of

the three genotypes.

We used longitudinal data to explore how

annual age-specific survival rates varied be-

tween 1998 and 2020 among homozygote

black, heterozygote black, and homozygote

gray wolves with individual exposure to CDV

during five CDV outbreaks (19). We devel-

oped a mark-recapture model that included

transitions among susceptible, exposed, and

immune states. We also included information

on permanent dispersal and non-natural and

known natural deaths while simultaneously

modeling recapture rates. Pack identity and

year were included as random effects.
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Mirroring the results of our broad-scale sur-

veys, our analyses revealed that black hetero-

zygote wolves have higher survival compared

with gray wolves, but only in CDV-infected in-

dividuals (Fig. 3). Because inheritance at the K

locus isMendelian, if the survival advantage to

the heterozygote exposed to CDV compensates

for the reduced fertility of black females, then

itmay be advantageous tomate with a partner

of the opposite color to maximize the likeli-

hood of producing heterozygote offspringwhen

epizootics are frequent. We thus hypothesize

that fluctuating, frequency-dependent selec-

tion due to CDV outbreak frequency can alter

the relative fitness of the genotypes, resulting

in a fitness advantage to heterozygotes when

disease is frequent enough and selecting for

the disassortative mating strategy observed

in Yellowstone (21).

We constructed a stochastic, demographic,

two-sex model of the dynamics of the three

genotypes (19). We used a mating function

that allowed us to alter themating preference

from random through disassortative to assor-

tative and evaluate whichmate choice strategy

was optimal under various disease outbreak

frequencies.

When the model was parameterized with

initial starting conditions equal to the ob-

served coat color frequencies at reintroduction

into Yellowstone and observed CDV outbreaks,

the simulations captured the observed dynam-

ics of coat color frequency adequately when

we assumed random or disassortative mating

(Fig. 2). The model did not perform well with

assortative mating, consistent with the excess

of black-gray pairs reported in Yellowstone

(21). Therefore, despite its simplicity, our

model captures the dynamics of wolf coat

color genotypes in Yellowstone.

Our model predicted that the frequency

of black wolves depends upon the frequency

of CDV outbreaks and mate choice strategy

(Fig. 4A). Under all mate choice strategies, the

frequency of black wolves increased with the

frequency of CDV outbreaks. The rate of in-

crease was steepest when wolves mated as-

sortatively and shallowest when they mated

disassortatively. In Yellowstone, wolves mate

disassortatively, but is this adaptive?

Disease-induced mortality selects for the

evolution of mate choice, but the evolution-

arily stable strategy (ESS) changes on either

side of a threshold in disease frequency (19).

Below an outbreak frequency of 0.1 (≈1 out-

break every 10 years), an assortative mating

strategy is the ESS (Fig. 4B), whereas above it,

a disassortative mating strategy has greater

fitness. Random mating is never the ESS. The

black allele is always eliminated in the absence

of CDV when the ESS is assortative mating,

whereas disassortative mating results in a

stable polymorphism.
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Fig. 2. Observations

and predictions

of the frequency of

black wolves in

Yellowstone National

Park. Dark gray lines

are point estimates.

Shaded area represents

95% CIs. Vertical

gray lines represent past

CDV outbreaks. Up to

2020, colored lines

and dots represent a

single model projection

accounting for past CDV

outbreaks for random

(green), disassortative

(purple), and assortative

(yellow) mating. After

2020, the colored

shaded areas represent

95% CIs estimated

from 500 model runs

assuming the same frequency of CDV outbreaks (annual probability of 0.2).
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Fig. 1. Occurrence of CDV and coat color in wolves across North America.

(A) Proportion of each coat color phenotype. Wolf sampling locations included

Alaska Peninsula (AK.PEN), Denali National Park (DENALI), interior Alaska (INT.AK),

Yukon Charley Rivers National Preserve (YUCH), southeastern Alaska (SE.AK),

British Columbia (BC), South Slave Northwest Territories (SS.NWT), Banff and

Jasper National Parks (BAN.JAS), Yellowstone National Park (YNP), Grand Teton

National Park (GTNP), Ontario (ONT), and Superior National Forest (SNF). YNP and

GTNP are offset for visual purposes (n = 1274) (19). (B) Proportion of pup, subadult,

and adult wolves seropositive for CDV among N = 1134 with known age and

sex from the wolf populations sampled in (A). Also shown are 95% confidence

intervals (95% CIs). (C) Relationship between CDV prevalence and proportion of

wolves with black coat color. The thick black line is a restricted major axis regression

weighted by sample size, and gray lines show the 95% bounds of the regression

estimate. Circles are scaled to sample size (N = 1166).
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Our modeling results are consistent with

our hypothesis that the frequency of disease

outbreaks is responsible for the observed cline

in coat color seen across North America, and

they also explain why Yellowstone wolves mate

disassortatively.Wewould expect an assortative

mating strategywhenCDVoutbreaks occur less

than once every decade. Although our results

are consistentwith observations, recent labora-

tory experiments challenging wolf cell cultures

with a range of pathogens have so far failed

to discern genotype-specific responses to CDV

(22). Althoughelegant, thatwork cannot answer

the question that we have addressed because

it fails to capture susceptibility to infection
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outbreak frequency. Lines represent point estimates, and shaded polygons represent 95% CIs from 500 simulations.

RESEARCH | REPORTS

http://science.org


and the complexity of immune responses ex-

pected within free-living individuals (22). In ad-

dition, genetic findings have reported positive

selection on coat color genes, major histocom-

patibility complex (MHC) genes, and immu-

nity genes along a gradient of temperature

and humidity (7), a finding that is consistent

with our conclusions.

Our results are unlikely to be specific to

wolves. In many insects, amphibians, rep-

tiles, birds, and nonhuman mammals, dis-

ease resistance is associated with coloration

(1, 2, 12, 23), a trait that can act as a signal for

pathogen resistance in mate choice (2, 3). Re-

cent findings have identified associations

between disease-resistance MHC genes and

coloration in mammals (10, 24), amphibians

(25), reptiles (26), and birds (27), possibly

through pleiotropic effects or the action of

“supergenes” (1, 28). For example, in some

bird species, carotenoid-dependent coloration

(23) can drive mate choice through associa-

tions with disease-resistant MHC genes that

influence the sensory functions of odor, vision,

and hearing (24).

When coloration is genetically determined

and disease resistance is heritable and asso-

ciated with coloration, a preference for a mate

of a specific color will enhance fitness by max-

imizing the chances of producing resistant

offspring in environments with frequent and

virulent enough pathogens. When the envi-

ronment varies spatiotemporally, alternative

mating strategies could explain the main-

tenance of color polymorphism (5) through

negative-frequency–dependent selection, as

shown here for wolves. Incidental color bi-

products of immune response genesmay con-

sequently be widespread drivers of the mating

behaviors observed across a diverse array of

animal species. It is possible that we have

significantly underestimated the role of path-

ogens in generating the diversify of morpho-

logical and behavioral traits observed in nature

(25, 29).

CDV requires a high population density

to persist, and because wolves live at low

densities, CDV cannot be endemic within a

population (18). Instead, it requires a broad

community of carnivores to persist and inter-

mittent spillover transmission back to wolves.

The reservoir community, species, or popula-

tion is not well understood for CDV in North

America, but we show that CDV prevalence is

positively associated with human density (fig.

S4) (19). CDV probably evolved from human

measles epidemics that decimated indigenous

South American populations when the virus

spilled over into the abundant dog population

and evolved into CDV before being found in

North America in the 1760s (30). Wolves have

genes for black coat color because they repro-

duced with the dogs of First Nations People,

and this introgression happened between 1598

and 7248 years ago (10). It is therefore likely

that other pathogens or mechanisms have con-

tributed to the rapid spread of the black allele.

None of our analyses, on its own, provides

conclusive support for the hypothesis that

the frequency of black wolves across North

America is determined by the frequency of

CDV outbreaks, but each separate, comple-

mentary line of evidence provides support.

These results are important because, first, they

reveal how the frequency of disease outbreaks

imposes selection on immune function, gen-

erating heterozygote advantage only under

certain environments, similar to what is seen

with sickle cell disease in humans. In the ab-

sence of CDV in the environment, the domi-

nant K allele in wolves is expected to be lost

because an assortative mating strategy would

be selected, with the frequency of CDV out-

breaksdetermining the frequencyof thederived

k allele. We provide support that variation in

CDV outbreak frequency has generated the

cline in wolf coat color observed across North

America. An incidental biproduct of genetic

variation at theK locus is coat color variation,

a marked phenotypic pattern that has long

puzzled researchers. The second line of evi-

dence is that sexual selection has operated

on this incidental cue to sculpt wolf behavior,

with Yellowstone wolves mating disassorta-

tively tomaximize their fitness. This shows not

only how the effects of a pathogen influence

selection for resistance, but also how this is sig-

naled between hosts and thus the mate choice

behaviormechanism that results in host diver-

sity. Finally, the results of our study show the

true value of coupling geographically restricted,

intensive, long-term, individual-based studies

of wild populations with continent-wide, cross-

sectional samples from multiple populations.

We were able to link statistical results across

these disparate forms of data using evolution-

arily explicit population modeling. In doing

so, we learned that the maintenance of ge-

netic, morphological, and behavioral variation

both within and between populations of a

charismatic carnivore is the result of environ-

mentally determined, fluctuating, frequency-

dependent selection.
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EVOLUTION

Deep cis-regulatory homology of the butterfly wing
pattern ground plan
Anyi Mazo-Vargas1,2*, Anna M. Langmüller3, Alexis Wilder2, Karin R. L. van der Burg1,

James J. Lewis1,4, Philipp W. Messer3, Linlin Zhang1,5, Arnaud Martin2, Robert D. Reed1*

Butterfly wing patterns derive from a deeply conserved developmental ground plan yet are diverse and evolve

rapidly. It is poorly understood how gene regulatory architectures can accommodate both deep homology

and adaptive change. To address this, we characterized the cis-regulatory evolution of the color pattern gene

WntA in nymphalid butterflies. Comparative assay for transposase-accessible chromatin using sequencing

(ATAC-seq) and in vivo deletions spanning 46 cis-regulatory elements across five species revealed deep

homology of ground planÐdetermining sequences, except in monarch butterflies. Furthermore, noncoding

deletions displayed both positive and negative regulatory effects that were often broad in nature. Our results

provide little support for models predicting rapid enhancer turnover and suggest that deeply ancestral,

multifunctional noncoding elements can underlie rapidly evolving trait systems.

T
rait evolution frequently occurs through

sequence divergence in noncoding re-

gions of the genome that control gene

expression (1). Few case studies, how-

ever, have characterized the history of

regulatory systems that underlie rapidly evolv-

ing traits (2). In this work, we performed com-

parative chromatin analyses and regulatory

knockouts of the butterfly wing pattern gene

WntA to investigate how trait homology is

reflected in regulatory sequences of a highly

diverse, continually adapting character sys-

tem. WntA encodes a signaling ligand that

induces major color pattern elements of the

butterfly wing pattern ground plan (3–6), and

WntAnoncoding variation underlies color pat-

tern adaptation inmultiple unrelated butterfly

species (4, 7). Thus, allelic variation at the

WntA locus underlies pattern variation at mi-

croevolutionary scales yet also explainsmacro-

evolutionary aspects of pattern divergence.

To characterize the cis-regulatory architec-

ture of theWntA [i.e., identities and locations

of regulating cis-regulatory elements (CREs)],

we first used Hi-C to infer the topologically

associating domain (TAD) of the WntA locus

in developing wings. Inside individual TADs,

CREs and genes preferentially interact with

each other (8). In imaginal discs of Junonia

coenia, when WntA is expressed (5), we iden-

tified a TAD that spans WntA and its two in-

tergenic regions (Fig. 1, A and B). The strongest

CRE-to-promoter interactions occurred just

upstream of the WntA promoter and across

its lengthy first intron. These data, coupled

with sequence association studies (7, 9), led

us to focus our functional screens for WntA

CREs on these regions.

We performed the assay for transposase-

accessible chromatin using sequencing (ATAC-

seq) to profile chromatin accessibility in heads,

forewings, and hindwings from the last larval

instar of five nymphalids (Fig. 1C and fig. S1). By

comparing head and wing profiles, we iden-

tified regions showing wing-specific activity.

We next asked to what extent individual wing-

specific CREs are conserved or are lineage

specific. By overlapping the most conserved

sequences (Fig. 1C) with the differentially ac-

cessible chromatin regions, we observed that

69 to 88% of wing-specific CREs in the WntA

TAD were in areas with strong sequence con-

servation between the nymphaline, satyrine,

and heliconiine subfamilies. The exception was

the monarch butterfly, Danaus plexippus, for

which 70.6% of the ATAC-seq peaks were in

danaine-specific regions (fig. S2). Whereas the

nymphaline and heliconiine datasets high-

lighted both orthologous and novel CREs, most

wing-specific CREs were conserved within and

between these nymphalid subfamilies. By con-

trast, the sister group to the rest of the nym-

phalids, the Danainae clade showed a largely

lineage-specific repertoire of CREs (figs. S1 and

S2), consistentwith the divergentmode ofWntA

expression previously reported inmonarchs (6).

We functionally assessed regions containing

candidate WntA CREs using a CRISPR-Cas9

shotgun mosaic deletion approach (10), where

we injectedmultiple single-guideRNAs (sgRNAs)

tiled across open chromatin regions (Fig. 2A,

fig. S3, and tables S1 and S2). This approach

results in pattern mutant clones derived from

a spectrum of deletions of different lengths

and positions around candidate CREs. To iden-

tify regions that potentially play a role in

establishing the nymphalid ground plan, we

targetedwing-specific CREs conservedbetween

J. coenia andVanessa cardui—two species with

ancestral-like WntA-induced color patterns

(5, 6). We observed that most of our deletions

generated mutant clones affecting similar or

overlapping wing color pattern elements (fig.

S3 and data S1) (11) and also affected basal,

central, and distal pattern elements across both

wings (Fig. 2B and fig. S3). This high prevalence

of overlapping phenotypic effects is consistent

with the Hi-C data, which reveal physical inter-

actions across multiple CREs and the WntA

promoter (Fig. 1A) and support a model where

color patterns are determined by a spatially

distributed array of physically interacting non-

coding sequences.

This conserved WntA regulatory architec-

ture prompted us to investigate the role of

recently evolved sequences in pattern forma-

tion. To test this, we deleted a region centered

on CRE 24, which appears to be specific to

V. cardui. CRE 24 is not found in congener-

ics Vanessa tameamea or Vanessa atalanta

(which diverged ~10 to 15 million years ago)

(12) (fig. S4) or any other currently sequenced

butterfly. Deletion of this region caused the

reduction and/or loss of basal, central, and

marginal pattern elements (figs. S1 and S5),

thus demonstrating how even recently evolved

noncoding sequences can be integrated into

cis-regulatory networks.

Color pattern homologies ofHeliconius but-

terflies are a long-standing question (13, 14).

WntA specifies melanic patches in this genus

thatmay bederived from thenymphalid ground

plan (3, 6). We thus investigated to what degree

ancestral versus Heliconius-specific CREs de-

termine these patterns. ATAC-seq and compa-

rative sequence analysis showed a large number

of WntA CREs with deep sequence conserva-

tion between heliconiines and nymphalines

(Fig. 1C and fig. S1), including CREs required

for ground plan patterning in J. coenia and

V. cardui. We generated deletions centered

on five of these deeply conserved CREs in

Heliconius himera (figs. S3C and S4). Notably,

deletions spanning all five CREs, including on

opposite ends of the first intron, had similar

broad effects on melanic Heliconius wing pat-

terns (Fig. 2D) (11). Deletions spanning two

additional heliconiine-specific CREs revealed

similar, overlapping phenotypes (11). We con-

clude thatHeliconius WntA shares a conserved

cis-regulatory architecture with nymphaline

butterflies and that the highly derivedmimicry-

related color patterns of Heliconius appear to

share deep regulatory homology with the nym-

phalid ground plan.

It has been speculated that the color pat-

terns of basal heliconiines, which typically

show fragmented black, brown, and silver spots,

may represent an intermediate state bridging

the ancestral ground plan with the Heliconius

pattern archetype (13, 14).We tested this in the
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basal heliconiine Agraulis vanillae by produc-

ing deletions spanning the same regulatory re-

gions tested in H. himera (Fig. 2D) and several

additional heliconiine-specific CRE regions (fig.

S4). Again, we found similar results—deletions

of regulatory sequences across very different

regions of the first intron had overlapping ef-

fects distributed across allWntA-induced color

patterns (data S1) (11). This supports models

that heliconiine color patterns evolved through

simplification of the nymphalid ground plan

and suggests that this process occurred part-

ly through the tinkering of an ancestral cis-

regulatory apparatus.

We next examined D. plexippus, the mon-

arch butterfly—an exemplar of the nymphalid

subfamily Danainae—to investigate howdeeply

the cis-regulatory architecture described above

is conserved in nymphalids. Inmonarchs,WntA

shows distinctive vein-associated expression

patterns, and WntA knockouts cause the loss

of these patterns (6). These patterns are highly

derived and challenging to homologize with

the nymphalid ground plan (6). Overall, the

noncoding region of the monarchWntA locus

shares relatively little sequence similarity with

those of other nymphalids and shows a re-

duced number of ATAC-seq peaks (Fig. 1C),

most of which are in danaine-specific genomic

sequences (figs. S2 and S4). Although there are

a few orthologous CREs, including theWntA

promoter, most show no identifiable sequence

similarity with other nymphalids, which sug-

gests that they are independently derived or

that their sequences are so divergent that or-

thology is difficult to ascertain (15, 16). To test

thewing patterning function ofmonarch CREs,

we generatedmosaic deletions centered on six

danaine-specific CREs and one ancestrally con-

served CRE. Again, we found that even distantly

spaced regions had similar effects on WntA-

induced color patterns (Fig. 2E and data S1).

Thus, although many nymphalid wing pat-

terns appear to derive from a deeply conserved

regulatory architecture, there are also cases

where divergent regulatory sequences under-

lie lineage-specific patterns.

Previous work has shown thatWntA knock-

outs result in a highly specific loss of WntA-

expressing color patterns (3, 6). Our deletions

that phenocopy WntA coding knockouts (Fig.

2) validate the enhancer-like function of these

noncoding regions.However, wewere surprised

to observe expansions ofWntA-expressing color

patterns in severalmosaic deletion experiments

(data S1) (11). These expansions are phenocop-

ied by heparin injections, which enhance

WntA signaling during color pattern forma-

tion (5, 6, 17). Because deletion-induced color

pattern expansion accurately replicates WntA

gain-of-function effects, we speculate that some

regulatory deletions had a positive impact

onWntA transcription. These dual gain- and

loss-of-function effects are well illustrated in

A. vanillae, in which WntA is expressed in a

subset of silver and black spots (Fig. 3A). When
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Fig. 1. Deeply conserved

chromatin landscape of the

WntA regulatory region.

(A) Hi-C reveals abundant

chromatin interactions across

the upstream and first-intron

regions of WntA. Color intensity

corresponds to the contact

frequency per bin. (B) TAD

separation score. Black lines in

(A) depict TAD boundaries as

predicted by the TAD separa-

tion score. (C) Chromatin

accessibility tracks (ATAC-seq)

for each species sampled in this

study, with phylogenetic rela-

tionships shown. Orthologous

CREs assessed in this study are

in blue shadows connecting

different species, whereas

lineage-specific elements are

shown in gray; see figs. S1

and S4 for details. mya, million

years ago; Diff., differential.
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heparin is injected, theWntA-expressing silver

spots expand, whereas WntA-negative spots

melanize or disappear. WntA coding knock-

outs present the opposite results—WntA-

expressing silver spots disappear, whereas

WntA-negative spots extend (6). Both expan-

sion and reduction effects were observed in

many deletion clones (Fig. 3B) across all spe-

cies (fig. S6 and data S1). Our results show that

WntA regulatory sequences encode both pos-

itive and negative regulatory instructions for

color pattern formation.

The color pattern expansion and contrac-

tion phenotypes described above are present

inmosaic individuals that bear deletion alleles

306 21 OCTOBER 2022 • VOL 378 ISSUE 6617 science.org SCIENCE

Fig. 2. In vivo mosaic deletions of WntA CREs reveal evolutionarily con-

served wing pattern development functions. (A) Shotgun deletion generates

butterflies that are mosaic for different deletion lengths. bp, base pair; WT, wild

type. (B) A J. coenia WntA null mutant shows loss of WntA-expressing color

pattern elements (left). This effect is phenocopied by the CRE 20 mosaic

knockout (mKO). (C) CRE 21 ortholog mKOs across nymphaline (J. coenia

and V. cardui) and heliconiine (A. vanillae) species illustrate deep evolutionary

conservation of wing pattern ground plan CREs. (D) CRE 7 ortholog mKOs

across nymphaline (V. cardui) and heliconiine (H. himera and A. vanillae)

species suggest that the highly divergent Heliconius wing patterns share

a deep regulatory architecture with the nymphalid ground plan. (E and

F) D. plexippus lineage-specific wing pattern CREs illustrated by CRE 8 (E)

and CRE 2 (F) mKOs. CL-WT refers to contralateral wings with mostly or

completely wild-type color patterns from the same individuals as the pictured

mKO phenotypes. Cyan arrowheads point to asymmetric color patterns.

Fw, forewing; Hw, hindwing.
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of different lengths (Fig. 2A). The mosaic

nature of the shotgun mutations, however,

limits our ability to make precise mechanistic

conclusions about the functions encoded

within individual CREs. Therefore, to link

specific color pattern effects to specific mutant

alleles, we in-crossed V. cardui G0 crispants to

generate F1’s and then in-crossed further to get

F2 germline mutants bearing deletions in CRE

23 (Fig. 3, E and F, and fig. S7). We confirmed

heterozygous and compound inheritance of

deletions within this single CRE (fig. S7), which

caused different color pattern changes exem-

plified by specific gain-of-function effects in

dorsal and ventral melanic subelements on

the forewings (Fig. 3, E and F). This allelic

series shows that small changes in a single

CRE are enough to cause localized phenotypic

SCIENCE science.org 21 OCTOBER 2022 • VOL 378 ISSUE 6617 307

Fig. 3. Positive and negative regulatory activity is a characteristic of color

pattern regulation. (A) Heparin injections [gain-of-function (GOF), magenta] andWntA

knockouts [loss-of-function (LOF), green] in A. vanillae highlight the effects of experimental

manipulations of the WntA signaling axis. Expr., expression. (B) Mosaic shotgun

deletions of WntA CRE 12 in A. vanillae variably result in expansion and contraction of

the anterior hindwing silver spots, consistent with a WntA LOF and GOF, respectively.

(C)Wild-typeV. cardui butterfly with closeup of ventralmiddle forewing region. (D) Heparin

injections in V. cardui illustrate the WntA GOF phenotype. (E and F) F1 (E) and F2 (F)

WntA CRE 23 deletion in V. cardui. Each individual represents a different combination of

deletion alleles (fig. S7). Cyan dots and dashed annotations show wing landmarks. The

“X” marks indicate an absence of pattern with respect to the wild-type phenotype.

Arrowheads point to the extension of melanic pigmentation. gRNA, guide RNA.
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changes (Fig. 3E) and illustrates the role of

negative, silencer-like regulatory directives

during patterning.

In testing the wing patterning functions of

many orthologous and lineage-specific regu-

latory regions across five different butterfly

species, we made several discoveries that re-

shape our understanding of the regulatory ar-

chitecture of morphological evolution. First, in

contrast to traditional models, most noncod-

ing deletions that we studied acted globally

across forewings and hindwings, often with-

out restriction to any specificWntA-expressing

color pattern elements. These broad effects

suggest an unexpected regulatory fragility to

wing patterning. Similar sensitivity to pertur-

bation was also observed for the Heliconius

color pattern gene optix (10) and may indicate

that these loci require the assembly of clusters

of CREs into transcriptional hubs to mediate

gene expression, consistent with emerging

superenhancer models (18–20). Second, many

deeply conserved wing pattern CREs are

shared between nymphalid butterflies. These

conserved elements control homologous ground

plan components as well as divergent color

patterns in species that evolved derivedmodes

of WntA expression. We propose that this

deep conservation reflects an ancestral reg-

ulatory homology that underlies the nym-

phalid ground plan. Third, noncoding regions

have the capacity to both promote and sup-

press WntA color patterns. Overall, the com-

bination of deep conservation and dense

functionality of WntA regulatory sequences

suggests a mode of evolution marked less by

the gain and loss of pattern-specific enhancers

andmore by nuancedmodification of an array

of deeply ancestral, multifunctional ground

plan sequences.

REFERENCES AND NOTES

1. M. Rebeiz, M. Tsiantis, Curr. Opin. Genet. Dev. 45, 115–123

(2017).

2. A. Monteiro, M. D. Gupta, Curr. Top. Dev. Biol. 119, 205–226

(2016).

3. C. Concha et al., Curr. Biol. 29, 3996–4009.e4 (2019).

4. A. Martin et al., Proc. Natl. Acad. Sci. U.S.A. 109, 12632–12637

(2012).

5. A. Martin, R. D. Reed, Dev. Biol. 395, 367–378 (2014).

6. A. Mazo-Vargas et al., Proc. Natl. Acad. Sci. U.S.A. 114,

10701–10706 (2017).

7. J. R. Gallant et al., Nat. Commun. 5, 4817–4827 (2014).

8. J. R. Dixon et al., Nature 485, 376–380 (2012).

9. S. M. Van Belleghem et al., Nat. Ecol. Evol. 1, 0052 (2017).

10. J. J. Lewis et al., Proc. Natl. Acad. Sci. U.S.A. 116, 24174–24183

(2019).

11. A. Mazo-Vargas, R. D. Reed, Deep cis-regulatory homology

of the butterfly wing pattern groundplan, dataset, Dryad

(2022); https://doi.org/10.5061/dryad.8cz8w9gpr.

12. J. Zhang, Q. Cong, J. Shen, P. A. Opler, N. V. Grishin,

bioRxiv 829887 [Preprint] (2019).

13. H. F. Nijhout, The Development and Evolution of Butterfly Wing

Patterns (Smithsonian Institution Press, 1991).

14. H. F. Nijhout, G. A. Wray, Biol. J. Linn. Soc. Lond. 33, 345–365

(1988).

15. M. Kazemian et al., Genome Biol. Evol. 6, 2301–2320 (2014).

16. L. Minnoye et al., Genome Res. 30, 1815–1834 (2020).

17. A. Sourakov, L. T. Shirai, Trop. Lepid. Res. 30, 4–19

(2020).

18. F. Grosveld, J. van Staalduinen, R. Stadhouders, Annu. Rev.

Genomics Hum. Genet. 22, 127–146 (2021).

19. E. Z. Kvon, R. Waymack, M. Gad, Z. Wunderlich,Nat. Rev. Genet. 22,

324–336 (2021).

20. A. Tsai, M. R. Alves, J. Crocker, eLife 8, e45325 (2019).

ACKNOWLEDGMENTS

We thank J. Sanders for experimental and analysis input in addition

to building a laboratory in the basement of his house and

bringing laboratory equipment that allowed us to perform

Nanopore genotyping at the beginning of the COVID-19 pandemic.

We thank A. Picard Hastings and A. Agrawal for sharing monarch

stocks; J. Hanly, S. Van Belleghem, and R. Papa for comments

and experimental input; C. Peng, J. Kwan, B. Brack, R. Geltman,

and C. Robertson for assistance rearing caterpillars; L. Livraghi and

the personnel from genomics core facilities at Cornell University,

Duke University, and the University of Maryland–Baltimore for

DNA sequencing; and A. Fungtammasan at DNANexus for

preassembling PacBio genomes. Funding: This study was

supported by National Science Foundation grant DGE-1650441

(to A.M.-V.; Graduate Research Fellowship Program); National

Science Foundation grants IOS-1656514, IOS-1753559, and

IOS-2128164 (to R.D.R.); and National Science Foundation grant

IOS-1656553 (to A.M.). Authors contributions: Conceptualization:

A.M.-V. and R.D.R. Investigation: A.M.-V. Experiments: A.M.-V.

and A.W. Writing – original draft: A.M.-V. and R.D.R. Writing –

review & editing: A.M.-V. and R.D.R. Simulation analysis: A.M.L. and

P.W.M. Resources: K.R.L.v.d.B., L.Z., J.J.L., A.M., and R.D.R.

Competing interests: The authors declare no competing interests.

Data and materials availability: Sequence data from ATAC-seq

and Hi-C sequencing that support the findings of this study

have been deposited in the National Center for Biotechnology

Information BioProject PRJNA695303 under BioSamples accession

nos. SAMN17611226 to SAMN17611270 and SRX8598136.

Additionally, all butterfly wings showing mutations were scanned

and deposited in a Dryad repository (11). License information:

Copyright © 2022 the authors, some rights reserved; exclusive

licensee American Association for the Advancement of Science. No

claim to original US government works. https://www.science.org/

about/science-licenses-journal-article-reuse

SUPPLEMENTARY MATERIALS

science.org/doi/10.1126/science.abi9407

Materials and Methods

Figs. S1 to S11

Tables S1 to S7

References (21–47)

MDAR Reproducibility Checklist

Data S1 and S2

Submitted 17 April 2021; accepted 7 September 2022

10.1126/science.abi9407

MEMBRANES

Highly flexible and superhydrophobic MOF nanosheet
membrane for ultrafast alcohol-water separation
Li-Hao Xu†, Shen-Hui Li†, Heng Mao, Yan Li, Ao-Shuai Zhang, Sen Wang, Wei-Min Liu, Jing Lv,

Tao Wang, Wei-Wei Cai, Le Sang, Wen-Wen Xie, Chan Pei, Zheng-Zheng Li,

Ying-Nan Feng*, Zhi-Ping Zhao*

High-performance pervaporation membranes have potential in industrial separation applications,

but overcoming the permeability-selectivity trade-off is a challenge. We report a strategy to create

highly flexible metal-organic framework nanosheet (MOF-NS) membranes with a faveolate structure

on polymer substrates for alcohol-water separation. The controlled growth followed by a surface-

coating method effectively produced flexible and defect-free superhydrophobic MOF-NS membranes.

The reversible deformation of the flexible MOF-NS and the vertical interlamellar pathways were

captured with electron microscopy. Molecular simulations confirmed the structure and revealed

transport mechanism. The ultrafast transport channels in MOF-NS exhibited an ultrahigh flux and a

separation factor of 8.9 in the pervaporation of 5 weight % ethanol-water at 40°C, which can be

used for biofuel recovery. MOF-NS and polydimethylsiloxane synergistically contribute to the

separation performance.

A
s an energy-efficient separation technol-

ogy, membrane-based separation pro-

cesses have attracted attention because

of the demand to reduce carbon emis-

sions and pollution (1–3). Recovery of

biofuels, such as alcohols, from fermentation

broths is essential to improve production yield

(4). Hydrophobic polymeric membranes are

widely applied in pervaporation for bioetha-

nol recovery (5, 6). However, the separation

performances of polymer-based pervaporation

membranes are generally limited by relatively

low permeability or selectivity and the trade-

off between permeability and selectivity,

which restrict their application (7). Develop-

ing a strategy to fabricate high-performance

pervaporationmembranes helps reduce energy

consumption and improve efficiency for indus-

trial biofuel production.

Metal-organic frameworks (MOFs) are wide-

ly studied because of their specific absorption

affinities, high designability, and diversified

pore structures and sizes (8–10). High-porosity

MOFshave been embedded inpolymericmatrix

to prepare mixed-matrix membranes (MMMs);

for example, we used pearl necklace–likeMOFs

with continuousmolecular pathways generated

by successiveMOFnanoparticles inMMMs (11).

However, transport pathways inMMMs were
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still dominated by the polymermatrix. Besides

MMMs, applications of substrate-supported

heteroepitaxialMOFmembranes in liquid sepa-

ration are limited (12, 13). Ineffective control

over crystal growth and defects caused un-

satisfactory separation performances (12). In-

organic discs and metal mesh are the most

reported substrates for MOFmembranes, but

they can hardly be scaled up. Polymeric sub-

strates with good processability are preferred

for mass production (14). Moreover, oriented

two-dimensional MOF nanosheet (MOF-NS)

membranes usually show promising sepa-

ration performances compared with that of

three-dimensionalMOFmembranes (15). How-

ever, controlled growth of MOF nanosheets on

polymeric substrates is challenging owing to

the confliction between rigidMOFs and flexible

substrates.

We report a strategy to fabricate MOF-NS

membranes with excellent flexibility and

permselective properties. The MOF-NS mem-

branes possess a faveolate structure, which

provides large specific surface area with high

roughness and fast molecular transport chan-

nels. After facile polydimethylsiloxane (PDMS)

coating, the resultant defect-free superhy-

drophobic membranes demonstrate ultrafast

pervaporation performances in alcohol-water

separation.

Polyvinylidene fluoride (PVDF) is a common-

ly used inert substrate material for pervapo-

ration membranes. In this work, we prepared

a PVDF substrate with purposely embedded

ZIF-8 seeds to enable subsequent MOF-NS

growth on a membrane surface (ZIF, zeolitic

imidazolate framework). The seeded PVDF

membrane (SEEDS/PVDF) was prepared with

PVDF solution containing ZIF-8 seeds by

means of immersion precipitation. ZIF-8 seeds

are enriched on the surface of SEEDS/PVDF

(Fig. 1A and fig. S1). Unlike the reported bud-

shaped ZIF-8 (16), a shape transformation of

ZIF-8 from rhombic dodecahedron (fig. S2) to

a bud-like shape (Fig. 1A) occurred, whichmay

be the result of the strong shear force exerted

to ZIF-8 during the membrane formation

process (Fig. 1B) (17). X-ray diffraction (XRD)
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Fig. 1. Preparation protocols and structures of the MOF-NS/PVDF membrane. (A) Surface morphologies of the membranes (evolution of surface morphology

during the growth process from SEEDS/PVDF substrate to MOF-NS/PVDF). (B) Schematic of the membrane fabrication process for SEEDS/PVDF and MOF-NS/PVDF.

(C) XRD patterns of the pristine PVDF, SEEDS/PVDF, MOF-NS/PVDF, and simulated [Zn2(MeIm)4]n membranes.
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Fig. 2. Highly flexible structure of MOF-NS/PVDF membrane. (A) SEM images of morphology variations of MOF-NS/PVDF under electron beam bombardment.

(B) Illustration of the reversible deformations. (C) Bending resistance test of MOF-NS/PVDF. (D) Surface and cross-section morphologies of MOF-NS/PVDF after

bending resistance test.

Fig. 3. Titration coating protocols,

structures, and surface characteristics

of the PDMS-modified MOF-NS/PVDF

membrane. (A) Schematic of titration

coating. (B) Surface morphologies of

MOF-NS/PVDF and PDMS/MOF-NS/

PVDF-15s. (C) MOF-NS percentage in the

composite layer with different titration

coating time. (D) Surface hydrophilicity

and hydrophobicity of MOF-NS/PVDF

and PDMS/MOF-NS/PVDF membranes

with different titration coating time.
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showed that a new diffraction peak (~9.4°)

appeared in the curve of SEEDS/PVDF (Fig. 1C)

that corresponds to the peak at 10.5° of ZIF-8

seeds (fig. S3).Moreover, themainpeak of ZIF-8

seeds at 7.5° (corresponding to the [011] plane)

was retained in SEEDS/PVDF, whereas a red

shift from 7.5° to 7.2° indicates the lattice dis-

tortion of ZIF-8 duringmembrane formation.

The well-distributed bud-like MOF seeds on

the SEED/PVDF surface offer heterogeneous

nucleation sites for MOF growth. A layer of

oriented nanosheets completely covered the

SEED/PVDF substrate (Fig. 1A and fig. S4).

The presence of ZIF-8 seeds provides the basis

for MOF-NS growth and regulates the growth

direction. In comparison, only a few polycrys-

talline ZIF-8 nanoparticles adhere to the un-

seeded PVDF substrate (fig. S5). A continuous

SCIENCE science.org 21 OCTOBER 2022 ¥ VOL 378 ISSUE 6617 311

Fig. 4. Pervaporation performances and simulated transport channels of the membranes and the morphology effect on flow behavior of feed. (A) Pervaporation

performance for separating 5 wt % ethanol-water solutions at 40°C. (B) HR-TEM images of MOF-NS nanosheets. (Inset) The diffraction from [040] planes within a

several-layered nanosheet. (C) Lamellar structure and interlayer channels of MOF-NS. (D) One-dimensional channel and pore diameter of Zn2(MeIm)4. (E) Separation

performance of PDMS/MOF-NS/PVDF-15s (red solid star) compared with other state-of-the-art membranes. (F) Long-term separation performance of PDMS/

MOF-NS/PVDF-15s. (G and H) Flow field around the membrane surface for (G) pristine PDMS/PVDF and (H) PDMS/MOF-NS/PVDF.
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and uniformMOF-NS/PVDFmembrane with
a faveolate structure was established after
6 hours. The crystals grew along the direction
of the seeds and formed a continuous layer in
the horizontal direction initially. When the
crystal grew in the in-plane orientation, the
growth resistance would be inescapably in-
tensified as the growth time increases, re-
sulting in the growth orientation gradually
changing to the low-resistance vertical di-
rection, which agrees with the Van der Drift
competitive growth theory (18, 19). The thick-
ness ofMOF-NS/PVDFmembranes increased
stepwise (fig. S6).
The sharp epitaxy of the MOF-NS and the

cavities created by the vertically grown nano-
sheets lead to a highly rough membrane sur-
face [surface roughness (Ra) = 275 ± 16 nm]
(fig. S7). The XRD peak that occurred in
SEEDS/PVDF at about 9.4° is presented in
MOF-NS/PVDF (Fig. 1C), implying evolution
of the MOF-NS from the ZIF-8 seeds. In con-
trast to the XRDpattern of ZIF-8 seeds (fig. S3),
theMOF-NS/PVDFmembrane almost shows
only the [002] plane with a layer spacing of
9.6 Å, indicating a parallel orientation along
the c axis perpendicular to the PVDF substrate.
The high-resolution transmission electron mi-
croscopy (HR-TEM) images (fig. S8) display
the laminated structure of MOF-NS and its
higher surface crystallinity than that of ZIF-8
(fig. S8, C and D). The lattice fringes with in-
terplanar spacings of 0.28 and 0.49 nm are
attributed to the [040] and [202] planes of
MOF-NS. The interlayer spacing of ~1.0 nm
agrees well with the XRD result (fig. S9). The
pore characteristics (figs. S10 and S11) demon-
strate decreased surface area and pore volume
of MOF-NS than those of ZIF-8 seeds, which
is generally observed in the morphological
changes of MOFs from three-dimensional to
two-dimensional (20).
Density functional theory (DFT) calculations

show that the crystal structure consists of a
[Zn2(MeIm)4]n grid-like plane and interlamel-
lar spacing (fig. S12). The XRD of simulated
[Zn2(MeIm)4]n corroborates the measured
data (Fig. 1C). The Zn–OH bonding (figs. S13
and S14) can form competitive coordination
effects between hydroxyl and imidazole groups.
Furthermore, the hydrogen bonding interac-
tions between hydroxyl groups and N–H of
imidazole inMOF-NS facilitate the formation
of lamellar structures and lead to the faveo-
late structure (21).
The MOF-NS/PVDF membrane possesses

excellent flexibility. Reversible deformations
of the MOF-NS layer were captured with scan-
ning electronmicroscopy (SEM) (Fig. 2A and
movie S1). The vertically grown direction
with the soft configuration enables the nano-
sheets to deform when exposed to the high-
power electron beam.We observed three types
of deformation: flip, twist, and sway (Fig. 2B).

The nanosheets were intactly anchored to the
substrate by the preembedded ZIF-8 seeds
during the deformation process. This phe-
nomenon does not exist in the bulk-type pure
MOF membranes or the MMMs. Moreover,
regardless of bending or buckling (Fig. 2C),
no morphological change was observed on the
surface or cross-section (Fig. 2D), proving the
overall flexibility of the membrane.
The performance of pervaporation mem-

branes is mainly influenced by two factors:
the differences in solubility of guest molecules
intomembrane surface and the diffusion rate
of guest molecules in membrane matrix. We
used a convenient titration coating to seal
molecular-scale defects on the MOF-NS/PVDF
and construct a dual-functional membranewith
superhydrophobicity and internal fast molecu-
lar diffusion pathways (Fig. 3A). PDMS is a hy-
drophobicmaterial that preferentially dissolves
alcohols overwatermolecules. PDMS/MOF-NS/
PVDF membranes were produced by tuning
PDMS-coating conditions (figs. S15 to S17).
Rough surface morphology of the MOF-NS/

PVDFmembrane remains when the titration
coating duration does not exceed 15 s (Fig. 3B
and figs. S18 and S19). The membrane surface
is evenly covered by PDMS, whereas the shape
of nanosheets is still visible. As the coated
PDMS increases with titration time, the MOF-
NS percentage in the composite layer decreases
(Fig. 3C). This strategy of first growing MOFs
on PVDF substrate followed by PDMS coating
could achieve uniformly distributed and highly
loaded fillers in the polymer.
Thehigh roughness ofMOF-NS/PVDF causes

a nearly zero water contact angle (Fig. 3D and
movie S2). The contact angle reaches 158.3°
with 15-s titration coating (PDMS/MOF-NS/
PVDF-15s), demonstrating superhydropho-
bicity (fig. S20 and movie S3), which is much
greater than that of the PDMS/PVDF mem-
brane (108.0°). This composite membrane has
a higher affinity toward ethanol than water
(fig. S21), which is preferred in organophilic
pervaporation. A prolonged coating time leads
to PDMS completely covering the MOF-NS,
debasing the structural advantages.
Compared with pristine PDMS/PVDF (flux,

0.5 kg·m−2·hour−1; separation factor, 7.6),
MOF-NS/PVDF exhibits an ultrahigh flux
(25.8 kg·m−2·hour−1) but a low separation fac-
tor (2.1) because of the molecular-scale defects
(Fig. 4A). The MOF-NS with high surface crys-
tallinity are composed of a [Zn2(MeIm)4]n grid-
like plane and vertical interlamellar spacing of
9.6 Å (Fig. 4, B and C). The pore diameter of
MOF-NS interlamination calculated fromDFT
is about 4.2 to 4.4 Å (Fig. 4D and fig. S22),
which leads to confined mass transfer of eth-
anol (dynamic diameter, 4.4 Å). The flexible
aperture of imidazole could increase the win-
dow size (22), and the flopping motion of
ligands allows ethanol molecules to diffuse

effectively (movie S4). The vertically oriented
flow channels (Fig. 4C) align with the flow
direction of guest molecules, reducing the
transportation resistance. The sealed PDMS/
MOF-NS/PVDF-15s exhibits a total flux of
6.8 kg·m−2·hour−1, which is 12.6 times higher
than that of pristine PDMS/PVDF and a slight
increase in the separation factor (8.9) (Fig. 4A
and fig. S23). It exhibits notably improved
flux in comparison with other state-of-the-
art polymeric substrate–supportedmembranes
(Fig. 4E and table S1).
The performance tests (Fig. 4F and fig. S24)

demonstrate membrane’s structural stability
and durability. PDMS prevents excessive scour
of the feed onMOF-NS. The constructed struc-
ture of PDMS/MOF-NS/PVDF is beneficial
to pervaporation performance in two ways:
(i) The rough surface increases the turbu-
lence of the feed (Fig. 4H), reducing themass
transfer resistance within the boundary layer
as well as increasing driving force ofmolecular
transport by mitigating the concentration and
temperature polarization phenomena; addi-
tionally, the nanostructured superhydrophobic
surface could also improve fouling resistance
for fermentation broth pervaporation (23).
(ii) The rough surface also increases the effec-
tive contact area for permeation.
To better analyze the transport mechanism,

we tested the membranes for n-butanol-water
separation (fig. S25). Because of the prefer-
ential absorption and swelling of PDMS for
butanol over ethanol, the flux of PDMS/PVDF in
n-butanol-water separation (1.0 kg·m−2·hour−1)
is twice the flux in ethanol-water separa-
tion (0.5 kg·m−2·hour−1) (11). Meanwhile, the
PDMS/MOF-NS/PVDF membrane shows a
n-butanol-water flux of 9.4 kg·m−2·hour−1,
which is about 40% higher than the ethanol-
water flux (6.8 kg·m−2·hour−1). Because the dy-
namic diameter of butanol molecules (5.1 Å)
is larger than the calculated pore diameter of
MOF-NS’s interlamination, butanol molecules
would encounter high diffusion resistance
when passing through the MOF-NS layer. By
contrast, ethanol (4.4 Å) and water (2.7 Å)
molecules could diffuse through the inter-
laminar channels more easily. The sieving ef-
fect of the MOF-NS layer for butanol leads to
the smaller flux increment of PDMS/MOF-
NS/PVDF-15s (40%) than that of PDMS/PVDF
(100%) and to the decrease of separation factor
(26.5 to 12.1).
We used molecular dynamics simulations

to reveal the molecular transport mechanism
when separating the alcohol-water mixtures
with MOF-NS and PDMS/MOF-NS (figs. S26
to S29 and tables S2 to S6). The higher ethanol
concentration around the surface of MOF-NS
(25.4 mol %) than the bulk feed (2 mol %) in-
dicates that the MOF-NS could preferentially
adsorb ethanol from feed owing to the organo-
philicity of dimethylimidazole (fig. S27), which
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enhances the separation of alcohol and water

molecules. Ethanol molecules can establish a

dynamic equilibriummore quickly in MOF-NS

than can butanol molecules—continuous mo-

lecular transport channels (fig. S27 andmovies

S4 and S5). Because of the large dynamic di-

ameter, butanol molecules are subjected to

greater resistance as they pass through the

MOF-NS (fig. S27, first 5 ns of density dis-

tribution). The free-energy barrier required

for molecular diffusion is butanol > ethanol >

water (fig. S28), which leads to the higher

residence time of butanol (9.56 ns) inMOF-NS

than ethanol (5.04 ns) and water (0.28 ns) (fig.

S29). This corroborates the sieving effect of the

MOF-NS layer to butanol molecules. Although

water molecules diffuse faster in the initial

transport pathways, the presence of organic

molecules would inhibit the continuous diffu-

sion ofwater inMOF-NS, especially for butanol-

water. “Molecule queuing” was distinctly

observed in the MOF-NS system (fig. S29),

which was not found in the PDMS/MOF-NS

system. Alcohol or water molecules can avoid

the water-alcohol coupling effect (24) because

of the screening effect by PDMS when passing

through theMOF-NS. The simulation results

confirm the synergistic contribution of PDMS

and MOF-NS to the superior pervaporation

performance.
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MARINE CONSERVATION

Spillover benefits from the worldÕs largest fully
protected MPA
Sarah Medoff1, John Lynham2

*, Jennifer Raynor3

Previous research has cast doubt on the potential for marine protected areas (MPAs) to provide

refuge and fishery spillover benefits for migratory species as most MPAs are small relative to the

geographic range of these species. We test for evidence of spillover benefits accruing from the worldÕs

largest fully protected MPA, Papahānaumokuākea Marine National Monument. Using species-specific

data collected by independent fishery observers, we examine changes in catch rates for individual

vessels near to and far from the MPA before and after its expansion in 2016. We find evidence

of spillover benefits for yellowfin (Thunnus albacares) and bigeye tuna (Thunnus obesus).

A
number of governments around the

world (including the USA) have com-

mitted to protecting 30% of their ocean

territory by the year 2030 (1). Although

the definition of protection varies across

(and sometimes within) countries, achieving

this goal will require the creation of new ma-

rine protected areas (MPAs): spatial zones in

the ocean where activities such as fishing or

mining are strictly controlled or prohibited

(2). Part of the debate surrounding MPA im-

pacts is the degree to which the cost of lost

fishing grounds may be offset by the recov-

ery and subsequent spillover of fish popula-

tions beyond the boundaries of an MPA (3).

We define a spillover benefit as the recovery

of a previously fished species within a pro-

tected area combined with some movement

of the recovered population beyond the bound-

aries of the protected area, resulting in a higher

catch rate of the species near the protected area

than what would have been observed if the

protected area had not been created.

There are several reasons why spillover be-

nefits have been hard to detect. First, ocean

ecosystems are complex and dynamic (4, 5).

Many factors that affect the abundance and

location of fish species are changing concur-

rently with the creation of MPAs (6). Second,

marine protected areas lead to changes in

human behavior that may exaggerate or mask

spillover effects, as most analyses rely on data

derived from human activities (7). Third, most

marine protected areas are relatively new and

more time may be needed for populations to

recover to the point that a spillover benefit is

generated. For example, over 95% of the area

contained in MPAs in the USA received pro-

tection onlywithin the last 20 years (8). Finally,

spillover benefits may not be detected simply

because they are not occurring (9).

The aim of this study is to identify wheth-

er spillover benefits have accrued from the

world’s largest fully protected MPA, the

Papahānaumokuākea Marine National Mon-

ument (PMNM) surrounding the northwest

Hawaiian islands. We use the term “fully pro-

tected” to describe an MPA that prohibits

extractive or other destructive activities, in

line with The MPA Guide (2). The northwest

Hawaiian islands have long been recognized

for their conservation value. In 1909, a small

area was designated as a refuge for seabird

nesting colonies. In 2006, US President

George W. Bush expanded this area, making it

the largestMPA in USwaters (at 360,000 km
2
),

and renamed it Papahānaumokuākea Marine

National Monument (10). On 26 August 2016,

President Barack Obama further expanded

the reserve’s boundaries, thereby establish-

ing the largest, contiguous reserve within a

single national jurisdiction in the world (at

1,510,000 km
2
; see Fig. 1A). Our analysis fo-

cuses on the 2016 expansion.
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Our approach follows the “gold standard”

proposed by (11) for testing for the presence

of a spillover benefit from anMPA: “did a par-

ticular vessel deploying a particular type and

quantity of gear catchmore in an area near the

reserve after formation of the reserve than it

would have caught had the reserve never been

established?” (p. 154). This approach specif-

ically accounts for changes in fishing effort

across space which may create the false im-

pression that spillover benefits are occurring—

an increase in total catch [or even catch per

unit effort (CPUE)] near the boundary of an

MPA could be caused by greater fishing in-

tensity or more efficient vessels fishing there,

and not necessarily by an increase in fish abun-

dance. The gold standard approach holds fish-

ing effort and fishing efficiency as fixed. This

approach also controls for time-invariant spa-

tial heterogeneity that may cause differences

in catch rates across space (such as the pres-

ence of seamounts).

Testing for the presence of a spillover be-

nefit requires spatiotemporal data on catch by

species, fishing locations, vessel characteristics,

and gear configurations. Our primary data

source is the National Marine Fisheries Ser-

vice Pacific Islands Region Observer Program,

which collects detailed information on catch

and fishing effort for theHawaii-based, limited-

entry, longline fishery (12). We focus on the

deep-set segment of the longline fleet, which

primarily targets bigeye (Thunnus obesus) and

yellowfin (Thunnus albacares) tuna and ac-

counts for the vast majority (97 to 99%) of US

longline fishing activity in this region (13).

Bigeye and yellowfin tuna have life expectancies

of around 7 years and reach reproductive ma-

turity at age 2 or 3 (14, 15) but recent evidence

from the Eastern Pacific suggests that yellowfin

tuna are maturing earlier and at smaller sizes

(16). TheHawaii-based longline fishery accounts

for most fishing activity within 300 nautical

miles (nmi) of the MPA, according to data pro-

vided by Global FishingWatch (17) (table S1).

Because the PMNM expansion took place in

2016, we restricted our main analysis to obser-

vations since 2010.

In accordance with (11), we tested for spill-

over benefits based ondistance from the PMNM

border. We defined regions that are “near” to

versus “far” from the border. We defined a

near region as one that extends (0, x] nmi

from the monument border and a far region

that extends (x, 2x] nmi from the monument

border. We set x to be 100, 200, and 300 be-

cause these radii have a convenient interpre-

tation. TheMPA extends exactly 200 nmi from

land, so these buffers translate to 0.25, 0.5, and

0.75 times the “diameter” of the monument.

The amount of historical fishing effort in each

of these zones (and inside the MPA prior to

closure) is summarized in table S2 and fig. S1.

We start by examining spatial and then tem-

poral trends in CPUE near to and far from the

MPA boundary, with CPUE defined as fish per

1000 hooks. To examine spatial patterns, we

first calculated how CPUE changes as a func-

tion of distance from the monument bound-

ary; we did this separately for the pre- and

post-expansion time periods. We then calcu-

lated the difference between pre- and post-

expansion CPUE as a function of distance

from the monument, after accounting for any

overall change in CPUE post expansion (12).

The results are shown in Fig. 1, B and C. The

color scale represents the number of standard

deviations away from the mean value of pre-

expansion CPUE for each species. The results

are suggestive of a spillover benefit for bigeye

tuna and yellowfin tuna, with a stronger effect

for the latter as CPUE for yellowfin increases

by ~0.55 standard deviations as a vessel moves

600 nmi closer to the monument boundary.

Next,we examine temporal patterns inCPUE

for the 100-, 200-, and 300-nmi region radius
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Fig. 1. Increase in standardized CPUE over 1-nmi increments from the PMNM border. (A) Map of

PMNM surrounding the northwest Hawaiian islands. The exclusive economic zone (EEZ) is an area of coastal

water and seabed within 200 nmi of a country’s coastline, to which the country claims exclusive rights

for fishing, drilling, and other economic activities. PMNM is part of the U.S. EEZ. Fishery footprint refers to

the full spatial extent of Hawai’i-based deep-set longline fishing activity during the study period (2010 to

2019). The study area comprises a 600-nmi buffer around the PMNM. (B and C) Difference between

pre- and post-expansion standardized CPUE within the study area; units are the number of standard

deviations above the mean value of pre-expansion standardized CPUE and the spatial extent is the part of

the study area within the fishery footprint.
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specifications (Fig. 2, A, D, and G). For each

year in the sample, we calculated the differ-

ence between CPUE for the near and far re-

gions for each species (and for all fish species

combined). We then standardized each time

series based on its pre-expansion moments

(subtract the pre-expansionmean and divide

by the pre-expansion standard deviation of the

difference in CPUE). The results are shown in

the second column of Fig. 2, B, E, and H. The

vertical axis for each graph represents the num-

ber of standard deviations away from the pre-

expansion mean difference in CPUE. If the

difference in CPUE between the near and far

regions remains the same following expan-

sion of the monument (i.e., there is no sug-

gestive evidence of a spillover benefit), then

each time series would fluctuate around zero.

By contrast, if catch rates increase in the near

regionmore than in the far region (i.e., there is

suggestive evidence of a spillover benefit) then

each time series will rise above zero. For each

species grouping we observe suggestive evi-

dence of a spillover benefit—CPUE is increas-

ing in the near region relative to the far region

following monument expansion. The spillover

benefit appears strongest for yellowfin tuna,

especially for the 100- and 200-nmi region

radii. Differences in catch rates for bigeye tuna

become more apparent with the 300-nmi

radius. For example, by 2019 the difference in

CPUE for bigeye tuna between the near and

far regions was more than 2 standard de-

viations larger than the pre-expansion mean

difference.

To quantify the effects of the monument

expansion on CPUEmore precisely and to con-

trol for other confounding factors and possible

selection bias, we developed a species-specific

difference-in-differences linear regressionmod-

el. We tested the null hypothesis that there

was no spillover benefit using the approach

proposed by (11). We used three model speci-

fications, each imposing additional layers of

control variables. The first model is a basic

difference-in-differences setup (baseline). The

second model adds month-year and vessel

fixed effects (time-vessel fixed effects). The

final and most restrictive model adds con-

trols related to gear configurations, which

can affect catch rates (gear controls). The out-

come variable for eachmodel is catch per 1000

hooks for each species or species group, stan-

dardized by its pre-expansionmean and stan-

dard deviation. This allows for easy comparisons

across species and species groups. The esti-

mated difference-in-differences coefficients

represent the change in CPUE as a result of the

monument expansion, measured in standard

deviations above or below the mean value of

pre-expansion CPUE. Results are summarized

in graphical form in Fig. 3 and in tables S3 to

S5. We also show the mean and standard de-

viation for baseline pre-expansion CPUE, as

well as the results using raw CPUE (number of
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Fig. 2. Standardized difference in CPUE between regions near to and far from the PMNM. The near region

extends (0, x] nmi from the monument border and the far region extends (x, 2x] nmi from the monument

border, with x equal to 100, 200, and 300 in rows 1, 2, and 3, respectively. Fishery footprint (fishery foot) refers

to the full spatial extent of the HawaiÕi-based deep-set longline fishery during the study period (2010 to 2019).

(A, D, and G) Maps for each radius. (B, E, and H) Standardized differences between pre- and post-expansion

CPUE over time. (C, F, and I) Standardized differences in CPUE before and after a monument expansion

time placebo date (2010). For (B) and (C), (E) and (F), and (H) and (I), negative values indicate that CPUE was

higher in the far area whereas positive values indicate CPUE was higher in the near area.

Fig. 3. Coefficient estimates for the effect

of the monument expansion on CPUE. (A to

C) Results for the 100 nmi, 200 nmi, and 300 nmi

specifications, respectively. (D) Results for the

continuous distance specification. Results are

scaled such that the estimated coefficient repre-

sents the effect of moving 500 nmi closer to the

boundary of the monument. Symbols indicate point

estimates and lines indicate 95% confidence inter-

vals constructed using White heteroskedasticity-

robust standard errors.
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fish caught per 1000 hooks) for the time-vessel

fixed effects (preferred) model in table S6.

Across specifications and species, we con-

sistently estimate positive spillover benefits

fromthemonument expansiononCPUE. Focus-

ing on the time-vessel fixed effects (preferred)

model (table S4) and the 100-nmi near region,

the monument expansion leads to an increase

of 0.12 standard deviations in CPUE (P < 0.1)

for bigeye tuna, 0.291 for yellowfin tuna (P <

0.01), and 0.173 for all species (P< 0.05). This is

equivalent to an increase of 0.5 bigeye tuna

per 1000 hooks (with a pre-expansionmean of

4.3 fish per 1000 hooks), 0.6 yellowfin per 1000

hooks (with a pre-expansionmean of 1 fish per

1000 hooks), and 1.9 fish of any species per

1000 hooks (with a mean value of 23.6 fish pre

expansion). See table S6 for the same calcu-

lations for the 200- and 300-nmi specifications.

To deal with the possibility that the chosen

region-radii specifications (100, 200, and

300 nmi) could be biasing our analysis in

favor of finding a positive spillover effect, we

also use a continuous distance measure in-

stead of a binary near or far indicator as our

treatment variable. By interacting the contin-

uous distance variable with a dummy variable

for the post-expansion period (and multiply-

ing by −1), we estimate the change in CPUE

of moving closer to the current monument

boundary following monument expansion. We

estimate this model with the same sets of co-

variates used in the region-radii specifications

above. Results are summarized in graphical

form inFig. 3D (for amovement of 500nmi) and

in tables S3 to S5 (for amovement of 1000 nmi).

Across the three specifications, as a fishing

vessel moves closer to the monument border

(following the expansion of the monument

in 2016) CPUE increases for both bigeye tuna

and yellowfin tuna. For example, for the base-

line specification for yellowfin tuna, moving

1000 nmi closer to the monument results in a

0.92-standard deviation increase in CPUE. For

bigeye tuna, the coefficient estimate is only

statistically significant for the baseline specifi-

cation (0.6 standard deviations); the estimate

is always statistically significant for yellowfin

tuna (P < 0.01). The implications of the base-

line coefficient estimates are visualized in Fig.

1, B and C.

To test the robustness of our findings, we

explored whether the data source affects the

results. In addition to the data collected by

National Marine Fisheries Service observers,

CPUE in this region can also be derived from

captains’ logbooks. We reconstruct the region-

radii and continuous distance specifications

explained above for the time-vessel fixed ef-

fects (preferred) model using logbook data

(tables S7 and S8). The results using logbook

data are consistent with the previous results

except that we now see stronger evidence

of a spillover benefit for bigeye tuna [it is

statistically significant (P < 0.05) in all spec-

ifications]. A common robustness check in

analyses of the type presented here is to apply

the same methodology in a setting or subset

of the data where the expectation is that no

effect will be detected—in other words, a pla-

cebo test. We conducted a series of temporal

placebo tests (12), altering the start date of

the MPA expansion to be in 2010 instead of

2016 (column 3 of Fig. 2, C, F, and I). These

placebo tests failed to detect a statistically sig-

nificant spillover benefit for bigeye or yellowfin

tuna (table S9). Finally, to encourage easy rep-

lication, refinement, and criticism of our re-

sults, we demonstrate that the general pattern

of our findings can be replicated using a non-

confidential but aggregated version of the log-

book data (fig. S2).

If a large MPA was providing protection to

a number of migratory fish species and sub-

sequently providing a spillover benefit beyond

its boundaries, onewould expect to observe an

increase in CPUE near theMPA relative to any

changes in CPUE far from the MPA (11). Fur-

ther, confirmation should be sought that this

increase is being observed for the same vessel

(or, at the very least, vessels of similar techni-

cal efficiency) and not simply because vessels

are reallocating their fishing effort across space

(6) or altering fishing intensity across space.

The increase in CPUE should be most pro-

nounced for species that have experienced

heavy fishing pressure (18–20). The spillover

effect should be stronger for species that are

less migratory, exhibit stronger site fidelity,

and have been documented to spawn in or

near the MPA (21–25). Finally, the increase

should not be immediate but rather should

have built up over time (7). We observe all of

these signals in the data.
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CELL BIOLOGY

MTCH2 is a mitochondrial outer membrane
protein insertase
Alina Guna1†, Taylor A. Stevens2†, Alison J. Inglis2†, Joseph M. Replogle1,3,4,5, Theodore K. Esantsi1,5,

Gayathri Muthukumar1,6, Kelly C. L. Shaffer2, Maxine L. Wang1,2,6, Angela N. Pogson1,5, Jeff J. Jones2,

Brett Lomenick2‡, Tsui-Fen Chou2, Jonathan S. Weissman1,5,6,7*, Rebecca M. Voorhees2*

In the mitochondrial outer membrane, a-helical transmembrane proteins play critical roles in cytoplasmic-

mitochondrial communication. Using genome-wide CRISPR screens, we identified mitochondrial

carrier homolog 2 (MTCH2), and its paralog MTCH1, and showed that it is required for insertion of

biophysically diverse tail-anchored (TA), signal-anchored, and multipass proteins, but not outer

membrane b-barrel proteins. Purified MTCH2 was sufficient to mediate insertion into reconstituted

proteoliposomes. Functional and mutational studies suggested that MTCH2 has evolved from a solute

carrier transporter. MTCH2 uses membrane-embedded hydrophilic residues to function as a gatekeeper

for the outer membrane, controlling mislocalization of TAs into the endoplasmic reticulum and

modulating the sensitivity of leukemia cells to apoptosis. Our identification of MTCH2 as an insertase

provides a mechanistic explanation for the diverse phenotypes and disease states associated with

MTCH2 dysfunction.

M
itochondria are organelles of endo-

symbiotic origin that have evolved to

play a central role in eukaryotic cell

metabolism and signaling (1). Mito-

chondrial function and their ability

to communicate with the cytosol depend on

proteins embedded in the outer mitochon-

drial membrane. As a result, dysregulation of

outermembrane protein function is associated

with aging and the pathogenesis of a variety

of human diseases including Alzheimer’s,

Parkinson’s, andmany cancers (2–4). In mam-

mals, the insertion of a-helical proteins into

the outer membrane, a function that would

not have been required in the ancestral en-

dosymbiont, remains poorly understood (5).

In yeast and trypanosomes the mitochondrial

import protein 1 (Mim1) and pATOM36, re-

spectively, have been implicated in this pro-

cess (6, 7), but no clear homologs exist in

mammalian mitochondria. One important

class of a-helical outer membrane proteins is

tail-anchored proteins (TAs), which are char-

acterized by a single C-terminal transmem-

brane domain (TMD) and mediate diverse

functions, including apoptosis, innate immu-

nity, and mitochondrial turnover and dynam-

ics. Therefore, we set out to systematically

identify and characterize the factors required

for mitochondrial TA biogenesis in human

cells.

Using an in vitro competition assay, we first

showed that TA insertion does not strictly re-

quire the TOM complex, the major outer mem-

brane translocase (Fig. 1A and figs. S1 and S2)

(8). Therefore, to enable CRISPR-based screens

(9), we adapted and validated (Fig. 1B and

fig. S3) a split green fluorescent protein (GFP)

reporter (10) to measure insertion of the model

TA, OMP25, into mitochondria. Among hits

that increased mitochondrial integration of

OMP25 were the endoplasmic reticulum (ER)

membrane protein complex (EMC) and the

ubiquilin (UBQLN) chaperone family (Fig. 1C

and fig. S4A). These results are consistent with

the EMC serving as the major insertase for

mislocalized mitochondrial TAs into the ER

(fig. S4) (11), and the UBQLNs’ role in de-

grading mislocalized mitochondrial TAs (12),

leading to their accumulation in the cytosol

(fig. S5).

Conversely, depletion of the outer mem-

brane residentmitochondrial carrier homolog 2

(MTCH2) resulted in themost pronounced loss

of OMP25 integration (Fig. 1D and fig. S6A).

MTCH2 is a member of the solute carrier 25

(SLC25) family, integral membrane proteins

best known for their role in transporting me-

tabolites into themitochondrial matrix, but its

localization and sequence suggest that its func-

tion has potentially diverged, and it has no

known substrates or transporter activity (13).

Further, loss of MTCH2 is associated with a

variety of pleiotropic phenotypes, including

defects in mitochondrial fusion, lipid ho-

meostasis, and apoptosis (14–16). However, the

underlying biochemical activity of MTCH2 is

not known.

Because of the diverse phenotypes attributed

to MTCH2, we excluded the possibility that

dysregulation of lipogenesis (fig. S6, B and C)

(14), the outer membrane, or general mito-

chondrial protein biogenesis (Fig. 1E) could ex-

plain the observedbiogenesis defect onOMP25.

We next sought to determine whether MTCH2

could be playing a more general role in the

biogenesis of other mitochondrial outer mem-

brane proteins. Using a quantitative proteo-

mics strategy, we compared the steady-state

levels of endogenous proteins inmitochondria

isolated from wild-type or MTCH2-depleted

cells (Fig. 2A, fig. S7A, and tables S2 and S3).

We identified several outermembranea-helical

TA, signal-anchored (SA), and multipass pro-

teins that were reproducibly decreased upon

loss ofMTCH2 (Fig. 2B). BecauseMTCH2 levels

do not appreciably alter the mRNA levels for

these proteins (fig. S7C) (17), we concluded that

the effects of MTCH2 on the mitochondrial

outer membrane proteome must be occurring

post-transcriptionally. To determine whether

MTCH2 exerts these effects specifically on

biogenesis of nascent substrates, we tested a

panel of mitochondrial proteins using our flu-

orescent reporter strategy (Fig. 1B). Consistent

with the proteomics, MTCH2 affected the bio-

genesis of a functionally and biophysically

diverse set of TA (18), SA, and multipass pro-

teins (Fig. 2, C and D, and fig. S8).

On the basis of these experiments, we rea-

soned that MTCH2may have evolved the abil-

ity to insert a-helical proteins into the outer

membrane. To test this hypothesis, we focused

on TA proteins, because they are the largest

class of a-helical outer membrane proteins

and adopt a uniform topology. Using an in vitro

insertion assay with purified mitochondria

(Fig. 3A and figs. S1C and S9), we found that

loss of MTCH2 affected the insertion of sev-

eral mitochondrial TA proteins but not un-

related intermembrane- or matrix-targeted

controls (Fig. 3, B and C, and figs. S10 and S11).

Further, using site-specific cross-linking (Fig.

3D and table S4) (19), we demonstrated that

MTCH2 physically associated with nascent

substrates during their insertion (Fig. 3E and

fig. S12).

To determine whether MTCH2 is suffi-

cient for TA insertion, we purified MTCH2

(Fig. 3F) and optimized conditions for its re-

constitution into liposomes (fig. S13). Using

a panel of a-helical substrates, we showed that

purifiedMTCH2 specifically stimulated inser-

tion of MTCH2-dependent, but not MTCH2-

independent, TA and SA proteins (Fig. 3G and

fig. S14). To reconcile these results with earlier

observations that trypsin-treated mitochondria

remain competent for TA insertion, we found

that, in contrast to several subunits of the TOM

complex, MTCH2 is largely trypsin resistant
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(Fig. 3H). Cumulatively, the requirement for

MTCH2 in vivo and in vitro for TA insertion,

together with its reconstituted insertase ac-

tivity and physical associationwith substrates,

rigorously establish MTCH2 as an insertase

for a-helical mitochondrial outer membrane

proteins.

Bioinformatic analysis reveals that in addi-

tion to MTCH2, other examples of SLC25

family members lacking canonical sequence

motifs are found in both mitochondria and

peroxisomes (Fig. 4A and figs. S15 and S16).

Indeed, depletion of the close paralog MTCH1

(20), which is also localized to the mitochon-

drial outer membrane, had an additive effect

to loss of MTCH2 on biogenesis of many mito-

chondrial TAs (Fig. 4B and fig. S17). This re-

sult is consistent with our genome-wide screen

(fig. S17C) and the synthetic lethal relation-

ship between MTCH1 and 2 (21). We therefore

propose that MTCH1 and 2 are the founding

members of a distinctive class of membrane

protein insertases that exploit the SLC25 trans-

porter fold (fig. S18).

In contrast to other solute carrier familymem-

bers, in which the transmembrane helices close

to form a pore that allows charged species to

cross the membrane, the AlphaFold2 (22) pre-

dictedmodel of MTCH2 contains a prominent

groove that is accessible to the membrane and

lined with charged and polar residues (Fig. 4C

and fig. S19). By introducing mutations at posi-

tions that altered the electrostatic potential

of its intramembrane surfaces, we identified

mutants that both diminish and enhance bio-

genesis ofMTCH2-dependent, but notMTCH2-

independent substrates (Fig. 4C and figs. S19

andS20).We therefore concluded thatMTCH2’s

role in TA insertion relies on a hydrophilic sur-

face within the bilayer.

Given MTCH2’s central role in mitochon-

drial TA biogenesis, we asked whether it may

broadly affect cellular proteostasis. We found

that indeed, depletion of MTCH2 leads to an

increase in ER insertion of mitochondrial TAs,
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Fig. 1. Systematic characterization of human mitochondrial TA biogenesis.

(A) An 35S-methionine labeled TOM substrate (made from a fusion of the

canonical TOM-targeting sequence Su9 and the globular protein MBP, maltose

binding protein) or OMP25 (a mitochondrial TA protein) were translated in rabbit

reticulocyte lysate and released from the ribosome using puromycin. Competition

assays were performed by incubation with purified mitochondria (fig. S1) in the

presence of increasing concentrations of a recombinant TOM competitor (Su9-DHFR

dihydrofolate reductase). Mitochondrial insertion was assessed by protease

protection and analyzed by SDS–polyacrylamide gel electrophoresis (PAGE) and

autoradiography. See also fig. S2. (B) Schematic of the split GFP reporter

system used to specifically query integration of substrates into the outer

mitochondrial membrane. A mitochondrial membrane protein fused to GFP11 is

expressed in a cell that constitutively expresses GFP1-10 in the intermembrane

space (IMS) along with a translation normalization marker (red fluorescent

protein, RFP) Successful integration into the outer membrane results in

complementation and GFP fluorescence. (C) Volcano plot of GFP:RFP

stabilization phenotype for the three strongest single guide RNAs (sgRNAs)

versus Mann-Whitney p values from two independent replicates of a genome-

wide CRISPR interference (CRISPRi) screen using OMP25-GFP11. Individual

genes are displayed in gray, and specific factors that increase or decrease

OMP25 mitochondrial integration are highlighted and labeled. (D) Integration

into mitochondria of the OMP25-GFP11 reporter described in (B) was assessed

in K562 cells that express a nontargeting (control) or MTCH2 knockdown

sgRNA. GFP fluorescence relative to the normalization marker RFP was

determined by flow cytometry and displayed as a histogram. Individual

channels are also shown. (E) Biogenesis of GFP11-USP30, an outer membrane–

resident signal-anchored protein, and TIM9A-GFP11, an IMS-localized protein,

were assessed as in (D).
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whereas MTCH2 overexpression leads to a

commensurate decrease in their mistarget-

ing to the ER (Fig. 4D and figs. S21 and S22).

This effect was enhanced by further depleting

ATP13A1 (19), an ER dislocase for mislocalized

mitochondrial TAs (fig. S21C). These data sug-

gest that MTCH2 is a central “gatekeeper” for

the mitochondrial outer membrane: MTCH2

levels and activity dictate the cytosolic reser-

voir of mitochondrial TAs, which then can be

rerouted to the ER if unable to successfully

integrate into mitochondria (Fig. 4D).

Lastly, considering that insertion of several

MTCH2-dependent TAs play a central role in

apoptosis, we reasoned that MTCH2 activity
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Fig. 2. MTCH2 is required for mitochondrial outer membrane protein

biogenesis. (A) Label-free mass spectrometry analysis of purified mitochondria

isolated from K562 cells using a Percoll gradient (fig. S1B) that express a

MTCH2-targeting sgRNA (kd, knockdown) compared to a nontargeting (nt) control.

Displayed are proteins that across four biological replicates were statistically

altered in MTCH2-depleted versus nontargeting guide-expressing cells colored

according to the indicated key (signal anchored, SA). (B) Immunoblotting of

endogenous proteins in mitochondria isolated from MTCH2 depleted (kd)

and control cells in [generated as in (A); left], and wild-type (wt) and MTCH2

knockout (ko) cells (right). Substrates are colored by topology based on the key

shown in (A). Quantification of fold change in depleted versus control cells is

displayed as determined using a dilution series for each antibody. (C) Flow

cytometry analysis of integration of outer membrane protein reporters using the

split GFP system described in Fig. 1B. GFP fluorescence relative to an RFP

expression control is displayed as histograms in MTCH2 knockdown versus

nontargeting K562 CRISPRi cells. Displayed are representative examples of a TA,

signal anchored (SA), and multipass membrane protein that have a MTCH2-

dependent biogenesis defect. (D) Summary of dependence on MTCH2 for the

indicated outer membrane substrates determined using the fluorescent reporter

system shown in (C) and colored by topology based on the key in (A).
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Fig. 3. MTCH2 inserts

diverse mitochondrial

TAs into the outer mem-

brane. (A) Schematic

of the fusion between

an inert N-terminal

globular protein (VHP)

and the TMDs of a

panel of mitochondrial

TAs (see also fig. S9)

generated to probe

TMD-dependent

insertion by MTCH2.

(B) The indicated
35S-methionine–labeled

TA proteins were

analyzed for in vitro

insertion over time

into mitochondria

isolated from wild type

(wt) or MTCH2 knockout

(ko) K562 cells.

Displayed are the

samples before addition

of protease (-PK;

top right) and the

protease-protected

fragment that has been

affinity purified via a

6xHIS tag on the

C terminus of each

substrate (+PK+IP;

top left), ensuring

insertion in the correct

topology. (Bottom)

Quantification of

three biological

replicates are plotted

with error bars

indicating one standard

deviation at each time

point. (C) As in (B),

comparing insertion

of the indicated

TA proteins into wild

type, MTCH2 ko,

and MTCH2 ko + MTCH2

rescue mitochondria.

(D) (Top) Schematic showing the photocrosslinking strategy. OMP25

containing the photoactivatable amino acid BpA within its TMD was

expressed and purified from Escherichia coli as a complex with

calmodulin. OMP25BpA was released from calmodulin by addition of

EGTA in the presence of mitochondria purified from K562 cells

using a Percoll gradient (fig. S1B). Cross-linking was activated by

ultraviolet (UV) irradiation, and the resulting cross-linked species

were affinity purified via the Alfa-tag on the N terminus of OMP25BpA

for identification by mass spectrometry. (Bottom) All proteins

identified by mass spectrometry were ranked by iBAQ abundance,

and those specifically enriched in the UV compared to the −UV control

are highlighted. Though TOM40 and CISD1 were identified, they

were not notable hits in our screen (fig. S12), and TOM40 was not

required for biogenesis both in vitro (Fig. 1A) and in cells (fig. S12B).

(E) As in (D), with the resulting elution analyzed by immunoblotting to

assess levels of cross-linked OMP25 BpA-MTCH2. (F) MTCH2 was

expressed and purified from human cells and analyzed by SDS-PAGE

and Sypro-Ruby staining. (G) After reconstitution (see fig. S13 for

optimization of conditions), the recovered proteoliposomes were

analyzed by immunoblotting for incorporation of MTCH2. Using a

protease protection assay, the indicated MTCH2-dependent (OMP25,

CYB5B) and MTCH2-independent (MFF, USP30) 35S-methionine–labeled

substrates synthesized in rabbit reticulocyte lysate were tested for

insertion into liposomes reconstituted with increasing amounts of

purified MTCH2 compared to an empty control. The resulting

protease protected fragments were immunoprecipitated and then

imaged by autoradiography (autorad). (H) Mitochondria from wt K562

cells were treated with trypsin, and their ability to insert TOM

(Su9-DHFR) or TA substrates (OMP25) was assayed by protease

protection as in (A). The indicated outer membrane proteins were

confirmed to be degraded in a trypsin-dependent manner by immunoblot,

whereas MTCH2 remained largely intact.
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Fig. 4. MTCH2 is a master regulator of outer membrane function. (A) (Top)

SLC25 transporters are composed of three sets of two TMDs (six total). The

location of the characteristic Px[D/E]xx[K/R] motif within a single SLC25 repeat

is indicated. (Bottom) Sequence alignment of helices 1, 3, and 5 (with starting

residues indicated) from two canonical inner membrane SLC25 transporters

(ADT1, UCP1) and two diverged outer membrane SLC25 transporters (MTCH1,

MTCH2), with residues from the Px[D/E]xx[K/R] motif highlighted, where x

is any amino acid. (B) Flow cytometry analysis of OMP25-GFP11 integration into

the outer membrane using the reporter assay described in Fig. 1B. MTCH1 was

depleted by transient knockout in either wild-type (wt) or MTCH2 knockout (ko) cell

lines. (C) (Top) AlphaFold2-predicted model of MTCH2 highlighting conserved

polar and charged residues within the bilayer colored based on their effects on

OMP25 shown below. (Bottom) Using the reporter strategy shown in Fig. 1B, we

tested the indicated MTCH2 mutants, which alter the electrostatic potential of its

TMDs, for their effect on the indicated reporters (fig. S20). Depicted is a heat

map summarizing the stimulation of each mutant relative to wild-type MTCH2 on

biogenesis of MTCH2-independent (MICU1, LACTB1, TIM9A, USP30) and MTCH2-

dependent (MAVS, OMP25, FUNDC1) substrates. (D) Cell lines expressing GFP1-10 in

the ER lumen were used to monitor mislocalization to the ER of mitochondrial TAs

fused to a C-terminal GFP11. Table summarizing the analysis when either MTCH2 is

depleted or overexpressed (data in figs. S20A, S21, and S22). (E) K562 cells

expressing varying levels of MTCH2 or inactive (D189R) or hyperactive MTCH2

mutants (E127R or K25E; Fig. 4C) were treated with the chemotherapeutic imatinib

mesylate (IB; 1 mM) or carrier (dimethyl sulfoxide, DMSO) for 72 hours. Apoptosis

was assessed by staining with Annexin-VÐfluorescein isothiocyanate (FITC) and

analyzed by flow cytometry. Shown are representative dot plots displaying the

fraction of apoptotic cells upon imatinib (IB) treatment expressing wt MTCH2

compared to an inactive (D189R) or hyperactive mutant (K25E) (top) as well as a

summary table for all MTCH2 constructs in IB- versus carrier-treated control.

Single-letter abbreviations for the amino acid residues are as follows: A, Ala;

C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu; M, Met; N, Asn;

P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr.
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may affect cellular sensitivity to apoptotic

stimuli. To test this, we overexpressedMTCH2

in humanK562 cells, which are derived from a

myelogenous leukemia cell line known to up-

regulate the anti-apoptotic TA, BCL2L1 (23).

We treated cells with imatinib, a leukemia

treatment that targets the BCR-ABL oncogene,

andmeasured apoptosis.We found that, where-

as knockout of MTCH2 did not appreciably

alter apoptosis propensity in this system, over-

expression of wild-typeMTCH2markedly sen-

sitized K562 cells to imatinib treatment (Fig.

4E). Critically, by expressing a series ofMTCH2

mutants, we found that this sensitization de-

pends on MTCH2’s insertase activity.

We have demonstrated that MTCH2 is a

definingmember of a family of membrane pro-

tein insertases that are necessary and sufficient

for insertion of TAs into human mitochondria.

MTCH2’s insertase activity relies on a hydro-

philic groove within the bilayer, an apparent

example of convergent evolution ofmanymem-

brane protein translocases, including the EMC

(24–26), Hrd1 (27), and YidC (28). A substantial

number of mitochondrial TAs are enriched in

basic residues immediately C terminal to their

TMDs (29) and may be particularly reliant on

charged surfaces along their route into the

membrane. MTCH2’s role also appears to ex-

tend to the integration of a broader class of

a-helical proteins into the outer membrane,

including SAandmultipass proteins.Homologs

of MTCH2 are present in metazoan perox-

isomes, and its orthologs are found throughout

holozoa, suggesting that theMTCH2 family has

co-opted the SLC25 transporter fold to function

in diverse biologicalmembranes. The transition

from a solute carrier, which mediates transport

of small molecules across the membrane, to an

insertase appears to have been enabled by the

evolution of amembrane-accessible hydrophilic

groove absent from MTCH2’s SLC25 ancestors.

Previously, loss of MTCH2 has been reported

to lead to a diverse range of phenotypes, in-

cluding dysregulation of mitophagy, mitochon-

drial fragmentation (14), recruitment of tBID

(16), and altered lipid homeostasis (15), andwas

also identified in a recent genome-wide asso-

ciation study for Alzheimer’s disease (30–32).

The identification of MTCH2 as a key gate-

keeper for a-helical outer membrane proteins

now provides a molecular explanation for its

pleiotropic phenotypes, many of which can

be directly ascribed to defects in biogenesis

of MTCH2 substrates.
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Over the years I developed cop-
ing mechanisms, such as offering 
equal-opportunity smiles to all—or, 
when that was too exhausting, re-
sorting to equal-opportunity snubs. 
To distinguish people, I relied on 
extrafacial cues—the flamboyant 
Fluevog heels one person wears, the 
way another’s head bobs when they 
walk, the scent of cigarettes, the tap-
tap-tap of cycling shoe cleats, a ha-
bitual lunch spot on a bench. There 
were many cringe-inducing faux 
pas as I pursued my neuroscience 
career, like when I asked the wrong 
professor how his sick husband was 
doing. But overall, I was managing.

Then, the pandemic hit. As in-
teractions moved online, suddenly 
everyone became a stranger. For my 
peace of mind, I needed to get to 
the bottom of why I see the world so differently from most 
people. Through a combination of luck and privilege, I con-
nected with a specialist who gave me an official diagnosis. 
Even though I had already essentially diagnosed myself, it 
was a relief to have a professional put a formal name to it.

I also developed new coping mechanisms. In Zoom meet-
ings, I find myself lost amid a sea of faces, which makes it 
very difficult to follow the discussion—especially when the 
other participants’ labels include “iPad,” “KP,” and “Batman 
Loves Cinderella” (true story). I’ve learned to wear some-
thing conspicuous on my head, like a ribbon, so at least there 
will be one face I can quickly identify (mine!) when I’m over-
whelmed. And if I’m going to an in-person meeting or event 
where I’m expected to know people, I send out an email ex-
plaining that if I snub them, it won’t be intentional. I have 
found that people are less likely to be insulted when they 
know beforehand.

But in some cases, there’s little I can do. Networking at 
conferences, for example, isn’t easy when you come off as 
aloof because you’re wondering whether you’ve talked to that 

person before. At a recent small con-
ference, a faculty member I know 
found me to say hello, and I wanted 
to make sure I reciprocated when 
I saw her next. I thought I could 
recognize her by her hairstyle, but 
I ended up saying hello to four dif-
ferent women—none of whom were 
her. I’m still unsure whether our 
paths crossed again. But I’ve learned 
to beat myself up less about experi-
ences like these.

Still, it can be incredibly alien-
ating to constantly feel I need to 
educate people and explain myself; 
sometimes I feel like something out 
of a science-fiction plot. A recent 
Zoom presentation really ham-
mered this home. Titled “You Don’t 
Belong Here,” it was intended to 
show how some environments can 

be exclusionary and what can be done to address that. But as 
the panelists alternated between acting out scenes and com-
menting on them, referring to their alter egos in the third 
person, I was flummoxed. I left feeling exactly as the title 
said: “You don’t belong here.”

It would have been a great help if the presenters had ex-
plained at the outset that they were going to alternate be-
tween alter egos. I recognize that my condition is relatively 
rare, and it didn’t occur to them that such a simple step 
would make such a big difference for someone. But academ-
ics with disabilities exist, and we need our colleagues to think 
broadly and creatively about accessibility and inclusion. For 
starters, in-person events are better for me, whereas others 
benefit from virtual options, so let’s keep pushing for hybrid 
models to allow participation in the form that works best 
for each individual. Let’s create an environment where we 
all feel like we belong. j

Daphne S. Ling is a Ph.D. student at the University of British Columbia, 
Vancouver. Send your career story to SciCareerEditor@aaas.org.

“As interactions moved
online, suddenly everyone 

became a stranger.”

Lost in a sea of faces

A
few months ago, I logged into a Zoom talk to discover that every little box was labeled “Jane.” 
The organizer had accidentally sent out the host link, which somehow gave us all the same 
name. Most of the other 78 attendees found this amusing. A professor even quipped, “Hey, 
this must be what Daphne sees every day. It’s so cool!” But it really isn’t cool. I have congenital 
prosopagnosia—face blindness, as it is colloquially known. I can see faces, but the individual 
details, such as the distance between the eyes or the shape of the nose, are fuzzy. As a result, 
recognizing faces—something so instant and unconscious for most—is a major challenge.

By Daphne S. Ling
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UTSouthwesternMedical Center

Salutes Drs. Michael Brown and JosephGoldstein

“Joe and Mike’s brilliant science seems to me to be vaguely magical, and, even in science,

without enchantment there is nothing. Their science is an act of creation, and through their

creativity they have constructed biological edifices that have profoundly enhanced our world.”

– Richard Axel, M.D. Nobel Laureate, 2004 Co-Director of the Zuckerman Institute and University Professor Columbia University

“Mike and Joe are a duo whose discoveries have eased the burden of human disease while

illuminating the processes that make life possible. They are truly biomedical superheroes.”

– David Baltimore, Ph.D. Nobel Laureate, 1975 President Emeritus and Judge Shirley Hufstedler Professor of Biology California Institute of Technology

Celebrating 50 years of collaboration, discovery, and the science behind lifesaving statins.

UT Southwestern Medical Center is proud to honor Drs.

Michael Brown and Joseph Goldstein as they celebrate

50 years of their collaborative research at UT Southwestern.

The duo launched their joint laboratory at UTSW in 1972

and were awarded the 1985 Nobel Prize in Physiology

or Medicine for discovering the LDL (“bad cholesterol”)

receptor and its role in hypercholesterolemia. That discovery

revealed the mechanism by which the blood LDL-

cholesterol level is controlled and laid the foundation for

the pharmaceutical development of lifesaving statin drugs

for heart health, which today are used by more than 200

million people around the globe.

The Brown and Goldstein Nobel Prize was the first of six

Nobels received by UT Southwestern faculty members

in the past 40 years.

Brown and Goldstein’s collaboration has been one of

science’s most successful partnerships over the past five

decades – and it endures to this day. The two jointly

have trained 175 young scientists and continue to work

daily in their lab, sharing their work ethic and intellect

with succeeding generations of scientists.

The Brown andGoldstein story is one of exceptional

creativity, unwavering diligence, dogged persistence,

unrelenting focus, and a remarkable partnership.

1972 2022
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