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1024 News at a glance

IN DEPTH 

1026 U.S. to require free access to papers 
on all research it funds
The plan, to start at the end of 2025, is a 
blow to journal paywalls, but its impact on 
publishing is unclear
By J. Brainard and J. Kaiser

1027 Carbon dioxide detected around 
alien world for first time
Webb telescope discovery offers 
clue to planet formation and promises 
insights on planetary habitability  
By D. Clery 

1028 Researchers tackle vexing side 
effects of potent cancer drugs
Wider use of checkpoint inhibitor therapy 
spurs efforts to predict and treat immune 
complications  By J. Couzin-Frankel

1029 Omicron shots are coming—
with lots of questions
Decisions on boosters targeting 
subvariants will be based on limited data  
By G. Vogel

1031 Zimbabwe find illuminates dawn of 
the dinosaurs
Nearly complete specimen shows earliest 
dinosaurs needed a temperate climate 
By A. Reese

INSIGHTS
BOOKS ET AL. 

1036 Readings for a season of reflection

PERSPECTIVES 

1042 Boosting cognition with a hormone
A hormone enhances cognition in 
mouse models of Alzheimer’s disease 
and Down syndrome  By H. M. Hoffmann
RESEARCH ARTICLE p. 1064

1043 A mosaic of new and old cell types
Comparative transcriptomics 
could reveal patterns of cell type evolution 
in the tetrapod brain  
By D. Z. Faltine-Gonzalez and J. M. Kebschull
RESEARCH ARTICLES pp. 1060, 1061, 1062, 
& 1063

1045 The “atmosphere” of the 
human body
A human-occupied indoor space 
shares many similarities with 
Earth and its atmosphere 
By C. Schoemaecker and N. Carslaw 
RESEARCH ARTICLE p. 1071

1046 3D-printing nanocrystals 
with light
Nanocrystals are connected to 
form complex 3D structures by means 
of two-photon lithography 
By J.-A. Pan and D. V. Talapin
REPORT p. 1112

1047 Foreseeing metal failure 
from its inception
The life span of metals can be inferred 
from early microscopic deformation events 
By M. M. Omar and J. A. El-Awady 
RESEARCH ARTICLE p. 1065

1049 Christine Guthrie (1945–2022)
RNA trailblazer who illuminated 
splicing mechanics  By S. Noble et al.

POLICY FORUM 

1051 Toward product-based 
regulation of crops
Current process-based approaches 
to regulation are no longer fit for purpose 
By F. Gould et al.

LETTERS 

1054 Test Patagonia’s raptors for 
rodenticides
By M. D. Saggese et al.

1054 Denmark passes total ban 
of leaded ammunition
By C. Sonne et al. 

1055 Rapid loss of China’s 
pollinator diversity
By F.-Z. Ma et al. 
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1032
World War II aviators are among the thousands 

of U.S. personnel who are missing in action.

FEATURES 

1032 A somber search 
Can sophisticated research tools, 
such as plucking environmental DNA 
from water and the sea floor, speed 
the recovery of long-missing soldiers?  
By T. Joosse
PODCAST
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1056 From Science and other journals

REVIEW

1059 Heart disease
A coalition to heal—the impact of 
the cardiac microenvironment  
E. Tzahor and S. Dimmeler
REVIEW SUMMARY; FOR FULL TEXT:
DOI.ORG/10.1126/SCIENCE.ABM4443

RESEARCH ARTICLES 

Neuroevolution 
1060 Molecular diversity and evolution 

of neuron types in the amniote brain 
D. Hain et al. 
RESEARCH ARTICLE SUMMARY; FOR 
FULL TEXT: DOI.ORG/10.1126/SCIENCE.
ABP8202

1061 Single-cell analyses of axolotl 
telencephalon organization, 
neurogenesis, and regeneration 
K. Lust et al. 
RESEARCH ARTICLE SUMMARY; FOR 
FULL TEXT: DOI.ORG/10.1126/SCIENCE.
ABP9262

1062 Single-cell Stereo-seq reveals induced 
progenitor cells involved in axolotl 
brain regeneration  
X. Wei et al. 
RESEARCH ARTICLE SUMMARY; FOR 
FULL TEXT: DOI.ORG/10.1126/SCIENCE.
ABP9444

1063 Cell-type profiling in salamanders 
identifies innovations in 
vertebrate forebrain evolution  
J. Woych et al. 

 RESEARCH ARTICLE SUMMARY; FOR 
FULL TEXT: DOI.ORG/10.1126/SCIENCE.
ABP9186

PERSPECTIVE p. 1043

1064 Neurodevelopment
GnRH replacement rescues 
cognition in Down syndrome  
M. Manfredi-Lozano et al. 
RESEARCH ARTICLE SUMMARY; FOR FULL TEXT:
DOI.ORG/10.1126/SCIENCE.ABQ4515 
PERSPECTIVE p. 1042

1065 Metallurgy
On the origins of fatigue strength 
in crystalline metallic materials 
J. C. Stinville et al. 
PERSPECTIVE P. 1047

1071 Indoor air quality
The human oxidation field  
N. Zannoni et al. 
PERSPECTIVE P. 1045

1077 Molecular biology
Nested epistasis enhancer networks 
for robust genome regulation  
X. Lin et al.

1085 Cancer immunity
Pituitary hormone a-MSH promotes 
tumor-induced myelopoiesis and 
immunosuppression  
Y. Xu et al.

1092 Physiology
Insulin signaling in the long-lived 
reproductive caste of ants  H. Yan et al.

REPORTS 

1099 Forest ecology
A climate risk analysis of Earth’s 
forests in the 21st century  
W. R. L. Anderegg et al.

1104 Organic chemistry
Late-stage diversification of indole 
skeletons through nitrogen 
atom insertion  J. C. Reisenbauer et al.

1109 Multiferroics
Magnetoelectric transfer 
of a domain pattern  E. Hassanpour et al.

ON THE COVER
The axolotl, represented here by the Mexican 
axolotl Ambystoma mexicanum, has the ability 
to regenerate its brain. In this issue, a group 
of four papers profiles amphibian and reptile 
brain neurons with single-cell transcriptomics. 
Analyses lend insight into why the axolotl 

brain retains regenera-
tive capability that the 
mammalian brain has lost 
as well as how structural 
brain innovations arose 
during evolution. See 
pages 1043 and 1060 to 
1063. Photo: Avalon.red/
Alamy Stock Photo
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C
limate change impacts—including flooding, 
wildfires, and crop failures—are destroying eco-
systems, homes, infrastructure, farms, and busi-
nesses. Regulators around the globe are paying 
increasing attention to what these events mean 
for banks and the financial system, with several 
attending not only to bank impacts from, but also 

bank contributions to, climate change. The European 
Central Bank, for example, is signaling to banks that 
they must plan and make their transition away from fi-
nancing of fossil fuels—to respond not only to their own 
risks but also to the science pointing to the necessity of 
this transition for the planet and financial system. Yet 
in the US, the primary regulators of national and com-
munity banks are narrowly zeroing in 
on risks posed to the largest banks—
those with over $100 billion in total 
consolidated assets—without attention 
to these banks’ role in financing green-
house gas–emitting activities and what 
they mean for other important financial 
actors. Such a “trickle-down” approach 
to regulation—assuming that protect-
ing big banks will protect other, smaller 
financial entities and the financial sys-
tem more broadly—obscures the finan-
cial crisis that is already underway and 
inadequately responds to scientific evi-
dence on distinctive features of climate 
risk and impacts.

Big banks should be worried about 
climate risks. Loans for fossil fuel–
related activities are at risk of rap-
idly losing value, causing banks that hold them to suf-
fer major losses. Bank balance sheets will also suffer 
when property damage creates loan defaults. Still, de-
spite promises by most to reach “net-zero” emissions by 
2050, big US banks remain the world’s largest fossil fuel 
financiers, apparently believing they can ditch their fos-
sil assets before the energy transition torpedoes their 
value and that physical impacts to investments in one 
location can be offset by safe investments elsewhere.

By focusing on threats to big banks, draft climate risk 
guidance by the US Office of the Comptroller of the Cur-
rency (OCC) and the Federal Deposit Insurance Corpo-
ration (FDIC) is treating climate risks like the financial 
risks that spurred the last global financial crisis. Yet 
science shows that climate change poses new and sub-
stantial risks, requiring greater attention to the intercon-
nectedness of financial and environmental systems and 
what those relationships imply for other financial actors 

and risk management measures. As climate change si-
multaneously, repeatedly, and often permanently affects 
natural and human systems across geographic areas—
and as borrowers and taxpayers struggle to pay their 
bills in response—many community banks and munici-
palities, ignored by the trickle-down approach, could fail. 
A report to the US Commodity Futures Trading Commis-
sion suggests that such repeated “subsystemic” shocks 
are initiating “a systemic crisis in slow motion.”

Despite having only 15% of total industry loans, com-
munity banks are lifelines for rural and underserved 
communities, representing ~90% of regulated US 
banks. With lending concentrated in agriculture, mort-
gages, and commercial real estate, they are especially 

vulnerable to climate change. As issu-
ers of $3.8 trillion in bonds, munici-
palities also play a critical role, their 
health affecting the financial health of 
bondholders. A municipality hit hard 
by a wildfire or hurricane will struggle 
to make bond payments. The 20 and 
growing number of lawsuits against 
fossil fuel companies by municipali-
ties needing financial help to deal with 
climate-related losses are warnings for 
municipal bondholders and those de-
pendent on public-sector services. For 
now, government subsidies, including 
additional annual federal spending of 
$25 to $128 billion on costs such as di-
saster relief and insurance, are mask-
ing financial harms to these entities.

US banking regulators must reduce 
threats to bank safety and soundness at every level of 
the financial system. They should adopt measures that 
incentivize and require banks to reduce their financed 
emissions, starting with directing banks to develop 
science-based plans to accomplish this transition and 
supporting restrictions on financing of coal and new 
fossil fuel development. Regulators should also push for 
disclosure of bank contributions to climate-changing 
emissions—not just to inform investors as the US Secu-
rities and Exchange Commission’s recent proposed rule 
would do, but also to inform regulator efforts to main-
tain financial system health. In addition to the OCC 
and FDIC proposals, the Federal Reserve Board will 
soon issue climate-risk guidance for public comment. 
As all three finalize their guidance, and prepare follow-
up proposals, they have an opportunity to advance just 
such measures.

–Anne M. Perrault and Gaël Giraud

Trickle-down climate risk regulation
Anne M. Perrault
is a senior climate 
finance policy 
counsel at Public 
Citizen, Washington, 
DC, USA. aperrault@
citizen.org

Gaël Giraud
is founder and 
director of the 
Georgetown 
Environmental 
Justice Program, 
McCourt School 
of Public Policy, 
Georgetown 
University, 
Washington, DC, 
USA. gg707@
georgetown.edu
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Advertorial

Five years ago, the Zhejiang Lab, a new type of R&D institution—committed to 

accelerating the development of artificial intelligence and meeting the computing needs 

in the age of intelligence—was established in the central area of West Science and 

Technology Innovation Corridor of Hangzhou, China. The Zhejiang Lab integrates the 

strengths and operating mechanisms of government, universities, scientific research 

institutions, and enterprise, and pursue high-quality innovations while promoting cutting-

edge basic research and major scientific and technological innovations. 

The vision of the Zhejiang Lab is to become an intelligent perception research and 

experiment center, an AI innovation center, an intelligent science and technology 

research center, and an intelligent computing hub for basic research and innovation 

with initial innovation capabilities. Since its establishment the lab has gained several 

scientific research achievements, including the 2021 Association for Computing 

Machinery (ACM) Gordon Bell Prize for “Real-Time Simulation of a Random Quantum 

Circuit Using a New Sunway Supercomputer [SWQSIM],” the publication on fast radio 

bursts in Science, as well as winning the honor of World Leading Internet Scientific 

and Technological Achievement for the 800G optical transceiver chip and optical 

engine technology. 

Intelligent computing: Cornerstone of a smart 
society
The Zhejiang Lab focuses on five research disciplines in the field of intelligent science 

and technology—intelligent perception, AI, intelligent computing, intelligent networks, 

and intelligent systems—conducting cutting-edge basic research, key technology 

research, and core systems R&D. Among these research disciplines, the main focus is 

intelligent computing—what the Zhejiang Lab believes will be the cornerstone of the 

future development of a smart society. With the development and application of new 

technologies such as the Internet of Things and AI, human society has entered the era 

of the three-way intelligent integration of human, machine, and things, which requires 

strong computing technology support. The intelligent computing that the Zhejiang 

Lab is working on includes two principal aspects: (1) to form intelligence through 

computing, and (2) to drive computing in an intelligent way. Its goal is to achieve 

on-demand access, ubiquitous services, automatic adaptation, and precision and 

efficiency of computing services, and to make computing accessible everywhere, just 

as communications, electricity, and water are today. 

In order to explore innovative breakthroughs in the field of intelligent computing, 

the Zhejiang Lab has undertaken a series of major projects focusing on the basic 

Advertorial

The Zhejiang Lab: Using new mechanisms to 
usher in the  next stage of AI development
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 Zhejiang Lab scientists carry out research on intelligent supercomputers (left), computing-in-memory chips (top right), and high-efficiency ferroelectronic chips for intelligence edge computing.
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theory of intelligent computing, novel architectural computing systems, domain-

specific platforms, major applications, and intelligent computing standardization. 

One of these projects, the intelligent computing data reactor, is a major facility. Its 

core function is to integrate the computing resources of a variety of architectures 

and to conveniently support various computing needs of the application layer. Its 

integration and scheduling capacity is enabled by a core system, named the data 

reactor operating system, which aggregates resources such as brain-like computer, 

graph computer, and intelligent supercomputer, and dispatches computing tasks. 

The data reactor can support scientific innovation areas as diverse as computational 

astronomy, computational genetics, computational materials, computational 

pharmacology, and computational breeding. 

The data reactor works in a way of “focusing more on systematic integration 

and software engineering, which involve dealing with the complexity caused by 

incompatible computing power resources,” Intelligent Computing Data Reactor 

Chief Architect Aimin Pan explains, “as well as the challenge posed by systematic 

performance optimization integrating computing, storage, and transmission, 

providing easy and convenient means and tools for upper applications to establish the 

computing resources that they need.” 

Imagine and transform: Breaking new 
boundaries
The Zhejiang Lab supports the full scientific research work cycle. It encourages 

researchers to look up at the stars and bravely enter into the “no-man’s land” of 

scientific research. The Zhejiang Lab also encourages researchers to be down-to-earth; 

play a central role in major engineering projects; and transform scientific research into 

cutting-edge technologies that empower economic and social development, support 

industry, and benefits society. There have been a series of industrialized achievements, 

such as the Dubhe AI open-source platform serving the development of the AI industry, 

and the multicenter intelligent medical information platform serving the early screening 

of chronic diseases. “Under the leadership of Yunhe Pan, academician of the Chinese 

Academy of Engineering, we are studying dual-driver artificial intelligence with

knowledge and data … with the hope to reach AI 2.0,” says Feng Lin, Executive Dean of 

the Zhejiang Lab’s AI Research Institute. 

One of the major research projects of the Zhejiang Lab in AI is cross-media human-

like intelligence. “The project aims to make machines sense, perceive, infer, and decide 

like humans [do],” says Feng Lin. He adds that the institute will create advanced 

knowledge-based system of human-like intelligence.

The Zhejiang Lab: Non-traditional scientific 
research institution
Pursuing innovation, efficiency, and quality, the Zhejiang Lab has been committed 

from its inception to putting its own stamp on improving scientific research systems 

and mechanisms. “We don’t want to be the 1,001st traditional scientific research 

institution. We are always breaking the rules and boundaries, aiming to build a new 

type of research and development institution with a new mechanism.” points out 

President Shiqiang Zhu.

The Zhejiang Lab has gathered a team of more than 3,700 people in only 5 years, 

including more than 2,300 full-time staff and 1,400 part-time personnel. There are 

about 760 full-time, high-level talents working at the lab, and nearly 240 academic 

leaders. “We are eager to attract more talent to join the innovative platform of the 

Zhejiang Lab,” says President Zhu. “Based on the field of intelligent science and 

technology, we attract more scientists to participate in the scientific research by 

providing excellent research conditions and carrying out extensive scientific research 

cooperation, so as to change the world with intelligence and make science and 

technology benefit mankind.”
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Sponsored by

The main campus of the Zhejiang Lab lies in Hangzhou City, one of the seven 

ancient captials of China and location of a future Sci-Tech City.
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High seas treaty delayed
BIODIVERSITY |  Nations failed last week 
to agree on a first-ever treaty to pro-
tect high seas biodiversity, after some 
countries balked at ceding control to a 
new international regulator. Negotiations 
had been underway for several years 
on the pact, which includes provi-
sions on establishing protected marine 
areas, regulating scientific collection of 
organisms, improving research capac-
ity of developing nations, and requiring 
environmental impact assessments for 
new activities such as mining. The big-
gest sticking point was over whether 
environmental impact assessments would 
be approved by nations themselves or by 
a new international organization, says 
Alice Vadrot, a political scientist at the 
University of Vienna. Another thorny 
issue is whether countries can be obliged 
to make payments to a treaty organiza-
tion so their researchers may collect 
biological samples in the high seas. A new 
negotiating session has been scheduled 
for January 2023.

Gender diversity sparks discovery
PUBLISHING |  Mixed-gender research 
teams produce more novel and highly 
cited papers than teams composed 
entirely of men or of women, according 
to a study of 6.6 million papers pub-
lished from 2000 to 2019 by 7.6 million 
medical researchers. Teams with six or 
more authors of multiple genders—as 
inferred by a name-matching algorithm—
published papers 7% more novel than 
similar-size, single-gender teams, based 
on an analysis of novel combinations 
of journals cited in each paper’s biblio-
graphy. These teams’ papers were also 
15% more likely to be among the top 5% 
most highly cited papers in a given year, 
according to the study, published this 
week in the Proceedings of the National 
Academy of Sciences (by a mixed-gender 
team). More work is needed to under-
stand the reasons for the disparities, it 

Edited by Jeffrey Brainard

C
alifornia regulators last week issued the first ban by a U.S. state on 
the sale of new passenger cars that run only on gasoline. Starting 
in 2035, nearly all new cars sold in California must be all electric 
or run on hydrogen fuel cells; 20% can be hybrid-electric vehicles 
with batteries capable of running at least 80 kilometers. The mea-
sure is expected to halve greenhouse gas emissions from passenger 

cars, pickups, and SUVs in California by 2040. The phased-in mandate 
from the California Air Resources Board could bolster nationwide efforts 
to cut greenhouse gas emissions. Up to 40% of all U.S. cars sold may con-
form to the California rule—if, as expected, some other states adopt the 
measure, which is stricter than federal rules. But most states will have 
difficulty meeting the California targets, transportation experts at the 
University of California, Davis, wrote in an analysis. Today, roughly 15% 
of new cars sold in California are electric vehicles, and most other states 
lag far behind in EV sales and installation of charging infrastructure. EU 
lawmakers voted this year to ban sales of new gasoline-only cars starting 
in 2035, a measure that requires approval by member states.

“This is very far from a normal monsoon —
it is climate dystopia at our doorstep.”Sherry Rehman, Pakistan’s climate change minister, to AFP,  about unprecedented flooding that has killed 

more than 1000 people, a likely impact of climate change despite the country’s small carbon footprint.

CLIMATE POLICY

California to ban gasoline-only cars

A new state policy could make electric charging stations, like this one in San Francisco, a more common sight.
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IN FOCUS  A photo of eggs from the gliding tree frog (Agalychnis spurrelli) won the 
Life Close Up category in this year’s BMC Ecology and Evolution image competition. 
Brandon André Güell, a Ph.D. student at Boston University, photographed the 
eggs in Costa Rica. They usually hatch after 6 days of development but can do so 
prematurely to escape predators and desiccation.
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says. The finding is consistent with previ-
ous studies that linked research teams 
that were more diverse racially 
and culturally to higher creativity.

COVID-19 shot spurs patent fight 
INTELLECTUAL PROPERTY | Moderna, 
which has made billions of dollars from 
a COVID-19 vaccine based on messenger 
RNA technology, last week accused its 
main rival of infringing the company’s 
patents for a similar mRNA shot. Among 
the allegations in a suit filed in a U.S. 
court, Moderna says Pfizer and its part-
ner BioNTech made use of its patented 
strategy of replacing a natural constituent 
of mRNA with a labmade molecule. But 
the University of Pennsylvania filed a U.S. 
patent application for that same molecu-
lar substitution 6 years before Moderna 
did—and filing priority is critical in 
patent disputes. (Both patents have been 
issued.) Pfizer and BioNTech say they “will 
vigorously defend” themselves against 
Moderna’s suit.

Japan reconsiders nuclear power
ENERGY | Japan’s government will 
consider building new nuclear plants 
while pushing to restart more reactors 
idled for safety checks after the 2011 
Fukushima meltdowns, Prime Minister 
Fumio Kishida announced last week. 
The objective is to ensure energy security 
and cut Japan’s greenhouse gas emis-
sions, which are the world’s fifth largest. 
Engineers have restarted 10 of the 
54 nuclear reactors shut down after the 
Fukushima disaster. Twenty-one are 
being decommissioned, and the rest are 
still under review, a process Kishida 
hopes to accelerate. To replace nuclear 
power, Japan’s utilities have burned more 
coal and natural gas, jeopardizing the 
country’s target of net-zero emissions by 
2050. An economy ministry road map 
unveiled on 29 July suggests new, next-
generation light-water reactors could 
be commercialized by the mid-2030s. 
Kishida also promised to give greater 
support to renewable power.

THREE QS

Walensky eyes CDC reforms
Rochelle Walensky walked into a hot 
mess when she took the helm of the 
U.S. Centers for Disease Control and 
Prevention (CDC) in January 2021. The 
agency had diffi  culty keeping up with 
the fast-moving COVID-19 pandemic. It 
botched the development and distribution 
of COVID-19 tests, issued unclear 
directives about prevention e� orts such 
as social distancing and vaccines, and 
required several levels of clearance 
before CDC researchers could publish 
� ndings. Science spoke with Walensky, 
a former head of infectious diseases at 
Massachusetts General Hospital, about 
preliminary � ndings of two reviews 
she commissioned of CDC’s COVID-19 
response and its policies and processes. 
(A longer version of this interview is at 
https://scim.ag/Walensky.)

Q: Are you trying to help CDC 
own its mistakes?
A:  I was always a really avid consumer, 
champion, and cheerleader for CDC 
before I got here. The people at the 
CDC are amazing. The issue though is 
whether the people themselves were 
responsible or whether many of the 
things in the structure around them 
didn’t allow them to operate as swiftly 
as possible and didn’t allow them to 
prioritize. I think it’s a little bit of both. 

Q: What are you going to prioritize?
A: The clearance process at CDC is too 
slow. How is it that we get our data out 
faster? I published enough papers to 
know that as painful as the review process 
is, they are generally better after it. So I 
don’t want to get rid of that necessarily. 
But CDC has been changing. Last week, 
we put data about monkeypox up on our 
website, and the [associated] paper hasn’t 
come out yet.

Q: Do you plan to fire or reshuffle staff?
A: We’re going to realign incentives 
for sta�  so that we move toward 
promoting people for taking actions 
that bene� t public health. It’s not lost 
on me that changing boxes around on 
an organizational chart is not going to 
do anything in and of itself. We haven’t 
spent enough of our time, energy, 
and resources on our public health 
infrastructure, our core capabilities of 
personnel, data modernization, and 
laboratory infrastructure. And that is 
the investment that I think we really 
need to make.
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A
decadeslong battle over how best to 
provide public access to the fruits of 
research funded by the U.S. govern-
ment has taken a major turn.

Last week, President Joe Biden’s 
administration announced that, by 

the end of 2025, federal agencies must 
make papers that describe taxpayer-funded 
work freely available to the public as soon 
as the final peer-reviewed manuscript is 
published by a journal. Data underlying 
those papers should also be made freely 
available “without delay.”

Officials are still working out details of the 
new policy, including how to pay for publish-
ing costs. But it significantly reshapes and ex-
pands fiercely contested rules on free access 
that have been in place since 2013. Most nota-
bly, the White House substantially weakened, 
but did not end, the ability of journals to keep 
final versions of federally funded papers be-
hind a subscription paywall for up to 1 year.

Many commercial publishers and non-
profit scientific societies have long fought 
to maintain that 1-year embargo, saying it 
protects subscription revenues that fund ed-
iting, production, and society activities. But 
critics of paywalls argue they slow the flow of 

information, have enabled price gouging by 
publishers, and force U.S. taxpayers to “pay 
twice”—once to fund research and again to 
see the results. Since the late 1990s, the crit-
ics have urged policymakers to require imme-
diate “open access” to U.S.-funded research.

The Biden administration heeded those 
pleas, although the new policy does not 
expressly embrace the term open access—
it uses “public access.” But it is “de facto 
an open-access mandate,” says Stefano 
Bertuzzi, CEO of the American Society 
for Microbiology (ASM), which publishes 
16 journals. And many open-access advocates 
are applauding it.

“This is an enormous leap forward,” says 
Heather Joseph, executive director of the 
Scholarly Publishing and Academic Re-
sources Coalition, which promotes open ac-
cess. “Getting rid of that embargo is huge.”

The embargo and related policies “were 
pure sellouts of the public interest,” tweeted 
biologist Michael Eisen of the University of 
California, Berkeley, a co-founder of the PLOS 
journals, which helped pioneer an open-
access business model in which authors pay a 
fee to make their papers free. “The best thing 
I can say about this new policy is that pub-
lishers will hate it.”

Many publishers say they support a tran-

sition to immediate public access but criti-
cized the policy. “We would have preferred 
to chart our own course to open access 
without a government mandate,” Bertuzzi 
says. (Six ASM journals are open access; the 
rest will follow by 2027.)

The Association of American Publish-
ers, a leading trade group, complained in 
a statement that the policy arrived “with-
out formal, meaningful consultation or 
public input … on a decision that will have 
sweeping ramifications, including serious 
economic impact.”

Others took a wait-and-see approach. 
Sudip Parikh, CEO of AAAS, which publishes 
the Science family of journals, says “it is too 
soon to tell if this guidance will impact our 
journals.” (AAAS publishes the open-access 
Science Advances, and in 2021 its paywalled 
journals began to allow authors to place the 
peer-reviewed, near-final version of papers in 
institutional repositories on publication.)

The impact of the new policy could vary 
depending on which of the more than 
20 U.S. funding agencies underwrites the 
research. Each agency is expected to finalize 
its policy by the end of 2024 and implement 
it by the end of 2025.

The policy is not intended to mandate 
any particular business model for publish-
ing, says Alondra Nelson, acting director 
of the White House Office of Science and 
Technology Policy (OSTP). For example, it 
will not require federally funded research-
ers to publish only in pay-to-publish open-
access journals. Researchers who publish in 
subscription journals might be able to sat-
isfy the policy by depositing the near-final, 
peer-reviewed, and accepted version into a 
public repository, leaving journals free to 
keep their final version of a paper behind 
a paywall. (Some researchers say only that 
published version is adequate for schol-
arly purposes. The not-quite-final, “author-
accepted” versions often lack some editing, 
typesetting, and formatted data tables.)

Nelson says OSTP is acutely aware of con-
cerns about who will pay the costs associ-
ated with the policy, especially if publishing 
in pay-to-publish open-access journals be-
comes a widespread practice. Some fear the 
U.S. policy—combined with similar policies 
adopted in Europe and elsewhere—could ac-
celerate the rise of such journals. That could 
make publishing more difficult for authors 
with modest or no grant funding, especially 
ones who work in underresourced institu-
tions and in developing countries.

OSTP wants “to ensure that public access 
policies are accompanied by support for 
more vulnerable members of the research 
ecosystem,” it wrote in a blog post. Agencies 
could, for example, allow researchers to use 
grant funds to cover publishing costs—as 

I N  D E P T H

U.S. to require free access to 
papers on all research it funds
The plan, to start at the end of 2025, is a blow to journal 
paywalls, but its impact on publishing is unclear

SCIENTIFIC PUBLISHING

By Jeffrey Brainard and Jocelyn Kaiser
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Carbon dioxide detected around 
alien world for first time

ASTRONOMY 

A
stronomers have found carbon dioxide 
(CO2) in the atmosphere of a Saturn-
size planet 700 light-years away. The 
discovery, made by the James Webb 
Space Telescope, is the first unambig-
uous detection of the gas in a planet 

beyond the Solar System and provides clues 
to how the planet formed. The result also 
shows just how quickly Webb could identify 
a spate of other gases that could hint at a 
planet’s potential habitability for life.

Webb, which started observing in late 
June, is “ushering in this new era of the at-
mospheric science of exoplanets,” says Nikku 
Madhusudhan of the University of Cam-
bridge, who was not involved in the study. 
“We’re living in revolutionary times.”

Webb’s sensitivity to infrared wave-
lengths has already brought the universe’s 
most distant stars and gal-
axies into view (Science, 
12 August, p. 700). But 
the infrared is also criti-
cal for researchers study-
ing worlds much closer to 
home, in the Milky Way. If 
an exoplanet’s orbit takes 
it in front of its star, some of the starlight 
passes through the planet’s atmosphere 
and picks up fingerprints of its composi-
tion. The atmospheric gases absorb spe-
cific wavelengths of light, which show up 
as dips in brightness when the starlight is 
spread out into a spectrum.

For many gases of interest, the dips oc-
cur at infrared wavelengths, which are 
mostly blocked by Earth’s atmosphere. The 
Hubble Space Telescope and its smaller in-
frared sibling, the Spitzer Space Telescope, 
have detected water vapor, methane, and 
carbon monoxide around a few hot, giant 
exoplanets, but little more. Webb promises 
to reveal many more gases, and around 
smaller planets: ones between Neptune 
and Earth in size, and small rocky Earth-
like ones, although it is unlikely to be able 
to confirm the existence of life.

For its first exoplanet observations, 
astronomers targeted the hot gas giant 
WASP-39b, which circles its star every 

4 days in an orbit much tighter than Mer-
cury’s. Even in raw data based on a single 
transit across the star, the spectral dip of 
CO2 “just popped out,” says Jacob Bean, a 
member of Webb’s early science team for 
transiting exoplanets at the University of 
Chicago. Previous CO2 detections had not 
held up, but Webb’s spectrum is beyond 
dispute, he says. It is “the right size, the 
right shape, and in the right position.”

He and his colleagues reported the results 
last week on the preprint server arXiv and 
their paper has been accepted by Nature. In 
the coming months the team will identify 
other dips visible in the planet’s spectrum 
to “make a complete chemical inventory of 
its atmosphere,” says team member Laura 
Kreidberg of the Max Planck Institute 
for Astronomy. 

CO2 is a clue to a planet’s “metallicity.” 
The big bang produced hydrogen and he-

lium; anything heavier was 
forged later in stars. Heavy 
elements are thought to be 
crucial for creating giant 
planets. When planets form 
out of a disk of material 
around a new star, heavier 
elements form solid grains 

and pebbles that stick together, eventually 
forming a solid core that is massive enough 
to grow into a gas giant by pulling in gases 
with its own gravity. 

From the CO2 signal of WASP-39b, the 
team estimates that the planet’s metal-
licity roughly matches Saturn’s. It is also 
close to Saturn in mass, even though they 
have wildly different orbits—perhaps a 
suggestion that WASP-39b formed farther 
from its star before drifting inward. “Can 
we find a common story for these two ob-
jects?” Bean says. “I don’t know yet.”

With Webb, finding “important chemi-
cals will be the norm rather than the ex-
ception,” Madhusudhan says. He predicts 
that when the telescope starts to study 
cooler, smaller planets, it will turn up 
surprises—perhaps gases that are known to 
play a role in biological processes on Earth, 
such as methane, ammonia, and hydrogen 
cyanide. “It’s anyone’s guess,” he says. “A 
whole zoo of chemicals is possible.” j

By Daniel Clery

some do already—or fund the expansion of 
public repositories. “We’re not naïve about 
the challenges we face,” Nelson says. “Im-
plementation on any new policy is key.”

Even if the policy induces publishers to 
make pay to publish their default business 
model, the cost to U.S. taxpayers to pay 
open-access fees for all U.S.-funded authors 
would be relatively modest, according to an 
OSTP analysis: not more than $789 million 
annually, or a half-percent of total federal 
spending on R&D.

The policy reflects the profound changes 
that began rocking academic publishing 
3 decades ago. Then, subscription-based 
print journals were the primary means of 
disseminating research results, and pub-
lishers fiercely resisted any policy that 
threatened an often highly profitable busi-
ness model. But pressure from university li-
braries upset by rising subscription fees and 
patient groups angry about having to pay 
to read taxpayer-funded biomedical studies 
helped catalyze efforts to change policy. At 
the same time, the rise of the internet led to 
publishing experiments, such as free online 
journals and the posting of free “preprints” 
that have not been peer reviewed.

These shifts prompted both Republicans 
and Democrats to urge the federal govern-
ment to revise its access policies. In 2013, 
then-President Barack Obama attempted 
to strike a compromise—via the 1-year em-
bargo rule—between publishers and open-
access advocates.

But many—including Biden—were not 
happy with that deal. In a 2016 speech, 
Biden noted, “The taxpayers fund $5 billion 
a year in cancer research, but once it’s pub-
lished, nearly all of that sits behind [pay]
walls. Tell me how this is moving the [scien-
tific] process along more rapidly.”

In recent years, pressure for change 
grew. In 2018, a group of European sci-
ence funders called Coalition S unveiled a 
similar open-access policy, which takes full 
effect in 2025. (Coalition S requires publish-
ers to give up copyright; the U.S. policy does 
not.) In 2019, the U.S. National Cancer Insti-
tute’s “Cancer Moonshot” program, which 
Biden helped create, required grantees to 
make papers it funded open access. And in 
2020, publishers made all papers related to 
COVID-19 free to read, at least temporarily.

The U.S. policy will affect a substantial 
share of the world’s academic literature. In 
2020, OSTP estimates federal funding pro-
duced 195,000 to 263,000 articles, or some 
7% to 9% of the 2.9 million papers pub-
lished worldwide that year.

Bertuzzi says the policy is likely to have 
a global impact that will be hard to ig-
nore, because “the U.S. government is the 
800-pound gorilla in the room.” j

“A whole zoo of 
chemicals is possible.”

Nikku Madhusudhan, 
University of Cambridge

NEWS

Webb telescope discovery offers clue to planet formation 
and promises insights on planetary habitability
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T
he patient was a success story, his ad-
vanced melanoma erased by a popu-
lar new cancer treatment. Known as 
immune checkpoint inhibitors, the 
drugs coax the immune system to seek 
and destroy cancer cells—and in this 

case, they “worked beautifully,” says Kerry 
Reynolds, an oncologist at Massachusetts 
General Hospital (MGH) who helped care for 
the man.

But about a month after an infusion, with-
out a melanoma cell detectable in his body, 
the 64-year-old was admitted to the hospi-
tal, gravely ill. The drugs were sending his 
immune system into overdrive, wreaking 
havoc on his colon and nervous system. Doc-
tors struggled for more than 3 weeks to save 
him, but “he died of overwhelming toxicity,” 
Reynolds says. She was haunted by his story. 
“We felt so hopeless.”

Before he died the man implored Reynolds 
to learn from his experience, and she prom-
ised she would. Soon after, in 2017, Reynolds 

founded the Severe Immunotherapy Compli-
cations Service at MGH, where immunologist 
and genomicist Alexandra-Chloé Villani took 
on a parallel research effort; together they 
aim to treat and study people with immune 
complications from these breakthrough can-
cer drugs. The program is now expanding—
part of a larger push by scientists around the 
world. They are launching clinical trials to 
test treatments for the side effects, turning to 
computer algorithms to try to predict who’s 
at risk, and analyzing single cells to parse the 
biology of these vexing assaults.

Villani, who came to the field after her 
mother was saved by checkpoint inhibitors 
but left with arthritis as a consequence, says 
wider use of checkpoint treatments is making 
the research more urgent. “We’re curing pa-
tients that were incurable a decade ago,” but 
side effects limit how the drugs can be used.

About 10% of those who get checkpoint 
inhibitors are hospitalized with immune 
toxicities. As many as 1% die. A 2021 study 
suggested that, like Villani’s mother, about 
40% of those taking checkpoint drugs de-

velop chronic complications, often arthritis 
or endocrine dysfunction. “When people 
have 4 months to live, the risk makes sense,” 
Reynolds says. For less advanced cancers, “the 
risk profile changes” and doctors crave more 
information about who stands to benefit.

Today that tension between the drugs’ 
risks and benefits is especially acute, be-
cause 11 years after the first checkpoint in-
hibitor was approved in the United States for 
metastatic melanoma they’re being cleared 
for earlier stages of several cancers, includ-
ing melanoma, lung cancer, and breast can-
cer. More than 40% of cancer patients in 
the United States are eligible to take the 
drugs, and they constitute a $30 billion—and 
growing—market.

The complications superficially resemble 
known autoimmune diseases, such as hepa-
titis or colitis, but “the abrupt development is 
very different,” says Afreen Shariff, an endo-
crinologist at Duke University. Colon biopsies 
of patients with drug-induced colitis suggest 
a mix of overlapping and distinct features 
compared with biopsies from patients with 
ulcerative colitis and Crohn’s disease, says 
Villani, whose lab is studying this biology. 

Some side effects are chronic but manage-
able. Dysfunction in the adrenal gland or 
thyroid, for example, may be controlled by 
medicine once a day, says Douglas Johnson, 
a melanoma oncologist at Vanderbilt Univer-
sity. Others are devastating: The drugs can 
cause a myocarditis in which the immune 
system obliterates heart muscle, for example. 
Although far rarer than many other immune 
complications, it’s fatal between one-quarter 
and half the time.

Most patients with immune complica-
tions currently receive steroids, a blunt 
tool that risks interfering with the cancer-
directed attack the checkpoint inhibitors 
are meant to spur—and that don’t always 
help patients. So, researchers are seek-
ing better countermeasures. In Paris, Sor-
bonne University cardiologist Joe-Elie 
Salem has been investigating an arthri-
tis drug called abatacept, which disrupts 
the activity of T cells, to treat checkpoint-
induced myocarditis. Researchers are still 
trying to determine whether abatacept in-
terferes with checkpoint therapy’s benefits, 
but in 2019, Salem and colleagues reported 
in The New England Journal of Medicine that 
a woman with lung cancer and myocarditis 
was successfully treated with the arthritis 
drug without suffering tumor progression. 
Soon after, Salem was a co-author on another 
paper that described success with abatacept 
in a mouse model of checkpoint-induced 
myocarditis. (The senior author on that pa-

Kerry Reynolds is among the researchers studying 
immune side effects of checkpoint inhibitors. 

MEDICINE

By Jennifer Couzin-Frankel

NEWS   |   IN DEPTH

Researchers tackle vexing side 
effects of potent cancer drugs
Wider use of checkpoint inhibitor therapy spurs efforts 
to predict and treat immune complications
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per, published in Cancer Discovery, was 
James Allison of the MD Anderson Cancer 
Center, one of two scientists awarded a Nobel 
Prize in 2018 for cancer immunotherapy, in-
cluding checkpoint inhibitors.)

Salem has launched a clinical trial to test 
abatacept in more patients. Another trial, 
funded by Bristol Myers Squibb, the maker 
of several checkpoint drugs (and abatacept), 
last month began to enroll myocarditis pa-
tients. The preliminary abatacept results are 
raising hopes for more targeted treatment, 
and the possibility that the biology driv-
ing immune side effects can be “decoupled” 
from the drugs’ ability to combat cancer. If 
so, managing their hazards without blunting 
their effectiveness would be far easier.

This is a major focus of the work at 
MGH, where Villani and her lab members 
are running a slew of tests on blood and 
tissue samples from more than 300 (and 
counting) patients affected by immune 
side effects. The team hopes to learn which 
cell populations and signaling pathways 
are behind the complica-
tions in different patients. 
“We do have some early 
results suggesting we can 
decouple” the good and bad 
sides of checkpoint drugs, 
Villani says, but the picture 
is complex. “It’s not the 
same immune component 
that’s upregulated in every patient, not even 
every patient with the same toxicity.”

Such immune signatures might offer an 
early warning of looming problems before 
the patient’s health spirals downward. Im-
mune complications can take weeks or even 
months after treatment to manifest, and 
symptoms alone aren’t always a good indica-
tor: Early signs can be vague and common 
among people with cancer, such as fatigue, 
weight loss, and loss of appetite, Shariff says.

To refine predictions of who’s careen-
ing toward serious illness, Shariff has de-
veloped an algorithm based on electronic 
health records data from 5000 patients 
treated at Duke for checkpoint inhibitor 
complications. People on the drugs get 
blood tests every 3 weeks, and Shariff has 
noted patterns that seem to anticipate 
toxicities, such as abrupt changes in lab 
results like liver function. The algorithm 
also accounts for risk factors such as tak-
ing a combination of checkpoint inhibi-
tors, a popular strategy that is often more 
effective against cancer. Lesser risks may 
include a history of autoimmune disease.

In the next month, Shariff hopes to put 
the algorithm to its first real-world test in 
some of Duke’s cancer clinics. She wants to 
see whether it correctly predicts brewing 
toxicities and influences how doctors care 

for patients, perhaps enabling them to pre-
vent hospitalizations by starting immune 
suppression and other treatments sooner. 
Initially the algorithm will draw on details 
from a patient’s medical history and lab re-
sults, but she hopes with time to incorpo-
rate the kind of molecular detail Villani’s 
lab is studying.

Pinpointing patients at sky-high risk of 
immune side effects before they get check-
point drugs is another frontier. In January 
researchers reported in Nature Medicine 
that in blood taken from advanced mela-
noma patients before treatment, high 
numbers of a certain type of memory T 
cell, among other features, can signal an 
up to eightfold increase in the risk of se-
vere immune-related complications. The 
team now plans to enroll 75 cancer pa-
tients getting checkpoint inhibitors and 
follow them, to validate this crystal ball. 
Combined with emerging data on who 
is most likely to benefit from checkpoint 
drugs, especially in an earlier stage of dis-

ease, the information could 
guide treatment decisions. 
But Johnson, who is study-
ing various other markers 
of immune function to see 
whether they might an-
ticipate side effects, is cau-
tious. “I’m not so convinced 
we’re going to find a really 

good predictive biomarker” that makes 
forgoing the therapy worthwhile.

Still, with progress on several fronts, 
“I think that in the next 4 or 5 years, we 
will have good answers” on how to counsel 
people about checkpoint therapy, says Jon 
McDunn, a biomedical engineer in Cary, 
North Carolina. McDunn is the executive 
director of Project Data Sphere, a nonprofit 
that recently worked with MGH and others 
to help develop definitions of  neurologic 
side effects, and funded a registry to iden-
tify affected patients.

In Boston, meanwhile, Reynolds’s pro-
gram has expanded to 73 doctors and scien-
tists across specialties who meet regularly. 
Every morning, a smaller subset that in-
cludes Villani and some lab members is no-
tified of potential immune complications in 
MGH’s cancer patients who have agreed to 
participate in research studies. Funding has 
been scarce, Reynolds says: “We have done 
this by Band-Aid and bootstrap.” 

About once a month, with permission 
from the patient before their death and 
from the family, an autopsy is performed 
and tissues collected for Villani’s lab. The 
man with melanoma was the program’s first 
autopsy, and Reynolds’s promise to him re-
mains fresh in her mind. “We have to get to 
the bottom of this,” she says. j

“We have to 
get to the bottom 

of this.”
Kerry Reynolds, 

Massachusetts General Hospital

F
or the first time since the start of the 
pandemic, COVID-19 vaccines look 
set to receive an update. Boosters 
reformulated to protect against the 
Omicron variant, which has domi-
nated globally since early this year, 

may get deployed on both sides of the At-
lantic Ocean as early as this month.

The United Kingdom has already autho-
rized a shot produced by vaccinemaker Mod-
erna against the Omicron subvariant BA.1 
and may start using it soon. This week, after 
Science went to press, the European Medi-
cines Agency (EMA) was set to review applica-
tions for Moderna’s BA.1 vaccine and another 
from the Pfizer-BioNTech collaboration.

But BA.1 is no longer circulating; the 
BA.4 and BA.5 subvariants eclipsed it in 
the spring. In June, the U.S. Food and Drug 
Administration (FDA) asked manufacturers 
to develop a booster specifically targeting 
those two subvariants, and last week, both 
Moderna and the Pfizer-BioNTech collabo-
ration said they have submitted data about 
their BA.4/BA.5 vaccines to FDA. (Pfizer 
and BioNTech have also submitted the data 
to EMA; the European Union could first ap-
prove a BA.1-based booster and switch to 
BA.4/BA.5 vaccines later.)

The data on the updated boosters are lim-
ited, however, and the impact they will have 
if greenlit is unclear. Here are some of the 
questions surrounding this new generation 
of vaccines. 

What do the new boosters contain? 
A bit of the old and a bit of the new. Both 
the Pfizer-BioNTech collaboration and Mod-
erna make their vaccines from messenger 
RNA (mRNA) coding for the spike protein 
of SARS-CoV-2. The new vaccines are 
bivalent. Half of the mRNA codes for the 
spike protein of the ancestral virus strain 

Omicron shots 
are coming—
with lots 
of questions
Decisions on boosters 
targeting subvariants will 
be based on limited data

COVID-19

By Gretchen Vogel
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that emerged in Wuhan, China, in late 
2019, which is also in the original shots; 
the other half codes for the spike protein 
in BA.1 or the one in BA.4 and BA.5, which 
have identical spikes.

What sort of data have the 
companies collected? 
Human data are only available for the 
companies’ boosters targeted to BA.1. At 
a June meeting of FDA’s vaccine advisory 
committee, both companies showed that 
the shots had side effects similar to those 
of the original vaccines—including sore-
ness at the injection site and fatigue—and 
induced strong antibody responses to 
both the original strain and Omicron BA.1. 
The companies also showed that the BA.1 
vaccines prompted significant antibody 
responses to BA.4 and BA.5, although 
lower than that to BA.1.

For the BA.4/BA.5 boosters, the com-
panies have submitted animal data. They 
have not released those data publicly, 
although at the June FDA meeting, Pfizer 
presented preliminary findings in eight 
mice given BA.4/BA.5 vaccines as their 
third dose. Compared with the mice that 
received the original vaccine as a booster, 
the animals showed an increased response 
to all Omicron variants tested: BA.1, BA.2, 
BA.2.12.1, BA.4, and BA.5.

The companies say clinical trials for 
the BA.4/BA.5 vaccines will begin next 
month; they need clinical data both for 
full approval of the vaccines—their recent 
submissions are only for emergency use 
authorization—and to help develop future 
updates. Presumably they will measure re-

cipients’ antibody levels, but not the vac-
cine’s efficacy against infection or severe 
disease. Such trials are very expensive and 
were not done for the BA.1 shot either. 

How can authorities consider authorizing 
vaccines without data from human trials?
Influenza vaccines are updated each 
spring to try to match the strain most 
likely to circulate in the fall and winter. 
The reformulated shots don’t have to 
undergo new clinical trials unless the 
manufacturers significantly change the 
way they make the vaccine. A similar ap-
proach for new COVID-19 variants makes 
sense, says Leif Erik Sander, an infectious 
disease expert at the Charité University 
Hospital in Berlin. The changes to the 
mRNA are minor and providing updated 
vaccines as quickly as possible is “an ethi-
cal issue,” Sander says. “We need to allow 
people to protect themselves from a virus 
that we can’t fully control.”

Why do the new vaccines still contain 
mRNA targeting the ancestral strain, which 
is long gone?
It isn’t entirely clear. Hana El Sahly, a vac-
cine development expert at Baylor College 
of Medicine, says she can’t see a biological 
reason to include both versions of spike. In 
Pfizer’s mouse experiments, an Omicron-
only vaccine triggered slightly higher 
antibody responses against Omicron 
viruses than a bivalent vaccine did. But 
the limited human data available show 
no significant difference between the two 
formulations. However, Angela Branche 
of the University of Rochester Medical 

Center, who leads a study comparing mul-
tiple strain-specific vaccines, notes that 
the next variant to emerge might be more 
closely related to the ancestral strain than 
to Omicron, so the bivalent formula could 
be a useful hedge.

Will the strain-specific mRNA lead 
to better protection?
That’s hard to predict. It depends in part 
on how much BA.4 and BA.5 are still 
circulating by the time the shots are deliv-
ered and how closely the next dominant 
strain matches them. It also depends on 
how many people have immunity from a 
recent infection.

In a preprint posted on medRxiv on 
26 August, mathematical modeler Deborah 
Cromer at the Kirby Institute of the Uni-
versity of New South Wales and colleagues 
attempt to calculate the possible impact of 
strain-specific vaccines. They combined data 
from eight clinical trial reports that com-
pared vaccines based on the original spike 
protein with formulations targeted to the 
Beta, Delta, and Omicron BA.1 strains. The 
studies all measured the ability of recipients’ 
serum to neutralize virus variants in the lab. 

They found that the biggest effect 
came from administering any booster: On 
average, an additional dose of a vaccine 
coding for the ancestral virus’ spike protein 
resulted in an 11-fold increase in neutral-
izing antibodies against all variants. “Don’t 
throw out all those ancestral-based boost-
ers!” Cromer says. “They can do a good 
chunk of the work for you.”

But strain-specific vaccines improved 
things slightly. Recipients of updated vac-
cines had, on average, antibody levels 
1.5 times higher than those who received 
an ancestral strain vaccine. Even if the vac-
cine didn’t exactly match the viral strain, 
there was still some benefit.

If the benefits are limited, do we really need 
the new boosters?
Some scientists don’t think we do. Paul 
Offit, a vaccine researcher at the Chil-
dren’s Hospital of Philadelphia, was one 
of two members of FDA’s committee who 
voted against asking companies to make 
Omicron-specific boosters. Offit doesn’t 
dispute that the new vaccines will have 
some benefit but doubts it’s worth the 
additional resources. Current COVID-19 
vaccines still prevent the most severe 
outcomes, Offit says, and if the goal is to 
stop infections, even updated vaccines will 
have little impact. But Branche says the 
broadened immunity that updated vaccines 
may confer would pay off if new variants 
emerge. “We need to cover as much of the 
map as possible,” she says. j

A nurse administers a regular COVID-19 booster in Los Angeles. Omicron boosters may arrive in September.
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D
uring the late Triassic period, when 
the terrestrial world was a single 
sprawling land mass called Pangaea, 
a dog-size plant-eating dinosaur 
perished near a river in the south-
ern part of the continent. When the 

river flooded, its body was buried by sedi-
ment, with some bones still articulated as 
in life.

About 230 million years later, paleonto-
logist Chris Griffin, then a doc-
toral student at the Virginia 
Polytechnic Institute and State 
University, spotted a thigh bone 
sticking out of a hill in the Cabora 
Bassa River Basin in what is now 
Zimbabwe. “I’ve got a dinosaur!” 
he called to his team.

“As soon as I dug that out, I knew 
that I was holding Africa’s oldest 
dinosaur,” says Griffin, now a post-
doc at Yale University. “I had to sit 
down and breathe for a minute, be-
cause I thought, ‘There could be a 
lot more [bones] in there.’”

In the weeks that followed, 
Griffin and paleontologists 
Darlington Munyikwa and Michel 
Zondo of the Natural History Mu-
seum of Zimbabwe in Bulawayo 
unearthed a nearly complete skel-
eton. It turned out to be a new 
species of early dinosaur: Mbi-
resaurus raathi, which they de-
scribe this week in Nature.

Though small by dinosaur stan-
dards at 1.8 meters long, the find 
has outsize implications for the 
early spread of dinosaurs, says 
Stephen Brusatte, a vertebrate 
paleontologist at the University of 
Edinburgh who was not involved 
in the study. “We’ve known next 
to nothing about the earliest dinosaurs in 
Africa,” Brusatte says. “It is one of the most 
important recent dinosaur discoveries any-
where in the world.”

Until now, the earliest known dinosaurs, 
also dating to about 230 million years ago, 
were found in Argentina and Brazil, with 
a few partial specimens from India. When 
the continents were gathered together to 
form Pangaea, those sites all lay at about 
50° south, explains Diego Pol, a paleonto-

logist at the Egidio Feruglio Paleontology 
Museum in Argentina who was not part of 
the team. Earth was warmer at the time, 
lacking icecaps, and climate models sug-
gest that latitude on Pangaea had a wet, 
temperate climate with hot summers and 
cool, rainy winters. Researchers have sus-
pected the first dinosaurs needed this type 
of climate, and that this limited their spread 
across the supercontinent. But to confirm 
that idea, they needed dinosaur fossils from 
other parts of the same climate belt.

Griffin’s team began its hunt with a geo-
logical map, tracing a Pangaean-era latitude 
line of 50°. They zeroed in on a shallow drain-
age in northern Zimbabwe where Munyikwa 
and Zondo knew other fossils had been found. 
“If dinosaurs are following this climate, then 
we should be able to find some of the old-
est dinosaurs right here in southern Africa,” 
Griffin says they reasoned. “And we did.”

The M. raathi find, which was almost 
complete save for portions of the skull 

and forelimbs, “was just very amazing and 
exciting,” Munyikwa says. No bigger than 
a collie, M. raathi is named after Mbire, 
as the region was called during the 16th 
century Shona Empire, and a pioneering 
researcher who found fossils nearby. The 
dinosaur had a long tail, a smallish head, 
and small, triangular teeth, suggesting it 
favored plants.

The team also found fragments of bones 
from a large carnivorous dinosaur called 
a herrerasaurid, the first discovered in 

Africa. And it unearthed an ar-
ray of other animal fossils, too: 
cynodonts, which are mammal 
relatives; armored crocodilian 
relatives called aetosaurs; and 
archaic reptiles called rhyncho-
saurs. Paleontologists have found 
similar creatures along the same 
climate band in South America 
and India.

Taken together, the fossils are the 
strongest evidence yet that the ear-
liest dinosaurs and their relatives 
were constrained to a temperate 
climate belt bordered by arid ones, 
Pol says. “The assemblage was very 
similar to that of South America,” 
he says. Dinosaurs were restricted 
to their semihumid oasis for a few 
million years, until the arid regions 
to the north and south began to be-
come wetter.

The rare find provides a wel-
come boost to Zimbabwe’s sci-
ence that Munyikwa hopes will 
help attract more research fund-
ing. “This new species [shows] 
we have very important depos-
its,” he says. The fossils are now 
on display at the Natural History 
Museum of Zimbabwe and are a 
point of pride for the community 
and nation, he says.

The study notes that other specimens 
likely await discovery across the same Pan-
gaean climate belt, offering a road map of 
sorts for other paleontologists on the hunt 
for early dinosaurs, says Kristi Curry Rogers, 
a vertebrate paleontologist at Macalester Col-
lege. “Now it’s time for all the rest of us work-
ing in dinosaur paleobiology to get to work 
and discover some more early dinosaurs.” j

April Reese is a journalist based in Aveiro, Portugal.

 Mbiresaurus raathi, one of the world’s oldest dinosaurs and about the 
size of an emu, munched plants along a riverbank in the late Triassic period.

By April Reese

PALEONTOLOGY 

Zimbabwe find illuminates dawn of the dinosaurs 
Nearly complete specimen shows earliest dinosaurs needed a temperate climate
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Can sophisticated research tools, such as plucking environmental DNA 
from water and the sea floor, speed the recovery of long-missing soldiers?  

By Tess Joosse

A SOMBER SEARCH

As part of an effort to 
develop environmental 

DNA into a forensic 
tool, diver Evan Kovacs 
photographs the wreck 
of a World War II plane 

off the coast of Saipan.
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F
or 3 weeks in June 1944, bombs 
rained down on the tiny, lush is-
land of Saipan, then an important 
Japanese stronghold in the western 
Pacific Ocean. As part of its World 
War II campaign, the United States 
had mounted an assault by sea and 
air. Amid flaming palm trees and 
churning seas, a sturdy U.S. Hellcat 

fighter plane and its lone pilot went down 
in a harbor west of the island. His body was 
never found.

Nearly 80 years later, on a calm morn-
ing in early March, maritime archaeologist 
Calvin Mires and underwater imaging ex-
pert Evan Kovacs dove off a boat anchored 
in the harbor and swam 10 meters 
down through the warm turquoise 
water toward the wreck of the Hellcat.

Another team of archaeologists would 
later thoroughly excavate the half-
buried wreck, seeking the pilot’s re-
mains. Mires and Kovacs had a dif-
ferent job: They circled the wreck, 
collecting plugs of sediment and 6-liter 
bottles of seawater. They were explor-
ing whether they could detect human 
DNA seeping out of the crash site and 
into the environment.

The work of Mires, of the Woods 
Hole Oceanographic Institution, and 
Kovacs, of Marine Imaging Technolo-
gies, is part of a new collaboration 
between the U.S. military and outside 
scientists to apply the tools of research 
science to help bring missing service 
members home. More than 81,500 U.S. 
soldiers are considered missing in ac-
tion (MIA); their remains lie buried in 
untold locations worldwide or are in-
terred as unknowns in military ceme-
teries (see map, p. 1034). About 41,000 
of them were lost over oceans and re-
quire underwater recovery.

Mires, Kovacs, and others are working to 
develop environmental DNA (eDNA) into a 
forensic tool to hasten these slow, daunting 
underwater missions. After surveying wrecks 
in the area for nearly a decade, researchers 
located the Hellcat in 2018 and are still ex-
ploring whether it holds remains. An eDNA 
tool, if it existed, might have sped the search 
in this and thousands of similar MIA cases.

“Rather than taking out a full team of 
divers, scouring the wreck, and excavat-
ing the site, we could potentially have a 
much faster way to tell” whether a soldier’s 
remains are nearby, says Kirstin Meyer-
Kaiser, a benthic ecologist at Woods Hole 
and member of the team.

“We are a force multiplier,” says Charles 
Konsitzke, leader of the University of Wis-
consin (UW), Madison’s MIA Recovery and 
Identification Project, which is part of the 

eDNA project. He and his team are among 
dozens of scientists and specialists from out-
side the U.S. government who have teamed 
up with an arm of the Department of De-
fense (DOD) called the Defense POW/MIA 
Accounting Agency (DPAA) to find soldiers 
still missing from past wars. In other proj-
ects, scientists are surveying the sea floor 
with instruments normally used for oceano-
graphic research and developing artificial 
intelligence systems to efficiently pick out 
the shape of a downed plane from a morass 
of sonar data. Although methods vary, all 
the efforts share a common goal, Konsitzke 
says: “to hasten this process and bring more 
people home.”

A FEW DAYS BEFORE CHRISTMAS 1944, Patricia 
Krueger received a telegram from the U.S. 
Army. She hoped it would contain a belated 
birthday greeting from her husband, Army 
flight engineer 1st Lt. Charles Krueger, 
whom she had not heard from in 2 weeks. 
Instead, the message said he wasn’t coming 
home: His B-29 had been lost over Mukden, 
Manchuria, and he was later declared MIA. 
Their son, John Krueger of Middleton, Wis-
consin, now 78, still tears up when he re-
counts this story.

Decades later, the military continues to 
work to bring back the remains of soldiers 
like Charles Krueger. The job of finding them 
falls to DPAA, created in 2015 after critics 
charged that the previous MIA search pro-
cess was slow, burdened by bureaucracy, and 
behind on innovations in science and tech-
nology. Between 1973 and 2014, the remains 

of only 1849 missing service members were 
returned to their families, according to DPAA 
figures, although the pace has ticked up in 
recent years; in 2021, the agency accounted 
for the remains of 141 MIAs.

To accelerate the work, Congress gave 
DPAA the authority to develop public-private 
partnerships with scientists and groups out-
side government. “They tasked us with going 
out there and leveraging the great expertise 
and interest in the outside world,” says mili-
tary historian Michael Dolski. He oversees 
about 200 partnerships at DPAA, which has 
an annual budget of nearly $130 million.

Teaming up with academic scientists in-
troduces new ways of thinking, Dolski says. 

Academics are more plugged into scien-
tific advances and often have more lee-
way than the government to be flexible 
and creative, he explains. “Working with 
partners allows us to tap into their tech-
nologies and capabilities in ways that 
we just can’t maintain.”

UW researchers, who work on 
Wisconsin-based cases independently 
in addition to partnering with DPAA, 
took up Charles Krueger’s case in 2020. 
His family welcomed the input: Before 
then, they had only his 1946 casualty 
file, which the UW team later found con-
flicted with other historical documents. 
“There’s a lot of uncertainty with DPAA, 
and often you get radio silence,” John 
Krueger says. (An agency representative 
says, “DPAA and our partners work at 
the speed of science and accuracy.”)

Each case involves historical research, 
finding remains, and then identifying 
them with DNA and skeletal and den-
tal traits. “It’s like detective work,” 
Konsitzke says.

In the case of Charles Krueger, the 
UW team, which includes historians, 
archaeologists, geneticists, and others, 

searched military archives and pored over 
WWII-era photos and video. They discov-
ered contemporaneous Japanese newsreel 
footage of Krueger’s downed B-29. And, 
wading through documents, they found 
evidence that remains matching Krueger’s 
were recovered from Manchuria and bur-
ied in an unknowns tomb in Honolulu’s 
National Memorial Cemetery of the Pacific. 
“We wouldn’t have gotten any of this with-
out UW,” says John Krueger, who has been 
in touch with the team for every step.

The next move is to exhume and analyze 
the remains in hopes of making a genetic 
match to the Krueger family, who have sub-
mitted DNA samples. But the unknowns 
tomb may contain other remains, too, and 
before disinterment the military requires a 
means of identifying at least half of all pos-
sible people buried in the grave, as well as 

Charles and Patricia Krueger in 1943 on his family’s 
farm in Monroe, Wisconsin.
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approval from a web of federal offices and 
DOD. UW made the request in late 2021, 
but the researchers—and the family—are 
still waiting.

The UW team has had previous successes, 
for example recovering two WWII soldiers 
whose aircraft crash sites weren’t initially 
found. Archaeologists walked the French 
countryside, interviewed eyewitnesses to the 
crash, and used ground-penetrating radar 
to find the long-overgrown crash locations. 
Then they excavated and found the remains.

For the nearly 41,000 U.S. MIAs pre-
sumed lost at sea, the historical research is 
similar. But finding remains underwater re-
quires a specialized suite of scientific tools. 
For example, in February 2020, 
scientists from Project Recover—a 
nonprofit research collaboration 
between the University of Delaware 
(UD) and the Scripps Institution 
of Oceanography—deployed a fleet 
of torpedo-shaped autonomous 
underwater vehicles (AUVs), each 
about as long as a bathtub, off the 
coast of Vietnam. They were search-
ing for missing Air Force Maj. Paul 
Avolese, who had gone down in a 
B-52 bomber in the region in 1967, 
according to historical research. 
The military had searched for his 
remains since 1993.

The AUVs deployed side-scan 

sonar, which shines a “flashlight” of acous-
tic pulses across the seabed, and magneto-
meters, which pick up metallic signals. They 
detected a B-52 wreck and what looked like 
human remains on the sea floor, and the 
team’s divers and archaeologists brought 
them up. A DPAA lab later used DNA analysis 
to confirm they were Avolese’s remains.

Project Recover has found more than 
50 other aircraft associated with at least 
185 MIAs with these methods, according to 
the organization’s own tallies. “Our ability 
to locate these is pretty unique,” says Mark 
Moline, an oceanographer at UD Lewes and 
Project Recover.

Still, challenges remain. Such underwater 

recoveries are logistically challenging and 
expensive, Dolski says. (A DPAA representa-
tive declined to provide an average cost for 
each mission “as each has unique variables.”) 
Now, Dolski and others want to use DNA—
already vital to identifying remains once 
found—to more quickly home in on the right 
spot underwater.

ORGANISMS CONSTANTLY SHED DNA into 
their surroundings, and a liter of water can 
yield telltale genetic material from every-
thing from bacteria to blue whales, depend-
ing on where the sample was taken. Today, 
scientists use eDNA extensively to survey bio-
diversity in rivers, lakes, and oceans, and to 

detect early clues to invasive species.
“This method is really sensi-

tive and powerful,” says Annette 
Govindarajan, a biological ocean-
ographer at Woods Hole who uses 
eDNA to study how organisms mi-
grate up and down the ocean’s wa-
ter column. With eDNA, “we don’t 
even need the animals themselves. 
It’s like ocean forensics.”

In fact, research suggests eDNA 
could be a useful tool in criminal 
forensics on dry land. Fungal DNA 
in dust or plant, insect, and bacte-
rial DNA in soil might reveal where 
dirt in a suspect’s car came from, for 
example. In 2017, researchers at the C
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Carrier-based bombers took part in the 1944 invasion of Saipan. 
Many planes were lost and some of their crews remain unaccounted for.
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University of Tennessee found human mito-
chondrial DNA, which is much more plen-
tiful than nuclear DNA, in the soil beneath 
four decomposing cadavers, suggesting the 
method could link a site to a death even if 
remains have been removed.

But so far, eDNA hasn’t been applied 
extensively to forensic cases, says Kelly 
Meiklejohn, a forensic scientist at North 
Carolina State University. “As far as I’m 
aware, there are no law enforcement labs 
that do eDNA for casework,” she says. And 
despite eDNA’s ubiquity in marine biology, 
Meyer-Kaiser and Konsitzke say they don’t 
know of any studies using it to detect re-
mains in the ocean.

The team plans to change that. Mires was 
at an archaeology conference in January 
2020 when he ran into his former student 
Kara Davis, then working at DPAA. They got 
to talking about the potential of eDNA, with 
Davis suggesting it could serve as a clue to 
underwater human remains. 

For example, once searchers find the first 
glimmers of a wreck with sonar, magneto-
meter, or imaging data from an AUV, scien-
tists could sample nearby water and sedi-
ments seeking human DNA. If they get a 
DNA signal, searchers would have some 
assurance that remains are present before 
sending down an expensive and disruptive 
excavation team. And because wrecks are of-
ten partially buried and scattered across the 
ocean floor, eDNA could help marine archaeo-
logists know where to look.  

With eDNA, searchers could impact the 
environment less. “We also save time and en-
ergy [spent] looking in the wrong place,” says 
Hannah Fleming, a maritime archaeologist 
with DPAA who is coordinating the project.

“It’s a really interesting idea,” agrees 
Elena Zavala, a paleogeneticist at the Uni-
versity of California, Berkeley, who has part-
nered with DPAA on a different challenge: 
extracting DNA for identification from 
WWII and Korean War remains coated 
in DNA-degrading mortuary chemicals. 
“There’s a lot of overlap between ancient 
DNA and forensic science, and we’re just 
starting to build that bridge,” she says.

In her academic research, Zavala and col-
leagues have detected eDNA from extinct hu-
man relatives in cave sediments thousands 
of years old. By comparison, the decades-old 
DNA from WWII crash sites seems practi-
cally fresh.

But Zavala wonders whether contamina-
tion, either from the samplers themselves 
or a passing scuba diver, could mask the 
signal of a fallen soldier. She’d also like 
data on whether human remains in the 
ocean continue to shed DNA for decades, 
and whether that DNA is still detectable in 
water samples.

UW geneticist Joshua Hyman notes that 
heat and light break down DNA. He says 
the best bet for preserving it is a cold, dark 
environment unperturbed by currents—as 
close to a –80°C freezer as you can get. 
DNA might degrade beyond recognition in 
sediment or water from a sunny tropical 
place such as Saipan. “It would be helpful 
to do some feasibility testing,” Zavala says.

That’s why the team visited Saipan’s 30°C  
waters in March. To test detection across en-
vironments, they also traveled to the cold, 
fresh water of Lake Huron in August and will 
visit milder waters near Palermo, Italy, later 
this month. At each location they’ll sample 
an area containing confirmed remains, one 
with possible remains, and one that’s empty; 

together these combinations will help them 
figure out whether and how eDNA detection 
works, Fleming says.

In Saipan, UW molecular biologist Bridget 
Ladell transformed a hotel room into a 
makeshift lab where the group filtered and 
packaged the samples on dry ice to ship to 
Wisconsin, where she extracted the DNA. 
She’ll do the same with sediment and wa-
ter from Lake Huron and Italy. As of press 
time, the samples were queued for sequenc-
ing on machines nicknamed Bessie, Louise, 
Valentina, and Willa, in honor of pioneer-
ing female aviators. Once the sequence data 
are available, bioinformaticians will comb 
through them, looking for human signatures 
and trying to match them to samples from 
any remains. The ultimate goal would be to 
match eDNA data to families and make an 
immediate identification, but DPAA’s Fleming 
stresses that the research is still exploratory.

Scientists on the team are also tacking 
their own research questions onto the work. 
Meyer-Kaiser, for example, wants to use 
eDNA to quantify biodiversity at the sam-
pling sites and study how anemones, fish, 
and other organisms colonize wrecks.

The eDNA work is one part of a “complex 
toolkit” of underwater innovations DPAA and 
scientists are working on, Fleming says. Proj-
ect Recover researchers are pushing the abili-
ties of their AUVs, tinkering with the vehicles 
and their sensors to survey previously un-
reachable sites as deep as 600 meters. “Those 
areas are incredibly difficult to get to, and 
have not been studied well,” Fleming says.

The group is also creating and training a 
machine learning algorithm they hope will 

be able to sift through the “firehose” of sonar 
data collected by AUVs to not only identify an 
aircraft wreck deep on the sea floor, but also 
discern its make and model. “Within a year 
we’re hoping to have an automated system 
[that] spits out 20 highlighted areas from an 
entire mission that we can then examine,” 
Moline says.

For scientists, the work is more than tech-
nically satisfying. It’s “the most rewarding as-
pect of my career,” Mires says. When diving in 
Saipan, despite the lagoon’s warm water and 
beautiful scenery, the gravity of the work was 
top of mind, he says. “In other archaeology 
sites I’ve worked on, the history is remote,” he 
says. “Here, you’re doing something not for a 
thing or artifact, but for a person, and all the 
people they touched.” j

Tess Joosse is a freelance journalist in 
Madison, Wisconsin.P
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A 2017 ceremony honored World War II Aviation Radioman Second Class Albert P. “Bud” Rybarczyk, whose crash 
site in the waters off Palau was located by Project Recover, a collaboration of academic scientists.
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selected seminal scientific discoveries. 
The book’s conversational style draws the 

reader in, and the text is enlivened by de-
scriptions of major players in the field. We 
learn, for example, that Frederick Banting—
co-winner of the Nobel Prize for the discovery 
of insulin—devised his key experiment only 
after experiencing financial difficulties in his 
medical practice, a broken-down car, and a 
sleepless night puzzling over a recently pub-
lished journal article. 

While practitioners of biology will recog-
nize many in this cast of characters, from 

historical icons to cameos by peers and con-
temporaries, the book’s individual and idio-
syncratic descriptions of the scientists and 
their discoveries are both a strength and a 
weakness. Such a strategy can help to keep 
readers engaged, but it can also perpetuate 
the inaccurate notion of science as a solitary 
activity, sparked by individual genius. 

Traversing millennia and terrain as broad 
as the 17th-century inventions and observa-
tions of Antoni van Leeuwenhoek and Robert 
Hooke to the 21st-century cells engineered for 
the treatment of cancer, the book is widely 
accessible, making ample use of analogies. A 
signal transduction cascade for cell cycle reg-
ulation is described, for example, as a series 
of molecules bouncing off one another like 
pinballs. Will nonbiologists grasp every con-
cept presented? Perhaps not, but the book’s 
story line will likely enchant, nonetheless. 

The pages sing loudest where Mukherjee’s 
passions evidently lie—blood, the immune 
system, and cancer treatment. Here, we most 
intimately understand the author and the joy 
he has for this subject in reveries to his time 
spent viewing blood through a microscope: 
“It is, by far, the favorite time of my day at 
work,” he writes. “I love looking at cells, in the 
way that a gardener loves looking at plants—
not just the whole but also the parts within 
the parts: the leaves, the fronds, the precise 

FALL BOOKS

Readings for a season of reflection

B O O K S  e t  a l .

An evolutionary biologist charts a path toward social justice. A media theo-
rist considers the elites’ plans to escape Earth’s perils. A bioarchaeologist 
explores our species’ unusually long childhood. An engineer approaches the 
unseen forces that shape our lives. From a heartfelt homage to cell biology 
to a vivid history of measurement, the books below invite readers to recon-
sider how things can and should work. Read on for strategies for better 
thinking, to challenge your understanding of intelligence, and to learn how 
parenting changes the brain. —Valerie Thompson

INSIGHTS

The Song of the Cell
Reviewed by Marie Vodicka1 

Through a series of vignettes peppered with 
illustrative analogies and vibrant charac-
ters, Siddhartha Mukherjee invites readers 
of his new book, The Song of the Cell, on a 
tour of cell biology from its early origins to 
its present and future applications. Mukher-
jee is clear from the start that the book is 
not a comprehensive history of the field 
but rather a meandering journey through 
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smell of loam around a fern, the way the 
woodpecker has bored into the high branches 
of a tree. Blood speaks to me—but only if I 
pay attention.”

Tying together what might otherwise be a 
disjointed narrative, Mukherjee frequently 
invokes the patient’s journey. We hear their 
voices throughout, reminding the reader that 
however great our knowledge, there is still 
much to learn.

Near the end of the book, one gets the 
sense that there is a lot more science crowd-
ing in—recent advances and hypotheses—
than can be covered. Overall, however, The 
Song of the Cell is a great read with which it is 
hard not to hum along.

The Song of the Cell: An Exploration of 
Medicine and the New Human, Siddhartha 
Mukherjee, Scribner, 2022, 496 pp. 

The Mountain 
in the Sea
Reviewed by Josh Trapani2

David Foster Wallace’s essay “Consider the 
Lobster” failed to dissuade me from con-
suming those delicious crustaceans. But 

after reading The Mountain in the Sea, I 
may never eat octopus again. 

Ray Nayler’s debut is a speculative 
thriller that engages deeply with ideas 
about minds and intelligence while balanc-
ing great storytelling, complex characters, 
and lovely writing. The story centers on 
marine biologist Ha Nguyen, who comes to 
Vietnam’s isolated Con Dao Archipelago to 
study its legendary “sea monster”—a large, 
intelligent, and dangerous species of octo-
pus. Ha’s sponsor, the behemoth artificial 
intelligence corporation DIANIMA, has 
purchased the islands, removed the inhab-
itants, and formed a defensive perimeter to 
keep outsiders away. The company’s stated 
motivation is biodiversity protection, but 
more-mercenary interests—centering on 
the octopus—soon come to light. Ha’s 
frustrating first attempts to communicate 
with the octopuses reminded me of scenes 
from the movie Arrival (itself an adapta-
tion of a Ted Chiang novella). Meanwhile, 
her only companions on the island are the 
grim security agent Altantsetseg and the 
android Evrim, DIANIMA’s crowning and 
most controversial creation. Other charac-
ters’ plotlines intertwine with Ha’s, includ-
ing those of Rustem, a genius neural net 
hacker hired by murderous clients, and 
Eiko, a naïve wannabe DIANIMA employee 

who winds up a slave laborer on a giant 
fishing vessel.

Together, these threads probe themes 
around the mind. Evrim is blessed—and 
cursed—with perfect memory, while Eiko 
creates a memory palace, associating 
images with places, to protect his own. 
A variety of intelligences populate the 
pages. The Con Dao “automonks” exist in 
meditative semiconsciousness. The “point-
fives,” themselves empty vessels, provide 
emotional support to lonely singles. Even 
the slave ship’s “Captain Wolf Larsen,” an 
amoral economic and navigation machine 
hidden behind armored steel, is intelligent 
in its own way. 

And what of the mysterious octopuses? 
Using excerpts from Ha’s own (fictional) 
book, Nayler dives into the concept of 
“umwelt,” the sensory bubble through 
which each organism experiences its 
world. This phenomenon has provided 
fertile ground for investigation—for ex-
ample, it was explored by philosopher 
Thomas Nagel in his 1974 treatise “What Is 
It Like to Be a Bat?” and by Pulitzer Prize–
winning journalist Ed Yong in his 2022 
book An Immense World. 

The octopuses, Ha learns, fashion and 
use tools—sometimes as weapons to kill 
people. They create art and symbolic lan-
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guage. But Ha’s challenge remains daunt-
ing. If body and mind are at some level 
inseparable, how do we communicate 
with creatures so different from us? The 
octopus is, as she puts it in one of many 
beautiful passages, “a mind unbounded by 
bone—shape-shifting flesh permeated with 
neural connectivity, exploring its world 
with liquid curiosity.”

As the threads of the story merge, Ha 
comes to see that only by spurning indif-
ference can she achieve connection and 
understanding. This fine novel reveals em-
pathy as the lens through which we must 
consider the octopus—and one another.

The Mountain in the Sea: A Novel, Ray Nayler, 
MCD, 2022, 464 pp.

Force
Reviewed by Matthew Diasio3

In Force, engineer Henry Petroski sets out 
to give a more qualitative, intimate view of 
physical forces than is typically delivered 
in an introductory physics or engineering 
course. Rather than reworking a mechanics 
class into lessons with less-technical lan-
guage and fewer formulas, he has created 
a narrative that reads like a memoir of the 
physical forces that pervade our lives. 

Force is divided into chapters correspond-
ing to different forces and their various ap-
plications, with the latter parts of the book 
generally building on earlier concepts. It 
begins with simple explanations of individ-
ual forces such as gravity, magnetism, and 
friction and then introduces complex struc-
tures, such as buildings, describing the com-
plicated interplay of multiple forces that go 
into constructing and supporting them. Each 
chapter presents multiple examples of the 
phenomenon under discussion, drawn from 

Petroski’s personal experiences, from relat-
able instances from everyday life, or from his-
tory. These include a recounting of the secret 
experiments conducted to determine comfort 
levels in swaying skyscrapers, an analysis of 
the design of pizza delivery boxes, and an 
exploration of a theory about the building of 
the pyramids. 

Petroski is a vivid writer who enlivens po-
tentially tedious descriptions of the forces at 
play in routine activities with sensory detail. 
For example, when discussing the power of 
air, he describes how pointing your fingers 
into the wind can let your hand flex “up and 
down like a dolphin pacing a boat…in the 
dry ocean of invisible but sensible wind.” 
However, the book tends to become repeti-
tive when wrapping up a longer discussion, 
as there are ultimately only so many ways to 
describe the forces and senses involved. 

I also wished the book included more im-
ages, which would have helped me to visual-
ize the architecture of buildings with which I 
was unfamiliar as well as less-routine exam-
ples. The book’s stock image of a finger trap, 
for instance, did not add much to the descrip-
tion of its mechanics. And when Petroski de-
scribed how a similar design is used to align 
dislocated bones in the thumb, I wondered 
why this was not shown instead. Similarly, 
the section on pizza boxes includes an image 
of the plastic tripods used to stop the lid from 
collapsing, which (as the book acknowledges) 
most readers will have seen before, instead 
of the wilder designs of hybrid pizza utensils. 

I generally enjoyed Petroski’s descriptions 
of how things work and that each chapter is 
a quick, self-contained read. But this brev-
ity can result in strange pacing. The chapter 
on levers, for example, quickly jumps from 
scissors to utensils to pencils before settling 
into a longer discussion on utensils. Earlier 
chapters may be better for beginners than for 
someone familiar with mechanics (although I 
personally loved the friction chapter), but the 

breakneck pace of examples may be confus-
ing for some. In the end, however, I admire 
Force for its attempt to immerse readers in 
the forces shaping our lives. 

Force: What It Means to Push and Pull, Slip 
and Grip, Start and Stop, Henry Petroski, Yale 
University Press, 2022, 328 pp.

Survival of the 
Richest
Reviewed by Carolyn Wong Simpkins4 

Having faced a series of increasingly dire 
existential threats in recent years, we may 
wonder how the world’s wealthiest technol-
ogy moguls plan to handle the next big crisis. 
But that would be a mistake, argues Doug-
las Rushkoff in his new book, Survival of the 
Richest. Not only are they also still working 
out their own survival plans, most are not 
planning to help solve climate change, global 
pandemics, extremist violence, or any other 
global threat. Quite the opposite, in fact, with 
many actively engaged in figuring out how to 
opt out of the next major crisis. 

Survival of the Richest reveals fascinat-
ing tidbits about the elite tech crowd’s post-
apocalyptic survival strategies and the niche 
solutions being marketed to them. We are all 
familiar with the highly visible race to pri-
vately colonize Mars, for example, but do you 
know where to source, and how best to staff, 
a high-tech luxury bunker? Or to which so-
cial construct you would choose to hitch your 
free-floating autonomous escape island? 

The book’s first five chapters may leave the 
reader with the impression that tech billion-
aires are knowingly profiting from unspeci-
fied activities that accelerate our collective 
demise, all while inviting experts to help them 
determine how best to spend their riches to 
escape from disaster. But beginning in chap-
ter 6, Rushkoff develops a broader thesis, 
mapping out Western culture’s insistence on 
linear, forward motion, a mindset that dove-
tails nicely into a financial system structured 
to require constant, perpetual growth. Our 
latest technology boom and its leaders are 
no different from the robber barons of prior 
eras, he argues, exploiting the latest jump in 
technology to generate a new burst of growth 
to feed financial markets, extract the riches, 
and move on. The next several chapters build 
on this thesis and illustrate how software 
achieves a greater escape velocity than pre-
vious technologies by decoupling production 
from physical constraints to a greater extent 
than ever before possible and by providing 
the tools through which to live a life largely 
alienated from others. Combining art and engineering, Vietnam’s Golden Bridge appears to be held up by the hands of a giant.

INSIGHTS   |   BOOKS
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In the book’s final chapters, Rushkoff 
makes an impassioned plea for a more cycli-
cal, steady, and sustainable approach. Here, 
he introduces the concept of “bounded eco-
nomics,” in which profits are invested back 
into the community from which they are 
derived, rather than being extracted to an 
external entity, as they are when one invests 
in a stock. This strategy would also remove 
the option to externalize harms, given that 
both losses and profits would be accounted 
for within the system. Groups who find them-
selves isolated within a larger society, includ-
ing many Black and immigrant communities, 
have long practiced such strategies, deploy-
ing mutual aid and building circular, coop-
erative economies to lift up local individuals 
or enterprises that need financial support. 

Rushkoff might consider developing and 
elaborating on these ideas in his next book. 
If, that is, the apocalypse doesn’t arrive first.

Survival of the Richest: Escape Fantasies 
of the Tech Billionaires, Douglas Rushkoff , 
Norton, 2022, 224 pp.

Thinking 101
Reviewed by Ruthanna Gordon5

Woo-kyoung Ahn’s Thinking 101 offers an 
accessible explanation of co mmon cogni-
tive biases, how they affect everyday life, 
and how individuals can mitigate them to 
improve decision-making. Those already 
familiar with this area of research will find 
much to quibble with. Nevertheless, Ahn 
provides clear explanations of factors that 
influence cognition and effective shortcuts 
for enhancing one’s mental faculties. 

The book’s best sections focus on indi-
vidual errors for which there is rich evi-
dence around solutions. Ahn’s discussion 

of rumination, for example, lays out simple 
strategies supported by clinical research. 

Ahn is skilled at providing illustrative ex-
amples, even while cautioning readers about 
how example-based thinking can itself be 
biased. A discussion of overconfidence in 
perspective-taking is livened by an anecdote 
about a surprisingly difficult party game 
wherein couples were asked to verbally de-
scribe wines, directing each other to the cor-
rect glass using language alone. Most couples 
waxed poetic and failed miserably. Only Ahn 
and her husband, aware of their mutual igno-
rance, succeeded by describing the wines on 
a scale from least to most sweet. 

Ahn tends to overstate the generalizabil-
ity of her conclusions. The peculiarities of 
“WEIRD” cultures (Western, educated, in-
dustrialized, rich, and democratic popula-
tions) go almost unmentioned, and most 
findings are treated as universal. Optimistic 
and self-serving biases, for example, certainly 
deserve the full chapter that is dedicated to 
them. But such biases are more common in 
individualist cultures and are subject to vari-
ation even there. What should a reader with 
depression, and its attendant pessimistic bi-
ases, take from this chapter? How should a 
reader from a collectivist culture interpret 
Ahn’s recommendations? Both will learn that 
humans are “hardwired for optimism.” Cul-
tural differences are addressed only toward 
the end of the book—and only with respect to 
perspective-taking.

Where the book falls particularly short, 
however, is in its attempts to address societal 
problems via individual cognitive limitations. 
This is not to say that cognitive psychology 
provides no insight into challenges such as 
bigotry or climate denial. However, these 
system-level problems can be addressed only 
in limited fashion by individuals. The issue 
is most blatant in the book’s discussions of 
racial prejudice. Although prejudice can in-

deed play out through confirmation bias, sug-
gesting this bias as its primary mechanism is 
oversimplification verging on insult that does 
a disservice to research on both cognition 
and systematic racism. 

Four-fifths of the way through the book, 
Ahn admits that “sometimes the only way to 
counteract one system is with another—one 
that is explicitly, consciously, and intention-
ally designed to protect the greater good.” 
However, this acknowledgment that systemic 
forces play a role in determining our well-
being does not inform the bulk of the text. 

Despite these flaws, Thinking 101 pro-
vides evidence-based advice that has real 
potential to improve lives. Those struggling 
to make good decisions under the uncertain 
conditions of a pandemic will find Ahn’s ref-
erences to COVID-19 particularly valuable. 
However, this is fundamentally a self-help 
book that is shaped by—and does not miti-
gate—the individualistic biases to which 
that genre is prone.

Thinking 101: How to Reason Better to Live 
Better, Woo-kyoung Ahn, Flatiron Books, 2022, 
288 pp.

A Voice in the 
Wilderness
Reviewed by Adam R. Shapiro6

In 1988, Jospeh L. Graves Jr. became the first 
Black man to receive a PhD in evolutionary 
biology. A Voice in the Wilderness gives a 
first-person account of his life, upbringing, 
education, and activism that reflects a much 
larger story—concatenating the complex ter-
rains of American racism and working-class 
poverty, the cultural significance of science, 
and the network of personal friendships and 

A rendering of a luxury underground bunker offers a glimpse into the postapocalyptic survival strategies of the elite.
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relationships that makes survival possible. 
By interleaving the personal, political, and 

scientific, Graves shows that scientific dis-
coveries are inseparable from the social in-
sights that led to them. The effects of caloric 
restriction on fruit flies, for example, cannot 
be isolated from concerns over food deserts 
and access to nutrition that disproportion-
ately affect the impoverished and minoritized 
in our society. Graves’s experiences of racism, 
whether in the remarks and actions of those 
who find him in a place they imagine he does 
not belong or the institutional forms that de-
nied him equal opportunities, are juxtaposed 
with his explanations of Richard Lewontin’s 
experiments debunking the presumed bio-
logical and genetic conception of race and 
Graves’s own subsequent work on the matter.

This serves as a prelude to the second part 
of the book, in which the man nicknamed 
“the Black Darwin” turns the full force of 
his expertise to many of the biological fal-
lacies that continue to pollute political dis-
course, starting with Graves’s refutations of 
the pseudoscientific racism associated with 
the 1994 book The Bell Curve, which argued 
that there were essential differences in in-
telligence between races. Attempts to claim 
a biological basis for purported differences 
in intelligence between races have recently 
been revivified under yet further layers of 
imperial garb. Graves recounts how, decades 
after his first debates, he has had to delve 
more deeply into the complexities of biology 
to unmask the new iterations of pseudosci-
entific argumentations. Throughout these 
accounts both personal and political, there is 
also always the scientific, sometimes lengthy 
accounts of how genome sequencing works 
or how algorithms are used to model degrees 
of genetic difference. 

In a chapter on sex and gender, Graves 
notes Biblical texts about humanity that seem 
to reinforce a distinct binary. Here, he takes 
the religious text as uncomplicated evidence 
of the phenotypical experience of the peoples 
who created, read, and venerated those texts. 
There is some reliance on a mythologized 
history of religious thought that sees the an-
cients as perhaps more literal and less subtle 
than they really were. This is largely used to 
offer contrast to Graves’s own understanding 
of Scripture. He discusses how he went from a 
childhood belief in the perfection of the Bible 
to an adolescent atheism to a matured recon-
ciliation of science and religion. 

In the culmination of Graves’s book is an 
open acknowledgment of both the possibility 
and the necessity of social justice. Like some 
of his own intellectual ancestors, Graves har-
nesses evolutionary theory to argue that the 
complexities of multilevel selection make the 
pursuit of justice “our only hope, not just be-
cause it is morally right and long overdue but 

because without it our species will die.” This 
is no polemical conclusion but one borne out 
by all that Graves has shown, in his work in 
biology and in his own life.

A Voice in the Wilderness: A Pioneering 
Biologist Explains How Evolution 
Can Help Us Solve Our Biggest Problems, 
Joseph L. Graves Jr., Basic Books, 2022, 384 pp.

Beyond Measure
Reviewed by David M. Kahler7

In his new book, Beyond Measure, James 
Vincent asks and answers the deceptively 
complex questions “why is a kilogram a kilo-
gram…Why an inch an inch?” Measurement 
is so ingrained in our lives, he argues, that 
most of us do not think about it routinely. 
Yet measurement is a human invention and 
thus reflects our priorities and values as well 
as our blind spots and biases. The success of 
this book lies in Vincent’s ability to connect 
stories of measurement with human history. 

Vincent’s journey begins and concludes in 
Paris with “the” kilogram—Le Grand K—“a 
lump of metal” forged in 1799 and subse-
quently replaced in 1889 by a platinum-
iridium alloy standard. Early standards often 
took the form of a single object against which 
all balances were calibrated. Over time, how-
ever, the mass of such standards can change 
as a result of cleaning or handling. By 1988, 
for example, Le Grand K deviated from other 
standards by as much as 50 micrograms. 
Thus, in 2019, the International Bureau of 
Weights and Measures, which oversees the 
metric system, sought to truly standardize 
the kilogram, redefining it in terms of the 

speed of light and Planck’s constant.
Beyond Measure reaches back to ~7500 

BCE with the beginning of metrology, the 
science of measurement, and ends as an ex-
pansive treatise on the role of measurement 
in modern society, approaching the origins of 
various forms of measurement with regard to 
their definitions, their utility, and the conflicts 
that have surrounded them. We learn, for ex-
ample, that the word “calendar” is derived 
from the Latin word “calare,” which means 
“to call out,” referencing the pronouncements 
made by early priests announcing new lunar 
cycles. The “nilometer,” meanwhile, was used 
by ancient Egyptians to measure the flow of 
the Nile River to judge agricultural water 
availability. Vincent also introduces readers 
to historical measurements that were devised 
for practical purposes, such as units designed 
to quantify the size of a field on the basis of 
how long it took to plow, not its area. 

Alongside the history of metrology, Vin-
cent presents a chicken-and-egg conundrum: 
Did writing and measurement enable the es-
tablishment of the first governments or were 
these tools the products of government for-
mation? He reports that the enforcement of 
verifiable standards has coincided with more 
cohesive societies in Europe since before the 
Middle Ages and that the measurement of 
time became a way for communities to come 
together in a cohesive unit. 

Legal and religious frameworks, such as 
the Code of Hammurabi, the Talmud, the 
Mishneh Torah, and the Magna Carta, all ac-
knowledge the importance of measurement 
and, in some cases, recommend harsh pun-
ishments for falsification. However, this has 
not always stopped those who would deploy 
measurements to unsavory ends. The intel-
ligence quotient, initially designed to gauge 
the need for additional attention in school, 
was given great weight by eugenicists during 
the early 20th century and was used to justify 
forced sterilization of humans. 

Beyond Measure is a science and technol-
ogy story, but it also tells a broader tale about 
humanity’s progress and pitfalls throughout 
history. Measurement, we learn—like art, 
language, and other forms of human expres-
sion—is a powerful tool that reflects how peo-
ple see and communicate about the world.

Beyond Measure: The Hidden History of 
Measurement from Cubits to Quantum 
Constants, James Vincent, Norton, 2022, 432 pp.

Mother Brain
Reviewed by Ilana Goldberg8

Maternal instinct, defined as a rigid, innate 
sense of how to nurture, is built on a well-

The Roda nilometer was used by ancient Egyptians 
to measure the depth of the Nile River.
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developed narrative that is rarely questioned. 
This idea, argues Chelsea Conaboy in her 
book Mother Brain, is “about as represen-
tative of new motherhood as the someday-
your-prince-will-come Disney stories are of 
dating and marriage.” Science, she argues, 
tells a different story. Parenting, as evidenced 
by the data, “is not automatic…instead the 
parental brain develops through experience.” 

In Mother Brain, Conaboy delves into the 
neuroscience of the parental brain, demon-
strating that all parents—male and female, 
biological and nonbiological—experience 
brain changes associated with caregiving. 
Mother and baby bonding arises in the re-
sponses that they have toward one another 
as well as through genes and environment. 
Meanwhile, studies have shown that the 
brains of fathers who regularly care for their 
children also change in very similar ways to 
gestational mothers’ brains.

Conaboy cites research that examined 
women’s brains before, during, and after 
childbirth, comparing it with a study that 
looked for changes in the brains of fathers 
exposed to infant cues. In both cases, the so-
cial and self-referential brain networks were 
affected. For mothers, a loss of gray matter in 
specific brain regions was attributed to a fine-
tuning of the brain as it adapts to the reali-
ties of new motherhood. The study of fathers 
showed that the superior temporal sulcus is 
activated, which is implicated in social skills 
development and the enhancement of predic-
tions. These changes suggest that parenthood 
helps to extend a caregiver’s sense of self to 
encompass the child in their care.

Further studies have shown that parental 
brain changes are permanent alterations and 
that some may be beneficial to human care-
givers. One such study comparing parents 
and nonparents in midlife found that par-
enthood was associated with faster response 
times and better visual memory scores. The 
performance boosts were greatest for those 
who had two or three children, and the effect 
was strongest in fathers. 

There is value in researching parent-
hood, argues Conaboy, who believes that 
the phenomenon has long been “neglected 
by science.” This type of work can lead, for 
example, to science-based social policies that 
better support families and caregivers. 

For new parents who fear they do not have 
what it takes to succeed, Mother Brain offers 
a science-based reassurance that “unlike a 
rigid instinct, [parental aptitude] also can be 

repaired and redirected” by any motivated 
caregiver. In other words, it is hard work and 
experience, not an inborn ability, that ulti-
mately makes a good parent.

Mother Brain: How Neuroscience Is 
Rewriting the Story of Parenthood, 
Chelsea Conaboy, Henry Holt, 2022, 368 pp.

Growing Up Human
Reviewed by Kasra Zarei9

In Growing Up Human, bioarchaeolo-
gist Brenna Hassett provides a thought-
provoking scientific discussion about why 
humans experience a long childhood, ex-
ploring the dynamic evolutionary history of 
our species, the diversity of ecosystems we 
inhabit, and parallels that exist between our 
development and those of other species. 

Through the broad lenses of ecology and 
anthropology, Hassett conveys that raising 
a child is an investment that requires ener-
getic costs, social capital, and—in the case of 
recent humans—material wealth. Compared 
with other animals and with our own ances-
tors, she notes, modern humans experience 
a relatively extended childhood, in part be-
cause we build the most “expensive” babies 
we can. One way to buffer the risk of invest-
ing so heavily in a single offspring is to en-
sure that they have sufficient time to prepare 
for the responsibilities of adulthood. 

 Hassett writes that childhood is  “the long, 
long intermission between the business of 
being babies and the business of making 

them”—a definition coming from a bioan-
thropological perspective that understand-
ably does not account for those who cannot 
or choose not to reproduce—but this length 
is both changeable and adaptable. Chil-
dren and their childhoods take different 
shapes depending on a wide array of fac-
tors. Hassett artfully dissects the sometimes-
problematic dogma surrounding growth and 
development, such as whether physical size 
predicts life span; debunks common myths, 
such as the idea that the reproductive cycles 
of women who regularly interact with one 
another will synchronize; and rejects false-
hoods, such as the idea that toxins are pro-
duced during the menstrual cycle. 

What is the purpose of childhood? In short, 
argues Hassett, childhood is the period when 
we learn how to become members of our spe-
cies. The investments parents make in their 
offspring are a crucial pillar of our species’ 
reproductive strategy, and these investments 
begin in childhood, when we start to cultivate 
social capital and engage in social learning. 

Hassett closes the book with an important 
question: Does everyone have the same shot 
at growing up human? Here, she discusses 
how we live in an unequal world in many re-
spects, noting that nothing says we have to 
continue living this way. As humans, we have 
choices, and it is within our power, both indi-
vidually and collectively, to right the wrongs 
of our history. 

Growing Up Human: The Evolution 
of Childhood, Brenna Hassett, Bloomsbury 
Sigma, 2022, 384 pp.

10.1126/science.ade2368

1The reviewer is a molecular and cell biologist based in San Jose, CA, USA. Email: mvodicka11@gmail.com 2The reviewer is an editor at Issues in Science and Technology, Arizona State University, 
Washington, DC, USA. Email: jtrapani@asu.edu 3The reviewer is a science policy professional based in Washington, DC, USA. Email: matthew.a.diasio@gmail.com 4The reviewer is a physician 
and molecular biologist based in Washington, DC, USA. Email: carolyndca@gmail.com 5The reviewer is at the Applied Research Laboratory for Intelligence and Security, University of Maryland, 
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By Hanne M. Hoffmann

 A
s more women conceive later in life, 
the risk of having a child with a ge-
netic disorder increases (1). Prenatal 
screening provides the opportunity to 
discontinue such pregnancies. Despite 
medical advances that allow early de-

tection of developmental abnormalities in 
pregnancy, recent changes in abortion access 
in many US states will soon eliminate this 
option for millions of women. Combining 
the reduced access to abortion with the 
rise in maternal age will undoubtedly lead 
to more children born with genetic abnor-
malities, including Down syndrome, which 
occurs in 1 in 30 pregnancies for women 
aged 45 (1, 2). Thus, approaches to improve 
the challenges of living with genetic disor-
ders are needed. On page 1064 of this issue, 
Manfredi-Lozano et al. (3) demonstrate that 
gonadotropin-releasing hormone 
(GnRH) improves cognitive function 
in mouse models of Down syndrome 
and Alzheimer’s disease and in men 
with Down syndrome.

Down syndrome is characterized 
by cognitive disability and is often 
associated with reduced or loss of 
olfaction. The loss of olfaction in 
Down syndrome is frequently as-
sociated with deficits in fertility, 
both of which start around puberty. 
Coexpression of infertility with loss 
of olfaction is called Kallmann syn-
drome (4). This is caused by devel-
opmental impairments of the olfac-
tory placode, an area in the head 
that gives rise to the olfactory sys-
tem and where GnRH-expressing 
neurons are born. During develop-
ment, GnRH neurons migrate from 
the olfactory placode into the brain 
and locate primarily in the ventral 
forebrain within the hypothalamus. 
From the hypothalamus, the major-
ity of GnRH neurons project to the 
median eminence to release GnRH 
in a pulsatile pattern, which is re-

quired for GnRH to promote its effects on 
reproductive function (5). 

Throughout life, GnRH release onto the 
pituitary gland promotes release of the 
gonadotropin hormones luteinizing hor-
mone and follicle stimulating hormone, 
which act on the testes in males and on the 
ovaries in females. Fine-tuning of GnRH 
release patterns is required throughout 
life, whereby GnRH release is substantially 
increased in the pubertal period. After 
puberty, GnRH continues to promote go-
nadotropin release, which in adulthood 
is required for testosterone and sperm 
production in males and ovarian follicle 
maturation and ovulation in females. Loss 
of GnRH or its receptor causes hypogonad-
ism and infertility.

There is also a second population of 
GnRH neurons in the brain that do not 
project to the median eminence but in-

stead project to the hippocampus and cor-
tex, brain structures that are required for 
learning and memory. The physiological 
role of this population of GnRH neurons 
has remained poorly understood (6, 7), but 
now Manfredi-Lozano et al. have found 
that they are associated with memory 
and cognition (see the figure). In a mouse 
model of Down syndrome, giving pulsatile 
GnRH through a small minipump or re-
storing the function of the GnRH neuron 
population that projects to cognitive cen-
ters of the brain (such as the hippocampus 
and the cortex) rescues  object recognition 
memory and olfaction to control levels in 
both males and females. The treatments 
also restored luteinizing hormone levels. 
The value of pulsatile GnRH to enhance 
cognitive function was not restricted to 
Down syndrome but was also beneficial 
in a mouse model of Alzheimer’s disease, 

which also features deregulated 
GnRH neuron function (8).  

Pulsatile GnRH might provide 
a strategy to enhance cognition. 
Small minipumps were placed 
under the skin of seven adult 
men with Down syndrome. The 
minipumps allowed timed pulsa-
tile GnRH administration for 6 
months, during which time the 
treatment was well tolerated. 
Pulsatile GnRH improved work-
ing memory, attention, and verbal 
comprehension. Notably, neuronal 
connectivity increased in the brain 
areas that regulate these cognitive 
skills, including the cortex and 
hippocampus. However, GnRH 
treatment did not improve olfac-
tion nor did it change the profile 
of reproductive hormones, except 
for a reduction in follicle stimulat-
ing hormone, which was close to 
levels observed in controls after 
treatment ended. Overall, pulsatile 
GnRH could be a new treatment 
to enhance cognitive function for 
Down syndrome. 

The capacity of pulsatile GnRH 
to enhance cognition in humans 
was only assessed in men by 
Manfredi-Lozano et al. Owing to 

MEDICINE

Boosting cognition with a hormone
A hormone enhances cognition in mouse models of Alzheimer’s disease and Down syndrome
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A hormone improves cognition
Most gonadotropin-releasing hormone (GnRH)–positive neurons 

project from the hypothalamus to the median eminence. They release 
GnRH in a pulsatile pattern to promote gonadal function and fertility. 

 A subset of GnRH neurons project to the hippocampus where pulsatile 
GnRH promotes cognitive function, all of which are reduced in Down 

syndrome. When pulsatile GnRH release is restored, cognitive function, 
but not fertility, is increased in Down syndrome. 
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the more complex pulsatile release pat-
tern of GnRH in females, where a burst 
release of GnRH is required for ovulation, 
pulsatile GnRH treatment in women of 
reproductive age might negatively affect 
their menstrual cycle and ovulation and 
be incompatible with pregnancy. However, 
in women who are past reproductive age 
or who do not want to conceive, pulsatile 
GnRH is likely to be equally beneficial as 
it is in men to enhance cognition. To fully 
establish the value of pulsatile GnRH to 
enhance cognitive function, a randomized 
controlled study including both sexes will 
be required. 

These unexpected findings of the cogni-
tion-boosting effect of GnRH have broad 
potential. For example, during menopause, 
women often report “brain fog,” a symptom 
caused by changes in the hippocampus as-
sociated with the sex steroid estradiol (9). 
Because estradiol production depends on 
GnRH regulation of gonadotropin release 
and menopause slows down GnRH pulse 
frequency (10), it is possible that the re-
duced memory and “brain fog” that many 
women experience during menopause 
might be prevented by normalizing the 
pulsatile release of GnRH using implant-
able minipumps. 

Reduced reproductive function later in 
life is not exclusive to women; men also 
have altered gonadotropin release with age 
(11), indicating that GnRH release patterns 
in aging men might change GnRH pulse 
amplitude and frequency. If GnRH neu-
rons that project to cognitive centers in the 
brain lose their capacity to release GnRH 
at the required level in older adults, pul-
satile GnRH might provide unanticipated 
benefits to slow down cognitive decline. 
Pulsatile GnRH administration appears to 
be a promising approach, with few expected 
side effects, to enhance cognitive function 
in a broad range of conditions with cogni-
tive decline, which are also characterized by 
impaired GnRH neuron function.        j
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By Dylan Z. Faltine-Gonzalez and 
Justus M. Kebschull

O
ver the past decade, hundreds of cell 
types have been identified in special-
ized brain regions of the laboratory 
mouse. How this staggering diversity 
of cell types and regions evolved is 
currently unknown. On pages 1060, 

1063, 1061, and 1062 of this issue,  Hain et 
al. (1), Woych et al. (2), Lust et al. (3), and 
Wei et al. (4), respectively, leverage single-
cell and spatial transcriptomics in reptiles 
and amphibians to investigate cell type 
evolution at the brain scale. Hain et al. pro-
duce a whole-brain cell atlas of the bearded 
dragon. Woych et al. profile the develop-
ing and adult salamander telencephalon. 
Lust et al. and Wei et al. tackle the axolotl 
telencephalon during development and re-
generation using complementary single-cell 
multi-omic and new spatial transcriptomic 
techniques. Together, these studies reveal 
that rather than being a set of old and new 

regions, vertebrate brains are formed from 
a mosaic of conserved and new cell types. 

Traditionally, brain evolution is studied 
by identifying homologous brain regions 
across disparate species on the basis of 
cytoarchitecture, marker gene expression, 
and developmental origin. Thus, the brain 
is often considered a collection of “old” (i.e., 
shared) and “new” brain regions. The tradi-
tional approaches for region comparison do 
not resolve cell types. Nevertheless, region-
level conservation might generalize to the 
cell type level. Recently, a host of single-cell 
omics methods have been developed that 
query gene expression of dissociated single 
cells and can be applied to any species with 
an annotated transcriptome or, preferably, 
an annotated genome. Emerging spatial 
transcriptomic technologies are also now 
allowing the interrogation of many genes 
with high spatial resolution in tissue. These 
technologies provide the opportunity to sys-
tematically compare transcriptomic infor-
mation across species. Pioneering compara-
tive transcriptomic studies have begun to 
investigate brain cell type and region evo-
lution in vertebrates outside of the mam-

SINGLE CELL SEQUENCING

A mosaic of new and 
old cell types
Comparative transcriptomics could reveal patterns of cell 
type evolution in the tetrapod brain 
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The amphibian axolotl is known for its regenerative capabilities. Transcriptomic analyses of their brains, and 
those of salamanders and bearded dragons, are used to understand how tetrapod neuronal cell types evolved.
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malian lineage (5–8), but they have largely 
focused on individual regions. 

Hain et al. tested the old versus new 
brain region and cell type hypothesis by 
producing a cell type atlas of the brain of 
the bearded dragon Pogona vitticeps, a liz-
ard. When comparing lizard and mouse 
data, they found that cells from broadly 
defined brain regions in both species cor-
respond to each other, indicating conserved 
region-specific gene expression signatures, 
as expected from traditional methods. 
These signatures might originate from de-
velopmental constraints that are preserved 
in conserved homeobox transcription factor 
expression patterns. However, when map-
ping cell types at higher resolution, the au-
thors observed both similar and very dissim-
ilar cell types across species in almost every 
brain division investigated (telencephalon, 
diencephalon, mesencephalon), indicating 
the intermingling of both highly conserved 
and species-specific cell types. Although in 
the telencephalon mostly inhibitory inter-
neurons are conserved, in hypothalamus, 
tectum, and thalamus excitatory and in-
hibitory projection and local neurons show 
evidence of conservation. The existence of 
conserved and new cell types within con-
served brain regions suggests that neuron 
types are evolutionarily plastic and capable 
of independently evolving new gene expres-
sion signatures and functions within their 
developmental framework. 

These findings resonate with and are ex-
tended by the studies of Lust et al., Wei et 
al., and Woych et al., which focus on the am-
phibian telencephalon, the part of the brain 
that in mammals contains the neocortex. 
They reveal deeply conserved classes of tel-
encephalic inhibitory cells from each of the 
three developmental origins that have been 
recognized in mammals. Similar to the find-
ings of Hain et al. in bearded dragons and 
previous findings in turtles (6), conserva-
tion of excitatory neurons in the telenceph-
alon is generally lower, suggesting the evo-
lution of new cell types. Nevertheless, broad 
similarities in gene expression allow both 
Woych et al. and Lust et al. to match pal-
lial regions in the amphibian brain to their 
homologs in reptiles, birds, and mammals. 

The intermingling of conserved and new 
cell types within broad regions challenges 
the idea of clear-cut old and new regions at 
the cell type level. Nevertheless, evidence 
for evolutionary innovation that creates 
new regions with new cell types and func-
tions is abundant. Woych et al. find that sal-
amander (Pleurodeles waltl) ventral pallium 
neurons are homologous to parts of the rep-
tile dorsal ventricular ridge, but no homo-
log to the excitatory cells of another part of 
the same structure exists in the salamander. 

The mammalian neocortex has no direct 
match at the level of excitatory cell types 
in the amphibian. However, cells match-
ing mouse layer 4 neocortical cells seem to 
emerge with the reptiles. Similarly, Hain et 
al. find evidence of region formation in the 
amniote thalamus, where medial thalamus 
appears well conserved between lizard and 
mouse as is a general mediolateral axis, but 
specific nuclei and their complement of cell 
types appear to be evolutionary innovations. 

Additionally, the studies of Lust et al., Wei 
et al., and Woych et al. investigate the devel-
opmental trajectories of brain regions and 
cell types observed in the adult. Woych et al. 
note the conservation of transcription factor 
programs regionally specific to mouse pal-
lium. Similarly, Lust et al. identify the gene-
regulatory networks underlying the regional 
diversification of pallial excitatory neurons 
during postembryonic development in axo-
lotls, and Wei et al. examine spatial trajecto-
ries during axolotl development. These find-
ings support Hain et al.’s proposal that the 
observed broad region-to-region mapping 
of neurons across vertebrates is explained 
by conserved developmental programs. 
Moreover, Lust et al. and Wei et al. investi-
gate the ability of axolotls to regenerate their 
telencephalon after injury. Both identified a 
distinct wound healing response to damage 
at the start of regeneration. Subsequently, 
proliferation and transition to neurogenesis 
seem to parallel that observed during devel-
opment, leading to the reestablishment of all 
previously existing cell types and even long-
range connections.

The key to integrating the findings of 
intermingled old and new cell types and 
of evolutionary innovation likely rests on 
two concepts. Regions, like cell types, are 
thought to be hierarchically organized (9). 
Therefore, a coarsely defined old region 
might contain both old and new cell types. 
When investigated at a finer region resolu-
tion, however, these new and old cell types 
might spatially segregate into evolutionary 
newer and older subregions that evolved 
potentially by duplication and divergence 
of sets of cell types (8). The second concept 
is that cell classes originating from differ-
ent developmental niches can have differ-
ent evolutionary paths and nevertheless in-
termingle in the adult (6–8). For example, 
well-conserved telencephalic interneurons 
migrate during development into divergent 
regions of the pallium, which results in the 
intermingling of old and new neurons in 
the adult. 

Like all evolutionary comparisons, com-
parative transcriptomics must distinguish 
orthology from convergent evolution. 
Because transcriptomic space is high di-
mensional, this is a constant challenge. The 

studies of Hain et al., Woych et al., Lust et 
al., and Wei et al. tackle this problem with 
a remarkable breadth of technology and 
species comparisons. In particular, Lust 
et al. and Woych et al. integrate transcrip-
tomic data with spatial transcriptomics or 
whole-brain in situ hybridization, develop-
mental data, and connectivity data. Wei et 
al. then provide a glimpse into the future of 
high–spatial resolution comparative tran-
scriptomics by using a new method called 
Stereo-seq, which allows transcriptome-
wide sequencing at subcellular resolution 
(10). Briefly, thin tissue sections are placed 
on a special slide with nanoballs of spatially 
barcoded primers, which are incorporated 
during reverse transcription and can be 
used to reconstruct spatial gene expression 
at micrometer scale after cDNA sequenc-
ing. Stereo-seq coverage and depth are 
sufficient to analyze the spatially collected 
gene expression data by itself, skipping the 
usual step of collecting traditional single-
cell RNA sequencing in addition to spatially 
resolved data. This makes the method par-
ticularly attractive for nonstandard model 
systems where animal numbers are limited. 

These studies highlight the potential of 
applying the powerful transcriptomic meth-
ods that are usually reserved for mouse to 
nonstandard models (11). Each of the articles 
produced massive single-cell and often mul-
timodal datasets and mined publicly avail-
able data, showcasing the importance of 
data sharing and the power of accumulating 
single-cell data from many species for evo-
lutionary comparisons. They demonstrate 
that new and old cell types intermingle in 
broadly defined brain regions. Further stud-
ies with increased spatial resolution will be 
necessary to identify at what level of the cell 
type hierarchy and region hierarchy this 
model holds and how evolutionary innova-
tions of brain regions and subregions in-
terface with these findings. Understanding 
of evolutionary processes is needed both at 
a level that describes the adult phenotype, 
which should be most relevant for under-
standing brain function (12), and at a mech-
anistic and developmental level. j
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AIR CHEMISTRY

The “atmosphere” of the human body
A human-occupied indoor space shares many similarities with Earth and its atmosphere

By Coralie Schoemaecker1 
and Nicola Carslaw2

 T
he human body is a factory for a va-
riety of chemicals and constantly ex-
changes molecules with its surround-
ings. These processes are analogous 
to what happens in the atmosphere, 
where chemicals are constantly gener-

ated by natural or anthropogenic emissions. 
In the troposphere during the daytime, emit-
ted gas-phase species such as volatile organic 
compounds (VOCs) are transformed by reac-
tions that involve the hydroxyl radical (•OH, 
where the dot denotes an unpaired electron) 
and generate ozone (O

3
). Since the discov-

ery of the role of •OH in the atmosphere (1), 
its chemistry has been extensively studied. 
However, less is known about these reac-
tions on a smaller scale, such as in the air 
surrounding the human body. On page 1071 
of this issue, Zannoni et al. (2) report their 
findings about how the human body gener-
ates •OH, with implications for models such 
as those used to determine indoor air quality.

Understanding the chemistry of indoor 
air is important because many people spend 
more time indoors than outdoors and in-
door air quality is a public health concern. 
Chemical processes indoors display simi-
larities to those in the atmosphere but are 

subject to enclosed volumes, higher surface-
to-volume ratios, lower sunlight levels, and 
lower exchange rates with air outdoors. 
Measurements made in indoor environ-
ments have shown that indoor air is strongly 
influenced by human emissions, either from 
the body (3) or from chemical products (4). 

In the atmosphere, •OH is the key spe-
cies that drives gas-phase oxidation in the 
presence of sunlight. It is often called the 
cleaner of the atmosphere because it breaks 
down many chemicals. However, there are 
numerous VOCs that react with •OH to form 
a myriad of products, including ozone. In ad-
dition, ozone photolysis is one of the main 
sources of •OH in the atmosphere. •OH is 
also an oxidant, and its reactions with VOCs 
can lead to the production of even more •OH. 
Thus, ozone creates •OH, which can then re-
act with VOCs to reform ozone in a nearly 
endless loop, and the presence of either •OH 
or ozone in the atmosphere tends to lead to 
the other. 

To better mitigate and regulate indoor 
and outdoor air quality, a better under-
standing of •OH and its complex chemistry 
is needed. Since the 1980s, the study of at-
mospheric •OH chemistry has progressed 
through instrumental advances that permit 
state-of-the-science measurements (5) and 
atmospheric chemistry modeling (6). The 
development of instruments that allow the 
quantification of •OH in the atmosphere is 
particularly challenging because of its high 
reactivity and low atmospheric concentra-
tion, and its measurement is prone to in-

terferences from other chemicals that have 
higher concentrations. However, this chal-
lenge has been overcome, partly by including 
measurements of chemical species involved 
in the •OH oxidation cycle and by a better 
understanding of •OH reactivity.

In many indoor environments, •OH forma-
tion is dominated by reactions of ozone with 
alkenes and terpenes, which are emitted by 
cleaning products (7). The direct measure-
ment of •OH indoors was reported in 2013, in 
a study that also highlighted the importance 
of •OH formation by photolysis indoors (8). 
Combining indoor measurements in various 
conditions with modeling studies has since 
helped to identify the contribution of differ-
ent pathways to •OH formation indoors as 
well as provide further insight into indoor 
•OH chemistry (9, 10).

However, most of these studies share a 
blind spot—they were performed in the ab-
sence of human occupants. Direct human 
emissions, just like humans, are highly di-
verse and are influenced by a person’s diet, 
age, activity level, and behavior (11). The 
human skin itself is a complex matrix of 
chemical compounds that acts as a reactive 
surface. For instance, skin oil contains com-
pounds such as squalene and fatty acids that 
can react with ozone to form a range of car-
bonyl species (12), some of which are harm-
ful to humans.  

Relatively few studies have focused on 
the role of humans in indoor chemistry (13). 
Zannoni et al. combined measurements and 
modeling to study •OH chemistry linked to 

1Université de Lille, CNRS, UMR 8522-PC2A-Physicochimie 
des Processus de Combustion et de l’Atmosphère, 
F-59000 Lille, France. 2Department of Environment and 
Geography, University of York, York, UK. 
Email: coralie.schoemaecker@univ-lille.fr 

Zannoni et al. found that certain chemical reactions that occur in the atmosphere can also be triggered by the human body, albeit at a much smaller scale. 
These processes may have an outsized impact on the air quality of  indoor environments.
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humans in depth. Using a chamber contain-
ing occupants and different concentrations 
of ozone, they measured the reactivity and 
concentration of •OH and VOCs inside the 
chamber. In the absence of ozone, they found 
that •OH mainly reacted with the isoprene 
from human breath, whereas when ozone 
was present, squalene in skin oil reacted 
with the ozone to produce species such as 
6-methyl-5-hepten-2-one (6-MHO). They 
also observed that isoprene and products 
from its reaction with •OH also react with 
ozone to produce more •OH. All these obser-
vations point to the conclusion that humans 
are a net source of •OH indoors. Using a 
three-dimensional model, the authors sim-
ulated the distribution of •OH around the 
human body under different indoor condi-
tions. They observed that the human body 
interacts with the indoor environment in an 
analogous manner to how Earth interacts 
with the atmosphere: Both the human body 
and Earth are chemical reactors, consuming 
or producing oxidants and oxidized species 
in their surrounding atmospheres.

Recent research, including that of Zannoni 
et al., has raised awareness of the need to 
better understand specific processes that af-
fect indoor air quality. How do human body 
functions directly influence indoor air, and 
how does this compare with the activities 
of humans indoors such as emissions from 
cooking or cleaning? Furthermore, it is also 
important to better understand how second-
ary chemicals and reactions in the indoor 
environment differ from those that occur in 
the atmosphere. For instance, it will be in-
teresting to learn whether human emissions 
indoors interact with chemicals such as the 
nitrate radical, which is a key atmospheric 
oxidant during the nighttime outdoors but 
may be present during the daytime in dimly 
lit indoor environments (14, 15). These are 
open questions that need to be answered to 
better understand indoor air quality to ul-
timately provide better living and working 
environments. j
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3D NANOPRINTING

3D-printing nanocrystals 
with light

By Jia-Ahn Pan and Dmitri V. Talapin

T
he ability to fabricate custom three-
dimensional (3D) objects on de-
mand has revolutionized prototyp-
ing and small-scale manufacturing 
processes. From low-cost filament 
extruders that a hobbyist can use to 

replace a plastic battery cover, to laser sin-
tering machines for metal spacecraft parts, 
the reach of 3D printing technologies in 
low- and high-end markets continues to 
broaden. A crucial part of this progress has 
been the expansion of the library of mate-
rials that can be 3D-printed. Nanocrystals 
have many functional properties, but their 
integration with 3D printing has been lim-
ited, mostly relying on the use of polymer 
material as a scaffolding. On page 1112  of 
this issue, Liu et al. (1) demonstrate the 3D 
printing of nanocrystals using a method 
known as two-photon lithography. The 
intense beam of an infrared femtosecond 
laser induces simultaneous absorption of 
two photons in a very small volume, trig-
gering photochemical reactions at nano-
crystal surfaces. 

Nanocrystals—nanometer-sized crystals 
of various inorganic materials—are widely 
studied as building blocks for functional 
materials because of their advanced me-
chanical, electronic, optical, and thermal 
properties (2). Their surfaces can be made 

to repel or attract one another depending 
on the surface chemistry and external con-
ditions. Thus, they can be suspended in liq-
uids, forming what is known as a colloidal 
dispersion. Conversely, they can be made 
to aggregate, precipitating compact solids 
from the dispersion. This attraction–repul-
sion property allows for the useful functions 
of inorganic materials to be combined with 
the convenience of solution processability. 
After about three decades of research and 
development, there are now methods for 
preparing nanocrystals made of different 
semiconductors, metals, and many other 
technologically important materials. 

This versatility has enabled nanocrystals 
to transcend the unfortunate fate of many 
academically promising nanomaterials 
that ultimately proved uncompetitive with 
established technologies in practical ap-
plications. For instance, nanocrystals are 
used as the color component in quantum 
dot light-emitting diode (QLED) televi-
sions. Nanocrystals have shown impres-
sive performance in optoelectronic com-
ponents—e.g., in LEDs, infrared sensors, 
solar cells, smart windows, optical meta-
materials, and thermoelectric elements, 
(3–5). Yet, there still exists a bottleneck 
for integrating nanocrystals into complex 
devices. The fabrication of such devices re-
quires precise positioning of nanocrystals 
with respect to each other, as well as other 
electronic components. 

For planar structures, inkjet printing 
and direct optical lithography of func-
tional inorganic nanomaterials (6) have 
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By Mostafa M. Omar and Jaafar A. El-Awady

I
n 1842, the axle of a locomotive travel-
ing between Versailles and Paris sud-
denly snapped, leading to a fiery and fa-
tal crash. Metal fatigue—the weakening 
and cracking of the material from cyclic 
loading—was the root cause of this ac-

cident. This tragedy likely spurred the first 
systematic research on this type of material 
failure (1). Almost two centuries later, metal 
fatigue remains a constant plague for me-
chanical systems today. Fatigue can cause 
failure even if the loads  did not result in any 
macroscopic deformation. This behavior is 
known to be sensitive to the tiniest defects 
in the material; hence, an accurate predic-
tion of fatigue failure remains elusive. On 
page 1065 of this issue, Stinville et al. (2) 
present a physics-informed approach in 
which the fatigue strength of a metallic ma-
terial can be predicted from measurements 
after only a single cycle of loading. 

One basic example of metal fatigue is 
bending a metal paperclip repeatedly until 
it breaks. If the bent region on the paper-
clip is carefully inspected before failure, 
one would notice a change in its surface 
roughness. This is a manifestation of in-
creased irreversible slip localization on the 
surface (see the figure), which is induced 
by the motion of dislocations. In more tech-
nical terms, under loading, metals deform 
by the motion of linear defects known as 
dislocations, which cause the atoms to slip 
over each other. Surface slip localizations 
are stress concentration sites. These loca-
tions act as nucleation sites for cracks that 
can progressively grow with further cycli-
cal loading and eventually lead to failure. 

been used in manufacturing workflows. 
Optical lithography allows the placing of 
components with submicrometer resolu-
tion, thanks to ideas and tricks borrowed 
from traditional semiconductor fabrica-
tion. However, the arrangement of nano-
crystals into arbitrary complex 3D struc-
tures has so far been out of reach. 

A form of 3D printing of colloidal nano-
crystals was demonstrated more than a 
decade ago (7), but this early approach 
requires mixing nanocrystals with pho-
tocurable organic materials. Exposure to 
light induces the formation of chemical 
bonds between the organic components to 
form the 3D solid while the nanocrystals 
are simply embedded in the polymer host. 
Although these hybrids have some useful 
properties of the organic components (e.g., 
flexibility), they also inherit less-desirable 
attributes, such as low electrical conduc-
tivity and poor thermal and mechanical 
stability. The most straightforward route 
to the fabrication of all-inorganic 3D struc-
tures is to use the aforementioned method 
and then burn off the organic compo-
nents, as researchers have done through 
thermal annealing (8). Unfortunately, this 
high-temperature approach is restricted 
in chemical scope and induces substan-
tial volume contraction that deforms the 
printed 3D objects (9). A polymer-free 3D 
printing approach requires a way to form 
strong chemical bonds between inorganic 
components and provide structural integ-
rity without photoactive organic  additives. 

The study of Liu et al. demonstrates a 
chemical pathway that makes this solidifi-
cation possible. The authors show that ab-
sorption of infrared laser light by cadmium 
selenide/zinc sulfide core–shell quantum 
dots or silver nanocrystals leads to the de-
composition and detachment of surfactant 
molecules from the nanocrystal surfaces. 
This light-induced process triggers a series 
of chemical transformations that result in 
the aggregation of the nanocrystals into a 
densely packed solid with high overall in-
organic content. By controlling the path of 
the focused laser beam, the authors were 
able to create a fully densified 3D object 
inside a nanocrystal solution. In their dem-
onstration, sub–100-nm features were suc-
cessfully printed, which is much smaller 
than the wavelength of the laser used. 
Normally, such a high resolution would 
not be possible because diffraction spreads 
out even the most tightly focused laser 
beam into an area comparable in size to 
the wavelength of the light. To go beyond 
this limit, the authors use a technique 

known as the two-photon absorption pro-
cess, in which absorption is only possible 
where the light intensity is at its highest. 
This shrinks the active volume to a region 
smaller than the wavelength of the light.

The optoelectronic properties of the 
quantum dots are preserved during this 
patterning process. Liu et al. also dem-
onstrated the 3D printing of continu-
ous structures made of different material 
compositions at different points, showing 
the versatility of this approach. This was 
achieved by sequential printing with two 
different nanocrystal solutions.

With a method to 3D print high-quality 
inorganic structures, future research should 
explore the patterning mechanism and nu-
ances of the surface chemistry of various 
nanocrystals. Many questions about the 
3D printing of colloidal nanocrystals will 
need to be answered, such as determining 
other classes of surface-bound molecules 
that can similarly detach or decompose 
upon photo-irradiation. The material prop-
erties of these 3D-printed structures, and 
therefore their utility in fabricating devices 
with competitive performance, also await 
characterization. Optimization of the op-
toelectronic performance of 3D-printed 
nanocrystals, such as photoluminescence 
quantum yield and charge mobility, would 
go a long way in this regard. In a different 
vein, reducing the minimum light intensity 
required for 3D patterning would allow this 
chemistry to be compatible with more cost-
efficient 3D printing approaches, such as 
digital light processing.

The dream of a hobbyist and an engi-
neer alike is a printer that builds complete, 
fully functional devices with both passive 
(e.g., casing, wiring, supports) and active 
components (e.g., sensors, transistors, 
LEDs) with the press of a button. Liu et al. 
bring this vision one step closer to reality 
by adding functional inorganic compo-
nents made of nanocrystals to the library 
of 3D-printable materials. j
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Nanocrystals are 3D printed without 
the use of a polymer scaffolding.

METAL FATIGUE

Foreseeing 
metal failure 
from its 
inception 
The life span of metals
can be inferred 
from early microscopic 
deformation events
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Despite this understanding of how metal 
fatigue happens, most existing approaches 
for assessing the strength of a specific 
metal or alloy involve testing samples un-
der different cyclic loading conditions to 
determine the highest stress the material 
can withstand for a given number of cycles. 
This empirical approach is both expensive 
and time-consuming. Stinville et al. tackled 
the problem from a different perspective. 
By systematically and experimentally mea-
suring different properties associated with 
the cyclic loading of metals, they derived 
a prescriptive theory for metal fatigue. 
They discovered a correlation between 
the irreversible slip localization after the 
first loading cycle and the fatigue strength 
of different metals. This adds a physi-
cal basis to the commonly used empirical 
laws in the field. The discovered correla-
tion also provides an avenue for predict-
ing the fatigue strength of metals through 
quantitative and statistical analysis of the 
localization events that form during early 
loading cycles.

Although characterizing slip localiza-
tion during the cyclic loading of metals 
has been an active research topic for de-
cades (3–6), it has not been quantitatively 
correlated with fatigue strength. Previous 
studies have shown that the amplitude of 
slip localization increases with the num-
ber of cycles.  After investigating different 
metallic alloys, Stinville et al. showed that 
the slip amplitude after the first loading 
cycle is positively and linearly correlated 
to both the yield strength and the fatigue 
strength. Yield strength measures how 
much stress the material can withstand 
before it permanently deforms, and the fa-

tigue strength measures how many times 
a certain amount of stress can be applied 
to the material before it fails. Their obser-
vation highlights the impact of these early 
slip events on the overall fatigue strength. 
This relationship between slip localization 
and fatigue damage is also observed in the 
spatial proximity of slip localization and 
crack nucleation sites (5, 6). This presents 
an opportunity for a more accurate and ef-
fective pathway for damage mitigation and 
predicting fatigue life. Extrapolating from 
what they have discovered, a single load-
ing cycle may be sufficient to meaningfully 
predict the lifetime of a component.

Several factors can affect the fatigue 
strength of metals, such as crystal struc-
ture, microstructure, processing meth-
ods, and intrinsic mechanical properties. 
The observed correlations by Stinville et 
al. also capture the importance of some 
of these factors. Specifically, metals with 
a body-centered cubic structure possess 
a higher number of possible slip systems 
compared with that of metals with face-
centered cubic or hexagonal-closed pack 
structures. The structure names are de-
scriptive of how the atoms are stacked 
inside the metal. Therefore, slip events 
in body-centered cubic metals tend to be 
more dispersed but are more localized in 
face-centered cubic and hexagonal-closed 
pack metals. Consequently, face-centered 
cubic and hexagonal-closed pack metals 
exhibited larger variation in the average 
slip intensity. This can explain the differ-
ences in fatigue life between metals with 
different crystal structures. 

Basquin’s law of fatigue has long existed 
as the standard equation for predicting 

the life span of a material under repeated 
stress, yet it is entirely empirical. The data-
driven analysis presented by Stinville et al. 
provides a more mechanistic view of the 
parameters of Basquin’s equation by con-
necting the fatigue life of metals to both 
its yield strength and intensity of slip lo-
calization. This is a big leap toward a more 
definite prediction of fatigue strength. 

Augmenting statistical and quantitative 
analysis in studying metal fatigue opens the 
door to use the advances in machine learn-
ing to enhance fatigue prediction capabili-
ties. Furthermore,  aerospace engineers tend 
to set conservative inspection and mainte-
nance schedules to avoid fatigue-related fail-
ures; the findings of Stinville et al. can act 
as a blueprint for a new resource-efficient 
approach for product life estimation. A bet-
ter understanding of the physics of metal 
fatigue should lead to more effective safety 
checks and risk assessments. j
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First slip localization
After the first loading cycle, 
atoms slip on each other, and slip 
bands start to appear on the 
surface of the metal.

o appear on the 
he metal.

Microcrack propagates
The locations with highest slip 
band concentration are the most 
susceptible to separate and form 
a microcrack.

o separate and form 

More slip localization
Subsequent loading cycles 
gradually create a localized 
concentration of slip bands. susc

a micr
n of slip bands.

Total failure
Continuous cyclic loading drives 
the microcrack to grow and 
eventually leads to macroscopic 
structural failure.

ads to macroscopic 
ailure.

Before loading
Before any loading, the surface
of the material is smooth. 

How metals become fatigued
Stinville et al. connect a metal’s failure to its first deformation event of a repetitive loading cycle. The results from this study can help better estimate the lifetimes 
of engineering components. This mechanistic understanding of metal fatigue is visualized here through the repeated bending of a paper clip.
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By Suzanne Noble1, Sean M. Burgess2, 
Evelyn Strauss3

C
hristine Guthrie, molecular geneticist 
and mentor, died on 1 July at the age 
of 77. She was a pioneer in the field 
of RNA splicing, the process by which 
“nonsense” sequences are removed 
from eukaryotic messenger RNAs 

(mRNAs). Christine introduced many fun-
damental concepts that compose our mod-
ern view of this vital cellular activity. Her 
unerring logic, creative vision, and articu-
late voice transformed a nascent field and 
continue to influence the lives of her dozens 
of trainees.

Born in Brooklyn, New York, on 27 April 
1945, Christine was raised by a single 
mother, writer Irene Kampen. Christine’s 
antics as a young adult inspired several 
of her mother’s comedic novels, including 
Life Without George, which in turn inspired 
the 1960s television series The Lucy Show. 
Christine earned a bachelor’s degree in 
zoology from the University of Michigan 
in 1966 and received her PhD in biochem-
istry from the University of Wisconsin 
4 years later. In 1973, she was hired as the 
first woman and seventh faculty member 
in the Department of Biochemistry and 
Biophysics at the University of California, 
San Francisco (UCSF), where she remained 
until her retirement in 2014. Christine 
leaves behind her husband and longtime 
partner, biochemist John Abelson.

Christine’s graduate training with ribo-
some expert Masayasu Nomura instilled 
in her a lifelong commitment to drawing 
the best ideas from across scientific disci-
plines. Fascinated by a requirement for heat 
to complete ribosome assembly in the test 
tube, Christine had a career-defining in-
sight: Perhaps ribosome assembly in cells is 
also susceptible to getting stuck in the cold. 
To test this idea, she generated Escherichia 
coli mutants that stopped growing at low 
temperature and used biochemistry to 
profile their ribosome assembly. Many mu-
tants accumulated partial ribosomes that 

matched the intermediates observed in the 
test-tube reaction, thereby validating the 
biological relevance of the pathway inferred 
from in vitro experiments.

The 1977 discovery of RNA splicing 
in mammals captured Christine’s inter-
est, particularly after it was described in 
the yeast Saccharomyces cerevisiae, a ge-
netically tractable organism. Colleagues 
doubted that lessons gleaned from a single-
celled eukaryote would apply to metazoans, 
but Christine persevered through years of 
fruitless experiments to identify yeast ver-
sions of the small nuclear RNAs (snRNAs) 
that are essential for mammalian splicing. 
Several snRNAs exhibited differences in se-
quence and size relative to their mamma-
lian counterparts; however, disruption of 
their genes produced splicing defects and 
thus demonstrated conservation of function 
among the evolutionarily distant relatives. 

Christine also conducted elegant genetic 
screens that, paired with rigorous biochem-
istry, revealed core principles of spliceo-

some function and specific roles of spliceo-
somal proteins. She discovered that splicing 
is facilitated by a series of base-pairing in-
teractions among snRNAs and the mRNA 
substrate, that these interactions occur 
through massive rearrangements within the 
spliceosome, and that members of a protein 
family called DEAH-box RNA helicases en-
sure that movements occur in the correct 
order and with high fidelity. This and other 
work implied that snRNAs serve primarily 
to catalyze splicing chemistry, whereas pro-
teins safeguard accuracy. 

At UCSF, Christine helped to build one of 
the nation’s top biomedical science graduate 
programs. Her lectures for the foundational 
course Biological Regulatory Mechanisms 
captured the power of cross-disciplinary ap-
proaches to illuminate the workings of core 
cellular processes. As her former students 
dispersed, these lessons worked their way 
into the practice and pedagogy of modern 
molecular biology. 

We were graduate students in Christine’s 
lab during the mid-1980s and early ’90s. 

Christine’s superpower as a mentor was 
the ability to trust her trainees, whom she 
treated as junior colleagues. She demanded 
independence, diligence, and critical think-
ing. In return, she offered respect and a safe 
space to explore unconventional ideas. The 
result was an uncommonly intellectual and 
vibrant environment—to the extent that 
one of us (S.N.) never perceived a lack of 
support or advice, despite joining the lab 
while Christine was away on sabbatical. 
Christine was relentless in attacking sci-
entific problems, and her energy fostered 
synergistic enthusiasm. One of us (S.M.B.) 
recalls hours with her at the whiteboard, 
sketching scheme after scheme until we fi-
nally made sense of my puzzling data.

Having contended with overt sex-
ism throughout her career, starting with 
Nomura’s dictum that “girls can’t do bio-
chemistry,” Christine resolved to create a 
nurturing space for students. Many of us 
were reassured by Christine’s acknowledg-
ment of uncertainty and emotional fragility, 
and she modeled self-care through her at-
tendance at a support group of female sci-
entists that has met for almost 50 years (see 
the book Every Other Thursday by member 
Ellen Daniell). A cohort of women from our 
era informally followed her lead. We have 
retained bonds forged in her lab as we pur-
sue careers in academia, medicine, public 
health, science writing, and entrepreneur-
ship; true to form, Christine championed 
scientists’ prerogative to take nontradi-
tional paths. In addition to mentoring her 
own trainees, Christine unofficially “ad-
opted” students and postdocs of other fac-
ulty members. 

Christine had a droll sense of humor and 
appreciated absurdity. She merely rolled 
her eyes, for example, at a mannequin head 
that we plucked from the street to oversee 
our warren of tiny rooms, where benchtops 
overflowed with gel rigs and the crackle 
of Geiger counters competed with David 
Bowie. She laughed through viewings of 
elaborate tribute videos (which included a 
spoof of Christine set to “She Blinded Me 
with Science” and a full-length performance 
of the musical “The Sound of Splicing”). 
Studying with Christine was serious and 
seriously fun. 

Christine energized the entire RNA com-
munity with her keen mind and fortitude. At 
a gathering to celebrate her retirement, one 
of us (S.M.B.) led the assembled luminaries 
and former lab members in a rendition of 
“Spliceosome” (to the tune of “Edelweiss”). 
Christine shed tears as she absorbed the 
warmth and gratitude that rippled through 
the room. We hope to honor her memory by 
carrying her example forward. j
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RETROSPECTIVE

Christine Guthrie (1945–2022)
RNA trailblazer who illuminated splicing mechanics
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“Christine energized the 
entire RNA community with her 

keen mind and fortitude.”
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By Fred Gould, Richard M. Amasino, 
Dominique Brossard, C. Robin Buell, Richard 
A. Dixon, Jose B. Falck-Zepeda, Michael A. 
Gallo, Ken E. Giller, Leland L. Glenna, Timothy 
Griffin, Daniel Magraw, Carol Mallory-Smith, 
Kevin V. Pixley, Elizabeth P. Ransom, David M. 
Stelly, C. Neal Stewart Jr.

M
uch effort has been expended glob-
ally over the past four decades to 
craft and update country-specific 
and multinational safety regulations 
that can be applied to crops devel-
oped by genetic engineering pro-

cesses, while exempting conventionally bred 
crops. This differentiation made some sense 
in the 1980s, but in light of technological ad-
vances, it is no longer scientifically defensible. 
In the coming decades, innovations in genetic 
engineering and modern “conventional” pro-
cesses of crop development will enable use 
of these approaches to alter more crops and 
more traits. Future governance of new plant 
varieties and foods, regardless of the pro-
cesses and techniques used to develop them, 
will require new, scientifically sound assess-
ment methodologies, developed in a man-
ner acceptable to society. Here, we provide a 
rationale for one governance approach that 
moves away from current process-based reg-
ulation and uses newly developed molecular 
techniques that enable detailed characteriza-
tion of the new crops and foods themselves. 

CLINGING TO PROCESS
A 2016 report from the US National Acad-
emies of Sciences, Engineering, and Medi-
cine (NASEM) on genetically engineered 
(GE) crops (which we coauthored) stated, 
“Emerging genetic technologies have 
blurred the distinction between genetic en-
gineering and conventional plant breeding” 
[(1), p. 3]. In the past few years, this blur-
ring has increased and resulted in a number 
of governments struggling to redefine what 
constitutes a GE plant in need of regula-
tion. Newly enacted and proposed regula-
tions aimed at addressing this problem vary 
dramatically (2), especially with regard to 
CRISPR-based genetic changes. 

The European Union (EU) considers any 
crop with a CRISPR-based modification 
as GE and subject to regulation, whereas 
other governments, to varying degrees, 
trigger regulation on the basis of the size 
of the genetic change and the source of 
the inserted genetic material (2). A recent 
EU government study of its regulations for 
gene editing concluded, “There are strong 
indications that [EU legislation] is not fit 
for purpose” and that additional work is 
needed “in order for the legislation to be re-
silient, future-proof and uniformly applied 
as well as contribute to a sustainable agri-
food system” [(3), p. 59]. We argue here that 
the same conclusion is warranted for all 
current and recently proposed risk assess-
ment systems that use size and source of 
inserted genetic material to determine the 
requirement for safety testing.

The recent revision to US government 
safety regulation of new crop varieties and 
foods provides an example. Although the 
United States acknowledges the need to 
focus on the biological characteristics of 
new plant products, the reality is that the 
specific technological approach used to de-
velop the product has generally determined 
whether a new variety is subject to federal 
regulation. The 2020 US Department of 
Agriculture (USDA) rule on plant biotech-
nology (4) and the proposed rule by the US 
Environmental Protection Agency (EPA) for 
pesticidal plants (5) solidify the role of pro-
cess by exempting from regulation conven-
tionally bred varieties as well as GE plant 
varieties with new genetic material that 
could theoretically have been transferred to 
the variety through conventional breeding 
(defined broadly to include mutation breed-
ing, embryo rescue, protoplast fusion, and 
newer techniques). 

The assumption is that we have long fa-
miliarity with conventional breeding pro-
cesses and can therefore assume that they 
are safe. It is noteworthy that the new US 
rule for labeling GE products (6) does not 
even define conventional breeding, in part 
because “attempting to do so may cause 
confusion in light of the rapid pace of inno-
vation.” That comment makes obvious the 
logical difficulty with basing regulations on 
that criterion: There cannot be long famil-

iarity with something that is rapidly chang-
ing. Indeed, major plant breeding corpora-
tions are shifting to a new “conventional” 
approach called genomic selection (7), in 
which vast, combined, genomic, pheno-
typic, and environmental databases are 
used as guides for breeding new varieties 
with new combinations of genetic materi-
als. Such combinations could not have been 
produced with conventional breeding ap-
proaches that were available when initial 
regulations to differentiate conventional 
versus GE crops were developed. 

As with conventional breeding, methods 
for genetic engineering of crops have also 
changed. The first widely commercialized 
GE crops in 1996 all involved the transfer of 
DNA from one or more donor species into 
a recipient crop (“transgenic”), with the ini-
tial placement in the genome being random 
for the most part. Given the novelty of these 
crops, there was concern that the engineering 
would result in unintended changes to the ge-
nome that could not be discerned with exist-
ing genetic methods but could cause risk to 
the environment or health. Critics contended 
that the testing conducted was inadequate 
to demonstrate that GE foods were safe. At 
the time, health safety testing for targeted 
and off-target changes typically involved 
measurement of approximately 70 plant-pro-
duced chemicals and chemical groupings, as 
well as limited testing on rodents (1). Among 
the concerns raised were that plants produce 
thousands of bioactive compounds that were 
not being monitored, and that unintended 
changes in these compounds could cause al-
lergies or other illnesses. 

Today, genetic engineering technologies 
based on CRISPR and other site-directed 
nucleases (SDNs) can substantially alter the 
properties of a plant by making changes in 
a single nucleotide in a specific genomic lo-
cation and by inserting or deleting genetic 
sequences of varied sizes (2). Arguments 
have been made that such “gene editing” 
is in most cases safe and does not require 
the kind of safety testing that is done with 
plants developed by using earlier genetic 
engineering technologies (1). Argentina 
was one of the first countries to implement 
legislation that exempts most SDN changes 
from safety testing (2). 
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Another factor used by some countries 
for determining the need for safety test-
ing is whether an inserted DNA sequence 
comes from a species that could be geneti-
cally crossed with the recipient species with 
natural or advanced laboratory techniques. 
Such recipient plants would be considered 
cisgenic, not transgenic. The Canadian 
regulatory system, which had been strongly 
focused on the biological properties of 
the new crop variety and not the process 
by which it is made, has recently changed 
course in adopting a new ap-
proach in which transgenic origin 
of the donor DNA is an important 
criterion (8).

The new USDA rule and those of 
some other countries assume that a 
change of one base pair or a dele-
tion of any size could occur natu-
rally and is therefore safe and ex-
empt from regulation. Yet a change 
could be made in a single base pair 
to create a stop codon, preventing 
production of an enzyme that cata-
lyzes a key step in a metabolic path-
way. This could result in a desired 
new trait but also in an unintended 
metabolic shunt toward greater pro-
duction of an undesirable metabo-
lite with potentially negative con-
sequences for the environment or 
human health (9). Under the USDA 
rule, such a change would categori-
cally be considered less risky than 
incorporation of a transgene coding 
for a protein that is metabolically 
inert in the plant. Thus, a plant 
rendered nonsusceptible to an her-
bicide or a plant pathogen through 
introduction of a transgene is sub-
ject to regulation, but a plant made 
resistant to the same herbicide or 
plant pathogen by means of a single 
nucleotide substitution is exempt. 

Another assumption of many of the new 
rules is that genes taken from closely re-
lated species are safer to use than those 
from more distantly related plants. Thus, a 
genetic sequence for pest resistance moved 
between two commonly eaten plants (for 
example, between corn and a cantaloupe) 
will be considered more of a risk than a pest 
resistant gene moved into a tomato variety 
from a wild species of tomato that produces 
toxic fruits. 

These examples illustrate the major 
contrast between some new and proposed 
regulations and the 2016 NASEM report 
finding, “The size and extent of the ge-
netic transformation itself has relatively 
little relevance to its biological effect and 
consequently its environmental or food-
safety risk” [(1), p. 494]. The changes made 

to develop a new cultivar are all aimed at 
altering a plant’s phenotype through large 
or small genetic changes. It is unfortunate 
that these new regulatory policies have syn-
ergized with other efforts to characterize 
CRISPR-based gene editing as safer than 
approaches that use foreign DNA (trans-
genics). It is not that CRISPR is inher-
ently unsafe, but rather that this rhetoric 
contributes to demonization of transgenic 
methods that could provide us with safer 
crops and foods if appropriately regulated. 

AN OMICS-BASED APPROACH
As plant breeding technologies evolve, we 
expect the current regulatory approaches 
to become even less fit for purpose. A new 
approach is clearly needed. Here, we out-
line one path for developing a governance 
structure for crop and food safety in which 
the trigger for requiring regulatory testing 
is based on physical and biological char-
acteristics of new crop varieties and foods 
that can be measured with the aid of mod-
ern molecular technologies. 

There have been great advances in GE 
and non-GE breeding technologies since 
the first regulations for genetic engineer-
ing were developed, but there have been 
equally important advances in methods for 
sequencing all of the DNA in a plant and in 
measuring how that sequence is translated 

into physical and chemical plant character-
istics: (i) genomics, the study of all of an 
organism’s DNA; (ii) transcriptomics, the 
measurement of the qualities and quanti-
ties of RNAs that are generally translated 
into proteins; (iii) proteomics, the measure-
ment of the proteins in an organism; (iv) 
epigenomics, the study of chemical modi-
fications of DNA that affect transcription; 
and (v) metabolomics, the measurement of 
the compounds in an organism or tissue 
that are produced by metabolic processes. 

Development of omics tech-
nologies for crops has proceeded 
more slowly than in biomedicine 
in part because of less funding, 
the number of species involved, 
and the large sizes of some plant 
genomes. Nevertheless, many 
studies have already been con-
ducted that compare genomes, 
transcriptomes, proteomes, and 
metabolomes of GE crop varieties 
and their non-GE counterparts. 

Today, the sample testing costs 
for off-target changes to the ge-
nomes of most major crops are 
under US$2000. For another 
US$2000 per cultivar, one could 
generate gene expression pro-
files of the engineered line with a 
panel of other existing cultivars. 
The accuracy and completeness 
of all omics technologies are ad-
vancing rapidly (9, 10). If omics 
costs continue to fall, 5 to 10 years 
from now a full omics screen for 
most crops could cost less than 
US$5000.

Genomics could be used to 
compare the full sequence of a 
GE plant with that of the specific 
plant from which it was derived 
to confirm that no unintended, 
consequential DNA sequence 

changes had occurred. However, as de-
scribed above, an intended change in a 
single gene could have unintended impacts 
on other plant traits, with large and small 
changes likely to be detected by differences 
in transcriptomes, proteomes, or metabo-
lomes. The generally accepted approach 
for these comparisons involves growing, 
under identical conditions, the GE plant 
and the plant it was derived from. So, what 
differences between the pairs of plants 
would be sufficient to trigger safety test-
ing? Plant genomes are stable when plants 
are grown in different environments, but 
other omics measurements are sensitive to 
environmental conditions. Although a one-
on-one test (new variety versus parent) in 
a single growing environment might dem-
onstrate differences that are of interest 

Multiple current varieties grown in 

different environments
New 

variety

omics analyses

Category 1 Category 2 Category 3 Category 4

No 

differences

Differences 

that cannot

be interpreted

Understood 

differences with

no expected

health or 

environmental 

effects

Understood 

differences 

with potential

for health or 

environmental 

effects

No safety testing Safety testing

The new variety is compared 
with the existing varieties.

A panel approach, focused on omics 
We propose a strategy for evaluating crop varieties using omics 
technologies [adapted from (1)] to compare a new genetically engineered 
(GE) or non-GE variety to a set of varieties that are currently in markets.
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from an academic perspective, these dif-
ferences may be within the natural range 
of variation for varieties within a species, 
or even for a single variety in multiple 
environments.

The 2016 NASEM report recognized that 
the concept of “substantial equivalence” 
has been used by most regulatory systems 
to provide assurance to consumers that 
the composition of the foods from a newly 
developed variety is equivalent to that of 
the foods that they had been eating, and 
so not different in level of risk. Therefore, 
instead of using omics assessment for one-
on-one comparisons, it can be used to de-
termine whether characteristics of the new 
variety are substantially different from all 
current varieties, as grown to produce food 
on grocery shelves across a country. That 
is, does the new variety have unfamiliar 
characteristics? This approach could be 
used for new varieties developed with GE 
and non-GE methods, and efforts could be 
focused on the omics of the produce from 
the varieties.

With this in mind, the 2016 NASEM 
report proposed an approach in which 
the omics characteristics of the new va-
riety are compared to a panel of existing 
commercial varieties (1). The assessment 
would result in the new variety classified 
into one of four categories (see the figure). 
New plants assigned to categories 1 and 
2 would be exempt from safety testing, 
whereas those in categories 3 and 4 would 
be tested. Here and in the report, we only 
provide a broad outline of this approach to 
kindle more detailed conversations about 
it, and consider other ways to move away 
from process-based regulation.

ROBUST, TRUSTED STRUCTURE
Researchers understand current technical 
limitations of omics tools for plants and 
recognize that new research must be done 
to overcome these limitations (1, 9–11). 
Much greater public investment in this 
area will be needed. Both scientific and so-
cietal factors must guide the research. For 
example, what size and kind of differences 
between new and existing crop varieties 
would be substantial enough to trigger 
regulatory testing? Such questions are not 
easy to answer but are categorically simi-
lar to difficult regulatory questions about 
what levels of partially understood, envi-
ronmental pollutants are acceptable. 

These types of questions cannot be ad-
dressed solely by product developers and 
regulators, as was done with the first GE 
crops that resulted in a long-term back-
lash from members of the public. Diverse 
members of the public must be included in 
these deliberations (12). A number of pro-

cesses have been used by social scientists 
to better involve the public in such delib-
erations, and all have been found to have 
limitations (13). Nevertheless, a carefully 
developed but imperfect process is much 
more likely to have a positive outcome 
than one that pays lip service to public 
consultation. A long-standing issue is that 
different governments have adopted differ-
ent approaches. An international process 
that involves all parties to the Cartagena 
Protocol on Biosafety (14) would be benefi-
cial, even if difficult.

Recognizing that these new measure-
ment technologies could be used in ways 
that would over- or underregulate new 
crops and foods (9–11), we see the need 
for a multistep process to develop a new, 
overall approach for governance of new 
crop varieties and foods. National and in-
ternational governance bodies are likely 
to cling to current approaches and legal 
obligations, so this effort cannot simply 

wait for their leadership. If this process is 
started now, a structure could be in place 
before a proliferation of new varieties are 
ready for commercialization. First, we sug-
gest international workshops of breed-
ers, chemists, and molecular biologists to 
provide a range of potential options and 
costs for development of omics methods 
for major, minor, and orphan crops that 
would be both accessible and accurate. 
These options could then be discussed at 
subsequent workshops that involve pol-
icy-makers, regulators, developers, public 
stakeholders, and natural scientists. Social 
scientists should be centrally involved in 
workshop design and implementation (13). 
In the end, national and international gov-
ernments will need to make decisions that 
will be unwelcome to some constituencies, 
but rigorous and transparent deliberations 
now can produce new rules with greater 
public and scientific legitimacy than that 
of the current rules.

We realize that there are important issues 
related to the use of GE crops and foods un-
related to health and environmental safety, 
such as cultural questions about what con-
stitutes naturalness, ethical questions about 
intellectual property rights, and concerns 
about corporate control over plant genetics. 

In the past, power dynamics caused these 
societal concerns to become entangled with 
claims about health and environmental 
safety (15).  Although a robust, trusted struc-
ture for assessing safety will not resolve 
culture- and market-based questions and 
debates, it should help to disentangle these 
issues. The omics approach presented here 
could serve as a basis for developing such 
a new structure. If instead we continue to 
maintain scientifically unsupportable regu-
latory frameworks, we can expect that the 
status quo of split public and government 
opinion about the safety and value of GE 
foods will persist.        j
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Test Patagonia’s raptors 
for rodenticides 
Thousands of owls and other predators 
die each year globally after eating rodents 
that have been poisoned with anticoagu-
lant rodenticides (ARs) (1–3). In Andean 
Patagonia, where wilderness areas coexist 
with human settlements (including tourist 
destinations), ARs are unregulated and rou-
tinely used to prevent human contact with 
rodents (4, 5). This strategy puts raptors in 
the region at risk and may be the cause of 
mass mortality events. However, because 
testing for ARs is difficult, the extent of ARs’ 
effects on raptors and other wildlife remains 
unknown. Given their potential for harm, 
it is crucial to test for ARs, especially when 
raptor mass mortality events occur, and to 
enact policies that regulate their use.

In Patagonia’s forests, the periodic mast 
seeding of bamboos triggers rapid increases 
in rodent populations, and owls and other 
predators are drawn to the affected areas 
due to increased prey (6, 7). Because the 
rodents are hosts of the zoonotic ANDV 
(Sur), a hantavirus lethal for humans (7), 
local inhabitants fear that the surge in 
rodents will increase hantavirus transmis-
sion. In response, people buy and use mas-
sive amounts of ARs without the supervision 
of any governmental or scientific authorities. 
At the peak of these rodent influxes, numer-
ous dead owls and other raptors are com-
monly recorded (7).

The cause of massive owl mortality events 
in Patagonia is unknown, but secondary 
poisoning by ARs is one likely explanation 
given their effects on wildlife elsewhere 
(1–3). Despite the possible harm caused by 

Edited by Jennifer Sills

Barn owls (Tyto alba tuidara) 
in Patagonia may be exposed 

to harmful anticoagulant 
rodenticides through their prey.

ARs, toxicology laboratories in Argentina 
do not test for them, and restrictions due to 
sanitation concerns prevent the exportation 
of fresh tissue samples to overseas toxicology 
labs (2). Without a way to identify ARs locally 
or through international collaboration, no 
relevant data can be collected to determine 
whether they are the cause of death.

We urge Argentine and other South 
American wildlife and health authorities, and 
the scientific community, to strengthen local 
capacities to test for ARs. Evidence from both 
veterinary and human medicine indicates 
that this problem affects other nontarget 
subjects in addition to predators, with the 
same analytical limitations (5, 8). Protecting 
environmental, wildlife, and human health 
in the region requires surveillance and well-
enforced regulations of AR use.
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Denmark passes total ban 
of leaded ammunition
The use of leaded ammunition has caused 
collapses of raptor populations worldwide 
due to secondary lead poisoning (1–3). In 
Europe, lead kills millions of wild birds 
each year, and the losses in biodiversity, 
environmental health, and socio-economic 
activities are estimated to be more than 1 
billion EUR (4). There is no tolerable lead 
intake for humans (5). In June, Denmark 
took an important step to address the 
harm caused by lead: The country will ban 
the use of all kinds of leaded ammunition 
for hunting as of April 2024 (6).

Denmark is the first country to enact a 
total ban on leaded ammunition. The coun-
try’s previous ban on lead gunshot pellets 
led to a substantial decline in lead concen-
trations in game meat over the past 2 de-
cades (7). In contrast, lead in game meat has 
increased in European countries with no or 
only partial restrictions on lead ammunition. 
In these countries, mean concentrations of 
lead in small game meat between 2011 and 
2021 are 14 times higher than the thresholds 
used in EU-wide risk assessments (7).

Denmark’s action should serve as a 
model. The European Union has proposed 
a phase-out of leaded gunshot pellets in 
wetlands by 2023 (EU Regulation 2021/57) 
and is considering restricting all leaded 
ammunition in other types of hunting and 
sport shooting, with a decision expected in 
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2023 (8, 9). Other countries should do the 
same. We urge governments, hunters, and 
conservationist organizations to collaborate 
and convince their members and industries 
to phase out the use and production of 
leaded ammunition worldwide. More public 
awareness campaigns highlighting the con-
tamination risks from game meat harvested 
with lead ammunition could help to build 
the public will to act (10). Only a global One 
Health approach can mitigate the environ-
mental threats from lead on wildlife and 
humans (11, 12).
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Rapid loss of China’s 
pollinator diversity
Pollinators play an irreplaceable role in 
ensuring food security and maintaining 
ecosystem stability. Worldwide, 87.5% of 
angiosperms, more than 70% of crops, 
and more than 35% of food production 
depend on animal pollination, primarily 
by insects (1–3). However, pollinator pop-
ulations and diversity are declining across 
the globe (4). The situation is particularly 
dire in China, where the distribution 
areas of the two most important indica-
tor species, Apis cerana Fabricius and 
Bombus chinensis, are rapidly decreas-
ing (5–8). If China does not take steps to 
address the threats to pollinators, their 

decline could lead to systemic ecological 
risks and food shortages. 

In southwestern China, monoculture 
planting of rubber trees has caused the 
total number of bee species in the rub-
ber plantations to drop from 34 to 7, a 
decrease of 79% (8). In addition, pesti-
cides that seriously threaten bees, such as 
imidacloprid, have been used intensively 
throughout the country (9). Several highly 
invasive nonnative bee species, such as 
the western honey bee (Apis mellifera), 
risk outcompeting native bees for food 
(5). Land use changes and climate change 
pose additional challenges (5).

Only five known pollinator species in 
China have been included in the List of 
State Key Protected Wild Animals (10), 
accounting for less than 2% of the total 
number of remaining pollinator species in 
China (11). China’s National Forestry and 
Grassland Administration and its Ministry 
of Agriculture and Rural Affairs should 
add all pollinators deemed at risk by the 
International Union for Conservation of 
Nature Red List of Threatened Species 
to the national Key List as soon as pos-
sible. Key List recognition would provide 
government protection and enforcement 
to the pollinators and their habitats. 
China should also compile and publish 
a new Red List of threatened pollinators 
that could serve as a basis for establish-
ing cross-regional nature reserves and 
protecting the habitats and migratory 
passages of migratory species. Finally, 
policies should be put in place to ensure 
that nonnative bees do not undermine the 
protection of native bees.
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MULTIFERROICS

Chasing a multiferroic 
pattern
Multiferroic materials are often 
characterized by two coupled 
order parameters, magnetization 
and electrical polarization, which 
can be controlled by external 
fields. Hassanpour et al. studied 
the multiferroic Dy0.7Tb0.3FeO3, 
which has an additional order 
parameter stemming from 
in-plane antiferromagnetic 
ordering. The researchers 
created a ferromagnetic multi-
domain pattern and applied an 
external magnetic field, which 
erased the existing pattern but 
created one of the same shape 

CANCER IMMUNITY

Hormone hampers 
cancer immunity
Cancer immunotherapy has 
made great progress in recent 
years, but many tumors do not 
respond to any of the available 
immune treatments for reasons 
that are often unclear. Among 
other factors, the neuroendo-
crine system has been emerging 
as a potential influence on anti-
tumor immune responses. Xu 
et al. examined the connections 
between hypothalamic-pitu-
itary signaling and antitumor 
immunity, focusing on the role 
of a-melanocyte–stimulating 
hormone (a-MSH), which is 

produced by the pituitary gland. 
a-MSH promoted the accumu-
lation of immunosuppressive 
cells, and its inhibition helped 
to suppress tumor growth in 
mouse models, suggesting 
it as a potential therapeutic 
approach. —YN

Science, abj2674, this issue p. 1085

PHYSIOLOGY

Long live the queen
A trade-off between repro-
duction and life span occurs 
across most living organisms. 
An exception is insects such 
as ants, in which reproductive 
activity is limited to one or a few 
“queens” that live much longer 

than nonreproductive “work-
ers.” Studying a pseudo-queen 
state of the ant Harpegnathos 
saltator, Yan et al. found that the 
insulin and insulin-like growth 
factor signaling pathway was 
activated to promote reproduc-
tion, which also shortened life 
span. The authors propose 
that one branch of this path-
way, mediated by the protein 
kinase Akt, is suppressed in 
the fat body and some ovarian 
tissues. Increased production of 
a protein that binds insulin-like 
molecules in the hemolymph 
might account for the difference 
that allowed the longer life span 
of the pseudo-queen. —LBR 

Science, abm8767, this issue p. 1092

C
limate change is having negative effects on forests 
through extreme heat, drought, and disturbances. 
Predicting the impact of future climate change on forests 
is challenging because each approach relies on assump-
tions and incomplete data. Anderegg et al. compared 

results from three major modeling approaches that provide 
information on different facets of risk: a global mechanistic 

vegetation model, which estimates forest carbon loss; a 
climate envelope model, which provides information on species 
shifts; and empirical assessment of forest loss to disturbance 
using satellite imagery. These approaches provide complemen-
tary information but highlight the high overall risk to forests in 
the southern boreal, dry tropics, and central Europe. —BEL  
Science, abp9723, this issue p. 1099
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FOREST ECOLOGY

Forests at risk

A climate risk analysis highlights threats to global forests, particularly in the tropics and in boreal forests such as the one pictured above.
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in the system’s polarization, 
minimizing the free energy. The 
process could be reversed by 
applying an electric field. —JS

Science, abm3058, this issue p. 1109

ORGANIC CHEMISTRY

Squeezing nitrogen 
into indole
Numerous pharmaceutical 
compounds contain five- or 
six-membered rings com-
posed of carbon and nitrogen. 
Chemical reactions that 
interconvert these motifs can 
therefore be very helpful during 
drug development research. 
Reisenbauer et al. present a 
method to insert a nitrogen 
atom into the five-membered 
rings of silyl-protected indoles, 
thereby expanding them into 
six-membered quinazoline 
or quinoxaline compounds 
depending on their substitution 
pattern at the outset. The chem-
istry relies on nitrene generation 
using hypervalent iodine and is 
compatible with many common 
functional groups. —JSY

Science, add1383, this issue p. 1104

CANCER THERAPY

Breaking down resistance 
to degraders
Drugs called PROTACs trigger 
the degradation of target pro-
teins and have many potential 
uses, including in the treatment 
of cancer. However, Kurimchak 
et al. found that cancer cells 
developed resistance to 
PROTACs like they do to other 
anticancer drugs. The drug 
efflux protein MDR1 mediated 
resistance to PROTACs that 
target proteins in the KRAS 
pathway. In cultured cells and 
mouse models, drug resistance 
was prevented by combining 
PROTACs with lapatinib, which 
inhibits epidermal growth fac-
tor receptors and MDR1. The 
findings suggest that PROTACs 
should be explored as a com-
bination therapy with lapatinib, 
which is already clinically 
approved for some cancers. 
—LKF

Sci. Signal. 15, eabn2707 (2022).

Edited by Caroline Ash 
and Jesse Smith

IN OTHER JOURNALS

SOIL MICROBIOTA

Little fleas have lesser 
raptors
If left undisturbed, arid soils 
develop a surface biocrust 
of photosynthetic microor-
ganisms. These biocrusts 
contribute not only to carbon 
and nitrogen fixation, but also 
to erosion resistance, and they 
also moderate surface tem-
peratures. From soil restoration 

work, Bethany et al. discovered 
that their cultured cyanobacte-
ria were subject to a devastating 
predator provisionally named 
Candidatus Cyanoraptor 
togatus. Evidence of attack by 
this predator can be seen as 
plaques of bare soil left after 
it has infected a biocrust. The 
organism is a nonmotile bacte-
rium that relies on motile prey 
species to glide within range 
of ambush. Then predatory 

DEVELOPMENTAL BIOLOGY

Foundation for finch 
flamboyance
Finches have a deeply conserved 
template of cellular and genetic 
factors in their skin that under-
lies their extraordinarily diverse 
color patterns. Hildago et al. 
investigated the cellular origins 
and patterns of gene activity in 
deep layers of the skin in finches 
with different patterns of plum-
age coloration.  Despite dramatic 
differences in adult appearance, 
there are common patterns of 
gene activity in different parts of 
the skin. Different species mask 
or form specific colors in each 
domain, resulting in the evolu-
tionary diversity seen in finches. 
These conserved landmarks in 
early development may serve as 
the basis for major trends in the 
evolution of bird plumage. — NS

Sci. Adv. 10.1126/

sciadv.abm5800 (2022).

MOLECULAR BIOLOGY

Enhancer network 
interprets disease risk
Many important genes in human 
cells have multiple enhancers, 
noncoding DNA elements that 
regulate gene expression. It 
has been a puzzle why many 
enhancers exist and how they 
work together over long genomic 
distances. Combining multi-
plexed CRISPR interference 
and machine learning, Lin et 
al. reveal that multiple enhanc-
ers form a nested, multilayer 
architecture that is important to 
maintain robust gene expres-
sion. Enhancers that are far 
away (more than 1 million bases) 
cooperate in three-dimensional 
space and act as synergistic 
regulators of gene expression 
when being perturbed. Their long 
distance reduces co-mutagene-
sis and confers a mechanism of 
robustness. The authors built a 
model to predict enhancer vari-
ants that synergistically control 
disease-relevant genes, which 
better links multiple noncod-
ing elements to disease risk 
prediction beyond genome-wide 
association studies. —DJ

Science, abk3512, this issue p. 1077

Jumping spiders, like the 
one shown here sleeping 
upside down, display 
retinal and muscle 
twitches indicative of a 
REM sleep–like state.

SLEEP

Do spiders dream?

A
nyone who has watched a sleeping dog “chasing rab-
bits” will be familiar with the characteristic twitching 
that occurs during rapid eye movement (REM) sleep. 
Sleep, or a sleep-like state, occurs across many dif-
ferent animal taxa, including arthropods and perhaps 

even cnidarians, but we do not know whether invertebrates 
have the capacity to dream. Röbler et al. noticed REM-like 
muscle twitching during what appeared to be sleep in a 
jumping spider. Further, although spiders cannot move 
their eyes, they can move their retinas. The authors showed 
that the muscular twitching movements were associated 
with retinal eye movements in these spiders, as would be 
expected in REM sleep, indicating that this sleep stage may 
be widely distributed among animals. —SNV

Proc. Natl. Acad. Sci. U.S.A. 119, e2204754119 (2022).
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cocci dock onto the cyanobac-
teria surface, invade cells, and 
develop thread-like structures 
enveloped by a “cocoon.” 
Infected cells are stripped of 
macromolecules and left as 
ghosts, but not before having 
traveled and spread the preda-
tor in their wake. —CA

Nat. Commun. 13, 4835 (2022).

BATTERIES

A temperature problem
“All-solid-state” battery is an 
umbrella term for a next-gener-
ation battery system that does 
not contain any liquid com-
ponents. This type of battery 
has a decisive advantage over 
the current industry standard, 
lithium-ion batteries, which are 
associated with the challenge 
of safely containing their highly 
flammable liquid electrolyte. 

However, Yoon et al. found 
that one candidate for such 
an all-solid-state battery, the 
Li6PS5Cl-based system, suffers 
major degradation after being 
exposed to elevated tempera-
ture (70°C/158°F) for just a few 
days. The electrolyte-cathode 
interface becomes porous dur-
ing this exposure due to SOx 
gas evolution when the battery 
is charged, which increases the 
interfacial resistance and lowers 
battery performance. —YY

Appl. Phys. Rev. 9, 031403 (2022).

NEUROETHOLOGY

Sea squirts swim 
in six styles
Nervous systems process 
sensory input into behavioral 
responses. The building blocks 
of locomotory responses are 

organized like the rules that 
govern language, but we do 
not understand how they have 
evolved. Invertebrate chor-
dates are closely related to 
vertebrates, and Athira et al. 
reasoned that studying the 
swimming behaviors of the 
tadpole-like larva of the simple 
chordate Ciona intestinalis 
could be informative. The tad-
pole’s nervous system has fewer 
than 250 neurons to analyze. 
Most of the postural variance in 
Ciona tadpoles can be explained 
by six basic shapes that com-
bine in different proportions to 
produce almost 97% of their 
postures during swimming. The 
study provides a new model 
system with which to identify 
the evolutionary constraints and 
flexibility of behavioral organiza-
tion. —DJ

PLoS Biol. 20, e3001744 (2022).

PARENTS AND CHILDREN

Parental competition 
skews toward sons
Parents’ preference for 
competition for their children 
influences children’s pursuit of 
an academic track in school, 
with implications for outcomes 
later in life. Tungodden and 
Willén integrated administrative 
data with experimental data 
from Norwegian students and 
parents. Before the students 
performed a task, they and 
their parents were separately 
asked whether the child should 
be paid under a competitive 
or noncompetitive scheme. 
Parents chose competition for 
sons more than daughters, but 
this parental perspective nar-
rowed the gender gap compared 
with children’s own perspective. 
This gender gap was similar for 
mothers’ and fathers’ choices, 
although mothers were less 
likely than fathers to choose 
competition. —BW
J. Polit. Econ. 10.1086/721801 (2022).

WATER ELECTROLYSIS

H2O2 from water 
and oxygen
Hydrogen peroxide (H2O2) is 
one of the most important 
inorganic chemicals and is a 
well-known oxidizing agent. Its 
industrial applications include 
chemical synthesis, detergent 
production, paper bleaching, 
textile, pulp, and many others. 
H2O2 is environmentally friendly 
but its production is not: A lot 
of carbon dioxide is released 
when generating molecular 
hydrogen gas in steam methane 
reforming, one of the first steps 
in the auto-oxidation process 
(also called the Riedl–Pfleiderer 
process) predominantly used 
to synthesize H2O2. Huang et al. 
report an alternative, promising 
H2O2 synthesis route based on a 
hydrogen-permeable gold–pal-
ladium membrane reactor that 
uses electricity to drive the 
hydrogenation of oxygen and 
water to H2O2 and operates at 
ambient conditions without 
using hydrogen gas. —YS

J. Am. Chem. Soc. 144, 14548 (2022). P
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Human populations in the Peruvian Andes (pictured here is Laguna Paron) have accumulated genetic adaptations 
to high elevation over thousands of years.

O
ver the course of 50,000 years, humans left Africa and expanded to many environments 
around the world. These migrations resulted in exposure and adaptation to selective pres-
sures. Caro-Consuegra et al. analyzed genetic data from 196 Peruvian individuals from 
three ecological regions: the Andean highlands, the arid coast, and the Amazon rainfor-
est. They found that Andean highlanders experienced selection of genes affecting heart 

function, hypoxia, and other systems affected by living at high altitudes. By contrast, the coastal 
and rainforest populations both showed population-specific selection in different aspects of the 
immune system. These findings show the strength of selection toward local adaptation even in 
populations that are geographically close. —CNS   Mol. Biol. Evol. 139, msac158 (2022).

HUMAN GENETICS

Humans adapted to 
Peruvian ecoregions
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NEUROEVOLUTION

Lizard traces in the 
mouse brain
Although lizards and mammals 
share common evolutionary 
roots, their pathways to today 
diverged hundreds of millions 
of years ago. Using single-cell 
transcriptomics, Hain et al. 
compared the brain of the 
lizard Pogona vitticeps, known 
as the Australian dragon, with 
that of the mouse (see the 
Perspective by Faltine-Gonzalez 
and Kebschull). They found 
that certain neuronal identities, 
marked by what transcrip-
tion factors they express, are 
conserved from lizard to mam-
mal, and others show evidence 
of evolutionary innovation. 
Therefore, the mammalian brain 
is an interwoven tapestry of new 
and ancestral traces. —PJH

Science, abp8202, this issue p. 1060

see also add9465, p. 1043

HEART DISEASE

A heartfelt collaboration
Historically, researchers try-
ing to understand and treat 
cardiac diseases have primar-
ily focused on cardiomyocytes 
and approaches to replace 
them after injury. However, the 
heart is also home to multiple 
other major cell types, such as 
fibroblasts, endothelial cells, and 
immune cells, as well as their 
surrounding extracellular matrix. 
Tzahor et al. reviewed these 
different components of the 
cardiac microenvironment, their 
contributions in a healthy state 
and in the setting of disease, 
and their relevance for potential 
therapeutic interventions. —YN

Science, abm4443, this issue p. 1059

NEUROEVOLUTION

Trade-offs in brain 
development
 Salamander brains share some, 
but not all, structures with the 
mammalian brain. They also have 
greater capacity to regenerate 

in response to damage. Three 
groups now come together with 
single-cell transcriptomics analy-
ses that set the salamander brain 
in evolutionary context (see the 
Perspective by Faltine-Gonzalez 
and Kebschull). By comparing 
salamander brains with those 
of lizard, turtle, and mouse, 
Woych et al. track the evolution-
ary innovations that gave rise 
to the mammalian six-layered 
neocortex, which salamanders do 
not have. Lust et al. take a close 
look at why the axolotl brain is so 
much more capable of regenera-
tion than is the mammalian brain. 
Finally, Wei et al. compare the 
developmental and regenerative 
processes in the axolotl brain. 
—PJH

Science, abp9262,  abp9444, 

abp9186,  this issue  p. 1061, 1062, 

1063; see also add9465, p. 1043

NEURODEVELOPMENT

Intervention for Down 
syndrome
Down syndrome (DS), the result 
of trisomy of chromosome 21, 
carries a suite of symptoms 
including intellectual disability 
and loss of olfaction. Manfredi-
Lozano et al. recognized a 
similarity between some of the 
DS symptoms and those seen 
in patients with a deficiency of 
gonadotropin-releasing hormone 
(GnRH) (see the Perspective by 
Hoffmann). Indeed, analysis of 
a mouse model of DS showed 
deficits in GnRH expression. 
Interventions that restored 
physiological GnRH levels in the 
mouse DS model also improved 
cognitive deficits. In a preliminary 
clinical trial in patients affected 
by DS, pulsatile GnRH therapy 
improved cognition. —PJH

Science, abq4515, this issue p. 1064;

see also add9456, p. 1042

METALLURGY

Slipping into fatigue
Materials that are cyclically 
deformed become easier to 
break due to fatigue. However, 

tying fatigue strength to 
microstructure has been chal-
lenging. Stinville et al. used 
nanometer-resolution digital 
image correlation to observe the 
slip localization on the surface 
of a wide range of alloys (see 
the Perspective by Omar and 
El-Awady). They found that 
after one deformation cycle, 
the amplitude of the early slip 
localization events determines 
fatigue strength. This observa-
tion helps to provide a physical 
basis for well-known fatigue laws 
and paves the way to easily pre-
dicting fatigue strength. —BG

Science, abn0392, this issue, p. 1065;

see also add8259, p. 1047

INDOOR AIR QUALITY

Radical development
Hydroxyl radicals (OH) are 
highly reactive species that are 
responsible for the oxidation of 
most pollutant gases. Outdoors, 
OH radicals are formed primarily 
by the photolysis of ozone by 
short-wavelength sunlight, but 
that light is largely filtered out 
by glass windows, so what is 
the indoor OH radical environ-
ment like? Zannoni et al. report 
that high concentrations of 
OH radicals were found when 
people were exposed to ozone 
in a climate-controlled chamber, 
and were a product of a reaction 
with the skin oil squalene (see 
the Perspective by Schoemaeker 
and Carslaw). Their finding has 
implications for indoor air quality 
and ultimately for human health. 
—HJS

Science, abn0340, this issue p. 1071;

see also add8461, p. 1045

NANOMATERIALS

Photoprinting 
nanoparticles
Nanoparticle assembly often 
requires tailored selection 
of the ligands so that they 
can selectively bond, as with 
complementary DNA strands. 
Alternately, they can be linked 
together at specified locations 

using photopolymerization to 
connect ligands at the desired 
places. However, this process 
adds to the complexity of 
making the nanoparticles and 
is limited by the fidelity of the 
ligand attachment. Liu et al. 
show that light can be used to 
desorb surface thiolate ligands 
from cadmium selenide/zinc 
sulfide core shell quantum dots 
(see the Perspective by Pan and 
Talapin). The resulting trapped 
holes drive bonding between the 
particles through the remaining 
surface ligands. The authors 
reveal photoprinting of arbitrary 
three-dimensional architec-
tures at a resolution beyond the 
diffraction limit and for a range 
of nanocrystals. Printing can 
be optically selected based on 
the size and/or bandgap of the 
quantum dots. —MSL

Science, abo5345, this issue, p. 1112;

see also add8382, p. 1046

PAIN

A shared target between 
cancer and pain
Neuropathic pain is a chronic 
condition for which safe and 
effective treatments are lack-
ing. Polymorphisms in the GTP 
cyclohydrolase 1 (GCH1) gene 
have been associated with 
chronic pain severity; however, 
whether modulation of GCH1 
can affect neuropathic pain 
remains to be seen. Cronin et 
al. screened 1000 US Food & 
Drug Administration–approved 
compounds and showed that 
the antipsychotic fluphenazine 
hydrochloride reduced GCH1 
expression and had analgesic 
effects in a neuropathic pain 
model in rodents. Among the 
hits, epidermal growth fac-
tor receptor-KRAS pathway 
modulators also affected 
GCH1 expression. The authors 
identified a common signaling 
pathway, downstream KRAS, 
involving GCH1, that affects 
chronic pain and lung cancer 
development in mice. The results 
suggest that targeting this 
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pathway could alleviate neuro-
pathic pain. —MM

Sci. Transl. Med. 14, eabj1531 (2022).

TUMOR IMMUNOLOGY

Reinvigorate your 
CD39+ TRM
Immune checkpoint blockade 
has only displayed efficacy 
in some subsets of patients 
with breast cancer, but it is 
unclear why. Lee et al. examined 
tissue-resident memory T cells 
(TRMs) in the tumors, lymph 
nodes, and blood of patients 
with early breast cancer, finding 
that tumor-specific CD8+ TRMs 
expressed the cell surface pro-
teins CD39, CD69, and CD103. 
These CD39+ TRMs displayed 
an exhausted phenotype and 
overlapping T cell receptor clon-
ality in tumors and lymph nodes. 
CD39+ TRMs were enriched in 
triple-negative breast cancer 
(TNBC) samples, correlat-
ing with the overall survival of 
patients with TNBC, and could 
be reinvigorated from exhaus-
tion with the addition of immune 
checkpoint blockade ex vivo. 
Together, these data suggest 
that patients with high CD39+ 
TRM signatures might be good 
candidates for this treatment. 
—DAE

Sci. Immunol. 7, eabn8390 (2022)

BIOCHEMISTRY

A partial TCA cycle 
in the nucleus
Certain metabolites that are 
produced within the mitochon-
drial tricarboxylic acid cycle are 
also substrates of chromatin-
modifying enzymes in the 
nucleus, but the sources of 
these nuclear metabolite pools 
are largely unclear. Kafkia et al. 
demonstrate that portions of the 
tricarboxylic acid cycle operate 
within the nuclei of mammalian 
cells. Tracing of carbon-13–
labeled substrates revealed that 
in purified nuclei, citrate can 
be metabolized to succinate 

and glutamine to fumarate and 
aspartate. A proximity labeling 
approach supported the pres-
ence of the relevant metabolic 
enzymes in the nucleus. The 
data align with mounting 
evidence that the nucleus is an 
active metabolic compartment 
and open questions into the 
mechanisms regulating these 
nuclear metabolic pathways and 
their significance for cell biology. 
— KEW

Sci. Adv. 10.1126/

sciadv.abq5206 (2022).
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REVIEW SUMMARY
◥

HEART DISEASE

A coalition to healÑthe impact of the
cardiac microenvironment
Eldad Tzahor* and Stefanie Dimmeler*

BACKGROUND: Heart regenerative medicine

has been gradually evolving from a view of the

heart as a nonregenerative organ with termi-

nally differentiated cardiac muscle cells that

cannot be renewed in mammals. Cardiomyo-

cytes are the cells responsible for generating

contractile force in the heart and were tra-

ditionally at the center of interest in the fight

against cardiac diseases. Understanding the

biology of the heart during homeostasis and

in response to injuries had led to the realiza-

tion that cellular communication between all

cardiac cell types holds great promise for treat-

ments. Cellular specialization and interaction

between cell types in the heart are essential for

the coordinated function of the heart. The com-

plex interplay between cardiomyocytes and the

myriad of other cell types such as endothelial,

fibroblast, and immune cells of the heart is

necessary for tissue homeostasis and adapta-

tion but can also lead to pathophysiological

remodeling. Indeed, nonparenchymal cells out-

number cardiomyocytes; about half of the cells

comprise fibroblasts, and one-fourth are endo-

thelial cells. In addition, immune cells have

major effects by providing cytokines, which

can positively or negatively affect the heal-

ing response. Communication between cells

changes in response to injury, which could

aggravate tissue damage, remodeling, and fi-

brosis resulting in heart failure. In this review,

we aim to characterize the cardiac microenvi-

ronment and the dynamic cross-talk between

cells under tissue homeostasis and disease.

ADVANCES: Recent studies highlight new

disease-reversion concepts in addition to

cardiomyocyte renewal, such as matrix- and

vascular-targeted therapies, as well as immu-

notherapies focusing on inflammation and

fibrosis. We will discuss these cellular pro-

cesses, as well as angiogenesis and senescence,

and highlight how specific therapies can tar-

get the hostile cardiac milieu under patholog-

ical conditions. For example, interfering with

cardiac fibroblast activation or depletion of

specific activated fibroblast subsets are becom-

ing attractive immunotherapy-based approaches.

Furthermore, the vasculature plays a critical

role in guaranteeing the supply of oxygen and

other substances such as nutrients andmetab-

olites. Because of the high oxygen and meta-

bolic demand of the heart, interfering with

these functions directly affects cardiac func-

tion and can lead to heart failure. Approaches

that can induce a functionally active vasculature

would guarantee oxygen and nutrient supply

and may assure production of angiocrine fac-

tors, which are important for the healing pro-

cesses. Immunotherapy-based trials include

attempts to selectively target maladaptive in-

flammatory surge, which leads to adverse re-

modeling, fibrosis, and subsequently heart

failure. In addition, lymphatic vessels play key

roles in ensuring export of inflammatory cells

and tissue repair and are, therefore, also in the

spotlight of drug development. We will also

discuss how modulation of the extracellular

matrix, particularly that of the neonatal heart,

may be used to rejuvenate the heart, which

could lead to better function and protection

from ischemic insults. Finally, we will address

how to interfere with cardiac aging and the

double-edged roles of senescence.

OUTLOOK: Cellular communication between

the different cell types of the heart is essential

for cardiac repair and regeneration and can be

targeted by various approaches, which we

term “coalition to heal.”Although activation of

many reparative or regenerative stimuli after

injury is generally beneficial for a transient

period, overstimulation of these same signals

will end up being detrimental, leading to sus-

tained inflammation and fibrosis. Timely ap-

plication, careful dosing, and combination of

therapies, along with selecting the right patient

population, are critical for moving forward.

Taken together, the therapeutic options and

approaches for treatment of heart disease

are promising and hopefully will change this

devastating pandemic.▪
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REVIEW
◥

HEART DISEASE

A coalition to healÑthe impact of the
cardiac microenvironment
Eldad Tzahor1* and Stefanie Dimmeler2,3,4*

Heart regenerative medicine has been gradually evolving from a view of the heart as a nonregenerative organ

with terminally differentiated cardiac muscle cells. Understanding the biology of the heart during

homeostasis and in response to injuries has led to the realization that cellular communication between all

cardiac cell types holds great promise for treatments. Indeed, recent studies highlight new disease-

reversion concepts in addition to cardiomyocyte renewal, such as matrix- and vascular-targeted therapies,

and immunotherapy with a focus on inflammation and fibrosis. In this review, we will discuss the cross-

talk within the cardiac microenvironment and how specific therapies aim to target the hostile cardiac

milieu under pathological conditions.

C
ellular specialization and interaction be-

tween cell types in the heart are essen-

tial for the coordinated function of the

heart. Cardiomyocytes are the cells re-

sponsible for generating contractile force

in the heart and were traditionally at the

center of interest in the fight against cardiac

diseases. Eventually, it became clear that the

complex interplay between cardiomyocytes and

the nonparenchymal endothelial, fibroblast,

and immune cells of the heart is necessary for

tissue homeostasis and adaptation but can

also lead to pathophysiological remodeling. In-

deed, nonparenchymal cells outnumber cardio-

myocytes; about half of the cells are fibroblasts,

and one-fourth are endothelial cells (1–3)

(Fig. 1). In addition, small numbers of immune

cells, epicardial, and nerve cells can be de-

tected in healthy hearts (1, 2). The assessment

of cardiac cellular composition varies between

methodologies (4), species, and age, with sub-

stantial higher numbers of endothelial cells

reported in zebrafish (5) and a higher number

of cardiomyocytes observed in postnatal mice

(6). Cardiac injury or stress changes the cellu-

lar compositions in a spatiotemporal manner.

For example, acute myocardial infarction (MI)

results in a rapid invasion of immune cells,

mainly to the border and infarct zone, which

subsequently leads to the local expansion and

activation of fibroblasts. In turn, cellular ac-

tivation results in major changes in the mi-

croenvironment dictated by the release of

various cytokines and growth factors aswell as

matrix proteins (matrikines), which affect car-

diomyocyte responses to injury, such as cell

death, hypertrophy, or regeneration (Fig. 1).

Changes in cardiomyocyte properties also

occur in the uninjured heart, where the early

postnatal period is marked by a cardiomyo-

cyte switch from proliferative, hyperplastic

growth to nonproliferative, hypertrophic growth

in adulthood (7, 8). Additionally, cardiac repair

and regeneration are strongly influenced by

cues from the microenvironment, although

intrinsic properties of cardiomyocytes also

contribute to cardiac healing. The idea of tar-

geting cardiomyocyte renewal with potential

therapies has been intensively reviewed in re-

cent years (8, 9). Here, we attempt to char-

acterize the cardiac microenvironment and

highlight strategies that target it during dis-

ease, healing, and aging.

Strategies to therapeutically target the

microenvironment niche

The observation of major alterations in cells,

matrix, and microenvironmental cues upon

acute or chronic injury and aging not only

deepens our understanding of the complex

interactions that are required to maintain

cardiac health but also allows us to identify

processes that drive repair and regeneration

(Fig. 2). With the advent of single-cell technol-

ogies, the heterogeneity within cellular popu-

lations is increasingly recognized, and we are

beginning to identify subtypes or transition

states within cell populations. Whereas harm-

ful cells may be depleted to maintain or re-

store health, reparative cell populations may

be used to improve clinical outcomes. No-

tably, the communication between all cardiac

cell types is crucial for both beneficial and

harmful remodeling processes that occur after

injury. We will discuss five examples to high-

light potential therapeutic interventions target-

ing cells, paracrine factors, or matrix proteins.

Targeting fibroblasts

Cardiac fibroblasts are a major cell population

in the heart and are best known for their ca-

pacity to produce extracellular matrix (ECM).

Quiescent fibroblasts are important for main-

taining structural aspects of the myocardium.

After MI, cardiac fibroblasts are activated and

expand to stabilize the infarcted area upon

cardiomyocyte loss in a process called “replace-

ment fibrosis.” By contrast, cardiometabolic or

hypertensive diseases are typically character-

ized by reactive fibrosis, which occurs through-

out the left ventricle. Chronic and pathological

activation of the fibroblasts compromises elec-

tromechanical coupling of themyocardium and

affects paracrine and direct cellular commu-

nication with cardiomyocyte, endothelial, and

immune cells (10, 11).

Fibroblasts are a plastic cell population that

originate from several developmental origins,

which do not seem to influence their func-

tions. Single-cell RNA sequencing uncovered

previously unknown and dynamic myofibro-

blast (injury-induced activated fibroblasts)

subtypes expressing either profibrotic or anti-

fibrotic signatures, which can vary depending

on the genetic background (4, 10, 12, 13). Anoth-

er cardiac fibroblast subtype, “matrifibrocytes,”

which express genes typically observed in ten-

don, bone, and cartilage (14), was documented

at later stages after injury. It will be interesting

to explore how these newly identified fibro-

blast subsets or states affect acute and long-

term cardiac function.

The secretome of specific fibroblast cell pop-

ulations that defines reparative versus fibrotic

outcomes in the damaged myocardium may

provide promising targets for antifibrotic treat-

ments of heart diseases (Fig. 2). However,many

of the fibroblast-secreted proteins have diver-

gent functions. This is, for example, illustrated

by the well-characterized ECM protein peri-

ostin: Being expressed by activated cardiac

fibroblasts after MI, it is required for scar

stabilization as deletion of periostin expres-

sion, or elimination of periostin-expressing

fibroblasts, resulted in cardiac rupture after

MI (15, 16). In addition, periostin stimulates

cardiomyocyte proliferation and mediates re-

generative responses in the postnatal heart

(17, 18), although these findings are still con-

troversial (19). By contrast, targeted ablation

of periostin-expressing activated fibroblasts

prevented cardiac fibrosis upon angiotensin

II (Ang II) infusion or MI (20), suggesting a

detrimental effect of periostin (or the cell pop-

ulation expressing it) in tissue fibrosis.

Depletion of activated fibroblast subsets that

drive cardiac fibrosis recently emerged as a

promising strategy to treat cardiac fibrosis:

T cell–mediated immunotherapy that specifi-

cally targets a population of activated fibro-

blasts has been introduced as a therapeutic

option to treat pathological cardiac fibrosis.
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The authors used adoptive transfer of antigen-

specific CD8
+
T cells that target the fibroblast

activation protein, which is expressed specifi-

cally by activated but not quiescent cardiac

fibroblasts (21). A subsequent study reported the

generation of transient antifibrotic chimeric

antigen receptor (CAR) T cells in vivo by deliver-

ing modified mRNA targeting T cells to attack

activated fibroblasts, which revealed reduced

fibrosis and improved cardiac function after

injury (22). These results provide a proof of con-

cept for immunotherapeutic approaches to treat

cardiac fibrotic disease. Notably, the study used

the Ang II–induced hypertensionmodel, which

drives reactive fibrosis, hence its therapeutic

potential to treat replacement fibrosis as seen

after MI is yet unknown.

General approaches to block fibrosis focus

on the inhibition of profibrotic factors. Inhibi-

tion of transforming growth factor b1 (TGFb1),

a major driver of fibrosis, is associated with

side effects due to its pleiotropic roles. But

TGFb1-induced interleukin-11 (IL-11) acts as

an autocrine factor that regulates fibrogenic

protein synthesis. Inhibition of IL-11 prevented

fibroblast activation in response to several pro-

fibrotic stimuli (23). This mechanism appears

not to be conserved in zebrafish, where IL-11

limited scarring and supported regeneration

(24). About one-third of all genes involved in

TGFb1-driven fibrosis were shown to be regu-

lated at the translational level, independent of

RNA transcript abundance (25). Hence, mod-

ulating mRNA degradation or translation by

microRNAsmight be a promising strategy to

prevent cardiac fibrosis (26, 27). Recent studies

showed that inhibitingmicroRNA 21 (miR-21)

yielded therapeutic benefits after acute MI in

pigs mainly by interfering with immune cell–

fibroblast cross-talk (28).

Genetic inactivation of the Hippo pathway

in proepicardial cells (one of the origins of car-

diac fibroblasts) prevented cardiac fibroblast

formation, resulting in a grossly abnormal

heart (29). Finally, inhibition of bromodomain

and extra-terminal domain (BET) protein

prevented fibrosis by regulating an enhancer,

which controls fibroblast-to-myofibroblast

transition (30). Taken together, cardiac fibro-

blasts drive ECM secretion and fibrosis fol-

lowing injury. Accurate targeting of specific

subpopulations and/or fibroblast-derived

paracrine factors are promising therapeu-

tic strategies.

Vascular therapies

The vasculature plays a critical role in guar-

anteeing the supply of oxygen and other sub-

stances such as nutrients and metabolites

(Fig. 3). Because of the high oxygen and me-

tabolic demands of the heart, interfering with

these functions affects cardiac function and

can lead to heart failure. Although this is ob-

vious upon interfering with the vascular sup-

ply of oxygen, detrimental effects were also

documented when specifically inhibiting endo-

thelial fatty acid transport (31, 32). Endothelial

cells can survive and expand in reduced oxy-

gen environments by switching to glycolytic

metabolism. This allows for vessel growth to

restore oxygen supply and contribute to wound

healing (33). Additionally, endothelial cells act

as a barrier against circulating inflammatory

cells: Inflammation is limited by the tight

endothelial barrier during homeostasis, but

proinflammatory conditions lead to an inflamed

endothelium and allow the invasion of immune

cells. Cardiac sequelae of severe acute respira-

tory syndrome coronavirus 2 (SARS-CoV-2)

infections are recent examples of how an in-

flamed and activated endothelium together

with activated immune cells can lead to micro-

thrombotic events that harm the heart (34).

Controlling the invasion of inflammatory

cells is a key feature of endothelial cells, but

the vasculature is equally important in the

removal of inflammatory cells. Here, lymphat-

ic vessels come into play: Inadequate lym-

phangiogenesis results in increased interstitial

fluid and reduces clearance of inflammatory

cells to draining lymph nodes (35). Lymphatic

vessels can boost cardiac repair in both zebra-

fish and mice (36–38). Accordingly, inducing

lymphangiogenesis is gaining attention as a

therapeutic approach for reducing immune

cell persistence, inflammation, and edema to

restore heart function.

Endothelial cells additionally produce angio-

crine factors, which act in an autocrine or

paracrine manner to induce cardiomyocyte

proliferation (39, 40). Neuregulin-1 expression

is particularly enriched in endothelial cells in

proximity to cardiomyocytes and it binds to

epidermal growth factor receptor (ErbB) 2 and

4 on cardiomyocytes, contributing to the for-

mation of both endocardial cushions andmyo-

cardial trabeculae during development (41, 42).

Activation of ErbB2 triggered a robust regen-

erative response after acute or chronic in-

juries in mice via the ERK-Yap1 signaling axis

(43, 44). In addition, endothelial cells can con-

trol cardiomyocyte hypertrophy through eph-

rin signaling (45).

In addition to proteins, diffusible mole-

cules can affect the cardiacmicroenvironment.

Endothelial-derived nitric oxide (NO) synthase
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Fig. 1. A summary of cells and regulatory circuits of the cardiac microenvironment. Estimates of cell

composition are taken from (1, 2) (human) and (3, 6) (mouse).
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can prevent or enhance cardiac pathologies

depending on the redox environment (46).

Diffusible molecules such as H2S, which in-

duces sulfhydration of intracellular and ex-

tracellular proteins, prevented endothelial

dysfunction (47). Furthermore, small metabo-

lites were shown to be involved in the acqui-

sition of a quiescent state in the endothelium

(48). Finally, extracellular vesicles originating

from different cellular and subcellular sources

mediate cellular cross-talk and are attractive

therapeutic candidates for cardiovascular dis-

eases (49, 50). Thus, examination of additional

endothelial-derived factors that affect the car-

diac microenvironment is important.

Given the crucial functions of the micro-

and macrovasculature in the heart and the

possibility of improving myocardial healing

by reactivation of hibernating myocardium, a

clinical-relevant state when parts of the myo-

cardium exhibit contractile abnormalities re-

sulting from ischemia, various attempts were

made to therapeutically maintain or restore

the vasculature (51, 52). However, various pro-

angiogenic strategies did not fulfill their prom-

ise, in part because stimulation of excessive

angiogenic growth failed to generate function-

ally mature vasculature. Accordingly, current

therapeutic strategies aim at generating healthy

and functional vessels, instead of inflamed and

leaky ones, which would aggravate heart dis-

ease. Recent advances include lowering the

doses of proangiogenic factors to amounts

that simulate healthy conditions. Thus, low-

dose vascular endothelial growth factor A

(VEGFA) fully restored microcirculatory func-

tion in aged mice and prevented age-associated

pathologies inmany organs, including skeletal

muscle (53). Although the heart has not been

specifically investigated in this study (53), such

approaches may well be suitable to normalize

microcirculation in age-associated cardiac

diseases such as heart failure with preserved

ejection fraction. Delivery strategies are also

improving; for example, modified mRNA of

VEGFA may have favorable kinetics and effi-

ciency and is being tested in a phase II study

(54). Another therapeutic candidate is VEGFB,

which increases vessel maturation and cardiac

metabolism and seems to be particularly effec-

tive in the heart (55). Apelin, an endothelial-

derived small secreted peptide, also has a

proangiogenic activity in the heart (56).

Monocytes and hematopoietic cell popula-

tions are rich sources of angiogenic factors

(57, 58), which promote arteriogenesis (59, 60)

and could be delivered therapeutically to

improve heart function. Recent examples of

monocyte-derived factors are VEGFA, myeloid-

derived growth factor (MYDGF) (61), and endo-

plasmic reticulummembrane protein complex

unit 10 (ECM10) (62), all of which improve

angiogenesis and cardiac repair and could be

therapeutic candidates for cardiac ischemia.

WhereasVEGFandmanyproangiogenic growth

factors mainly target the microvasculature

to rescue its dysfunction, hematopoietic cell-

derived factors can induce the formation of

macrovessels (a process called arteriogenesis)

to promote the perfusion of larger hypoxic re-

gions within hibernating myocardium (59, 60).

Although initial attempts to translate these

findings failed, enhancing the CXCL12(SDF1)-

CXCR4 axis was recently proposed as an alter-

native option to induce arteriogenesis (63).

Endothelial cells may also be targeted to

limit cardiac inflammation. Here, antagoniz-

ing angiopoietin-2, which induces vascular leak-

age and inflammation, can be used to prevent

vascular permeability (64). In addition, aug-

menting lymphangiogenesis by the key driver

VEGFC or other factors such as adrenomedul-

lin or apelin can be used to reduce edema

formation and support the egress of inflam-

matory cells (37, 65, 66).

Instead of targeting one pathway, non-

coding microRNAs may be useful to interfere

with the complex patterns of genes that are

required to maintain a functional and healthy

endothelium. For example, miR-126 isoforms

can prevent endothelial cell inflammation (67),

whereas inhibition of miR-92a-3p improved

vessel growth and reduced inflammation (68).

Anti-miRs directed against miR-92a were

tested in initial clinical trials and may rep-

resent future options (69). MicroRNAs may

also be delivered by cell-derived or engineered

extracellular vesicles, to carry a mixture of

vasculoprotective RNAs (50). Taken together, a

healthy vasculature is a key component in

orchestrating cardiac repair processes.

Immune therapies

The immune system plays a critical role during

physiological cardiac function and in response

to injury (70, 71). The pathogenesis of many

heart diseases is intricately related to an in-

cited inflammatory process, though injury types,

host, and environmental factors profoundly

affect the immune response (71, 72). Briefly,
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Fig. 2. Therapeutic approaches to targeting autocrine and paracrine cellular communication

after injury.
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ischemic or non-ischemic cardiac injuries ac-

tivate the innate immune system, which trig-

gers the secretion of proinflammatory cytokines

and chemokines that, in turn, further attract

immune effector cells into the injured myo-

cardium, as part of a proinflammatory phase.

In general, a transient inflammatory response

is essential for tissue healing, including car-

diac injuries. However, a maladaptive inflam-

matory surge can drive adverse remodeling

and fibrosis that could lead to heart failure.

The different types of immune cells commu-

nicate with one another and with cardiac fi-

broblasts, endothelial cells, and cardiomyocytes.

This cross-talk is important for driving both

repair and pathological processes.

After MI, dying cardiomyocytes release

damage-associatedmolecular patterns (DAMPs),

which activate and recruit the innate immune

system to the site of injury. For example, dying

cardiomyocytes release extracellular adeno-

sine 5´-triphosphate (ATP), which is a DAMP

component that disrupt cellular function of

macrophages, fibroblasts, endothelial cells, and

smoothmuscle cells, therebyworsening cardiac

repair (73). DAMPs also activate the comple-

ment system, an ancient component of immu-

nity that facilitates the clearance of damaged

cells. Therefore, inactivation of the comple-

ment system impairs heart function and accel-

erates development toward heart failure (74).

Neutrophils are the major immune cells that

infiltrate the infarct region. These cells pro-

mote myocardial damage by inducing pro-

and anti-inflammatory as well as angiogenic

factors (75, 76). Basophils (accounting for 1%

of total granulocytes) are important during

cardiac injury as their depletion resulted in

deteriorated cardiac function and enhanced

scarring after MI, likely mediated by the lack

of IL-4 and IL-13 (77).

Monocytes and macrophages are of key im-

portance in the mouse and human heart. Res-

ident cardiac macrophages are long-lived cells,

primarily of embryonic origin, whereas re-

cruited cardiac macrophages are continually

replenished from the bone marrow. Expres-

sion of the chemokine receptor CCR2 distin-

guishes these populations, and CCR2−resident

cardiac macrophages are further subdivided

by TIM4 and major histocompatibility com-

plex (MHC) class II expression (78–80). In gen-

eral, macrophages are essential for cardiac

regeneration in zebrafish, salamanders, and

mice (9, 79, 81), suggesting that the initial

phases of inflammation are critical for heart

repair. The functional benefit of cardiac cell

therapy was shown to be driven by the acute

inflammatory healing response that rejuve-

nates the injured heart (82). Studies reveal how

resident cardiac macrophages regulate adap-

tive beneficial cardiac remodeling in the failing

mouse heart through direct interaction with

cardiomyocytes and secretion of insulin-like

growth factor 1 (83, 84). Dedifferentiating car-

diomyocytes can control macrophage traf-

ficking to the damaged heart by releasing

“regenerating islet-derived 3b” (Reg3b). Loss

of Reg3b led to a large decrease in the number

of macrophages, accompanied by increased

ventricular dilatation and insufficient removal

of neutrophils (85). Thus, macrophage recruit-

ment is instrumental for myocardial healing.

Cells of the adaptive immune system are in-

creasingly recognized as important regulators

not only in myocarditis but also in chronic

heart failure (86, 87). T lymphocytes, an im-

portant component of the adaptive immune

response, are divided into (CD4
+
) T helper

(TH) cells and cytotoxic (CD8
+
) T cells. After

MI, CD4
+
T cells rapidly infiltrate the heart

(87, 88). CD4
+
T cells can be further divided

into different subsets, among them, TH1, TH2,

and T regulatory (Treg) cells according to their

phenotype, cytokine production, and function.

Experimental evidence suggests a prominent

role of CD4
+
TH lymphocytes, particularly TH1

and possibly TH17 and TH22 cells, as key play-

ers in myocardial remodeling (89). IL-17, main-

ly expressed by TH17 cells, exacerbates heart

failure (90, 91) and induces cellular senescence

in other age-related diseases (92), highlighting

a potential link between immune activation

and cardiac senescence.

Because T cells are involved in heart failure

pathogenesis, they become attractive immuno-

targets for therapeutic intervention. Abatacept,

a US Food and Drug Administration (FDA)–

approved drug that selectively inhibits the pro-

inflammatory T cell function, was shown to

decrease the severity of cardiac dysfunction in

a mouse heart failure model (93). Augmenting

or stimulating immunosuppressiveTreg cellswas

beneficial for the heart after MI (94). Tregs pro-

mote angiogenesis (94) and cardio-protection

after MI in mice (95) and zebrafish (96). Thus,

Tregs facilitate the repair and regeneration of

endothelial cells and cardiomyocytes (94–96).

Treatment with antibodies against CD28 super-

agonist resulted in an anti-inflammatory cy-

tokine response and Treg activation, leading to

efficacious therapy in many rat and mouse

disease models (97). However, in a phase I trial,

the same superagonist was highly toxic and
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caused a cytokine storm (98), which halted

further drug development. Overexpression of

protective factors secreted by Tregs may be con-

sidered as an alternative strategy to more spe-

cifically interfere with downstream effector

pathways (94). Another immune cytokine, IL-10,

was examined as an anti-inflammatory treat-

ment and was shown to improve cardiac func-

tion by dampening inflammation after MI in

mice (99), whereas IL-10–deficient mice have

reduced cardiac function (100). Despite these

encouraging data, hints toward the promotion

of diastolic dysfunction by cardiac macrophage-

derived IL-10 should not be ignored when

considering a therapeutic use (101).

Taken together, heart pathologies involve

global immune cell activation, which opens

up the field of cardioimmunology to further

investigation and development of therapies.

Intensive investigations of anti-inflammatory

strategies for cardiovascular diseases (includ-

ing allopurinol, methotrexate, salsalate, inhib-

itors of tumor necrosis factor a (TNFa), IL-6,

IL-17, IL-1b, or IFN-g) are underway in num-

erous clinical trials, although most of these

trials have failed to provide conclusive results

thus far (102). However, reduction of inflam-

mation with low-dose colchicine treatment

revealed promising results in patients with

coronary artery disease (103), which may be

translated to heart failure. One explanation

for the lack of established anti-inflammatory

treatments for heart failure is that the im-

mune response to injury is complex and in-

cludes both beneficial and detrimental effects,

which need to be further studied and modu-

lated precisely. Furthermore, although target-

ing a single immune cell signaling pathway

mightnot be enough, a broadanti-inflammatory

treatment might have numerous side effects.

Therefore, selecting heart failure patients with

a high inflammatory burden, such as patients

with somatic mutations in hematopoietic stem

cells leading to clonal hematopoiesis (104),

may improve the risk-benefit ratio of anti-

inflammatory therapies.

Matrix therapies

All cells of the heart are embedded within a

rich ECM microenvironment. The ECM is

mainly produced by cardiac fibroblasts, but

also by other cells such as endothelial cells,

smooth muscle cells, and cardiomyocytes (14).

In addition, macrophages contribute directly

to cardiac scarring through cell-autonomous

deposition of collagen (105). Several studies

have revealed roles of the ECM in heart regen-

eration, suggesting a new therapeutic avenue

for “Matrix Medicine” (106–109). The ECM,

initially thought of as a tissue structure com-

ponent or the glue between cells, is emerging

as a key signaling player in cellular communi-

cation affecting numerous cell behaviors (110).

After injury, the cardiac ECM undergoes dy-

namic changes that involve both synthesis and

degradation of the ECM, resulting in ECM re-

modeling (111). Initial ECM remodeling plays a

beneficial role in cellular repair processes and

prevention of ventricular rupture, but exces-

sive deposition of ECM has deleterious effects

that impair cardiac function. Likewise, chron-

ic inflammation accelerates cardiac fibrosis and

vice versa, thereby creating a positive feedback

loop between fibrosis and inflammation.

The cardiac ECM ismade up of proteins and

polysaccharides. Collagen and elastin provide

the physical structure. Fibrillar collagen (most-

ly type I and type III) makes the largest pro-

portion of proteins in the ECM of the heart

and it changes markedly during ECM remod-

eling after injury (112). Collagens, along with

other matrix components, are increased dur-

ing cardiac remodeling, leading to scar matu-

ration and fibrosis.

The ECM functions as a reservoir of an-

chored growth factors, cytokines, chemokines,

proteases (such as matrix metallopeptidases

(MMPs), protease inhibitors such as tissue in-

hibitors of metalloproteinases (TIMPs), and

noncoding RNAs. Enzymatic degradation of

the ECM macromolecules during remodeling

generates active peptides or matrikines, which

are involved in many processes such as ECM

renewal, cellular proliferation and migration,

inflammation, angiogenesis, and wound repair.

In general, cardiac ECM content and its cross-

linking increase with aging (Fig. 4). Along with

that, ECM degradation is also augmented by

MMPs, predominantly MMP9. Therefore, ex-

cessive ECM production and imbalanced ECM

degradation are critical processes in many car-

diac pathologies and during aging.

The mechanical properties of the ECM also

influence cardiac function and repair processes.

As cardiac ECM changes during postnatal

growth, it affects myocardial stiffness (Fig. 4).

The stiffness of the myocardium progressively

increases, along with cardiomyocyte matura-

tion and cell cycle arrest. Accordingly, reduced

matrix rigidity (or stiffness) induces neonatal

cardiomyocyte dedifferentiation and prolif-

eration (113). This and other studies suggest

that the increase in cardiac ECM stiffness

after birth might dictate the transition from

a regenerative to a nonregenerative phase,

highlighting the regulatory role of ECM me-

chanical properties (113, 114). A recent study

revealed that collagen V regulates scar size in

an integrin-dependent manner. Mice lacking

collagen V showed changes in scar stiffness

and fibroblasts differentiation, both of which

affect scar size (115).

Agrin is an ECM molecule secreted by en-

dothelial cells, which is enriched in the em-

bryonic and neonatal heart, and can promote

cardiac regeneration and repair in adult mice

and pigs after MI (107, 109). Similarly, other

ECM proteins, such as periostin and reelin,

which are highly expressed in the neonatal

heart, induce cardiomyocyte proliferation and

regeneration in mice (17, 38). Reelin is a lymph-

angiocrine, which promotes cardiomyocyte

proliferation and survival, leading to improved

cardiac repair (40). Likewise, collagen 15A1,

secreted by endothelial cells, can induce car-

diomyocyte proliferation (52).

Postnatal cardiac ECMwas shown to inhibit

cardiomyocyte cytokinesis and, conversely, em-

bryonic ECMproteins, SLIT2 andnephronectin,

were able to promote postnatal cardiomyocyte

cytokinesis (116). Double knockout of both

miR-1 and 133a in cardiomyocytes alters the
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expression of agrin, periostin, and fibronectin,

which are representative for a neonatal-like

ECMcomposition (117). Hence, embryonic and

neonatal ECMmolecules such as agrin, perios-

tin, reelin, fibronectin, Slit2, and nephronectin

and mechanical features (reduced stiffness)

can promote cardiomyocyte proliferation and

repair, whereas the adult ECM components

such as some collagens and laminin, as well as

increased stiffness, are associated with organ

maturation and fibrosis (Fig. 4). Taken together,

the concept of matrix rejuvenation is an attrac-

tive therapeutic approach for the treatment

of heart disease.

Purified ECM molecules such as collagen,

fibrin, and gelatin have been used in preclini-

cal and clinical settings for many heart dis-

eases. These biomaterials can be delivered as

hydrogels or as patches on top of the infarcted

myocardium either alone or implanted with

various stem cells or bioactive drugs (106). De-

cellularized ECM-based biomaterials, in which

cells are removed but the biological and me-

chanical properties of the ECM are preserved,

have also been tested in clinical trials for car-

diovascular diseases (106). Hence, ECM-based

biomaterials that aim to promote endogenous

regenerative mechanisms constitute an emerg-

ing therapeutic strategy.

Cardiac senescence

Recent studies began to uncover the key roles

played by senescent cells during tissue repair

and regeneration, by modulating fibrosis and

inflammation (118). Cellular senescence is char-

acterized by an irreversible cell cycle arrest

and can be considered as a protective response

of the organism that limits the proliferation of

nonfunctional aged cells. Senescent cells are

metabolically active and release numerous

secreted factors, termed senescence-associated

secretory phenotype (SASP), which profoundly

alters the microenvironment in the aging

heart. SASP includes inflammatory cytokines,

matrix metalloproteases, and urokinases, or

collagens, which act in an autocrine or para-

crine fashion on neighboring cardiac cells

(119). Depending on the context, cellular se-

nescence and SASP can positively or negatively

influence the heart under homeostatic and in-

jury conditions.

The timely accumulation and clearance of

senescent cells is a fundamental step for repair

processes. Senescent cells can induce a SASP-

dependent pro-regenerativemicroenvironment

(ECM remodeling, angiogenesis) and help re-

cruit immune cells, or even promote dediffer-

entiation and tissue plasticity (120). A transient

regenerative senescence was demonstrated in

three models of cardiac regeneration (121).

Also in adult mice, transient activation of se-

nescence in fibroblasts occurs after MI and

limits the expansion of fibroblasts to reduce

fibrosis and scar formation (121, 122). Another

study suggested that after neonatal heart in-

jury, CCN1 secretion from cardiomyocytes pro-

motes fibroblast senescence and neonatal heart

regeneration (123).

By contrast, persistent accumulation of se-

nescent cells as evident in aging is associated

with tissue dysfunction and chronic inflamma-

tion, and can promote the onset and progres-

sion of cardiovascular diseases (119). Molecules

released by pathological senescent cells are

often enriched in proinflammatory factors such

as IL-1, IL-6, and IL-8 that can aggravate tissue

damage and dysfunction. Chronic inflamma-

tion or cytokine storm associated with aging—

“inflammaging”—acts as a systemic inducer of

senescence. T cells with dysfunctional mito-

chondria instigatemultiple age-related features

in mice, including senescence and cardiovas-

cular alterations, which together result in pre-

mature death (124). In the aging heart, other

paracrine factors such as Serpins, which are

typically enriched in senescent cells, impair

endothelial cell function (11). Along the same

lines, telomerase-deficient zebrafish display

an aberrant accumulation of senescent cells

with failure of heart regeneration (125), and

various studies have shown cardioprotective

effects of telomerase or telomerase-associated

factors (126, 127).

Targeted elimination of senescent cells

(senolysis) or neutralization of their undesira-

ble properties (senomorphics) can alleviate

some of these pathologies and improve tissue

function (128–130). With respect to the heart,

treatment with senolytics prevented patholog-

ical changes after infarction and during heart

failure (130). Also, a genetic senolytic model,

which allows the inducible elimination of

p16
INK4a

senescent cells, reduced the size of

fibrotic area in the heart of old mice. It may

be interesting to further explore the clinical

use of senotherapies to treat heart failure.

Injury-induced senescence profoundly af-

fects (through SASP) the cardiac microenviron-

ment by providing mitogenic, protective, and

immune recruitment signals, as well as limit-

ing the expansion of fibroblasts. The effects

can be beneficial (for example, after transient

exposure) or detrimental (prolonged senes-

cence). Hence, eliminating senescent cells by

treatment with senolytics should be carefully

evaluated considering the fundamental impact

of these cells on the reparative milieu of the

heart after injury.

Conclusion

Despite a long-standing view that heart dis-

ease therapeutics are a graveyard for the in-

dustry and big pharma, there seem to be major

advances in this huge space. For one, research-

ers continue to expand the knowledge foun-

dation of cardiovascular biology. The concept

that mammals could not regenerate lost myo-

cardium after injury is contrasted by promis-

ing animal studies, some of which are covered

here. Nevertheless, there is still a notable gap

between preclinical studies and therapies. We

postulate that a holistic understanding of the

cellular communication between all cardiac

cell types and dissection of the dynamics of

the microenvironment after injury would iden-

tify potential targets for therapies. The field

has accumulated insights from models of

acute regenerative responses and more chron-

ic scenarios that reveal multiple signaling

pathways in different cell types and especially

coordinated repair processes such as cardi-

omyocyte proliferation, angiogenesis, repar-

ative inflammation, senescence, and fibrosis,

all of which are critical to the healing of the

injured heart.

Overall, activation of any reparative or re-

generative stimuli after injury is generally

beneficial for a transient period. By contrast,

overstimulation of these same signals will end

up being detrimental, leading to sustained

inflammation and fibrosis. The timely appli-

cation and careful dosing of therapies in

combination with selecting the right patient

profile are critical for moving forward. Al-

though the field is evolving toward transla-

tional medicine for the treatment of heart

diseases, basic research remains vital to elu-

cidating numerous etiologies, mechanisms, and

targets for cardiac regeneration and repair.
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INTRODUCTION: Vertebrate evolution took an

important turn before the onset of the Per-

mian, 320 million years ago, with the tran-

sition of early tetrapods from water to land,

the appearance of amniotes, and, soon there-

after, their bifurcation into sauropsids (fu-

ture reptiles and birds) and synapsids (future

mammals). Despite this branched history,

the brains of all tetrapods share the same an-

cestral architecture defined by brain regions

established during embryonic development

(pallium, subpallium, thalamus, cerebellum,

etc.) and by their long-range connections. Yet

how variations on this common organization

contributed to lineage- and species-specific

adaptations is not clear. A commonly held as-

sumption, for example, is that subcortical

regions are ancient and “deeply conserved,”

whereas the mammalian cortex is “new,” fol-

lowing profound changes in cortical develop-

ment in this lineage.

Brain regions, however, do not operate in

isolation, raising the possibility that the evo-

lution of interconnected neurons might be

correlated. Likewise, areas in reptiles and

mammals that derive from a common ances-

tral structure, such as the cerebral cortex, may

have evolved in each lineage in such away that

they now each contain both ancient (thus

common) and novel neuron types. Because

traditional comparisons of developmental re-

gions and projectionsmay not suffice to reveal

these similarities and differences, we inves-

tigated these issues using cellular transcrip-

tomic approaches.

RATIONALE: Neurons are the most diverse cell

types in the brain; their evolutionary diversi-

fication reflects changes in the developmental

processes that produce them and, in turn, may

drive changes in the neural circuits to which

they belong. To the extent that a neuron’s

transcriptome represents the molecular en-

coding of its identity, connectivity, and devel-

opmental and evolutionary histories, comparing

neuronal transcriptomes across species should

yield insights into brain evolution. To eluci-

date the evolution of neuronal diversity across

brain regions, we generated a cell type atlas

of the brain of a reptile, the Australian bearded

dragon Pogona vitticeps, and compared it with

existing mouse brain datasets.

RESULTS:We profiled 285,483 single-cell tran-

scriptomes from the brain of Pogona and iden-

tified and annotated 233 distinct types of

neurons. Computational integration of this

dataset with publicly available mouse data

revealed that lizard and mouse neurons co-

cluster according to their regional and neuro-

transmitter identities. These integrated clusters

expressed distinctive combinations of de-

velopmental transcription factors (includ-

ing homeodomain-type) and genes involved in

neuronal connectivity (cell junction, synaptic

signaling, neuronal projections, synaptic trans-

mission), indicating that both developmental

origin and circuit allocation define broad, evo-

lutionarily conserved classes of neurons in the

amniote brain.

At a finer level, these broad classes included

neuron types with a wide range of transcrip-

tomic variation across species. Certain neuron

types could be readily mapped from lizard to

mouse, indicating high transcriptomic sim-

ilarity; others, however, could not be mapped

across species unambiguously, owing to tran-

scriptomic divergence. This dichotomy was

true for all regions analyzed (telencephalon,

diencephalon, and midbrain), indicating that

neuronal diversification is ubiquitous in these

brain regions.

This was particularly evident in the thala-

mus, where neurons with high transcriptomic

similarity across species (GABAergic reticular

thalamic nucleus, glutamatergic “medial tha-

lamus”) are juxtaposedwith neuron typeswith

diverging gene expression (glutamatergic “lat-

eral thalamus”). In the lateral thalamus, lizard

and mouse neurons from sensory relay nuclei

did not co-cluster according to sensory modal-

ity, suggesting that these neurons may have

diversified extensively, reflecting the different

fates of their cortical partners in the reptilian

and mammalian lineages.

CONCLUSION: Using comparative single-cell

transcriptomics, we identified a core set of

neuron types with high transcriptomic sim-

ilarity between the brains of a lizard and a

mammal, despite 320 million years of sepa-

rate evolution. These neuron types are not

restricted to subcortical regions but are found

everywhere in the brain, including in the

cerebral cortex, challenging the notion that

certain brain regions are more ancient than

others. Our data suggest that, even if the brain

consists of developmental modules defined

by ancient and shared molecular determi-

nants, the evolution of the brain acts upon

each module by keeping (e.g., reticular thala-

mic nucleus and medial thalamus) or diver-

sifying (e.g., lateral thalamus) neuron types in

a manner that is correlated with local and

long-range connectivity.▪
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among amniotes. Reptiles and mammals evolved

independently of each other for ~300 million years.

We generated a cell type atlas from the brain of a

lizard, Pogona vitticeps. Computational integration of

these data with mouse transcriptomes reveals that

telencephalon, diencephalon, and mesencephalon

each contain mixtures of similar and divergent

neurons, indicating that neuron diversification is

ubiquitous in those regions.
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Anja Arends1, Christina Thum1, Georgi Tushev1, Friedrich Kretschmer1,

Maria Antonietta Tosches1,3‡*, Gilles Laurent1‡*

The existence of evolutionarily conserved regions in the vertebrate brain is well established. The rules

and constraints underlying the evolution of neuron types, however, remain poorly understood. To

compare neuron types across brain regions and species, we generated a cell type atlas of the brain of

a bearded dragon and compared it with mouse datasets. Conserved classes of neurons could be

identified from the expression of hundreds of genes, including homeodomain-type transcription factors

and genes involved in connectivity. Within these classes, however, there are both conserved and

divergent neuron types, precluding a simple categorization of the brain into ancestral and novel areas. In

the thalamus, neuronal diversification correlates with the evolution of the cortex, suggesting that

developmental origin and circuit allocation are drivers of neuronal identity and evolution.

V
ertebrates arose during the Cambrian

explosion, about half a billion years ago.

Despite this long history, their brains

share a common basic architecture,

including the same identifiable brain

divisions: forebrain (telencephalon and di-

encephalon), midbrain or mesencephalon,

and hindbrain or rhombencephalon (met-

encephalon andmyelencephalon). This stability

of brain architecture can be contrasted with

that in other animal clades, such as mollusks,

who, over the same period, evolved a greater

variety of nervous system plans and neural

circuits (1).

During early vertebrate development, the

principal brain divisions are patterned by con-

served signaling centers and express similar

combinations of developmental transcription

factors (2–4). Those divisions develop into brain

regions (e.g., pallium, basal ganglia, thalamus,

optic tectum, etc.) containing increasingly

clade-specific circuits and neuron types. For

example, both mammals and nonavian reptiles

have a layered cerebral cortex and a thalamus,

although with different numbers of cortical

layers and thalamic nuclei (5).

Two extreme models could explain the evo-

lution of neuronal diversity in the brain. If

neuronal identity were strongly tied to devel-

opmental history, then neurons that belong to

the same brain region would be expected to

evolve in concert and to display similar rates

of molecular divergence from their respective

orthologs in other species (Fig. 1A,model 1). By

contrast, if the genetic programs that specify

brain regions and neuronal identities were, at

least in part, independent of one another, then

neurons in the same brain region would be

free to evolve along distinct paths at different

rates. In this case, each brain region would

be a mosaic of conserved (i.e., shared across

species) and diverging (i.e., specific) neuron

types (Fig. 1A, model 2).

To test these models, we quantified and

systematically compared neuronal diversity

in two amniotes, the mouse and a lizard, the

Australian bearded dragon Pogona vitticeps,

using cellular transcriptomes as proxies for

neuronal identities. The common ancestor of

mammals and reptiles lived some 320 million

years ago, had already fully adapted to life on

land, and had a complex brain with a cere-

bral cortex (6).

Our analysis indicates that brain regional

identities are encoded in neuronal transcrip-

tomes by conserved sets of genes, that a core

set of deeply conserved neuron classes can be

identified in the two species, and that neuro-

nal diversification has occurred in mammals

and in reptiles in all the brain divisions that we

analyzed in detail (telencephalon, diencephalon,

and mesencephalon). This changes and clari-

fies, at a cellular scale, the simple perspective

that certain regions of the vertebrate brain are

ancient, while others are new. We propose that

most brain regions, in reptiles as in mammals,

contain a mixture of ancient and novel neuron

types. Within this scheme, we observe interest-

ing local variations, such as across the medial

and lateral domains of the thalamus, that par-

allel the divergent evolution of the cerebral

cortex in reptiles and mammals.

A cell type atlas of the lizard brain

To build a cell type atlas of the adult Pogona

brain, we performed single-cell RNA sequencing

(scRNA-seq; 10X Chromium) on 285,483 cells

sampled from the telencephalon, diencephalon,

mesencephalon, andmetencephalon (with the

exception of the olfactory bulb and pineal

complex, and with a limited sampling of the

noncerebellar metencephalon) (figs. S1, S2A,

and S3A) (seemethods in the supplementaryma-

terials). Clustering analysis identified classes

of neuronal and non-neuronal cells (Fig. 1B)

annotated for the expression of canonical

marker genes (Fig. 1C and fig. S2B). For ex-

ample, neurons were identified by expres-

sion of snap25, part of the SNARE (soluble

N-ethylmaleimide–sensitive factor attachment

protein receptor) machinery (7); oligodendro-

cyte precursor cells (OPCs) by pdgfra, a re-

ceptor for platelet-derived growth factor (8);

differentiating oligodendrocytes by gpr17 (9)

andmag (10); mature oligodendrocytes bymag

but not gpr17; ependymoglial cells by gfap (11),

suggestive of a common origin with mamma-

lian astrocytes (12); a population of ependy-

moglia in the cerebellum (a putative reptilian

homolog of Bergmann glia) by draxin, an axon

guidance molecule (13); and cells from the sub-

commissural organ by sspo, involved in the

formation of the Reissner’s fiber (14).

We focused on the 89,015 neurons in our

data, revealing 233 distinct clusters (Fig. 1D

and fig. S3C). We assigned each cluster to one

of 11 brain regions (Fig. 1D) using several crite-

ria: (i) knowledge of origin by dissection be-

fore dissociation (figs. S3, A to C, and S4, and

data S1); (ii) expression patterns of cluster-

specific marker genes, assayed by in situ hy-

bridization; and (iii) expression of known

region-specific marker genes described in the

literature (data S2 and S3).

An analysis of the expression of gene fam-

ilies across lizard neuron types indicated that,

as reported in other systems (15–17), certain

gene families, such as G protein–coupled re-

ceptors (GPCRs) and transcription factors (es-

pecially of the homeodomain type), show cell

type–specific expression (Fig. 1E). This sup-

ports the hypothesis that homeodomain trans-

cription factors function as selectors of neuronal

identity in both vertebrates and invertebrates

(17). Because transcription factors, including

homeodomain types, are crucial for the early

regionalization of the vertebrate nervous sys-

tem, we sought to determine whether the

expression of transcription factors in adult neu-

ron types is sufficient to group them according

to the brain regions to which they belong. For

this, we performed hierarchical clustering of

cluster transcriptomes on the basis of the ex-

pression of the 386 transcription factors ex-

pressed in the dataset.

The resulting taxonomy grouped neuronal

clusters not only by brain region but also by
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Fig. 1. Large-scale scRNA-seq on Pogona brain reveals 233 neuron clusters.

(A) (Left) Schematic of the phylogenetic position of mammals and reptiles. MY,

million years ago. (Right) Two possible models of the evolution of neuronal

types in the brain (lizard brain, top; mouse brain, bottom). (B) Uniform manifold

approximation and projection (UMAP) representation of 285,483 single-cell

transcriptomes from the brain of Pogona. Cells are color coded by cluster. NEUR,

neurons; OPC, oligodendrocyte progenitor cells; DIFF-OPC, differentiating

oligodendrocyte progenitor cells; OLIG, oligodendrocytes; EG, ependymoglia;

EG-CB, ependymoglia cerebellum; CH-P, choroid plexus; SCO, subcommissural

organ; CYCL-CEL, cycling cells; MCGLIA, microglia; VEND, vascular endothelial

cells; VSMC, vascular smooth muscle cells; JCHAIN, plasma cells; END,

endothelial cells; NPC, neural progenitor cells; RBC, red blood cells.

(C) Expression of cell typeÐspecific marker genes across clusters. Dot diameter

represents fraction of cells in which the gene is detected; color represents

expression level. (D) UMAP embedding of 89,015 single-neuron transcriptomes

colored by assigned brain region. (E) Cumulative distribution plot of number

of neuron types expressing genes in the following families: homeodomain

transcription factors (TFs), zinc finger TFs, all TF families, GPCRs, ion channels,

proteoglycans, cell adhesion molecules, and ribosomal genes. Each dot is a

gene. (F) Dendrogram of 233 neuronal clusters based on average transcription
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neurotransmitter type (Fig. 1F). Brain regions

and individual nuclei within them (spatially

validated by the criteria listed above) are thus

identifiable by the combinatorial expression

of sets of transcription factors. For example,

telencephalic glutamatergic neurons could be

distinguished by the coexpression of foxg1 and

zbtb18 (18); thalamic glutamatergic neurons

by tcf7l2 and lhx9 (19, 20); habenular neurons

by tcf7l2, zic1, lhx9, and pou4f1 (19); cerebellar

granule cells and interneurons, but not Purkinje

cells, by zic1, zbtb18, and nfix (21); medial gan-

glionic eminence–derived g-aminobutyric acid–

releasing (GABAergic) neurons by foxg1, arx,

lhx6, dlx5, and zeb2 (22); lateral ganglionic

eminence–derived GABAergic neurons by foxg1,

meis2, and dlx5 (23); and GABAergic neurons

of the tegmentum and tectum express tal1 and

gata3, but mostly tegmental neurons express

nr2f2 (24) (Fig. 1F). Using in situ hybridiza-

tion and data available in the literature (data

S2), we identified individual nuclei within these

brain regions, such as the claustrum and dorso-

lateral amygdala in the pallium (25); septum in

the subpallium; dorsomedial thalamic nucleus

in the thalamus; and paraventricular, ventro-

medial, and mammillary nuclei in the hypo-

thalamus (Fig. 1F and data S2). All 233 clusters

and the expression of some of the transcrip-

tion factors used for their annotation are

shown in Fig. 1F and fig. S3C.

Transcriptomic comparisons reveal shared

classes of neuron types

Many region- and neuron type–specific marker

genes identified in Pogona (Fig. 1F and fig.

S3C) corresponded to those described inmam-

mals (3). To examine in detail interspecies sim-

ilarities and differences of neuron types, we

integrated our lizard data with a published

mouse brain dataset of comparable size and

complexity [70,968 neurons, 181 clusters (26)]

(fig. S5A). We used canonical correlation anal-

ysis (CCA) (27) to identify vectors of geneswith

high variance across both datasets and then

used the 40 top canonical components for

downstream analysis, including clustering on

the joint nearest-neighbors graph (“integrated

clusters”). Twenty of the 32 integrated clusters

obtained (Fig. 2A) included neurons of both spe-

cies (defined as>10%of neurons fromeachof the

two species), indicating that our analysis cap-

tures molecular signatures shared across spe-

cies. Among the integrated clusters with <10%

of lizard neurons, some corresponded tomouse

neuron types with no lizard homolog [for in-

stance, mouse neocortical layer 6 neurons,

cluster 19 (12)], while others (such as cluster

18, olfactory bulb) were neuron types not in-

cluded in our lizard tissue selections (Fig. 2A

and figs. S3A, S5, and S6A). Most neurons in

each integrated cluster originated from the same

brain divisions (telencephalon, diencephalon,

mesencephalon, and metencephalon) in both

species (Fig. 2A and fig. S6A), suggesting that

the integrated clusters sharemolecular signa-

tures that reflect their regional identity. Be-

cause the main divisions of the developing

brain are evolutionarily conserved among ver-

tebrates (28), we hypothesize that these inte-

grated clusters are evolutionarily conserved

classes of neuron types. Integrated clusters in-

clude, for example, GABAergic neurons from

the lateral (cluster 11), medial (cluster 16), and

caudal (cluster 17) ganglionic eminences; ha-

benular neurons (cluster 23); cerebellar inhib-

itory neurons (cluster 24) and granule cells

(cluster 9); and glutamatergic and GABAergic

cells from the lizard optic tectum and mouse

superior colliculus (clusters 2 and 13, respec-

tively) (Fig. 2A and fig. S6A).

To identify the gene families that underlie

the co-clustering of mouse and lizard single

neurons, we identified marker genes specific

to the integrated clusters and present in neu-

rons of both species (data S4). A gene ontology

analysis of these marker genes revealed an

enrichment in transcription factors, genes re-

lated to neuronal connectivity (cell junction,

synaptic signaling, neuronal projections, syn-

aptic transmission) and to neuronal de-

velopment (fig. S6B). Among the conserved

transcription factors, the most represented

group belonged to the homeodomain type

(fig. S6C; homeodomain-type transcription

factors are also the largest category among

the one-to-one orthologous transcription fac-

tors). To check that transcription factors are

expressed in evolutionarily conserved pat-

terns, we performed in situ hybridization with

representatives of different transcription fac-

tor families, such as tcf7l2, member of the

high-mobility group (HMG) box (thalamus

and habenula); mef2c, a myocyte-specific

enhancer-binding factor 2 gene (pallium and

medial and lateral ganglionic eminences);

zic1, a C2H2 zinc finger protein gene (septum,

cerebellar granule cells, and anterior pretha-

lamus and medial thalamus); or tbr1, a T-box

brain transcription factor (pallium) (Fig. 2B).

Taken together, these results indicate that

sets of transcription factors and effector genes

common to the lizard and mouse brains can be

used to identify not only conserved gene expres-

sion territories (3) but, more specifically, classes

of neuron types common to both species.

Brain regions include similar and divergent

neuron types

Taxonomies are often hierarchical. In a com-

parative context, it has been observed inmam-

mals that higher levels of a cell type taxonomy

(e.g., class and subclass) are more conserved

than lower ones (e.g., type and subtype) (29).

The integration ofmouse and lizard single-cell

transcriptomes identified large classes of neu-

rons with high cross-species similarity but

proved insufficient to identify similarities at

the level of individual neuron types (Fig. 2).

We reasoned that, if highly similar lizard and

mouse neuron types or subtypes existed, they

would be “hidden” within the classes of neu-

rons identified above. To identify similarities

at deeper levels of the taxonomy, we used the

181 mouse clusters as references and projected

the 89,015 lizard single-neuron transcriptomes

onto them (26) on the basis of their distances in

their joint-embedding space (Fig. 3A; details

in methods). The numbers of neurons in each

lizard cluster that projected onto a mouse

cluster were used to define “projection scores”

(normalized; seemethods), reflecting the tran-

scriptomic similarity of cluster pairs across

species. One hundred and fifty four of the 181

mouse clusters (26) had lizard cells projecting

onto them (Fig. 3A). Projection scores ranged

widely (fig. S7, A and B), indicating that neu-

ron types or subtypes can divergewidely at the

molecular level, even when they belong to evo-

lutionarily conserved classes of neurons.Many

of the neuron types with the highest projec-

tion scores (0.4 or above) between lizards and

mice were those for which homologies had

been suggested on the basis of neuroanatomy

and expression of selected marker genes. They

include neurons in the claustrum and haben-

ula, striatal medium spiny neurons, cerebellar

granule cells, interneurons, and Purkinje cells

(Fig. 3A) (25, 30–32). We also discovered pre-

viously unknown putatively conserved neuron

types, such as certain cortical GABAergic inter-

neurons (e.g., coexpressing sst, nos1, and chodl),

glutamatergic neurons in themedial thalamus,

and neurons from the mouse reticular thala-

mic nucleus (Fig. 3A). Neuron types that are

thought to have evolved similar transcriptomes

by convergence (in the reptilian anterior dorsal

ventricular ridge and layer 4 of themammalian

Hain et al., Science 377, eabp8202 (2022) 2 September 2022 3 of 11

factor expression (only 35 of 386 TFs are shown). Colors indicate brain

regions (left) and neurotransmitters (right); glutamate, blue: slc17a6; GABA,

red: slc32a1; other, gray: slc17a6 and slc32a1; chat and slc18a3; th, ddc, and

slc18a2; or tph1/tph2 and slc18a2. Cla., claustrum; DLA, dorsolateral amygdala;

MGE, medial ganglionic eminence; CGE, caudal ganglionic eminence; LGE,

lateral ganglionic eminence; Sept., Septum; VM-Thal., ventromedial thalamic

nucleus; A-Hyp., anterior hypothalamus; VMH-Hyp., ventromedial hypothalamus;

PIT, pituitary gland; L-Thal., lateral thalamic nucleus; DM-Thal., dorsomedial

thalamic nucleus; MM-Hyp., mammillary hypothalamus; PVN-Hyp., paraventric-

ular hypothalamus; Hb, habenula; CB-GC, cerebellar granule cells; CB-INs,

cerebellar interneurons; PGN, pretectal geniculate nucleus; CB-PC, cerebellar

Purkinje cells.
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neocortex) (12) also showed high projection

scores. We confirmed the localization of some

of these neuron types by in situ hybridization

[Fig. 3C and fig. S8A; foxp2 for medial and

dorsal habenula; gbx2 for medial thalamus

(mouse: paraventricular thalamus; lizard: dorso-

medial thalamus),meis2 for prethalamus (mouse:

reticular thalamic nucleus; lizard: ventromedial

thalamic nucleus), and gng13 for cerebellar

Purkinje cells].

To assess whether the numbers of tran-

scriptomically similar neuron types differed

Hain et al., Science 377, eabp8202 (2022) 2 September 2022 4 of 11

Fig. 2. Comparative analysis of Pogona and mouse single-neuron transcrip-

tomes reveals 20 shared neuron-type families. (A) Schematic of CCA-based

integration and the UMAP representation of 123,638 integrated single-cell

transcriptomes from mouse and Pogona. Cells colored by species of origin (left),

integrated clusters (1 to 32, middle), and brain division (right). (B) Coronal (top)

and sagittal (bottom three) sections of Pogona (leftmost column) and mouse

(rightmost column) brain stained by in situ hybridization for the following genes:

tcf7l2, mef2c, zic1, and tbr1. UMAPs (integrated coordinates, middle two

columns) showing the expression of the same genes for cells from Pogona (left)

and mouse (right). Mouse sections from Allen Mouse Brain Atlas (66). Location

of transverse section (labeled “1”) indicated in schematic at top. Scale bars:

1 mm (main images) and 500 mm (insets).
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Fig. 3. Comparative analysis reveals a mix of conserved and divergent

neuron types in most areas of the forebrain and midbrain. (A) Schematic

of label transferÐbased integration of lizard and mouse clusters (top left).

Unfiltered (top right) and filtered (bottom) matrix (filter for >25% matches of

transcriptomic similarity between Pogona and mouse clusters). Look-up table:

fraction of Pogona single-cell transcriptomes from a cluster mapping to a specific

mouse cluster (see methods). Selected cluster pairs are shown in red (matrix

row and column labels). (B) Maximum projection score for each lizard cluster

by brain region. Each dot represents the highest projection score for a lizard

cluster. Note that rhombencephalon samples were mostly from the cerebellum.

(C) Coronal sections from adult Pogona (left) and mouse (right) brains with

in situ staining for foxp2, gbx2, meis2, and gng13. Schematic (top) shows

approximate section position. Mouse sections from Allen Mouse Brain Atlas (66).

Scale bars: 1 mm (main images) and 200 mm (insets). PVT, paraventricular

thalamus; DMT, dorsomedial thalamus; RTn, reticular thalamic nucleus; Vm,

ventromedial thalamic nucleus; PC, Purkinje cells. (D) Expression of conserved

and top 10 species-specific marker genes for Pogona (orange) and mouse

(purple) selected cluster pairs. Mouse clusters, top; lizard clusters, bottom.
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significantly betweenmain brain divisions (tel-

encephalon, diencephalon, mesencephalon, and

metencephalon), we plotted the highest pro-

jection score per lizard cluster for each such

division (Fig. 3B). These scores were widely

distributed within individual divisions. In-

deed, all main brain divisions (except for the

cerebellum), contained both high and low

scores, suggesting that they contain both

molecularly similar and divergent cell types

(Fig. 3B).

We chose three cell type pairs with high

projection scores for each brain division from

lizard and mouse and examined the similar-

ities and differences in gene expression be-

tween them (Fig. 3D). For each one of these

highly similar pairs of neuron types, we iden-

tified both commonmarker genes andmouse-

or lizard-specific markers (Fig. 3D and data

S5, S6, and S7). Finally, we validated our

comparisons of mouse and lizard single-cell

transcriptomes—based on Seurat (27)—with

SAMap, a method developed specifically to

facilitate cross-species single-cell transcrip-

tomic comparisons (33). SAMap and Seurat re-

sults were generally consistent, yielding high

alignment scores for cell types such as the sst
+
,

nos1
+
, chodl

+
interneurons, medial thalamic

cell types, as well as cell types from the retic-

ular thalamic nucleus and septum, cerebellar

granule and Purkinje cells, and medium spiny

neurons (figs. S9, A to D, S10, and S11).

Hence, even neuron types with considerable

transcriptomic overlap between lizard and

mouse show specific interspecies differences.

This highlights the relevance of comprehen-

sive transcriptomic characterization to iden-

tify common marker genes reliably, and the

fact that “marker genes” commonly used for

cell type identification in one species are not

necessarily the most conserved ones. In turtle

(12) and lizard, interneurons (INs) homolo-

gous to mouse parvalbumin (PV) INs do not

express PV; their identification relies on dif-

ferent gene sets. “PV” labels are thus misno-

mers in reptiles; the terminology is inherited

from earlier choices of markers specific to

mammalian species. Finally, similar neuron

types were not limited to subcortical regions;

most brain divisions contained a mixture of

similar and divergent neuron types (Fig. 3B).

Transcription factor codes common to lizard

and mouse

To corroborate our findings and compare in

detail neuron types in mouse and lizard, we

selected scRNA-seq datasets with deeper cel-

lular sampling and annotations from spe-

cific regions of the mouse brain: telencephalic

GABAergic interneurons (34), thalamus (35),

hypothalamus (36), and superior colliculus

(37). For each of these four datasets, we per-

formed joint CCA embedding on the above

mouse cells and corresponding region-specific

subsets in lizard and clustered the joint em-

bedding (Fig. 4), as introduced in Fig. 2A (see

methods).

Lizard and mouse neurons were well inte-

grated [see joint uniform manifold approxima-

tion and projection (UMAP) representations;

Fig. 4, A to D]. For example, among telen-

cephalic interneurons, we identified joint

clusters belonging to the different subclasses

derived from the medial ganglionic eminence

(MGE) (sst, pvalb, and chodl in mouse) or

caudal ganglionic eminence (CGE) (sncg and

vip subclasses in mouse) (Fig. 4A and fig. S12,

A and B), confirming and extending earlier

results (12). In the hypothalamus, we found

joint clusters of neurons from the ventro-

medial hypothalamus (VMH), paraventric-

ular nuclei (PVN), arcuate nucleus, and other

tuberal nuclei, as well as two other hypotha-

lamic clusters that split mostly by neurotrans-

mitter type (glutamate and GABA) (Fig. 4B

and fig. S13, A and B). In the tectum (lizard

optic tectum and mouse superior colliculus),

integrated clusters grouped neurons by corre-

sponding strata, or groups of layers (e.g.,

GABAergic interneurons in the superficial

layers of both the superior colliculus and the

optic tectum) (Fig. 4C and fig. S14, A and B). In

the prethalamus and thalamus, joint clusters

grouped the mouse reticular thalamic nucleus

(RTn) with the lizard ventromedial thalamic

nucleus (Vm), as well as glutamatergic neu-

rons in the medial thalamus of both species,

and in the lateral thalamus (Fig. 4D and fig.

S15, A and B). These thalamic similarities be-

tween mouse and lizard are further exam-

ined below.

We next investigated the molecular signa-

tures that underlie these similarities. We

identified differentially expressed genes on

species-specific datasets and intersected them

in a cluster-specific manner across species, to

point to common and thus potentially con-

served marker genes. From these, we selected

transcription factors to test whether inte-

grated clusters can be defined by the combi-

natorial expression of transcription factors.

Such common codes could be identified in

many regions and neuronal populations (Fig.

4, E to H). For example, among telencephalic

interneurons, mouse and lizard MGE-Sst and

MGE-PV were both defined by the coexpres-

sion of zeb2, mef2c, lhx6, and sox6 but differ-

entiated by pou3f3, which is expressed only

in MGE-Sst. MGE-Chodl cells from mouse and

lizard were differentiated from other MGE-

derived cell types by expression of aff2 and

lack of expression of zeb2; they could be

further distinguished from CGE-derived cell

types by coexpression of lhx6, satb1, and sox6

(Fig. 4E).

In the hypothalamus, neurons from the ven-

tromedial hypothalamus expressednr5a1, fefzf1,

nr2f2, and isl1, a gene combination common to

lizard and mouse that distinguished these

neurons from the rest of the tuberal neurons

(Fig. 4F). In the paraventricular hypothalamic

nucleus, nr4a1 differentiated two clusters by its

expression (cluster 6) or absence of expression

(cluster 5) (Fig. 4, B and F). Similarly shared

transcription factor codes were found in the

optic tectum/superior colliculus: In both spe-

cies, GABAergic neurons from central layers

were zfhx4
+
, otx2

+
, and irx2

+
, whereas those

from superficial layers expressed the same three

transcription factors plus meis2 (Fig. 4G and

fig. S16, A to D). Taken together, these exam-

ples indicate that evolutionarily conserved

classes of neurons can be defined by the ex-

pression of a core set of transcription factors.

In the thalamus and prethalamus, however, the

results proved more complex, prompting us to

analyze this region in greater detail (Fig. 4H).

Partial divergence of the thalamus between

reptilian and mammalian lineages

The thalamus is a key diencephalic region po-

sitioned between the sensory-motor periphery

and the cerebral cortex. Because the reptilian

cerebral cortex retains ancestral characteristics

(e.g., three rather than six layers, absence of

sensory topography), examining themolecular

organization of the thalamus in a reptile pro-

vides a distinctive opportunity to examine the

potential coevolution of connected brain areas.

Because the growth and complexification of the

mammalian neocortex is reflected in a match-

ing growth and complexification of the thalamus

(38), we searched for molecular differences

between thalamic neuron types in lizard and

mouse.

We selected the 7721 lizard single neurons

sampled from the thalamus, identified by a

combination of dissection region and gene

expression (tcf7l2, gbx2, lhx9, or foxp2 for

glutamatergic clusters; six3, meis2, and zic1

for GABAergic clusters; fig. S17, A to C). Of

these, 4244 were glutamatergic (thalamus

proper) neurons and 2617 were GABAergic

(prethalamus) neurons (Fig. 5A). These single

neurons could be grouped into 37 clusters,

distinguished by specific combinations of

marker genes (fig. S17A). We assigned each

lizard neuron type to a thalamic nucleus by

analyzing in situ hybridizations for cluster-

specific or area-specific genes (e.g., tran-

scription factors tcf7l2, zic1, foxp2, or gbx2;

effector genes such as opn4, expressed in dor-

somedial thalamic neurons; cbln1 in dorso-

lateral thalamic neurons; vip in neurons from

the nucleus rotundus; and sst2-like in the ven-

tromedial thalamic nuclei; 860 transcriptomes

could not be assigned confidently to a thala-

mic nucleus) (Fig. 5B and fig. S17, B and C).

A principal components analysis (PCA) on

the transcriptomes of lizard thalamic gluta-

matergic neurons revealed a clear segrega-

tion of medial (DMT1 to DMT4) and lateral
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thalamic clusters along the first principal com-

ponent (PC1), confirmed by an analysis of the

genes with highest absolute loadings on PC1

(Fig. 5, C and D). A similar finding was reported

in a mouse RNA-seq study of glutamatergic

thalamic nuclei (39) and confirmed by joint

analysis of mouse thalamic scRNA-seq data

(26, 35, 39) (fig. S18A). To identify conserved

genes underlying this spatial segregation, we

performed gene ontology analysis on the inter-

section of the 400 genes with highest absolute

loadings on PC1 in each species (112 genes).
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Fig. 4. Common transcription factor codes for identifiable neuron populations in lizard and mouse. (A to D) UMAP representations of integrated single-neuron

transcriptomes from Pogona (this study) and mouse (34Ð37) (left), also shown by species of origin (right). Brain schematics show corresponding regions in mouse and lizard.

(A) Telencephalic GABAergic interneurons (mouse: 8000 cells; lizard: 2599 cells). (B) Hypothalamic neurons (mouse: 772; lizard: 6221). (C) Optic tectum or superior

colliculus (mouse: 8428; lizard: 13278). (D) Thalamic neurons (mouse: 8622; lizard: 6861). (E to H) Dot plots showing shared transcription factor codes for Pogona and mouse

neuron types. Dot size represents fraction of neurons in a cluster that express the gene, and color intensity represents strength of expression.
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Fig. 5. Partial molecular and anatomical divergence of the thalamus

between reptilian and mammalian lineages. (A) UMAP representation of

7721 neuronal single-neuron transcriptomes from the thalamus of Pogona

colored by cluster [left; color shades as in (B)] showing the expression

of opn4, cbln1, and sst2-like (right). MT, medial thalamic nucleus; DLT,

dorsolateral thalamus; IGL, intergeniculate leaflet; Rot, nucleus rotundus; AT,

anterior thalamus; VT, ventral thalamic nucleus; Vm, ventromedial thalamic

nucleus. (B) Schematic of coronal sections of the lizard thalamus (left)

showing glutamatergic (blue) and GABAergic (prethalamus, red) nuclei.

Small schematic indicates coronal section planes. (Right) In situ hybridization

for opn4 (expressed in DMT), cbln1 (expressed in DLT), and sst2-like

(expressed in Vm). Scale bar: 1 mm (main images) and 200 mm (insets).

(C) Projections of glutamatergic Pogona thalamus neurons in principal

components 1 and 2 plane; DMT neurons are highlighted in cyan.

(D) Heatmap of the top 40 genes with highest absolute loadings on principal

component 1 (PC1); neurons sorted by PC1 score. (E) UMAP representation

of 20,490 integrated single-neuron transcriptomes from Pogona and

mouse thalamic datasets [mouse data from (26, 35, 39)]. Neurons colored

by species of origin (top). UMAPs of integrated thalamic objects showing

clusters of origin for Pogona (middle) and projection regions for mouse
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This analysis revealed gene families related

to calcium signaling, neural development, pro-

jections, and connectivity (fig. S18B) but only a

small number of transcription factors. Taken

together, these findings indicate that position

along the mediolateral axis is a major cor-

relate of thalamicneuronal diversity inamniotes

and that a shared set of effector genes under-

lies this mediolateral distinction.

These observations were corroborated by an

integrated analysis of 6861 lizard transcrip-

tomes with 13,629 mouse single-cell tran-

scriptomes (see methods) from the mouse

thalamus andprethalamus (Fig. 5E and fig. S19,

A and B). For this analysis, we used the pre-

viously mentioned mouse datasets (26, 35, 39),

including data from a study where mouse

thalamic neurons with distinct projections to

cortex were sampled after retrograde tracing

from different cortical areas (39). This enabled

us to compare these projection typeswith those

of lizard thalamic neurons whose targets have

been described (40–44). The cross-species data

integration recapitulated our observations

from the PCA analysis. Glutamatergic neurons

co-clustered in two broad classes, according to

their position along the mediolateral axis.

Lizard neurons from the dorsomedial thala-

mus (DMT), a nucleus that projects to limbic

areas in lizards (40,41), co-clusteredwithmouse

thalamic neurons that project to the prefrontal

cortex [Pfr.4 and Pfr.3 from (39)]. On the basis

of gene expression and connectivity, these

mouse neurons likely originated from the pa-

raventricular nucleus and other medial nuclei

that project to prefrontal and limbic areas (45)

in mammals (Fig. 5E and fig. S19A).

A second class of thalamic glutamatergic

neurons included neurons from sensory relay

nuclei, but with an intermingling of sensory

modalities (fig. S19A). The lateral or posterior

nuclei in lizard include the nucleus rotundus,

the dorsolateral thalamic nucleus and, in a

more caudal position, the so-called nucleus

medialis. The nucleus rotundus is typically

compared to themammalian pulvinar because

both relay visual information from the optic

tectum/superior colliculus to the pallium (46);

the nucleus medialis relays auditory and

somatosensory inputs (42, 43), whereas the

dorsolateral thalamic nucleus is multimodal

(44). In mammals, many of these lateral or

posterior thalamic nuclei are connected to

topologically ordered sensory areas of the

mammalian neocortex that have no clear rep-

tilian equivalent. The absence of co-clustering

of lizard and mouse thalamic neurons by mo-

dality suggests that the diversification of cell

types in the lateral or posterior thalamus may

be related to the divergent fates of the cortex

in the mammalian and reptilian lineages, and

particularly to the prominent expansion of the

cerebral cortex in mammals.

In mammals, the excitatory thalamocortical

loops, which reciprocally connect pairs of dor-

sal thalamic nuclei and cortical regions, rely

on the GABAergic neurons of the RTn for in-

hibitory control and modulation. This nega-

tive feedback, connecting reticular thalamic

nucleus interneurons to glutamatergic projec-

tion neurons within the thalamus, plays im-

portant roles in the generation of spindles and

slow oscillations during sleep (47–49).

Not much is known about the existence

of a reticular thalamic nucleus homolog in

reptiles. There is as yet no evidence for sleep

spindle oscillations in lizard (50), but immu-

nocytochemical and connectivity studies have

suggested that the turtle anterior entopedun-

cular nucleus (51), the lizard ventromedial

thalamic nuclei (52), and the caiman reticular

thalamic nucleus (53) could be homologs of

the mammalian reticular thalamic nucleus.

Our data revealed that neurons from the

lizard ventromedial thalamic nucleus form

four separable transcriptomic clusters, and

that together they co-cluster with the mouse

RTn (Fig. 5F and fig. S19B). In both species,

those neuron types had similar transcription

factor expression profiles (expression of six3,

meis2, and isl1, and absence of pax6) and

shared expression of the ion-channel genes

cacna1i, kcnip1, and other effector genes (54)

(Fig. 5G and fig. S19C). In Pogona and other

reptiles (55), these neurons are close to the

lateral forebrain bundle, a position shared

with mammals, suggesting a similar relation-

ship with the forebrain. Our data thus suggest

that the lizard ventromedial thalamic nucleus

is a homolog of the mammalian RTn.

Discussion

The contrast between the conservation of

early developmental regions and the diversity

of neural cytoarchitectonics and connectivity

of vertebrate brains has engendered compet-

ing views on brain evolution (56). Our data

indicate that neuronal transcriptomes carry

molecular signatures of developmental and

evolutionary history as well as connectivity,

suggesting that a systematic comparison of

single-cell transcriptomes across species can

bridge earlier types of comparisons in brain

evolution studies (57–59). The existence of

broad classes of neurons shared by a reptile

and a mammal, identified here as joint clus-

ters of lizard and mouse neurons (Figs. 2 and

4), indicates that the broadly defined brain

regions of amniotes are organized into smaller

units with molecular similarity across species.

As suggested by the conserved expression of

homeodomain-type transcription factors, these

classes might correspond to the adult deriv-

atives of the embryonic prosomeres, units of

embryonic progenitors conserved in vertebrate

species (3). It has been noticed that the con-

servation of vertebrate brain regions correlates

with the conservation of mesoscale connec-

tivity (60, 61); we suggest that those genes

related to connectivity (e.g., axonal pathfind-

ing, surface molecules, etc.) with conserved

expression in neuron classes may be func-

tionally implicated in the establishment of

evolutionarily conserved patterns of meso-

scale connectivity.

At finer resolution, however, the compar-

ison of neuron types challenges the assumption

that certain brain regions are more conserved

than others. In the telencephalon, diencephalon,

and mesencephalon—our sampling of the hind-

brain was limited mainly to the cerebellum—

we found broad distributions of cell type pro-

jection scores (Fig. 3B). While some neuron

types could bemapped with confidence from

lizard tomouse, many others could not, owing

to wide molecular divergence. We interpret

these varying degrees of molecular divergence

as the results of partial diversification and

specialization of neuron types in either or

both lineages.

Did common traits link neuron types with

similar transcriptomes across the two exam-

ined species? Such neuron types were found

in the telencephalon, diencephalon, and mes-

encephalon; they could be local (e.g., reticular

thalamic nucleus or pallial GABAergic neu-

rons) or long-range projecting (e.g., striatal

medium spiny neurons); and they were not

limited to one neurotransmitter type. Thus,

the degree of molecular divergence of neu-

ron types could be predicted neither from

their developmental origin nor from their

phenotypes (neurotransmitter, local versus

long-range projection). We propose that, while

strong developmental constraints in early em-

bryogenesis underlie the conservation of broad

classes of neurons, the development and evo-

lution of specific types and subtypes is more

plastic. Neuron types might be deeply con-

served if they happen to express genes under

stronger pleiotropic constraints, as in the ce-

rebellum (62). Alternatively, neurons could be

under strong selective pressure for their singular

function in neural circuit motifs. Likewise,
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[bottom; data from (39)]. (F) UMAP representations of integrated GABAergic

neurons from mouse and Pogona. Color coded by species (top left: lizard,

orange; mouse, purple), and by clusters of RTn neurons in the original

datasets (top right, bottom left, and bottom right). (G) Dot plot showing

expression of genes defining the four subclusters (RTn1 to RTn4) of the

lizardÕs reticular thalamic nucleus homolog. Dot size represents the fraction

of cells in a given cluster that express the gene, and color intensity

represents strength of expression.
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functional constraints may also lead to the

convergent evolution of neuronal transcrip-

tomes, as in the case of the reptilian dorsal

ventricular ridge and mammalian cerebral

cortex (12).

As an extreme example, the thalamic com-

plex provides some indications on the poten-

tial drivers of the evolutionary diversification

of neurons. The existence of a conserved retic-

ular thalamic nucleus (GABAergic, prethalamic),

which occupies a key role in thalamocortical

connectivity and dynamics in mammals, sug-

gests that some aspects of the organization of

thalamocortical circuits may trace back to am-

niote ancestors (51, 53). However, similarities

between mouse and lizard are less sharp for

glutamatergic neurons. On the basis of their

shared transcriptomic variation, lizard and

mouse thalamic glutamatergic neurons could

be grouped into only two large classes, medial

and lateral, indicating that other dimensions

of thalamic organization (sensory modality,

core versus matrix, etc.) are not encoded by

the same sets of genes across species. Lizard

and mouse neurons that co-clustered as “me-

dial thalamus” both project to limbic areas in

the pallium and subpallium, supporting the

hypothesis that mammalianmedial nuclei (in-

cluding the paraventricular nucleus) and the

reptilian dorsomedial thalamus are homolo-

gous (fig. S20) (63–65). In the “lateral thalamus,”

lizard and mouse neurons did not co-cluster

by sensory modality. This might be explained

by transient expression of conservedmodality-

specific genes only during development. Alter-

natively, the identity of sensory relay nuclei

might not be encoded by conserved transcrip-

tional programs in lizard and mouse, sug-

gesting thatmodality-specific programswould

have evolved independently in reptiles and

mammals. Consistent with this, the primary

sensory areas in the cerebral cortex that are

connected to lateral thalamic relay nuclei un-

derwent, in the evolutionary line leading to

mammals, profound changes that are specific

to them. The parallel diversification of thala-

mic and cortical neuron types suggests that

thalamocortical circuits evolved in amniotes

by duplication and divergence, following a

principle similar to that proposed for the

evolution of cerebellar nuclei (59).

Hence, even though lizard and mouse di-

verged more than 300 million years ago, neu-

ron types in their brains can be assigned to

conserved classes, reflecting the existence of

shared developmental programs that estab-

lish vertebrate brain regions. However, fur-

ther diversity and molecular heterogeneity

within each of these classes indicates that

neuronal identities evolve under selective

pressures that act globally on the brain, re-

gardless of developmental origin. Extending

comparative transcriptomics investigations to

other species should provide insights about

the processes that enabled the adaptation of

vertebrates to different environments over

the past 550 million years.

Materials and methods summary

Single-cell RNA sequencing

For single-cell RNA sequencing, cells were pre-

pared by dissociating microdissected brain

regions from adult P. vitticeps as described

previously (25). The single-cell suspension was

used to generate scRNA-seq libraries using the

10X Genomics Chromium Single Cell 3′ Re-

agent Kit (v2 and v3 chemistry) and sequenced

with Illumina NextSeq 500 according to the

manufacturer’s protocols. The resulting scRNA-

seq data were aligned with CellRanger v3.0

and processed using Seurat v3.1. Analysis steps

included a first filtering of low-quality cells on

the basis of the number of genes expressed per

cell (v2: >400 genes per cell; v3: >800 genes per

cell) and thennormalized, scaled, dimensionality-

reduced with PCA and Louvain-clustered. This

revealed a cluster of low-quality cells by a com-

bination of features (no. of genes expressed per

cell, no. of unique molecular identifiers per cell,

percentage of mitochondrial genes per cell, and

percentage of rRNAs per cell). A support vector

machine (SVM) was then trained to distinguish

high- and low-quality cells by these features, and

the data were further filtered by removing cells

identified as low-quality by the SVM. The re-

maining high-quality cells (285,483) were pro-

cessed similarly to revealmajor cell classes.We

identified neuronal clusters among the major

cell classes by their expression ofmarker genes

(e.g., snap25), extracted them computation-

ally, filtered further to >1000 genes per cell

and, after several rounds of clustering and

removal of low-quality clusters (according to

the above criteria), ended up with 89,015 neu-

ronal transcriptomes.

Cross-species comparisons

For cross-species comparisons, we used previ-

ously published datasets frommice containing

cells from the whole brain (26) or region-

specific subsets (34–37, 39). For embeddings

of specific regions, the lizard data were first

subsetted to contain only cells from matching

brain regions. We then used Seurat v3.1 for

joint CCA embedding of mouse and lizard

single cells, using only genes that were an-

notated as one-to-one orthologs betweenmouse

and Pogona by Ensembl. We also validated

some of the results obtained by this approach

using SAMap (33), a method specifically de-

signed for cross-species integration of scRNA-

seq data. For this, we first constructed BLAST

maps between the proteomes of Pogona and

mouse.

Histology

To prepare probes for in situ hybridization,

we either PCR-amplified fragments of genes

of interest from P. vitticeps cDNA libraries, as

previously described (12), or ordered as gene

fragments with 31–base pair overhangs on

both ends that were overlapping with the

pCRII-TOPO vector. Gene fragments were

then cloned into the pCRII vector using either

the TA Cloning Kit (Invitrogen) or the Gibson

Assembly Cloning Kit (New England Biolabs)

according to each manufacturer’s protocol.

Clones were verified by Sanger sequencing,

and DIG- or FITC-labeled probes were tran-

scribed in vitro and purified, and a chromogenic

in situ hybridization protocol was followed as

described previously (12). After mounting, sec-

tions were imaged at 20× magnification using

an automatic digital slide scanner (Pannoramic

MIDI II, 3DHISTECH).
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NEUROEVOLUTION

Single-cell analyses of axolotl telencephalon
organization, neurogenesis, and regeneration
Katharina Lust*†, Ashley Maynard†, Tomás Gomes†, Jonas Simon Fleck, J. Gray Camp,

Elly M. Tanaka*, Barbara Treutlein*

INTRODUCTION: Salamanders, such as the axolotl

(Ambystoma mexicanum), play a role in the

study of tetrapod-conserved traits. Cell-type

diversity in salamander brains and their relation

to other vertebrate brains has until now been

studied mainly histologically. Axolotl brains

grow during postembryonic life, with newneu-

rons generated by proliferating ependymoglia

cells. Axolotl brains also regenerate after in-

jury; however, it is still unclear how stem cells

regenerate the brain and whether neuronal

connections are appropriately recovered.

RATIONALE: Single-cell and single-nucleus ge-

nomic profiling of the telencephalon has re-

vealed diversity and evolutionary relationships

of cell types and brain regions among several

amniotes, including reptiles, birds, and mam-

mals. Thesemethods have also revealedmolec-

ular trajectories underlying developmental and

adult neurogenesis. We molecularly character-

ized axolotl telencephalon cell types, neuro-

genesis, and evolutionary conservation. We

applied single-nucleus genomic profiling to

the axolotl telencephalon in steady state and

during regeneration to investigate its cell-type

diversity and molecular dynamics of homeo-

static neurogenesis. We comparedmolecular

profiles to understand injury-specific features

of regenerative neurogenesis.

RESULTS:We determined the cellular diver-

sity of the axolotl telencephalon using single-

nucleus RNA sequencing (snRNA-seq) and

single-nucleus assay for transposase-accessible

chromatin with high-throughput sequencing

(snATAC-seq), as well as spatial transcrip-

tomics. We identified regionally distributed

neuron, ependymoglia, and neuroblast pop-

ulations and determined their conservation

with amniotes by using comparative analyses.

We found that the axolotl telencephalon con-

tains glutamatergic neurons with transcrip-

tional similarities to neurons of the turtle

and mouse hippocampus, dorsal cortex, and

olfactory cortex. Olfactory cortex–like neu-

rons also show conserved neuronal input

projections from the olfactory bulb. Axolotl

g-aminobutyric acid–releasing (GABAergic) in-

hibitory neurons show signatures of different

subregions of the ganglionic eminence and

resemble turtle and mouse GABAergic inhib-

itory neurons. We used trajectory inference

to construct differentiation trajectories of ho-

meostatic neurogenesis and found that epen-

dymoglia largely progress through distinct

intermediate neuroblast types and use spe-

cific gene regulatory networks to form distinct

glutamatergic neuron types. We tracked cycling

cells upon injury of the telencephalon and

found an injury-specific ependymoglia tran-

scriptional state characterized by up-regulation

of wound healing and cell migration genes at

the beginning of regenerative neurogenesis.

Neurogenesis after injury progresses similarly

to homeostatic neurogenesis and results in re-

establishment of lost neurons and input pro-

jections from the olfactory bulb.

CONCLUSION: Our findings indicate that cell

types and gene expression patterns associated

withmammalian telencephalon regions are also

evident in the amphibian brain. The evolution-

ary history of cell types clarified the larger diver-

gence in glutamatergic comparedwithGABAergic

neurons that we observed the axolotl, as was also

seen in reptiles. We conclude that in the postem-

bryonic axolotl, telencephalon neurogenesis pro-

gresses through diverse neuroblast progenitors,

which are associated with specific neuron types

and dependent on shared as well as specific

regulatory programs. We found implementa-

tion of these same programs in regenerative

neurogenesis, which indicates that brain injury

activates neurogenesis through existing path-

ways after inducing an injury-specific ependy-

moglia state. Regenerated neurons reestablish

their previous connections to distant brain re-

gions, suggesting potential functional recovery.

Our insight into how the axolotl brain regener-

ates may inform studies of brain regeneration

in other organisms.▪
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Axolotl telencephalon organization, conservation, and neurogenesis. Single-nucleus multiome sequencing

provides a comprehensive overview of neuronal and non-neuronal cell types in the axolotl telencephalon

and their specific genes and regulatory networks. Cross-species comparison of single-cell data assigned cell

populations to reptilian and mammalian brain regions and progenitor types. A snRNA-seq time course

after brain injury revealed differences and parallels between regenerative and homeostatic neurogenesis.P
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NEUROEVOLUTION

Single-cell analyses of axolotl telencephalon
organization, neurogenesis, and regeneration
Katharina Lust1*†, Ashley Maynard2†, Tomás Gomes2†, Jonas Simon Fleck2, J. Gray Camp3,4,

Elly M. Tanaka1*, Barbara Treutlein2*

Salamanders are tetrapod models to study brain organization and regeneration; however, the

identity and evolutionary conservation of brain cell types are largely unknown. We delineated the cell

populations in the axolotl telencephalon during homeostasis and regeneration using single-cell genomic

profiling. We identified glutamatergic neurons with similarities to amniote neurons of hippocampus,

dorsal and lateral cortex, and conserved g-aminobutyric acidÐreleasing (GABAergic) neuron classes. We

inferred transcriptional dynamics and gene regulatory relationships of postembryonic, region-specific

neurogenesis and unraveled conserved differentiation signatures. After brain injury, ependymoglia

activate an injury-specific state before reestablishing lost neuron populations and axonal connections.

Together, our analyses yield insights into the organization, evolution, and regeneration of a tetrapod

nervous system.

C
omparing brains between animals has

been a means to analyze the evolution-

ary origin and diversification of this

structure. Comprehensive single-cell RNA

sequencing (scRNA-seq) and single-

nucleus RNA sequencing (snRNA-seq) have

increased the resolution of cell identity and

development of the vertebrate brain. Cell types

from the dorsal region of the telencephalon—

which inmammals includes the hippocampus,

amygdala, claustrum, olfactory (piriform) cortex,

and elaborate neocortex—have been resolved

and compared between amniotes, including

turtle, lizards, birds, mouse, and human (1–4).

These studies have revealed evolutionary rela-

tionships in cell types and brain regions among

amniotes; however, little is known about their

conservation in other vertebrates.

The axolotl (Ambystomamexicanum), as an

amphibian, represents one of the closest living

relatives to amniotes and is therefore suited

for comparative studies of brain cell types, neu-

ronal connectivity, and function. The axolotl is

also able to regenerate the telencephalon after

removal of the dorsal region by activating

neurogenesis (5), which is also present during

post-embryonic life (6). Neurogenesis can be

found in all metazoans with a nervous system

(7–9), and in the mouse, cells of the adult sub-

ventricular zone (SVZ) undergo continuous

neurogenesis throughout life; however, after

brain injury neurogenesis is almost absent

(10, 11). The molecular relationship between

neurogenesis seen in salamanders and mam-

mals has not been explored. Furthermore,

similarities and differences between homeo-

static and regenerative neurogenesis in the

salamander brain are unclear.

To understand the organizational features

of the axolotl telencephalon, we used single-

nuclei genomic methods and spatial profiling.

We analyzed cell types present in different re-

gions and defined their similarities to amniote

telencephalic cell types. To delineate the cellu-

lar and molecular dynamics of homeostatic

neurogenesis in the axolotl and its relation to

adult neurogenesis in mice, we used clonal

tracing, trajectory analysis, and multiomic

sequencing. Analyzing regenerative neuro-

genesis, we determined the similarities and

differences to homeostatic neurogenesis and

found that regenerated neurons reestablish

neuronal input from other regions of the

telencephalon. Together, our comprehensive

analyses of the axolotl telencephalon yielded

insights into the organization, evolution, and

regeneration of a tetrapod nervous system.

snRNA-seq of the axolotl telencephalon

We used snRNA-seq to generate a comprehen-

sive dataset of the cell types and states from the

axolotl telencephalon. We microdissected the

telencephalon into medial (containing medial

pallium and septum), dorsal (containing dorsal

pallium), and lateral (containing lateral pallium,

ventral pallium, and dorsal striatum) regions.

Additionally, we profiled all of these regions as a

whole with single-nucleus multiome sequenc-

ing [snRNA-seq and single-nucleus assay for

transposase-accessible chromatin with high-

throughput sequencing (snATAC-seq) from

the same single nucleus] (Fig. 1A and fig. S1A).

We computationally integrated 48,136 nuclei

and identified 95 molecularly distinct clusters

of neuronal and non-neuronal cells (Fig. 1, B

to E, and fig. S1, B to E). We annotated non-

neuronal clusters as endothelial cells [Collagen

alpha-1(IV) chain
+
(Col4a1

+
)] and glial cells,

including oligodendrocytes [Muscle-associated

receptor tyrosine kinase
+
(Musk

+
)], microglia

[Colony-stimulating factor-1+ (Csf1r+)], and

ependymoglia [GLI family zinc finger 2
+
(Gli2

+
)].

Neuronal clusters included glutamatergic excit-

atory neurons [Solute carrier family 17 member

6/7
+
(Slc17a6/7

+
)], g-aminobutyric acid–releasing

(GABAergic) inhibitory interneurons [Glutamate

decarboxylase1
+
and 2

+
(Gad1

+
and Gad2

+
)],

and aMex-3 RNA binding family member A
+

(Mex3a
+
)/Gli2

Ð

population of cells we termed

neuroblasts (fig. S1E). Each cell type was pres-

ent in each microdissected region (Fig. 1, B

and C, and fig. S1A), and we provide a set of

marker genes for each cluster identified at this

resolution (Fig. 1, D and E, and table S1). We

performed immunofluorescence stainings and

in situRNAhybridization chain reaction (HCR)

to localize major cell types in the tissue accord-

ing tomarker expression (Fig. 1F). Glial fibrillary

acidic protein
+
(GFAP

+
) ependymoglia line

the ventricle of every region, whereasMex3a
+

neuroblasts are sparsely distributed along the

ventricle. GABAergic neurons were sparsely

distributed along themedial, dorsal, and lateral

region and clustered together densely in the

striatum, whereas glutamatergic neurons were

located in the medial, dorsal, lateral, and ven-

tral pallium. Small populations of myelin basic

protein
+
(MBP

+
) oligodendrocytes and ion-

ized calcium binding adaptor molecule 1
+

(IBA1
+
) microglia cells were dispersed through-

out all regions.

We next analyzed the abundance of each

cell cluster in the sampled pallial regions (Fig.

1G and fig. S1F). Oligodendrocytes, microglia,

and endothelial cell clusters originated from

each region in similar proportions. By contrast,

ependymoglia, neuroblast, glutamatergic, and

GABAergic neuron clusters showed variable

region contributions, with some cell clusters

being completely region-restricted, whereas

others could be found throughout the sampled

pallium regions. These data provide an overview

of cell populations in the axolotl telencephalon

and suggest substantial regional specificity in

neurogenic programs.

Regional conservation of axolotl

glutamatergic neurons

Glutamatergic neurons of the amniote telen-

cephalon show a high degree of transcrip-

tomic diversification (1, 2). Our data revealed

29 glutamatergic neuron clusters differentially

distributed in medial, dorsal, and lateral re-

gions (Fig. 2, A to C, fig. S2A, and table S1).
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Fig. 1. Cellular diversity of the axolotl telencephalon. (A) Schematic

highlighting the regions of the axolotl telencephalon used for snRNA-seq.

(B) UMAP of all cell types across all regions colored by cell-type class. Subtypes

are shown in different shades. GABA, GABAergic neuron; Glut, glutamatergic

neuron; NB, neuroblast; Epen, ependymoglia cell; Endo, endothelial cell; MGs,

microglia; and Oligo, oligodendrocyte. (C) UMAP plot of regional distribution of

all cell types. Shades indicate true region identity versus predicted regional

identity. (D) UMAP plot of the expression of markers for ependymoglia,

neuroblast, and neuronal cell types: Gli2 (ependymoglia), G2M score (active

ependymoglia), Mex3a (neuroblasts), Snap25 (neurons), Gad2 (GABAergic

neurons), and Slc17a6/7 (glutamatergic neurons). (E) Heatmap illustrates the

expression of marker genes (table S1) for the 95 distinct cell types. (F) Antibody

stainings and HCR for main cell types: GFAP (ependymoglia), Mex3a (neuroblasts),

Gad2 (GABAergic neurons), Slc17a7 (glutamatergic neurons), MBP (oligodendro-

cytes), and IBA1 (microglia cells). Scale bars, 100 mm. (G) Stacked barplots

illustrating the regional distribution of the populations of cells. GABA, GABAergic

neuron; Glut, Glutamatergic neuron; NB, neuroblast; Epen, ependymoglia cell; Endo,

endothelial cell; MGs, microglia; Oligo, oligodendrocyte.
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Potential homologies of axolotl glutamatergic

neurons to telencephalonneuronswere probed

with two separate comparisons, by using either

species-shared differentially expressed genes or

species-shared differentially expressed tran-

scription factors (TFs) to distinguish between

convergent evolution versus homology (Fig. 2D;

fig. S2, B to F; and tables S2 and S3).We focused

then on glutamatergic clusters that have con-

cordant similarities, using both gene sets as

indicators of conservation. In parallel, cluster

similarities were also assessed through inte-

gration of single-cell and single-nuclei datasets

from axolotl, turtle pallium (2), and mouse

telencephalon (3).

Anatomical and functional evidence sug-

gests that the amphibian medial pallium is

homologous to themammalian hippocampus

(12, 13). We found that the majority of medial

glutamatergic clusters (Glut4, -5, -7, -15, and

-18) and two dorsal clusters (Glut12 and -16)

showed highest correlation to either turtle

cornu amonis (CA) or dentate gyrus (DG)

clusters (Fig. 2D and fig. S2B). Correlations to

the mouse dataset also revealed that medial

glutamatergic clusters (Glut5, -7, -14, -17, -24, and

-27) correlated most to hippocampus-related
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Fig. 2. Diversity of axolotl

telencephalic glutamatergic

neurons. (A) UMAP plot

of 29 glutamatergic neuron

types. (B) UMAP plots of the

regional distribution of

glutamatergic neurons types

and the expression of three

marker genes: Elmo1, Satb1,

and Rbfox3. (C) Heatmap

illustrating the expression of

top markers for each gluta-

matergic neuron cluster.

(D) Correlation analysis

between expression profiles of

axolotl glutamatergic neuron

types and turtle glutamatergic

neuron types [data are from

(2)]. Vertical lines indicate

highest correlated cluster to

turtle, and horizontal lines

indicate highest correlated

cluster to axolotl. (Right)

Stacked barplots illustrating

the regional distribution of the

cells from each cluster.

Asterisks indicate clusters

with agreeing assignments

between all genes correlation

and integration analysis. CA,

cornu ammonis; DG, dentate

gyrus; pDC and aDC, posterior

and anterior dorsal cortex;

DVR, dorsal ventricular ridge;

PT, pallial thickening; and LC,

lateral cortex. (E) Spatial

mapping of glutamatergic

neuron clusters 11, 1, 6, and 7.

(F) Heatmap illustrating the

expression of Satb1, Rorb,

Reln, Grik1, and Tbr1.

(G) HCR for Satb1 and Rorb.

(H) Projection mapping of

input into glutamatergic

cluster 1 by using Neurobiotin-

mediated anterograde and

retrograde tracing. Dots indi-

cate locations of cell bodies,

and lines indicate locations of

fibers. Main OB, main olfactory

bulb; Acc. OB, accessory

olfactory bulb; and caudal T.,

caudal telencephalon.
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clusters (fig. S2, D to F). Data integration

additionally showed co-clustering of a large

number of medial glutamatergic clusters to

either turtle or mouse hippocampus clusters

(fig S3, A to E). To reveal the locations of

hippocampus-correlated glutamatergic clusters

and unravel a potential subdivision into CA

or DG, we performed spatial transcriptomics

using Visium (10x Genomics), resulting in spa-

tial resolution of approximately 1 to 30 cells

(Fig. 2E and figs. S4A and S5) (14). We found

that all aforementioned clusters except Glut18

showed exclusive localization in the medial

pallium; however, clear subdivisions were not

detectable, which was further confirmed by

means of HCR for ETS translocation variant 1

(Etv1) (CA), Prospero homeobox 1 (Prox1), and

LIM domain only 3 (Lmo3) (DG) (fig. S4B).

These data show that neurons of the axolotl

medial palliumhave transcriptional similarities

to amniote hippocampal neurons, but a clear

distinction into CA1, CA3, and DG cannot be

observed.

One cluster from themedial fraction (Glut6)

showed highest correlations to clusters of

turtle anterior dorsal cortex (aDC) and pallial

thickening (PT). The aDC contains the most

cell types homologous to mammalian cortical

cell types (2). The correlation to mouse showed

highest similarity to clusters belonging to

cortical cells (fig. S2D), which was also sup-

ported by data integration in which Glut6 was

also co-clustered with cortical cell types. We

found that this cluster was predicted to be

located at the border between the medial and

dorsal pallium (Fig. 2E).

One function of the amphibian pallium is

the processing of olfactory input (15). One

axolotl glutamatergic cluster (Glut1) showed

co-clustering with a cortical cluster and cor-

relations to both cortical clusters and the

turtle anterior LC (aLC), the main olfactory-

input recipient region (Fig. 2D and fig. S2B)

(16). Neurons in the aLC are homologous to

neurons in themammalian olfactory (piriform)

cortex, and Glut1 also correlated to a mouse

piriform cortex cluster (fig. S2, D and E). The

piriform cortex contains semilunar cells ex-

pressing RAR-related orphan receptor beta

(Rorb), Reelin (Reln), Glutamate ionotropic

receptor kainate type subunit 1 (Grik1), and

T-Box brain transcription factor 1 (Tbr1) (17),

and these same markers were expressed in

Glut1 (Fig. 2F). Moreover, Glut1 expressed

Special AT-rich sequence-binding protein-1

(Satb1), which we used in combination with

Rorb expression to define its location in the

dorso-lateral region (Fig. 2G), which is con-

sistent with the location in the spatial map-

ping (Fig. 2E). The mammalian piriform cortex

receives input from the olfactory bulb, ento-

rhinal cortex, orbitofrontal cortex, and the

amygdala (18). We analyzed axolotl projections

by injecting the bidirectional tracerNeurobiotin

into the region containing Glut1 (Fig. 2H).

Labeling of cell bodies in the main and ac-

cessory olfactory bulb, caudal pallium (lateral

amygdala) (19), and the thalamus indicate

that neurons in these regions project into the

Glut1-containing domain. These data show a

strong correspondence between presence of

neurons with transcriptional similarity to

amniote olfactory cortex neurons and presence

of projections consistent with a role in olfac-

tory processing.

Amniote-conserved signatures of axolotl

GABAergic neurons

We identified 30 clusters (n = 15,665 cells) of

GABAergic (Gad1
+
/Gad2

+
) neurons (Fig. 3, A to

B, and table S1) in the axolotl. In many ver-

tebrates, GABAergic interneurons are born

in the lateral, caudal, and medial ganglionic

eminences (LGE, CGE, andMGE, respectively)

and migrate to the pallium during develop-

ment (20). Comparative scRNA-seq analyses

in mammals, reptiles, and songbirds have re-

vealed strong conservation of GABAergic inter-

neurons (1, 2). To gain an understanding of the

conservation of axolotl GABAergic clusters,

we performed cross-species comparisons using

correlation and integration analysis as for the

glutamatergic neurons.

Expression of conserved TFs allowed us to

identify putative LGE-derived, CGE-derived,

and MGE-derived (hereafter called LGE-like,

CGE-like, and MGE-like, respectively) clusters

in the axolotl dataset (Fig. 3C). Correlation

analysis revealed that 13 out of 14 LGE-like

clusters showed high correlations to turtle

LGE-derived clusters. Moreover, two out of four

CGE-like clusters and five out of seven MGE-

like clusters showed similarities to turtle CGE-

derived and MGE-derived clusters, respectively.

Our analyses additionally identified five axolotl

clusters composed of medial cells likely de-

rived from the septum, which showed strong

correlations to the turtle GABAergic neurons

assigned to septum. These results were addi-

tionally supported by data integration in which

the majority of axolotl LGE-, CGE-, andMGE-

like clusters co-clustered with the respective

turtle clusters (fig. S7, A to E).

TurtleLGE-,CGE-,andMGE-derivedGABAergic

neurons could be further subdivided into dif-

ferent GABAergic classes (2), but their existence

in the axolotl was unknown.We found that 11

out of 13 axolotl LGE-like clusters correlated

with either turtle striatum or olfactory bulb

GABAergic cells (Fig. 3D and fig. S6, A and B),

and the majority of these (eight clusters) also

correlated to mouse striatum or olfactory bulb

GABAergic cells (fig. S6, C to E). By contrast,

only one out of four CGE-like clusters (GABA 16)

correlated to turtleHTR3AVIP-like neurons. All

sevenaxolotlMGE-likeneuron clustersmatched

to turtle PV-like neurons by TF expression but

had similarities to turtle SST neurons at the

level of effector genes, suggesting evolution-

ary divergence of these cells. Together, these

data show that the axolotl telencephalon con-

tains putative LGE-derived, CGE-derived, MGE-

derived, and septal GABAergic neurons and

that LGE-like striatum and olfactory bulb

classes have strong transcriptional similarities

between axolotl, turtle, and mouse (tables S2

and S3).

In mammals and turtles, MGE-derived and

CGE-derived interneurons are differentially dis-

tributed across cortical layers (2, 21). In axolotl,

we found MGE-like neurons [Somatostatin
+

(Sst
+
) and Satb1

+
] equally distributed in the

medial pallium and enriched in the outer re-

gions of the dorsal and lateral pallium (Fig. 3E

and fig. S8A). CGE-like neurons [Zinc finger

and BTB domain containing 16
+
(Zbtb16

+
)]

were equally distributed in themedial pallium

but closer to the ventricle in the dorsal pallium.

LGE-like striatal GABAergic neurons [Forkhead

box P1
+
(Foxp1

+
)] were found exclusively in the

striatal region (fig. S8A). Last, we spatially

mapped LGE-like, CGE-like, and MGE-like

clusters and detected the majority of CGE-like

and MGE-like clusters located in all regions of

the pallium as well as the striatum (fig. S8B).

These data strongly suggest cell migration

from putative CGE and MGE regions, whereas

LGE clusters are predominantly located in the

striatum, as in amniotes.

Ependymoglia diversity in the axolotl

telencephalon

The predominant glial cells in the salamander

central nervous system are ependymoglia, which

generate neurons in development, growth, and

regeneration (5, 15, 22). In the adult red-spotted

newt telencephalon, two ependymoglia types

have been identified: quiescent type-1 cells that

act as long-term stem cells and proliferative

type-2 cells that are progenitor-like (22).

We examined the diversity of axolotl telen-

cephalic ependymoglia (3590 cells) and iden-

tified 15 transcriptionally distinct cell clusters

(Fig. 4A, fig. S9A, and table S1). These clusters

grouped into three types of ependymoglia that

were present in all dissected regions: quiescent,

active, and a type that we termed pro-neuro

ependymoglia (Fig. 4A). Quiescent ependymo-

glia were noncycling and expressed Endothelin

3 (Edn3), active ependymoglia were character-

ized by Notch1 expression and a high cell cycle

score, and pro-neuro ependymoglia showed

expression of neuron-related genes, such as

Glutamate receptor ionotropic 1 (Grin1) (Fig. 4,

B and C, and fig. S9, B to D).

We found a clear transcriptional distinction

between medial-, dorsal-, and lateral-derived

ependymoglia, which was most prominent for

signaling pathway components (Fig. 4, C and

D, and fig. S9E). A subset of medial quiescent

ependymoglia showed strong expression of

Wnt2b, Wnt3a, and Wnt8bÑgenes that are

Lust et al., Science 377, eabp9262 (2022) 2 September 2022 4 of 12

RESEARCH | RESEARCH ARTICLE



known to be expressed in the developing me-

dial pallium in human, mouse, and chicken

(23). HCR confirmed expression of Wnt2b,

Wnt3a, and b-catenin target gene Axin2 in a

restricted domain of the medial pallium at

the border to the septum. Lateral and ventral

ependymoglia showed strong expression of

Secreted frizzled-related protein (Sfrp1), a

gene known to be expressed in the antihem

in amniotes (23). Dorsal ependymoglia were

enriched for expression of Epidermal growth

factor receptor kinase substrate 8-like protein

2 (Eps8l2). Because Wnt and Sfrp genes have

been implicated in patterning of the develop-

ing pallium,we performedHCR in embryonic

axolotl brains (stage 44). We detectedWnt3a

in medial ventricular cells and Sfrp1 lateral

and ventral ventricular cells; however, Eps8l2

was not expressed (Fig. 4E and fig. S9F). These

data show that the axolotl telencephalon con-

tains threemain ependymoglia types (quiescent,

active, andpro-neuro) that divide into regionally

distinct subtypes and, barring pro-neuro epen-

dymoglia, continue to express pallial patterning

genes in the postembryonic brain.

Identification of glutamatergic and

GABAergic neuroblasts

In addition to ependymoglia, we identified

cells that we termed neuroblasts because of

Lust et al., Science 377, eabp9262 (2022) 2 September 2022 5 of 12

Fig. 3. Conversation

of axolotl GABAergic

neuron types. (A) UMAP

plots of 30 GABAergic

neuron types (top) and

regional distribution of

GABAergic neurons types,

as well as two marker

genes, Lhx6 and Meis2.

(B) Heatmap illustrating

the expression of differen-

tial expressed markers for

each GABAergic neuron

cluster. (C) Heatmap illus-

trating the expression of

TFs known to define

GABAergic subtypes (LGE-,

CGE-, and MGE-derived)

for each axolotl GABAergic

neuron type. (Right)

Stacked barplots illustrat-

ing the regional distribution

of the cells from each

cluster. (D) Correlation

analysis between expres-

sion profiles of axolotl

GABAergic neuron types

and turtle GABAergic neu-

ron types [data are from

(2)]. Vertical lines indicate

highest correlated cluster

to turtle, and horizontal

lines indicate highest

correlated cluster to turtle.

Asterisks indicate

clusters with agreeing

assignments between all

genes correlation and

integration analysis. Sep.,

Septum. (E) HCR and

snRNA-seq quantifications

for LGE-, CGE-, and MGE-

derived GABAergic neurons

types (Gad2, pan; Sst and

Satb1, MGE; Zbtb16, CGE;

and Foxp1, LGE). Scale

bars, 25 mm.
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Fig. 4. Axolotl telencephalic ependymoglia and neuroblasts. (A) (Left)

Morphology of an axolotl ependymoglia cell and (right) UMAP plot of

15 ependymoglia clusters. Boxes outline the three main cell types: quiescent

ependymoglia, active ependymoglia, and pro-neuro ependymoglia. (B) UMAP plot

of the regional distribution of ependymoglia and UMAP plots colored by

expression for Notch2 (quiescent and active ependymoglia), Edn3 (quiescent

ependymoglia), G2M score (active ependymoglia), Notch1 (active ependymoglia),

and Grin1 (pro-neuro ependymoglia). (C) Heatmap illustrating the expression

of differentially expressed cell-to-cell communicationÐrelated genes in quiescent,

active, and pro-neuro ependymoglia. (D) HCR and snRNA-seq quantifications

for Wnt2b, Wnt3a, Eps8l2, Sfrp1, and Axin2 in medial, dorsal, and lateral regions.

Scale bars, 25 mm. (E) HCR for Wnt3a and Sfrp1 in the stage 44 developing

telencephalon. Scale bars, 50 mm. (F) UMAP plots of the regional distribution

15 neuroblast clusters. Black boxes outline the four main cell types: early

neuroblasts, VGLUT+ and GABA+ neuroblasts, as well as late neuroblasts.

The red box outlines the early neuroblast population. (G) Boxplot of G2M score

for quiescent, active, and pro-neuro ependymoglia as well as neuroblasts.

(H) HCR for Slc17a7, Gad2, and Mex3a. Arrows indicate coexpressing cells. Scale

bars, 10 mm. (I) Correlation analysis between expression profiles of axolotl

neuroblasts, ependymoglia, and adult mouse SVZ cell types [scRNA-seq data are

from (25)]. Vertical lines indicate highest correlated cluster to mouse, and

horizontal lines indicate highest correlated cluster to axolotl. Asterisks indicate

clusters with agreeing assignments between all genes correlation and integration

analysis. C, C cells.
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the expression ofMex3a, an RNA-binding pro-

tein expressed in proliferating neuroblasts in

theXenopus laevis central nervous system (24).

Additionally, neuroblasts were characterized

by the absence of ependymoglia markers such

as Gli2, Aquaporin-4 (Aqp4), and Potassium

inwardly rectifying channel subfamily J

member 10 (Kcnj10). We detected 15 neuro-

blast clusters, which formed two distinct groups

that expressed either Slc17a6/7 (VGLUT
+
) or

Gad1/2 (GABA
+
) (Fig. 4F; fig. S9, G and H;

and table S1). In contrast to intermediate pro-

genitors (IPs) found in other vertebrate brains,

Mex3a
+
neuroblastswere largely nonprolifer-

ative (Fig. 4G and fig. S9I). Two neuroblast

clusters (7 and 8) showed an increased G2M

score when compared with the rest and were

therefore termed early neuroblasts. VGLUT
+

neuroblasts (except cluster 4) were enriched in

medial anddorsal datasets; GABA
+
neuroblasts

(except cluster 5) were mostly found in the

lateral dataset. HCR for Scl17a6 or Gad2 in

combination with Mex3a revealed VGLUT
+

neuroblasts at the ventricle in all pallial regions,

whereas GABA
+
neuroblasts were predomi-

nantly present at the striatum ventricle, with

the exception of a few cells in the pallium (Fig.

4H and fig. S9J). This pattern was also verified

when mapping the neuroblast clusters to our

Visium data (fig. S9K).

To define the transcriptional similarities of

axolotl ependymoglia and neuroblasts tomouse

neural stem and progenitor cells, we performed

cluster correlation analysis and cross-species

data integration with an adult mouse SVZ

dataset (Fig. 4I and figs. S10, A and B, and S11,

A to C) (25) and a mouse developmental cor-

tex dataset (figs. S10, C to E, and S11, D to F,

and tables S2 and S3) (26). This analysis re-

vealed correlation of quiescent ependymoglia

withmouse ependymal cells (adult and devel-

opment) and B cells (adult), whereas active

ependymoglia (clusters 3 and 4) showed strong

correlation to mitotic cells (adult), including

dividing A cells (cluster 16) and developmental

apical radial glia and IPs. Among the pro-

neuro ependymoglia, only cluster 1 showed

strong correlation to ependymal cells (adult

and development), whereas clusters 7 and 13

weakly correlated to ependymal cells (adult)

or migrating neurons (development), and

cluster 14 weakly correlated to A cells. Data

integration revealed co-clustering of epen-

dymogliawith adult ependymal cells or B cells

and with apical or IPs in the developmental

dataset.

Comparison of axolotl neuroblasts to the

adult mouse SVZ dataset revealed strong cor-

relation and co-clustering with A cells, sup-

ported by strong correlation and co-clustering

with migrating neurons in the developmental

dataset (fig. S10, C to E). We found that early

neuroblast clusters 7 and 8 correlated also to

either C cells or mitotic cells. Furthermore,

these two clusters showed strongest correla-

tion to A cell clusters 6 and 15, which were

defined previously as dividing neuroblasts and

early A cells, as well as to IP cell clusters in the

developmental dataset (Fig. 4I and fig. S10, A

and B). Together, these results show that the

axolotl telencephalon contains neuroblast pop-

ulations that already express neurotransmitter

signatures of downstream neurons. Moreover,

neuroblasts are most similar to mouse progen-

itor cells andneuroblasts,whereas ependymoglia

harbor transcriptional similarities to mouse

ependymal cells as well as neural stem cells.

Transcriptional dynamics of postembryonic

glutamatergic neurogenesis

We labeled ependymoglia using Cre-loxP–

mediated tracing to investigate their self-

renewing properties and determine the clonal

patterns they generate during post-embryonic

neurogenesis (Fig. 5A). This uncovered dis-

tinct neurogenesis patterns in medial, dorsal,

and lateral regions. Medial and dorsal clones

were continuous, spanning from the ventricle

to the neuronal layers, indicating a stacking

growth mode reminiscent of zebrafish pallial

post-embryonic neurogenesis (27). By contrast,

lateral clones were dispersed with labeled neu-

rons separated from ependymoglia, indicating

neuronal migration.

We used RNA velocity and URD-based tra-

jectory inference (28–30) to explore the cellular

and molecular dynamics of post-embryonic

neurogenesis (fig. S12, F to T). We focused our

analysis on glutamatergic neurons that are

known to be generated locally, in contrast to

GABAergic neurons that migrate across the

pallium from the striatum and for which we

likely miss corresponding progenitor popula-

tions in our dataset (20). We focused on tran-

sitions from active ependymoglia to the most

differentiated glutamatergic neurons. To con-

struct trajectories, we first identified the key

VGLUT
+
neuroblast populations that have

highest transcriptional similarity to the re-

spective glutamatergic neuronal clusters (fig.

S12A) and are therefore able to connect active

ependymoglia to neuronal clusters in a trajec-

tory. Using these groups of clusters, we then

constructed five trajectories that represent dif-

ferent region-specific neurogenesis (Fig. 5, B

and C, and fig. S12, B to E). Although all tra-

jectorieswere rooted at the active ependymoglia,

not all trajectories contained neuroblast in-

termediates. Hippocampal neuronal clusters,

lateral cortex clusters, and laterally derived

clusters, including the lateral pallium group

and the Eomesodermin (Eomes) group, all

used neuroblast intermediates. By contrast,

the dorso-medial neuronal clusters formed a

group with lower correlations with the least

differentiated neuroblast clusters and were

thus inferred to originate through a direct

trajectory using pro-neuro ependymoglia as

intermediates. We identified many genes with

trajectory-specific varying expression along

pseudotime, but also some genes with pseudo-

temporal expression consistent across trajecto-

ries (Fig. 5D).

To resolve the gene regulatory relationships

underlying glutamatergic neurogenesis, we

leveraged our single-nucleus multiome se-

quencing of the axolotl whole pallium. We

identified proximal and distal candidate

regulatory regions differentially accessible in

each of the terminal glutamatergic neuron

clusters and assessed at which stage in the

respective trajectory they become accessible

(Fig. 5, E and F; fig. S13, A and B; and table

S4). Most elements identified as specific for a

given terminal glutamatergic cluster already

obtained accessibility in the corresponding

neuroblast clusters earlier in the trajectory.

We inferred a gene regulatory network (GRN)

using Pando (31) by combining gene expres-

sion, chromatin accessibility, and TF binding

motifs. A uniformmanifold approximation and

projection (UMAP) embedding of this GRN re-

vealed distinct groups of TFs, corresponding to

the transition from ependymoglia to glutama-

tergic neurons (Fig. 5G and table S5). To bet-

ter understand how gene regulation differs

between neuronal trajectories, we performed

differential accessibility analysis and identified

regulatory regions enriched within each tra-

jectory. On the basis of these regions, we

constructed subnetworks of the GRN that re-

flect trajectory-specific regulatory features

(Fig. 5H, fig. S13C, and table S5). This allowed

us to identify the TFs with high centrality in a

given trajectory, such as Nuclear receptor

subfamily 3 group C member 2 (Nr3c2) in the

hippocampus orRorb, Forkhead boxO3 (Foxo3),

andMyocyte enhancer factor 2A (Mef2a) in the

lateral cortex (Fig. 5I and fig. S13D). Genes dif-

ferentially expressed between glutamatergic

clusters were linked to trajectory-specific TFs

with high centrality (fig. S13, E to F).Nuclear

factor 1 X (Nfix) was one of the most central

TFs in all subnetworks; however, the regulomes

controlled by Nfix were distinct for each re-

spective trajectory (fig. S13, G andH, and table

S5). Together, these data highlight the regu-

latory relationships that shape neuronal diver-

sification in the axolotl telencephalon.

Molecular dynamics of axolotl

telencephalon regeneration

To study the cellular and molecular dynamics

during axolotl telencephalon regeneration, we

implemented Div-Seq (32), which combines

snRNA-seq with EdU labeling of S-phase cells.

We injured the dorso-lateral region of the

telencephalon (including the Satb1
+
, Rorb

+

domain) by excising a 1- by 1- by 1-mm region

and appliedDiv-Seq throughout regeneration

by labeling cells with EdU at 2, 5, 12, 19, and

26 days post injury and collecting EdU
+
cells

Lust et al., Science 377, eabp9262 (2022) 2 September 2022 7 of 12
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at 1, 2, 4, 6, 8, and 12weeks post injury (Fig. 6A).

To visualize the location of EdU
+
cells during

the regeneration process, we fluorescently

labeled EdU using click chemistry on regen-

erating brains (Fig. 6B and fig. S14, A and B).

At 1 week post injury, the injury site was still

open, and EdU
+
ependymoglia were present

in medial and lateral wound-adjacent regions.

At 2 weeks post injury, the injury site was

starting to close from the accumulation of

EdU
+
cells. Throughout the following time

points, EdU
+
cells remained accumulated at
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Fig. 5. Gene regulatory

programs underlying

post-embryonic neuro-

genesis. (A) Schematic

describing the out-

comes of Cre-loxP fate

mapping performed to

assess clonal dynamics

and potential clone

shapes during homeo-

static neurogenesis of

the axolotl telencephalon

adjacent to measured

clonal patterns in medial,

dorsal, and lateral pal-

lium. (B) Glutamatergic

trajectories reflecting

postembryonic neuro-

genesis of axolotl neurons

matched to amniote hip-

pocampus, lateral cortex,

and the dorso-medial

pallium. UMAPs are

colored by cell type (top)

and pseudotime (bottom).

Pie charts represent

the regional composition

of neuron clusters.

(C) Pseudotemporal cell

type progression from

ependymoglia to gluta-

matergic neurons during

neurogenesis in the three

trajectory groups.

(D) Pseudotemporal gene

expression changes dur-

ing neurogenesis for each

terminal branch from the

trajectories of each

group. (E) Representa-

tive example peaks

associated with (left)

Kcnq5 and (right)

Zfpm2. (F) Heatmap of

chromatin accessibility

changes in distal and

proximal elements for

glutamatergic clusters

8, 6, 7, 0, 11, and 1.

(G) UMAP embedding of

the inferred gene mod-

ules based on coex-

pression and inferred

interaction strength

between TFs. Size represents the number of connections for each TF.

(H) Trimmed GRN UMAP embedding of the inferred gene modules based

on coexpression and inferred interaction strength between TFs for (top)

hippocampal, (middle) lateral cortex, and (bottom) dorsal-medial trajectories.

Color scale indicates expression, and size indicates the percent of cells

expressing. (I) Barplot of the top 25 TFs ranked by number of connections for

each TF and colored by fraction of trajectory-specific peaks out of total

number of peaks in the global module.
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Fig. 6. Axolotl telencephalon regeneration after injury. (A) Schematic

describing the Div-Seq protocol used during axolotl telencephalon regener-

ation. (B) EdU stainings of all regeneration time points. Scale bars, 50 mm.

(C) UMAP plot of all EdU+ cells across all regeneration time points, colored by

cell-type class. Predicted cell clusters are shown in different shades. GABA,

GABAergic neuron; Glut, Glutamatergic neuron; NB, neuroblast; Epen,

ependymoglia cell; Endo, endothelial cell; and MGs, microglia. (D) Change

in cell type relative abundance along regeneration time points. (E) (Left)

UMAP plot of all Div-Seq ependymoglia (shades of pink indicate different time

points) and noninjured brain steady-state (SS) ependymoglia (gray). (Right)

UMAP plot of clustering of all ependymoglia. (F) Heatmap of normalized

cluster occurrence per time point. (G) Dotplot of selected ependymoglia

cluster 21 differentially expressed genes. (H) Gene average expression

change per time point, grouped by GO terms. (I) HCR for Kazald1 and Runx1 in

steady state, 2 days post injury (dpi) and 1 week post injury (wpi). Scale

bars, 50 mm. (J) (Left) Correlation projection of all Div-Seq glutamatergic

neurons (pink) to steady-state glutamatergic neurons (gray). (Right) Barplots

of largest glutamatergic neuron clusters recovered throughout regeneration

time points. (K) HCR for Satb1 and Rorb throughout regeneration. Scale

bars, 50 mm. (L) Trajectories reflecting regenerative neurogenesis of

glutamatergic neuron clusters 1 and 11. UMAPs are colored by (left) cell type

and (right) pseudotime. (M) Correlations of lineage driver genes with the
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the regeneration site until tissue architecture

was largely reestablished.

Next, we investigated the transcriptomes of

EdU
+
cells during the regeneration time course.

We used our steady-state data as a reference

and identified all major cell types, including

ependymoglia, neuroblasts, glutamatergic and

GABAergic neurons, as well as endothelial

cells and microglia (Fig. 6C). Each cell type

was represented in different proportions

throughout regeneration (Fig. 6D and fig. S14C),

reflecting a wave of neurogenesis induced by

the injury. Whereas at 1 week post injury, active

ependymoglia constituted themajority of EdU
+

cells, neuroblasts were the most abundant cell

type at 2 and 4 weeks post injury. Starting from

6 weeks post injury, most of the EdU
+
cells

were glutamatergic and GABAergic neurons.

In line with the results from the Div-Seq data,

HCR and antibody staining for ependymoglia

(GFAP
+
, Eps8l2

+
, and Sfrp1

+
) and neuroblast

(Mex3a
+
) populations demonstrated that

ependymoglia were recovering radial mor-

phology and regional identity, whereas neuro-

blasts were accumulating at the wound site

between 2 and 4 weeks post injury (fig. S14, D

and E). We next inferred regional identities

of Div-Seq cells by transferring region labels

from our steady-state data and found that

early cell types (ependymoglia and neuroblasts)

largely consisted of dorsal regional transcrip-

tional identities. This predominance of dorsal-

like cells was propagated to glutamatergic cells

appearing inweeks 6 to 12, whereas GABAergic

neuronal populations were dominated by a

lateral identity (fig. S14, F to G). This data as

well as EdU staining and comparison of EdU
+

cells between uninjured and regenerating

telencephalon (fig. S14H) suggests that our

Div-Seq data largely captured cells in the acute

injury area of the dorso-lateral pallium but

likely also contains a minority of cells derived

from homeostatic neurogenesis in areas not

associated with the injury site.

Previous studies on axolotl spinal cord re-

generation showed that injury-induced epen-

dymoglia activate a transcriptional signature

similar to that of embryonic neuroepithelial

cells (33). To understandwhether telencephalon

injury induces injury-specific transcriptomic

changes in ependymoglia, we compared Div-

Seq and steady-state ependymoglia by integrat-

ing and clustering both datasets and assessing

differential abundance and expression in each

cluster across time points (Fig. 6E). We found

three clusters (clusters 8, 20, and 21) strongly

enriched at 1 and 2 weeks post injury that were

rare or absent at later time points and steady

state (Fig. 6F). Cluster 21 cells differentially

expressed genes such as Kazal type serine

peptidase inhibitor domain 1 (Kazald1) and

RUNX family transcription factor 1 (Runx1)

and were enriched in Gene Ontology (GO)

terms relating to wound healing and cell

adhesion, indicating early response programs

to injury (Fig. 6, F to H). Staining for Kazald1

and Runx1 confirmed absence of expression

in the uninjured telencephalon and strong

expression in a subpopulation of cells at

1 week post injury, with an induction of ex-

pression as early as 2 days post injury (Fig. 6I).

Cluster 8 was enriched for Lc27 and Inositol

polyphosphate-5-phosphatase (Inpp5d),whereas

cluster 21 was enriched for cilia-related genes,

which could relate to reestablishment of the

ependymoglia layer (table S6).

Projection and classification ofDiv-Seqneuro-

blasts and neurons based on steady-state data

showed that a majority of steady-state popula-

tions had been reestablished during regener-

ation (Fig. 6J and fig. S14, C, I, and J). Among

glutamatergic neurons, all but one steady-

state cluster was captured in the Div-Seq data

(fig. S14C), with the most expanded clusters

predicted to be of dorso-medial origin (fig. S14,

C, E, and F). HCR staining demonstrated the

recovery of Satb1
+
,Rorb

+
glutamatergic neurons

between 4 and 8 weeks post injury (Fig. 6K). To

explore the dynamics of regenerative glutama-

tergic neurogenesis, we first determined the

correlation of regenerating neuroblasts to re-

generating glutamatergic neurons and found

a similar correlation pattern as that in ho-

meostatic neurogenesis (fig. S15A). We then

constructed trajectories and identified high

similarity between regenerative and steady-

state neurogenesis trajectories regarding pseudo-

temporal ordering of cells and correlation of

lineage driver genes (Fig. 6, L and M, and fig.

S15, B to G). Most TFs were similarly detected

in regenerative and steady-state neurogenesis

trajectories, with highly correlated timings and

high centrality in trajectory-specific GRNs

(fig. S16). Despite these similarities, some

gene expression differences could also be

observed with steady state–specific genes

enriched in GO terms related to cell cycle

and cell adhesion and regeneration-specific

genes enriched in neurogenesis and neu-

ronal activity (fig. S17). Part of the differ-

ential expression might have technical origins

because of differences in transcriptomic

coverage between the samples (fig. S14, A

and B).

Last, we set out to determine whether the

regeneratedSatb1
+
,Rorb

+
neurondomainwould

reestablish afferent and efferent projections.

We injectedNeurobiotin into the Satb1
+
,Rorb

+

domain in noninjured as well as regenerated

brains at 8 weeks post injury and performed

whole-mount immunohistochemistry to iden-

tify cell bodies and projections. Similarly to

noninjured brains, stained cell bodies were

located in the olfactory bulb, accessory olfactory

bulb, and the caudal telencephalon (amygdala),

indicating that the input from these regions is

reestablished in the regenerated telencephalon

at 8 weeks post injury (Fig. 6N).

Discussion

Using snRNA-seq, multiomic sequencing, and

Div-Seq along with spatial transcriptomics,

Cre-loxP tracing, HCR, and antibody staining,

we have generated a comprehensive single-

cell atlas of the axolotl telencephalon during

homeostasis and regeneration. Comparative

analysis with turtle and mouse datasets al-

lowed us to reveal transcriptional similarities

of axolotl telencephalon cell types and their

conservation between tetrapods.

Axolotl glutamatergic neurons showed lower

pairwise correlations between species com-

pared with those of other cell populations,

indicating their evolutionary diversification.

Nonetheless, we found glutamatergic neurons

similar to amniote hippocampus, turtle aDC,

and olfactory cortex. Glut1 cells exhibited tran-

scriptional similarities to the amniote olfactory

cortex, and consistently, these neurons also

showed olfactory bulb input, indicating a

conserved role in olfactory processing. Ad-

dressing the functional properties and input-

output connectivity will be critical to gain a

better understanding of conservation. Our

multiomic sequencing analysis has revealed

differentially accessible regions in Glut1, which

could be used in the future to achieve targeted

expression of connectivity and optogenetic and

chemogenetic tools.

We identified LGE-like, CGE-like, MGE-

like, and septal GABAergic neurons in the

axolotl and found conservation of LGE-like

striatal and olfactory bulb classes between

axolotl and other tetrapods. The LGE andMGE

have been found in all studied vertebrates—

including anamniotes such as lamprey, fish,

and amphibians (34–36)—but the existence of

the CGE in anamniotes is unclear. Our identi-

fication of putative CGE-derived neurons in

this work hints at the existence of a CGE in

axolotl. GABAergic neuron migration has not

been studied in salamanders, and it will be im-

portant to determine the developmental ori-

gin and timing of GABAergic neurogenesis in
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assignment probability for (top) Glut1 and (bottom) Glut11 trajectories, in

(y axis) regenerative and (x axis) steady-state neurogenesis. (N) Whole-

mount cleared Neurobiotin stainings on (left) noninjured brains and (right)

brains 8 weeks post injury. Neurobiotin was injected in the Satb1+, Rorb+

domain. (Insets) Labeled cell bodies in the olfactory bulb, accessory olfactory

bulb, injection site, and caudal telencephalon. Scale bars, (overviews)

100 mm; (zooms) 50 mm. Main OB, main olfactory bulb; Acc. OB, accessory

olfactory bulb; and caudal T., caudal telencephalon.
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the putative ganglionic eminences. In axolotl,

GABAergic neurogenesis likely continues in

the postembryonic brain because we detected

GABA
+
neuroblasts and foundone cluster (NB5)

that contains cells from medial and dorsal

pallium, which suggests local pallial GABAergic

neurogenesis, a phenomenon observed in the

developing primate brain (37).

We found that axolotl ependymoglia show

transcriptomic signatures of both mouse SVZ

ependymal cells and B cells and function as

stem cells during homeostatic neurogenesis.

Postembryonic ependymoglia in different pal-

lial regions maintained expression of develop-

mental patterning genes thought to regulate

dorsal and ventral pallial subdomain size

during development in amniotes (23). It is

possible that expression of these factors main-

tains pallial domain proportions during con-

tinuous neurogenesis. The mammalian SVZ

also contains IPs and migratory neuroblasts

that express GABAergic or glutamatergic fate

markers (38, 39). The axolotl contains differ-

ent types of neuroblasts: early, potentially pro-

liferating neuroblasts with high transcriptional

similarity to mammalian IPs, and late VGLUT
+

or GABA
+
neuroblasts with transcriptional

similarities to mammalian neuroblasts. The

majority of axolotl VGLUT
+
neuroblasts could

be subdivided depending on their similarity

to different glutamatergic neurons, impli-

cating lineage restriction that should be in-

vestigated in the future by using genetic

barcoding (40).

In contrast to mammalian glial cells, sal-

amander ependymoglia show neurogenic

activity after injury. We found that axolotl

ependymoglia go through an injury-specific

transcriptional state defined by the up-

regulation of genes involved in wound healing

and cell migration. The early up-regulated

gene Runx1 is also expressed in the mesen-

chymal limb blastema of axolotl and X. laevis

(41, 42) and planarian neoblasts after ampu-

tation (43), suggesting its involvement in a

generic injury response regardless of cell type

and species. Apart from the early wound re-

sponse, regenerative neurogenesis is very sim-

ilar to homeostatic neurogenesis. We found

that Satb1
+
/Rorb

+
glutamatergic neurons re-

generate after injury and reestablish input

connectivity from the olfactory bulb. The

conservation of transcriptional profiles, con-

nectivity, and potential function of these

neurons makes them suited to study recovery

of functional neuronal circuits.

Methods summary

Animal use

White (d/d) axolotls were used for all experi-

ments. Animals of a size of 10 to 11 cm nose to

tail were used for all sequencing experiments.

All lines were bred and maintained in Re-

search Institute of Molecular Pathology (IMP)

facilities, and each animal is kept individually.

All handling and surgical procedures were

carried out in accordance with the local ethics

committee guidelines.Animal experimentswere

performed as approved by the Magistrate

of Vienna (Genetically Modified Organism

Office and MA58, City of Vienna, Austria,

license GZ51072/2019/16 and license GZ665226/

2019/21).

snRNA-seq library preparation and sequencing

We used snRNA-seq (10x Genomics) to profile

medial, dorsal, and lateral regions of the

telencephalon. We additionally profiled all

these regions as a whole with single-nucleus

multiome sequencing (10x Genomics). Libra-

ries were sequenced and then aligned to the

axolotl genome.

Data integration and clustering

Datasets from each chemistry were integrated

by using harmony integration. Identification

of major cell types followed an iterative clus-

tering approachby using theLouvain algorithm.

Identities of the clusters were assigned on the

basis of the expression of established marker

genes. For each major cell type (glutamatergic

neurons, GABAergic neurons, ependymoglia,

and neuroblasts), the clustering procedure

repeated.

Comparison with turtle and mouse datasets

Four single-cell datasets were downloaded for

interspecies comparison: mouse brain, mouse

development, mouse SVZ, and turtle forebrain.

We used two approaches to compare the ex-

pression profiles cells between species: (i) pair-

wise correlations between clusters by using all

differentially expressed genes or differentially

expressed TFs and (ii) integration of single-cell

and single-nuclei datasets.

Region-specific neurogenesis

(pseudotime analysis)

GlutamatergicNBprogenitors were associated

with their corresponding differentiated pop-

ulations through correlation. For each of the

five groups determined, a pseudotemporal tra-

jectory based on RNA velocity was inferred by

use of scVelo and CellRank. The resulting tra-

jectories were used to determine lineage driver

genes, and gene expression was modeled by

using a spline with five degrees of freedom.

GRN construction

The R package Pando was used to infer a GRN

from multiome data of cells from all gluta-

matergic trajectories. To select candidate re-

gions, peaks were linked to genes according

to correlation with a distance threshold of

10 megabase. Vertebrate motif annotations

were obtained from JASPAR2020. Modules

were identified with a significance thresh-

old of false discovery rate (FDR) < 0.05.

Brain regeneration with Div-Seq

Axolotls were injected intraperitoneally with

EdU. After the desired pulse-chase period,

nuclei were isolated, EdU staining was per-

formed immediately by using Click-iT EdU

Flow Cytometry assay Kit (Thermo Fisher

Scientific, #C10424), and EdU
+
nuclei were

sorted bymeans of fluorescence-activated cell

sorting (FACS).Nuclei from theDiv-Seqdataset

were classified into cell types, clusters, and

brain regions by using the steady-state data

as a reference. Subsequently, ependymoglia

were subset from the steady-state and Div-Seq

datasets and integrated by using harmony,

with the library chemistry as a covariate.

Neurogenesis trajectories in regeneration were

inferred similarly to steady-state trajectories.

Control and regenerated brains were injected

withneuronal tracerNeurobiotin,whole-mount

stained, and cleared to determine projection

patterns.
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Single-cell Stereo-seq reveals induced progenitor
cells involved in axolotl brain regeneration
Xiaoyu Wei†, Sulei Fu†, Hanbo Li*†, Yang Liu†, Shuai Wang†, Weimin Feng†, Yunzhi Yang†,

Xiawei Liu, Yan-Yun Zeng, Mengnan Cheng, Yiwei Lai, Xiaojie Qiu, Liang Wu, Nannan Zhang,

Yujia Jiang, Jiangshan Xu, Xiaoshan Su, Cheng Peng, Lei Han, Wilson Pak-Kin Lou, Chuanyu Liu,

Yue Yuan, Kailong Ma, Tao Yang, Xiangyu Pan, Shang Gao, Ao Chen, Miguel A. Esteban,

Huanming Yang, Jian Wang, Guangyi Fan, Longqi Liu, Liang Chen*, Xun Xu*, Ji-Feng Fei*, Ying Gu*

INTRODUCTION: Brain regeneration requires the

coordination of complex responses in a time-

and region-specific manner. Identifying the cell

types and molecules involved in this process

would advance our understanding of brain re-

generation and provide potential targets for

regenerative medicine research. However, pro-

gress in this field has been hampered by the

limited regeneration capacity of the mamma-

lian brain and an incomplete mechanistic

understanding of the regeneration process at

both the cellular andmolecular levels. Axolotls

(Ambystoma mexicanum) can regenerate

damaged appendages and multiple inter-

nal organs, including the brain. Therefore,

axolotls may serve as a model for studying

brain regeneration.

RATIONALE: If we are to understand the mech-

anism of brain regeneration, we need research

tools that can achieve large-scale data acquisi-

tion and analyses to simultaneously decode

complex cellular and molecular responses. It

also seemed to us that a comparison between

brain regeneration and developmental pro-

cesses would help to provide new insights into

the nature of brain regeneration. Accordingly,

we removed a small portion of the lateral

pallium region of the axolotl left telencephalon

and collected tissue samples at multiple stages

during regeneration. In parallel, we collected

tissue samples of the axolotl telencephalon at

multiple developmental stages. We then used

high-definition and large-field Stereo-seq (spa-

tial enhanced resolution omics sequencing)

technology to generate spatial transcriptomic

data from sections that covered both hemi-

spheres of the axolotl telencephalon at single-

cell resolution. Analyses of cell type annotation,

cell spatial organization, gene activity dynam-

ics, and cell state transition were performed for

a mechanistic investigation of injury-induced

regeneration compared to these cell attributes

during development.

RESULTS: With the use of Stereo-seq, we gen-

erated a group of spatial transcriptomic data

of telencephalon sections that covered six de-

velopmental and seven injury-induced regen-

erative stages. The data at single-cell resolution

enabled us to identify 33 cell types present

during development and 28 cell types involved

in regeneration, including different types of

excitatory and inhibitory neurons, and several

ependymoglial cell subtypes. For develop-

ment, our data revealed a primitive type of

ependymoglial cells that may give rise to three

subgroups of adult ependymoglial cells local-

ized in separate areas of the ventricular zone,

with different molecular features and poten-

tially different functions. For regeneration, we

discovered a subpopulation of ependymoglial

cells that may originate from local resident

ependymoglial cells activated by injury. This

population of progenitor cells may then pro-

liferate to cover the wound area and subse-

quently replenish lost neurons through a state

transition to intermediate progenitors, immature

neurons, and eventually mature neurons. When

comparing cellular and molecular dynamics

of the axolotl telencephalon between develop-

ment and regeneration, we found that injury-

induced ependymoglial cells were similar to

developmental-specific ependymoglial cells in

terms of their transcriptome state. We also

observed that regeneration of the axolotl

telencephalon exhibited neurogenesis patterns

similar to those seen in development in molec-

ular cascades and the potential cell lineage tran-

sition, which suggests that brain regeneration

partially recapitulates the development process.

CONCLUSION: Our spatial transcriptomic data

highlight the cellular and molecular features

of the axolotl telencephalon during develop-

ment and injury-induced regeneration. Further

characterization of the activation and functional

regulation of ependymoglial cells may yield in-

sights for improving the regenerative capability

of mammalian brains. Our single-cell spatial

transcriptome of the axolotl telencephalon, a

tetrapod vertebrate, also provides data useful

for further research in developmental, regener-

ative, and evolutionary brain biology. All data

are accessible in an interactive database (https://

db.cngb.org/stomics/artista).▪
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Single-cell Stereo-seq reveals induced progenitor
cells involved in axolotl brain regeneration
Xiaoyu Wei1,2†, Sulei Fu3,4†, Hanbo Li2,5,6*†, Yang Liu2†, Shuai Wang2,7†, Weimin Feng2,7†,

Yunzhi Yang8†, Xiawei Liu5, Yan-Yun Zeng3,4, Mengnan Cheng2,7, Yiwei Lai9, Xiaojie Qiu10,11,

Liang Wu2,7, Nannan Zhang5, Yujia Jiang2,8, Jiangshan Xu2,7, Xiaoshan Su5, Cheng Peng3,4,

Lei Han2,12,13, Wilson Pak-Kin Lou3,4, Chuanyu Liu2,13, Yue Yuan2,7, Kailong Ma2, Tao Yang2,

Xiangyu Pan3, Shang Gao5, Ao Chen2,14, Miguel A. Esteban9,15, Huanming Yang2,16, Jian Wang2,16,

Guangyi Fan2, Longqi Liu1,2,7,13, Liang Chen17*, Xun Xu2,18*, Ji-Feng Fei3*, Ying Gu1,2,7,18*

The molecular mechanism underlying brain regeneration in vertebrates remains elusive. We performed

spatial enhanced resolution omics sequencing (Stereo-seq) to capture spatially resolved single-cell

transcriptomes of axolotl telencephalon sections during development and regeneration. Annotated cell

types exhibited distinct spatial distribution, molecular features, and functions. We identified an injury-

induced ependymoglial cell cluster at the wound site as a progenitor cell population for the potential

replenishment of lost neurons, through a cell state transition process resembling neurogenesis during

development. Transcriptome comparisons indicated that these induced cells may originate from local

resident ependymoglial cells. We further uncovered spatially defined neurons at the lesion site that may

regress to an immature neuronÐlike state. Our work establishes spatial transcriptome profiles of an

anamniote tetrapod brain and decodes potential neurogenesis from ependymoglial cells for development

and regeneration, thus providing mechanistic insights into vertebrate brain regeneration.

M
ammals face challenges in recovering

from brain injury because of their lim-

ited regeneration capability (1). In con-

trast, lower vertebrates, such as teleost

fish and salamanders, exhibit regener-

ative power (2–7). Forebrain regeneration in

axolotls was first observed in larvae (8) and

later in adults (4, 9). Lost cortical cell types in

the axolotl telencephalon could apparently be

restored upon injury (9). Therefore, axolotls

may serve as a model for studying brain re-

generation, possibly leading to discoveries that

could be valuable for understanding the inher-

ent limitations of brain regeneration in mam-

mals and, ultimately, developing regenerative

medicine for the central nervous system.

Previous studies in various regenerative spe-

cies have shown that ependymoglial cells

(EGCs), equivalent to neural stem cells in

mammals, contribute to neurogenesis during

brain regeneration (3, 10, 11). Salamander EGCs

may give rise to nearly all cell types in the brain

during development (12). Unlike mammals, in

which neural stem cells are almost consumed

once brain development is complete, except

those in the subventricular zone and hippo-

campal dentate gyrus, the adult salamander

contains dividing EGCs in the brain (1, 13).

EGCs are distributed in the entire ventricular

zone (VZ) of adult axolotl brains, as well as in

a few confined regions of the VZ in red spotted

newts (10). It has been reported that red spotted

newts harbor two groups of EGCs: slow-

dividing and transient amplifying EGCs (10).

The first group is stem cell–like, expressing glial

fibrillary acidic protein (GFAP) and glutamine

synthetase (3, 14) and showing the stem cell

property of long-term 5-bromo-2′-deoxyuridine

(BrdU) retention. The second group is located

within the proliferative hot spots of the VZ

and frequently divides (10). Both EGC groups

can react to injury and can expand to larger

areas in the pallium (4, 10).

So far, the role and regulation of EGCs in

regeneration have only been partially charac-

terized. A few signaling pathways in EGC

activation and brain regeneration have been

documented in salamanders and fish, such

as Notch, FGF, and Gata3 (10, 15, 16); these

are also involved in brain development, indi-

cating that brain regeneration and development

may possess similar molecular regulations.

However, it remains unknown whether and to

what extent brain regeneration recapitulates

embryonic development. Therefore, a more

systematic characterization of cellular and

molecular functions is needed that substan-

tiates the mechanistic understanding of brain

regeneration.

Several spatial transcriptomic technologies

suitable for dissecting the development and

tissue regeneration processes have been de-

veloped to resolve gene expression profiles of

cells in situ (17). By these approaches, the in

situ transcriptome profiles of mouse brain or

human cortex have been resolved at resolu-

tions of 100 and 55 mm, respectively, which

reflect the average expression profiles of a

group of neighboring cells (18, 19). Consid-

ering the complexity of brain structures and

cell types, improved resolution of transcript

capturing is needed to enhance the accuracy

of data interpretation. Sequential fluorescence

in situ hybridization (FISH) and multiplexed

error-robust FISH were developed to profile

gene expression in single cells, but their ap-

plication is limited by low throughput and the

requirement for special equipment (20, 21).

Using spatial enhanced resolution omics

sequencing (Stereo-seq) (22), we determined

spatially resolved single-cell transcriptomes

of axolotl telencephalon sections at a series

of developmental and regeneration stages.

These data enabled us to identify cell types,

including EGC subtypes involved in devel-

opment and regeneration. Further analyses

showed that developmental and regenerative

neurogenesis shared similarities in cell line-

age dynamics from EGCs to mature neurons

and related molecular signatures. We also ob-

served awound-stimulated cell cluster adjacent

to EGCs with neuronal regression features.

Taken together, our work provides an overview

of the cellular dynamics during axolotl brain

development and regeneration, the datasets

from which may yield insights into the mo-

lecular regulation of brain regeneration.

Stereo-seq profiles spatial transcriptomes of

axolotl telencephalons

Considering the average size of axolotl cells,

we prepared cryosections of the adult axolotl

telencephalon at 20-µm thickness to capture

roughly a single-cell layer of tissue for Stereo-

seq analysis on the entire section (Fig. 1A)
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(22Ð24). Because Stereo-seq is based on DNA

nanoball (DNB) sequencing technology (25),

for which each DNB spot on the chip is 220 nm

in diameter and the center-to-center distance

of two adjacent spots is 500 or 715 nm, we

were able to capture transcripts at the sub-

cellular level (Fig. 1A and fig. S1A).

To mark the position of individual cells on

the section, we performed DNA staining to

highlight the nucleus, where newly transcribed

pre-mRNAs undergo splicing (Fig. 1B, left

panels) (26). Indeed, intron-containing tran-

scripts were observed in nuclear regions and

were separated from spliced transcripts (Fig. 1B,

left panels). We then used the watershed al-

gorithm to extract transcripts in each nucleus

and its surrounding region, in which both nu-

clear and cytoplasmic transcript-containing

areas were included for cell boundary demar-

cation. In this way, we were able to assign

transcripts to individually defined cell areas,
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Fig. 1. Spatial transcriptome

of axolotl telencephalon by

Stereo-seq. (A) Schematic diagram

of Stereo-seq for the axolotl tel-

encephalon. Step 1: sample collection

and frozen section preparation of the

adult axolotl telencephalon. Step 2:

in situ RNA capture of tissue

loaded onto the Stereo-seq chip.

Step 3: cDNA amplification, library

construction, and sequencing.

(B) Spatially assigned spliced (pur-

ple) and unspliced transcripts (blue)

(bottom left) and corresponding

nucleus areas represented by single-

stranded DNA staining (gray) (top

left). Single-cell segmentations were

performed by watershed algorithm

(right). (C) Stereo-seq identified

anatomical regions (top left) and cell

types (right) of axolotl telencephalon.

DP, dorsal pallium; MP, medial

pallium; LP, lateral pallium; VZ,

ventricular zone; cckIN, Cck+ inhibi-

tory neuron; CMPN, cholinergic,

monoaminergic, and peptidergic

neuron; CP, choroid plexus; dpEX,

dorsal palliumexcitatory neuron;

mpEX, medial pallium excitatory

neuron; mpIN, medial pallium inhibi-

tory neuron; MSN, medium spiny

neuron; nptxEX, Nptx+ lateral pallium

excitatory neuron; ntng1IN, Ntng1+

inhibitory neuron; ribEGC, ribosomal

EGC; scgnIN, Scgn+ inhibitory neu-

ron; sfrpEGC, Sfrp+ EGC; sstIN, Sst+

inhibitory neuron; tlNBL, telenceph-

alon neuroblast; VLMC, vascular

leptomeningeal cell; wntEGC, Wnt+

EGC. (D) Spatial visualization of the

expression of selected genes on

Stereo-seq maps (left) and

corresponding RNA ISH images

(right). (E) Distribution of the sstIN

in the medial pallium region of the

adult axolotl telencephalon. Anno-

tated sstIN in green (left) and cells

expressing high levels of the Sst

gene (right) are indicated by white

arrows. (F) The distribution of three

subtypes of EGCs (left). The

expression of marker genes for the

selected EGC subtype is shown

(right). (G) Violin plot showing the

expression level of neural stem cell markers (Sox2, Vim, Slc1a3, and Gfap) in three types of EGCs. (H) Bubble plot showing the expression level of specific markers

of various biological functions in each EGC subtype.
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achieving single-cell resolution (Fig. 1B, right

panels, and fig. S1, B and C). Each cell area

contained ~850 DNB spots, in which an aver-

age of 6291 uniquemolecular identifiers (UMIs)

and 1680 genes were detected (fig. S1, D and E,

and table S1).

To acquire a global picture of cell clusters

spatially assigned onto the section, we per-

formed the spatially constrained clustering

analysis (see Methods). In total, we obtained

six clusters of cells separated into previously

defined anatomical regions of the axolotl

telencephalon, including the VZ, dorsal pal-

lium, medial pallium, lateral pallium, striatum,

and septum (Fig. 1C, top left) (3, 13, 27). To

dissect cell type composition, we next con-

ducted unsupervised clustering analysis by

Seurat based solely on gene expression (28).

This analysis identified 16 cell clusters, which

were further mapped to the section according

to their spatial information (Fig. 1C, right).

Referring to established cell marker genes,

such as excitatory neuron marker Neurod6,

inhibitory neuron marker Gad1, and EGC

marker Gfap (Fig. 1D), we determined the

identity of each cell cluster (fig. S2A and

table S2). We further validated the spatial

distribution of Stereo-seq signals for selected

marker genes by RNA in situ hybridization

(RNA ISH) (figs. S2B and S3).

Different cell types were distributed at dis-

tinct locations (Fig. 1C and fig. S4). Excitatory

neurons, including dorsal pallium excitatory

neurons, medial pallium excitatory neurons,

and Nptx
+
lateral pallium excitatory neurons

(nptxEXs), were enriched in the pallium. In

contrast, inhibitory neurons, such as Cck
+
in-

hibitory neurons, medial pallium inhibitory

neurons, medium spiny neurons, Ntng1
+
in-

hibitory neurons, Scgn
+
inhibitory neurons,

and Sst
+
inhibitory neurons, were more abun-

dant in the striatum, medial pallium, and sep-

tum regions and were physically separated

from excitatory neurons (Fig. 1C and fig. S4).

Similar to other spatial transcriptomic tech-

niques, sample processing for Stereo-seq may

cause RNA transcripts to diffuse laterally to

neighboring areas (22). We next examined

whether this effect would interfere with cell

type annotation.We chose Sst
+
inhibitory neu-

rons for demonstration because they are

sparsely distributed in the pallium (Fig. 1E

and fig. S5A) (9). Although the Sst transcript

indeed diffused in Stereo-seq data (Fig. 1E,

right), its level dropped rapidly beyond cell

boundaries (fig. S5B). Statistically, the aver-

age transcript levels of Sst and Gad2 (another

gene expressed in Sst
+
inhibitory neurons)

were significantly lower in neighboring cells

than in Sst
+
inhibitory neurons (fig. S5C).

Therefore, we were able to achieve identifi-

cation of Sst
+
inhibitory neurons (fig. S5D).

We further evaluated RNA diffusion and cell

type identification of Stereo-seq by compari-

son with RNA ISH. The distribution pattern of

Gad2 and Sst transcripts was similar between

two methods on two consecutive sections

(fig. S5E), as was the estimated percentage

of annotated Sst
+
inhibitory neurons (fig. S5,

E to G); these findings suggested that Stereo-

seq data analysis at the cellular level could be

similar to RNA ISH.

EGCs reside in the VZ and are responsible

for neurogenesis during development and re-

generation (4, 9, 29). We identified three

clusters of EGCs located in distinct regions

(Fig. 1F). Aside from the commonly expressed

radial glia markers Sox2, Gfap, Vim, Fabp7,

and Slc1a3, each EGC cluster was character-

ized by expression of specific markers such

asWnt8b, Sfrp1, or ribosome-related genes

(Fig. 1, F and G, fig. S2A, and table S2). Ac-

cordingly, we named these clusters wntEGC,

sfrpEGC, and ribEGC (Fig. 1, C and F). Gene

Ontology analysis (table S3) revealed that cell

cycle and translation-related genes were highly

expressed in ribEGCs (Fig. 1H), suggesting

an active proliferation property of ribEGC

(30–32).

Other identified cell types included cholin-

ergic,monoaminergic, and peptidergic neurons

in the septum, neuroblasts near the lateral

VZ, and choroid plexus cells and vascular

leptomeningeal cells in the outer layer of the

telencephalon (Fig. 1C and fig. S4). In this

way, our work decodes the spatially resolved

transcriptomes at single-cell resolution and

cell types of axolotl telencephalon sections. The

data can be browsed via the interactive data

portal at https://db.cngb.org/stomics/artista.

EGC dynamics throughout axolotl

telencephalon development

To investigate the cellular and molecular dy-

namics of axolotl brain development, we ap-

plied Stereo-seq to developmental (stage 44,

54, and 57), juvenile, adult, andmetamorphosed

forebrain sections (Fig. 2A). We collected cross-

sections at defined positions (see Methods) to

ensure that comparable samples from different

developmental stages were used for Stereo-seq

analysis. Spatially constrained clustering analy-

sis revealed similar cortex structures on all

analyzed sections, except for the section of

stage 44, where the dorsal and medial pallia

were indistinguishable (fig. S6, A and C),

likely reflecting an unfinished brain region

specification. Further analysis of the gene

expression profiles showed a high correlation

of defined regions among all developmental

stages (fig. S6, B and D), thus suggesting

comparability between sections. We next an-

notated these sections and identified 33 cell

types in total using the unsupervised cluster-

ing analysis based on gene expression (Fig. 2A,

fig. S7, and table S2). In addition to the cell

types identified in Fig. 1, we discovered 13

immature/intermediate cell types, expressing

both progenitor and differentiated cell markers

(Fig. 2A and table S2).

We observed a dominant EGC subtype pres-

ent in the VZ starting at stage 44. This subtype

decreased in number from stage 54 and van-

ished from the juvenile stage (Fig. 2B). It

expressed early developmental markers, such

as Fzd5 and Sox1 (table S2) (33–35), and was

thus named as development-related EGCs

(dEGCs). sfrpEGCs and wntEGCs appeared

at stage 54 and were gradually restricted to

designated locations from the juvenile stage

(Fig. 2, A and B). Alongwith dEGCs, immature

neurons expressing specific markers, such as

Stmn2, Tubb3, and Dcx, were seen at early

developmental stages, yet becameundetectable

from the juvenile stage onward (Fig. 2, A and

B, fig. S7, and table S2). The developmental

neuroblasts (dNBLs) highly expressingmarker

genes Nes and Cdkn1c emerged with develop-

mental timing similar to that of dEGCs and

immature neurons (Fig. 2, A and B, fig. S7, and

table S2), indicating a potential lineage tran-

sition from EGCs to neuroblasts and immature

neurons as previously suggested (29). In con-

trast, mature neurons started to appear at stage

57, and their spatial distribution at the juvenile

stage became similar to that in the adult

telencephalon (Fig. 2, A and B, and fig. S7).

These results indicate that the cell type and

distribution in the axolotl telencephalon were

established since the juvenile stage (3).

To characterize the molecular dynamics of

EGCs during development, we evaluated the

expression of composite gene modules defin-

ing neural stemness, cell cycle, and translation

activity to reveal the proliferative and differ-

entiative potential of EGCs (Methods and

table S4) (32, 36). Overall, cells in the ex-

panded VZ at early developmental stages ex-

pressed high levels of all three gene modules,

in line with active stem cell activities, and

showed less neuronmaturation during the fast

brain expansion phase (Fig. 2C) (37). From the

juvenile stage onward, cells positive for these

modules dropped in number and became re-

stricted to a thinner ventral area of the VZ (Fig.

2C), where ribEGCs were located (Fig. 1H).

Cell dynamics and cell-cell communication

during regeneration

Although axolotls are capable of regenerating

damaged brains (9), the cell types responsible

for regeneration, their origins, and the molec-

ular events that direct regenerative functions

of these cells remain elusive. To tackle these

questions, we first removed a portion of the

dorsal pallium of the left telencephalic hemi-

sphere following an established protocol (9).

We then collected sections at 2, 5, 10, 15, 20, 30,

and 60 days post-injury (DPI) for Stereo-seq

analyses to dissect both immediate wound

responses and later regeneration processes

(Fig. 3A). We annotated 28 cell types across
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sections using established marker genes, eight

of which were not previously seen in develop-

ment (Fig. 3B, fig. S9, A and B, and table S2).

To assess the reproducibility of our data, we

integrated Stereo-seq data of multiple neigh-

boring sections along the anterior-posterior

axis at 2, 5, 10, 15, and 20 DPI. The results

showed that both cell type composition and

the gene expression profile of each cell type for

all sections of same stage were highly consis-

tent with each other, and were therefore in-

tegrated for downstream analysis (fig. S8). The

series Stereo-seq data revealed that morpho-

logical recovery from the injury occurredwithin

30 days, as previously reported (9). At 60 DPI,

we observed that the cell types and their dis-

tribution were fully restored (Fig. 3B).

To identify injury-responding cells, we in-

vestigated the dynamics of 14 major cell types

by calculating the ratio of each cell population

in the injured versus uninjured site at seven

regeneration stages (Fig. 3C and fig. S10) (see

Methods). Two types of cells increased in

number from 2 DPI and maintained their

population until 15 DPI. One population was

microglia cells expressing makers C1qb and

Ctsl, which likely were recruited to partici-

pate in the inflammatory response (Fig. 3, C

and D, and table S2) (38). The other popula-

tion was a type of EGC that expressed higher
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Fig. 2. Cell dynamics of

axolotl telencephalon

during development.

(A) Schematic diagram

of sample collection

(left). Unsupervised

clustering of the axolotl

telencephalon sections

at stage44 (St.44),

stage54 (St.54), stage57

(St.57), juvenile (Juv.),

Adult, and metamorpho-

sis (Meta.). dEGC,

developmental EGC;

dNBL, developmental

neuroblast; DMIN, dopa-

minergic periglomerular

inhibitory neuron; MCG,

microglial cell; npyIN,

Npy+ inhibitory neuron;

ntng1IN, Oligo, oligoden-

drocyte. (B) Bubble plot

showing the ratio of

individual cell types in

the axolotl telencephalon

at different developmen-

tal stages, including

St.44, St.54, St.57, Juv.,

Adult, and Meta.

(C) Violin plot (left) and

spatial visualization

(right) of gene modules,

the expression level of

which defines neural

stem cell (NSC), cell

cycle, and translation

captured by Stereo-seq

at different developmen-

tal stages in the axolotl

telencephalon.
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levels of glial cell markers (such as Vim) than

other EGC subtypes during homeostasis, as

well as a unique marker, S100a10 (Fig. 3D).

Thus, it was named as reactive EGCs (reaEGCs)

(Fig. 3, C and D, and table S2). Monocle

analysis of the sections at 2 DPI indicated

that reaEGCs in medial and lateral pallium

regions likely originated from local wntEGCs

and sfrpEGCs, respectively (fig. S11, A and B).

Further investigation by Monocle2 analysis

revealed a group of genes, including several

transcription factors, exhibiting patterned ex-

pression changes along the pseudotime axis

from wntEGCs or sfrpEGCs to reaEGCs (fig.

S11, C and D). The predicted regulatory net-

works and pathways of these transcription

factors were related to neural precursor cell

proliferation and differentiation (fig. S11D).

Moreover, our WGCNA analysis highlighted

four transcription factors specifically coexpressed

in reaEGCs (fig. S11E), which are part of regu-

latory pathways involved in the wound-healing

response (fig. S11, F and G). In sum, these results

suggest that reaEGCs induced immediately upon

injury may have a positive role in regeneration.

In addition, we observed a group of neurons

that were transiently induced at 2 and 5 DPI
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Fig. 3. Spatiotemporal tran-

scriptomics of axolotl brain

during regeneration. (A) Sche-

matic diagram of sample collection

(left). Overview of the sampled

sections at homeostatic and

regenerative stages (right).

(B) Spatial visualization of cell

types identified in the axolotl

telencephalon sections by Stereo-

seq at different stages of regener-

ation. IMN, immature neuron;

obNBL, olfactory bulb neuroblast;

reaEGC, reactive EGC; rIPC,

regeneration intermediate progen-

itor cell; WSN, wound-stimulated

neuron. (C) Line graph showing

the fold change of the cell ratio in

the injured hemisphere compared

to the uninjured hemisphere

across all stages. We set 4 as the

maximum fold-change value for

better visualization in the line plot.

(D) Spatial visualization of marker

gene expression in MCGs (left) and

reaEGCs (right) on the 2 DPI

section. (E) Spatial visualization of

the expression level of Atf3 and

the distribution of reaEGCs and

WSNs on the sections of 2 DPI and

5 DPI. (F) UMAP visualization of

the segmented cells from the

dorsal regions of developmental

stages (St.44, St.54, St.57) and

regenerative stages (2 to 20 DPI),

including nptxEX from both pro-

cesses, immature nptxEX from

developmental stages, and IMN

and WSN from regenerative

stages. Cells are colored according

to cell type annotation (top).

Bubble plot showing the expres-

sion levels of the specific markers

of these four cell types (bottom).

(G and H) Spatial visualization of

the expression level of a ligand-

receptor pair (Tnc and Sdc1) on

the sections of 2, 5, and 20 DPI.
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and highly expressed the neuron growth con-

tributor Atf3 (Fig. 3, C and E) (39). Their

transcriptomic profile was distinct from that

of location-matchednptxEXs on the uninjured

hemisphere of the telencephalon, but was

similar to that of immature neurons (IMN)

appearing from 10 to 20 DPI. This group of

neurons was thus named as wound-stimulated

neurons (WSNs) (Fig. 3F). The genes Dclk1

and Gap43 involved in neuron maturation

and axonal growth were both up-regulated in

expression, whereas genes enriched in mature

neurons, such as Nptx1 and Neurod6, were

down-regulated in WSNs relative to nptxEXs

(Fig. 3F). Considering (i) the identical lo-

cation of WSNs and nptxEXs before injury,

and (ii) the immediate appearance of WSNs

at 2 DPI before regenerative neurogenesis

(Fig. 3C) (40), we speculated that WSNs were

derived from the local nptxEXs via a tran-

scriptomic remodeling response to injury,

reminiscent of the observation for cortico-

spinal and somatosensory neurons after nerve

injury in rodents (41, 42). Our results indi-

cate that the neuronal identity may be re-

modeled into a rejuvenated state upon injury

in the axolotl brain.

The communication between cells in the

local microenvironment is pivotal for coordi-

nated regeneration responses (43). To examine

cell-cell communicationduring the early regen-

erationperiod,wedivided the 2DPI section into

10 regions according to spatially constrained

clustering analysis and predicted potential

ligand-receptor interactions in each region.

We found that the majority of detected in-

teracting ligand-receptor pairs were in the

VZ and were involved in proliferation, cell

migration, and extracellular matrix remodel-

ing, suggesting an active EGC response to in-

jury (fig. S11H).We observed strong expression

of Tnc and Sdc1 as well as a high interaction

score in adjacent clusters of reaEGCs and

WSNs at the wound edge (Fig. 3, G and H,

and fig. S11H). TNC is a glycoprotein in adult

neurogenic niches required for tissue repair

and regeneration (44). SDC1 is also shown to

be induced by injury and participate in neuro-

genesis (45). These data collectively indicate a

regulatory role of reaEGCs for injured neurons

during regeneration (Fig. 3, B, G, and H).

Cell lineage dynamics during regenerative

neurogenesis

The observation of reaEGCs at the wound site

elicits a hypothesis that this progenitor cell

cluster is responsible for restoring lost neu-

rons, particularly nptxEXs. If so, intermediate

cell clusters between reaEGCs and nptxEXs in

terms of differentiation state would be ex-

pected. To test this idea, we first performed

saturated BrdU labeling in the injured brain

of axolotls and analyzed sections at 20 DPI to

mark all newly generated cells (fig. S12A).

Immature neurons were then immunolabeled

using antibody to TUBB3. We found that a

layer of cells adjacent to polarized EGCs were

positive for both BrdU and TUBB3 (fig. S12B),

indicating the presence of newly generated im-

mature neurons in the wounding/regenerating

zone next to EGCs.

We then examined the origin of these im-

mature cells by analyzing sections along the

anterior-to-posterior direction of the regener-

ating telencephalon from the same animal at

15 DPI, when the percentage of IMNs reached

the peak yet the percentage of reaEGCs started

to drop (Fig. 3C). Besides the section from the

wound closure area shown in Fig. 3 (15DPI–3),

we included sections from the wound center

(15 DPI–1), the wound edge (15 DPI–2), and

the remote area (15 DPI–4) (fig. S9B). By in-

tegrating data from all four sections, 26 cell

types were identified (fig. S9B). A few nptxEXs

were seen, whereas reaEGCs appeared to cover

the injury site on all sections (fig. S9B). We

found a high-to-low spatial gradient of nptxEXs

in number from the remote region (section 15

DPI–4) to the center of the wound area (section

15 DPI–1) (fig. S9B), consistent with previous

MRI scanning data for axolotl brain regener-

ation (9). These results suggest that the re-

constitution of lost neurons probably occurs

along with the conjunction of the injury edge,

through a process that may be initiated in the

peripheral region and progresses toward the

center of the incision.

We noticed on section 15 DPI–4 that nptxEXs

were in regions adjacent to IMNs, suggesting

a potential transition between them (fig. S9B).

We also observed a regeneration-specific cell

cluster situated between reaEGCs and IMNs

(fig. S9B), expressingmarkers of both reaEGCs

(Vim, Nes, Krt18, and S100a10) and IMNs

(Ankrd1, Stmn4, and Nptx1) (Fig. 4, A and B,

and table S2). We therefore named this cell

cluster regeneration rIPC1 (intermediate pro-

genitor cells 1). The expression level and sig-

nal wave of reaEGC and IMN marker genes

across cell layers matched the cell type dis-

tribution on the Stereo-seq map, further sup-

porting the four–cell state organization (fig.

S13, A to D). In addition, expression of cyclin

inhibitors Cdkn1a and Cdkn1c was sequen-

tially increased from reaEGCs to rIPC1s and

immature nptxEXs; this finding suggests that

the proliferation potential was reduced along

this potential cell state transition axis (Fig. 4A)

(46–48).

To further verify this transition, we divided

the 15DPI–4 section into three regions (Fig. 4C),

and applied cell type–based and vector field–

based RNA Velocity and Monocle pseudotime

analyses in these areas (Fig. 4, D and E) (49).

The results of both analyses supported the

putative lineage transition along the reaEGC-

rIPC1-IMN-nptxEX axis. Similar transitions

were observed on sections 15 DPI–2 and –3

(fig. S14, A to D and G to J). We then analyzed

genes with expression changes along the vec-

tor field–based pseudotime axis (Fig. 4F and

fig. S14, E and K) and observed matched ex-

pression dynamics and gene functions with

the potential transition, such as descending

expression of stemnessmarkerNes and ascend-

ing expression of Cdkn1c along the axis (Fig. 4G

and fig. S14, F and L).

Next, temporal analysis was performed to

verify the above spatial analysis–based find-

ings. The presumed nptxEX regeneration-

related cells, including reaEGCs, rIPCs, IMNs,

and nptxEXs (Fig. 4H, left panel), from 2 DPI

to 60 DPI were selected to construct a pseudo-

time trajectory via Monocle3 (Fig. 4H, bottom

right panel). The predicted lineage transition

of these cells along pseudotime also supported

the reaEGC-rIPC-IMN-nptxEX pattern (Fig. 4H,

top right panel).We then coordinated the pseudo-

time trajectory result with our Stereo-seq sec-

tions during regeneration, leading to a match

between pseudotime and real-time data (Fig. 4I).

In summary, our results depict a scenario in

which reaEGCs proliferate to cover thewound,

meanwhile converting or differentiating into

intermediate and mature neurons for tissue

regeneration.

Comparison of developmental and

regenerative neurogenesis

We noticed that the cell layer organization in

the regenerating telencephalon was similar to

that in the developing brain (Fig. 2A). dEGCs,

dNBLs (similar to IPCs), and immature nptxEXs

arrayed from the VZ to the pallium region

were first observed as early as stage 44 (Fig. 5,

A andB, and fig. S7).When themature nptxEXs

appeared at stage 57, four cell types of dEGCs,

dNBLs, immature nptxEXs, and nptxEXs were

arranged in a spatial pattern matching that

on the section 15 DPI–4, thus suggesting that

nptxEX regeneration may recapitulate the

nptxEX development process (Fig. 5, A and

B). To test this possibility, we calculated the

correlation of EGCs in the dorsal left telen-

cephalon from developmental stages 44, 54,

57, and juvenile, as well as 15 DPI–4 sections.

Indeed, relative to other EGC types, the global

gene expression signature of reaEGCs was

most closely correlated with dEGCs at stage 57

(Fig. 5C); for example, the spatial distribu-

tion of markers such as Nes and Nptx1 was

similar between 15 DPI–4 and stage 57 (Fig. 4,

A and B, and Fig. 5, D and E). Consistently,

both RNA velocity andMonocle analyses sim-

ulated parallel lineage transition trajectories

to generate nptxEXs in both developmental

and regenerative processes, from EGCs to IPCs,

then to immature and mature neurons (Fig. 5,

F to H, fig. S15, A to C, and fig. S16, A to C).

We further assessed themolecular dynamics

of these two potential transition processes using

data from stage 57 and 15 DPI–4. Differentially
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expressed genes were classified into eight

groups with either similar or opposite trends

along each process (Fig. 5I and table S5).

Pathways involved in neuronal differentia-

tion, migration, maturation, communication,

and synaptic activities were up-regulated in

both processes. In contrast, pathways related

to proliferation, cell cycle progression, and

related molecular events, such as translation

initiation and RNA splicing, were down-

regulated (Fig. 5J). These results agree with

the consensus that stemness and proliferation

activity decline during neurogenesis (Fig. 5J).

Our analysis also showed that chromatin or-

ganization, TOR signaling, and transcriptional

regulation by TP53 were specifically up-

regulated during the transition process in re-

generation, suggesting possible metabolic and

genome stability control for the rapid cell

growth during regeneration (50, 51). In addi-

tion, we observed a regeneration-specific rise

of autophagy-related genes and a decline in

gene expression related to wound and stress

responses (Fig. 5J), possibly reflecting a tran-

sition of molecular activities from wound re-

sponse in reaEGC to neuronal regeneration.

In total, hundreds of regenerative-specific
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Fig. 4. Putative cell lineage

transition during telencephalon

regeneration. (A) Bubble plot

reflecting the expression dynamics

of marker genes defining reaEGC,

rIPC1, and IMN, which are major

cell types involved in axolotl

telencephalon regeneration.

(B) Spatially visualized heatmap

showing the expression pattern of

key markers for regeneration-

related cells in the injury area of

sections, including 15 DPI–2,

15 DPI–3, and 15 DPI–4 cells.

(C) Spatial distribution of cell

types around the regenerating site

on the section of 15 DPI–4.

(D) RNA velocity streamline plots

showing the predicted trajectory of

cell lineage transition in the

regenerating region of axolotl

telencephalon in 15 DPI–4 cells.

Areas are colored by either anno-

tated cell clusters (left) or pseu-

dotime (right). (E) Pseudotime

trajectory analysis corresponding

to the three designated areas in

(C), via Monocle2 (top) and

Monocle3 (bottom). Cells are

colored by cell type or pseudotime.

(F) Heatmap showing pseudo-

temporal transition of the expres-

sion level of representative genes

in regeneration. (G) Scatterplot

showing pseudotime dynamics of

the expression of Nes, S100a10,

Ankrd1, Nptx1, Satb1, and Cdkn1c in

clusters of reaEGC, rIPC1, IMN, and

nptxEX cells. (H) UMAP visualiza-

tion of the regeneration-related

cells across regenerative stages.

Cells are colored by cell type

annotation (left), pseudotime (top

right), and stages (bottom right).

(I) Spatial visualization of cells in

(H) with the pseudotime score

in the cell lineage transition

process. Cells are colored by the

pseudotime score.
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geneswere identified by this comparison (fig. S17

and table S6).

Discussion

HowEGCs contribute to brain regeneration in

the amphibian remains elusive (10, 11, 14). By

identifying the reaEGC subtype and present-

ing its dynamic functions for regeneration, our

work not only supports the injury-specific ac-

tivation and accumulation of EGCs with ele-

vated proliferation capacity around the lesion

(9, 10), but also indicates that these cells are the

origin of neurogenesis for regeneration (9Ð11).

Moreover, our results show that reaEGCs are

similar to dEGCs by whole-transcriptome com-

parison. As dEGCs appeared from the earliest

stage of development sampled in our study,

and presumably gave rise to other EGC types

and neurons, they may possess a more plu-

ripotent potential than EGCs in the adult

brain. Therefore, as a consequence of the

absence of dEGCs in adulthood, our data in-

dicate that reaEGCs may originate from non-

dEGC subtypes by reprogramming.

In regard to the cellular origin of reaEGCs,

we identified three EGC subtypes in the VZ of

the adult telencephalonbywhole-transcriptome
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Fig. 5. Comparison of neuro-

genesis between development and

regeneration. (A and B) Spatial

distribution of major cell types in the

dorsal pallium of the left hemisphere

at 15 DPIÐ4 (A) and at St.44, St.54,

St.57, and Juv. (B). (C) Heatmap

displaying the correlation between

different EGC types at 15 DPI and

four developmental stages. (D) Spa-

tial distribution of cell types in the

dorsal pallium of the axolotl left

telencephalon at St.57. Cells poten-

tially involved in the development of

nptxEX are framed by the white line.

Cell types are annotated by colored

cubes on top. (E) Spatially visualized

expression of key markers on the

section shown in (D). (F) RNA

velocity streamline plot showing the

predicted dorsal pallium develop-

ment trajectory in the left hemi-

sphere of the axolotl telencephalon

at St.57. (G and H) RNA velocity

streamline plot showing the pre-

dicted lineage transition trajectory of

dEGC, dNBL, immature nptxEX, and

nptxEX at St.57 (G) and reaEGC,

rIPC1, IMN, and nptxEX at 15 DPI (H).

(I) Left: Heatmap of gene expression

during nptxEX development and

regeneration. Eight distinct groups of

genes were sorted by their dynamic

expression pattern. Right: Line plot

depicting standardized Stereo-seq

signal by fuzzy cluster analysis for

eight groups, with green lines repre-

senting the expression dynamics of

individual genes and the orange line

representing the integrated pattern

of each group of genes at St.57 or

15 DPI. Dev. Up, up-regulated in

development; Dev. Down, down-

regulated in development; Reg. Up,

up-regulated in regeneration; Reg.

Down, down-regulated in regenera-

tion; None, no significant change.

(J) Bar plot exhibiting the

representative Gene Ontology

enrichment pathways of

groups in (I).
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analysis and their spatial distribution. These

EGC subtypes retained expression of neural

stem cell and cell cycle markers, similar to

EGCs and radial glial cells previously identified

in newts and zebrafish, respectively (2, 10). Our

trajectory analysis suggested that reaEGCs

were closer to sfrpEGCs and wntEGCs than

to ribEGCs. Moreover, we showed that sub-

populations of reaEGCs in the medial pallium,

lateral pallium, and VZ not only expressed low

levels of Wnt and Sfrp, but also expressed

transcription factors that regulate glial cell

proliferation and differentiation pathways,

suggesting a direct lineage relationship be-

tween these EGC populations. In addition,

reaEGCs occupied a large area in the VZ of

the injured hemisphere at early regeneration

stages, where wntEGCs or sfrpEGCswere orig-

inally located. Taken together, these findings

indicate that reaEGCs may originate mainly

from local wntEGCs and sfrpEGCs.

However, we still cannot rule out the pos-

sibility that reaEGCs originate from other re-

gions of the axolotl brain and migrate to the

wound site. Althoughwe observed few ribEGCs

at the dorsal pallium, this type of cell retains

active expression of proliferation-related genes.

The possibility remains that some ribEGCs

proliferate and migrate to the wound area,

through which they contribute to the induc-

tion of reaEGCs. VZ-specific labeling and func-

tional perturbation assays will be required if

we are to elucidate how EGCs in different re-

gions function during regeneration.

Our work has redefined EGC subpopula-

tions and revealed their dynamics and roles in

development and regeneration. Injury-induced

regeneration also requires collaborative activ-

ities of cells in different regions, including cells

from the olfactory bulb (4, 9). Therefore,

Stereo-seq data fromother regions of the brain

would help to enable displays of cell activities

at the three-dimensional level and to investi-

gate how cellular and molecular cues are

polarized to direct regeneration.

Methods summary

In brief, the OCT embedded snap-frozen brain

samples from the d/d strain of Ambystoma

mexicanum at different stages of development

and regeneration after dorsal telencephalon

injury were used for making cryosections,

which were then subjected to spatial tran-

scriptomics library construction using Stereo-

seq. Brain damage was generated by removing

a square-shaped (size 0.5 mm × 0.5 mm) piece

of dorsal telencephalon tissue.

Rawsequencingdatawereprocessedusing the

SAW pipeline (https://github.com/BGIResearch/

SAW). High-quality mapped reads were an-

notated and calculated to generate a CID-

containing expression profile matrix by

handleBam (52). To generate the expression

matrix at single-cell resolution by Stereo-seq,

the DNB image was first manually registered

with nucleic acid staining images. The Scikit-

image package was then used to perform

single-cell segmentation after removing back-

ground and computing Euclidean distances

of stained images (53). UMIs from all DNBs in

the same putative single cell were aggregated

per gene and summed to generate a gene ex-

pression matrix for downstream analysis.

Seurat was used for quality control, SCT nor-

malization, dimensionality reduction, cluster-

ing, and identification of marker genes (28).

Sections along the anterior-posterior axis were

integrated by the canonical correlation analy-

sis (CCA) algorithm in the Seurat package.

Telencephalon region definition was achieved

by combining spatially constrained clustering

andmorphological information. Cell type iden-

tification was performed based on known

marker gene sets and verified by in situ hy-

bridization experiments. Newly born neurons

were traced by cumulative BrdU labeling and

immunohistochemistry.

To capture the cell transition trajectories at

the spatial level, the raw count matrix was

established according to the annotated bam

file and Dynamo was used to perform RNA

velocity analysis with unspliced and spliced

RNA transcripts (49, 52). For modeling and

further clarifying different trajectories on

the same section, Monocle2 and Monocle3

were used to perform pseudotime analysis

with selected cell types involved in specific

developmental or regenerative processes (54, 55).

For modeling trajectories across regeneration

stages, RPCA with SCT-normalized data was

used to integrate regeneration-related cell types

across regeneration stages, and Monocle3

analysis was then performed downstream.

See the supplementary materials for fur-

ther details.
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Cell-type profiling in salamanders identifies
innovations in vertebrate forebrain evolution
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INTRODUCTION: During vertebrate evolution,

the first tetrapods transitioning from water to

land were confronted with new environmental

challenges that required adaptive innovations

in the nervous system. These innovations are

exemplified in the six-layered neocortex and

the dorsal ventricular ridge (DVR) of present-

day mammals and sauropsids (reptiles and

birds), respectively. The neocortex and DVR

bear extensive similarities in terms of gene ex-

pression, connectivity, and function and there-

fore were thought to be homologous. However,

recent developmental and adult gene expres-

sion data challenge this view, suggesting that

similarmolecular and functional attributesmay

instead have arisen through convergent evolu-

tion, not a common origin. According to this

alternative view, themammalianneocortex and

sauropsid DVR arose from distinct parts of the

pallium: the neocortex from the expansion of a

simple three-layered cortex in the dorsal pal-

lium of amniote ancestors and the DVR from

an expansion of the ventral pallium.

RATIONALE: If the neocortex and DVR have

separate evolutionary origins, then they may

trace back to distinct pallial regions that ex-

isted in a preamniote ancestor. Amphibians

diverged fromother tetrapods>350millionyears

ago and therefore can provide crucial insights

into the evolutionary history of the tetrapod

brain. The amphibian telencephalon is rela-

tively small and anatomically simple, devoid of

obvious nuclei or layering, thus facilitating

analysis of the entire structure. Using the

salamander Pleurodeles waltl, a species with a

true postmetamorphic adult stage, we inves-

tigated whether amphibian neuron types have

transcriptomic similarity to neurons from the

neocortex or DVR, probed their developmen-

tal trajectories, and characterized broad con-

nectivity patterns.

RESULTS: Using single-cell RNA sequencing

(scRNA-seq), we built a cell-type atlas of the

salamander telencephalon, revealing 47 clus-

ters of glutamatergic neurons and 67 clusters

of GABAergic neurons—a greater degree of

complexity and diversity than anticipated. We

then mapped the expression of marker genes

from select clusters using classic histology

and hybridization chain reaction in situ hy-

bridization in cleared brains. This resulted in a

three-dimensional molecular map of the sala-

mander brain, displaying the distribution of

distinct pallial regions along the mediolateral

and radial axes. To characterize the develop-

mental history of these neurons, we performed

scRNA-seq on the larval P. waltl brain at four

developmental stages. We found distinct de-

velopmental trajectories for each pallial divi-

sion, indicating that distinct genetic programs

specify the salamander dorsal pallium (DP) and

ventral pallium (VP). To compare telencephalic

neuron types across tetrapod species, we used

manifold integration algorithms on scRNA-seq

data from adult salamanders, reptiles (lizards

and turtles), and mammals. The salamander

VP showsmolecular similarity to parts of the

reptilian anterior DVR (aDVR), whereas the

dorsomedial pallia sharemolecular similarities

with neurons from the mammalian hippo-

campus, entorhinal cortex, and subiculum, but

not the neocortex. This indicates that the sala-

mander DP lacks cellular andmolecular char-

acteristics of the mammalian neocortex and

is instead more similar to mammalian cortical

areas intercalated between the neocortex and

hippocampus. Finally, we determinedwhether

these molecular similarities between tetrapod

species are reflected inmesoscale connectivity

patterns. We confirmed that salamander VP

connectivity patterns resemble in part those of

the reptilian aDVR and that components of the

mammalianolfactory-entorhinal-hippocampal

circuit exist in the salamander lateral, dorsal,

and medial pallia.

CONCLUSION: These findings suggest that the

aDVR in sauropsids is composed of at least

two sets of neuron types with distinct evolu-

tionary origins. While one set can be traced

back to a specialized region of the anterior

ventral pallium in the tetrapod ancestor, the

other one is a sauropsid novelty. Additionally,

we propose that pyramidal neuron types in the

mammalian six-layered neocortex are evolu-

tionary novelties that arose by changes in the

gene-regulatory programs specifying ancestral

types. These findings corroborate the hypoth-

esis that the functional similarities of the DVR

and neocortex are the result of convergence in-

stead of homology. The mammalian olfactory-

entorhinal-hippocampal circuit, however, may

trace back to a circuit with a simpler architec-

ture that was already present in the last com-

mon ancestor of tetrapods.▪
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Cell-type profiling in salamanders identifies
innovations in vertebrate forebrain evolution
Jamie Woych1†, Alonso Ortega Gurrola1,2†, Astrid Deryckere1†, Eliza C. B. Jaeger1†, Elias Gumnit1†,

Gianluca Merello1, Jiacheng Gu1, Alberto Joven Araus3, Nicholas D. Leigh4, Maximina Yun5,6,

András Simon3, Maria Antonietta Tosches1*

The evolution of advanced cognition in vertebrates is associated with two independent innovations in the

forebrain: the six-layered neocortex in mammals and the dorsal ventricular ridge (DVR) in sauropsids

(reptiles and birds). How these innovations arose in vertebrate ancestors remains unclear. To

reconstruct forebrain evolution in tetrapods, we built a cell-type atlas of the telencephalon of the

salamander Pleurodeles waltl. Our molecular, developmental, and connectivity data indicate that parts of

the sauropsid DVR trace back to tetrapod ancestors. By contrast, the salamander dorsal pallium is

devoid of cellular and molecular characteristics of the mammalian neocortex yet shares similarities with

the entorhinal cortex and subiculum. Our findings chart the series of innovations that resulted in the

emergence of the mammalian six-layered neocortex and the sauropsid DVR.

T
he transition from water to land was a

pivotal moment in vertebrate history that

exposed the first tetrapods to new envi-

ronmental and cognitive challenges, which

may have accelerated adaptive innova-

tions in the nervous system (1). After the di-

vergence of mammals and sauropsids (reptiles

and birds) ~320million years ago, innovations

in the pallium (i.e., the dorsal telencephalon)

paved theway for advanced cognition. Inmam-

mals, the neocortex, with its characteristic six

layers, evolved from a simpler ancestral cortex

located in the dorsal pallium (2). In sauropsids,

an expansion of the ventral pallium produced

a large set of nuclei called the dorsal ventric-

ular ridge (DVR) (Fig. 1A). Although neocortex

and DVR develop from different parts of the

pallium, they bear extensive similarities in

terms of gene expression, connectivity, and

function (3–5). A model centered on brain con-

nectivity proposes the homology of neocortex

and DVR, implying that differences in neo-

cortex and DVR development and topological

positions arose secondarily (6). Developmen-

tal studies (2) and adult transcriptomics data

(7, 8) challenge this view, suggesting that the

DVR and neocortex have separate evolution-

ary origins in amniote ancestors, and there-

fore similar functions were acquired inde-

pendently. However, the origin of innovations

that led to the DVR and neocortex remains

poorly understood at the molecular and cel-

lular levels.

We reasoned that if neocortex and DVR

have separate origins, then they may trace

back to pallial regions that existed in a pre-

amniote ancestor. Amphibians, which diverged

from other tetrapods ~350 million years ago,

have a seemingly simple telencephalic archi-

tecture that is devoid of obvious layering or

large brain nuclei (Fig. 1B). Both a dorsal and a

ventral pallium exist in amphibians (9), but it

is unclear whether they are related in any way

to neocortex and DVR. Here, we analyzed the

telencephalon of Pleurodeles waltl, a salaman-

der species with a true adult (postmetamor-

phic) stage, to determine the following: (i) Are

there neuron types in the amphibian pallium

with transcriptomic similarity to neocortical

or DVR neurons? (ii); if so, then how do these

neurons develop?; and (iii) do these neurons

display patterns of connectivity similar to neo-

cortex or DVR?

Results

A cell-type atlas of the salamander telencephalon

To build a cell-type atlas of the salamander

telencephalon, we profiled entire brains and

microdissected telencephali of adult P. waltl

(see brain atlas in fig. S1 and movie S1). After

single-cell RNA sequencing (scRNA-seq, 10x

Genomics), readsweremapped on a new long-

read de novo reference transcriptome (see the

materials andmethods). After quality filtering,

we obtained 36,116 single-cell transcriptomes,

performed Louvain clustering, and identified

11 major populations of neuronal and non-

neuronal cells (Fig. 1C and fig. S2).

We annotated clusters of differentiated neu-

rons, immature neurons, ependymoglial cells,

microglia, oligodendrocytes, oligodendrocyte

precursors, and other non-neuronal cells based

on well-established marker genes (Fig. 1D and

fig. S2C). Differentiated neurons (29,294 cells),

identified by the expression of pan-neuronal

markers such as Snap25, Syt1, andRbfox3 (i.e.,

NeuN), were subclustered to classify neuron

types. This revealed 47 clusters of glutamater-

gic neurons and 67 clusters of g-aminobutyric

acid–releasing (GABAergic) neurons, which we

annotated on the basis of marker genes with

conserved expression across species, in situ

hybridization for cluster-specific markers,

and existing amphibian literature [reviewed

in (10, 11)] (Fig. 1, E and F, and figs. S3 to S8).

In the salamander telencephalon, hierarchi-

cal clustering revealed four distinct groups

of glutamatergic clusters (fig. S4A). One ex-

pressed Neurod2 and Slc17a7 (Vglut1) at high

levels, and we named this group “cortical pal-

lium” for its molecular similarity to the cere-

bral cortex of mammals and reptiles (12, 13).

The remaining groups included olfactory bulb

(OB) mitral and tufted cells expressing the

transcription factor Tbx21 (14), amygdala neu-

rons expressing lower levels of Slc17a7 and

Neurod2 and high levels of Slc17a6 (Vglut2),

and glutamatergic neurons in the septum ex-

pressing Slc17a6, Zic2, and Isl1 (Fig. 1, E and F,

and fig. S4A).

Telencephalic GABAergic neurons express

markers of the subpallium, such asDlx5,Gad1,

and Gad2. We found that the amphibian sub-

pallium includes not only neurons from lateral

and medial ganglionic eminences (LGE and

MGE, respectively), as previously shown (15, 16),

but also from the caudal ganglionic eminence

(CGE). We identified several types of striatal

and septal neurons, nucleus accumbens, bed

nucleus of the stria terminalis, and diagonal

band neurons, as well as OB LGE-derived

GABAergic interneurons (figs. S4A and S5, A

to E). Telencephalic GABAergic interneurons,

scattered throughout the pallium, included

MGE- and CGE-derived cells (fig. S5F). These

data indicate that despite its anatomical sim-

plicity, the amphibian telencephalon harbors

a greater degree of cell-type diversity than

anticipated.

Spatial distribution of pallial glutamatergic neurons

The literature indicates that the amphibian

pallium is organized along the mediolateral

axis in four regions called the medial, dorsal,

lateral, and ventral pallium (MP, DP, LP, and

VP, respectively) (9, 17), but precise bounda-

ries and further subdivisions are a matter of

dispute (18, 19) (see the supplementary text

for a discussion about nomenclature). To

clarify the organization of the amphibian

telencephalon including the pallium, we asso-

ciated clusters from scRNA-seq to their spatial
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origin and built a transcriptomics-based map

of the telencephalon in P. waltl.

Hierarchical clustering of average cluster

expression profiles indicates a clear distinc-

tion between cortical pallium and amygdala

and the existence of four groups of cortical

pallium clusters (Fig. 2, A and B, and fig. S4,

A and B). As shown by in situ hybridization

for specific marker genes (Fig. 2C), the four

groups largely correspond to MP, DP, LP, and

VP. In mid-telencephalic sections, the MP,

which is comparable to the hippocampus in its

position and connectivity, expresses hippocam-

pal transcription factors such as Fezf2, Lhx9,

Zbtb20, andEtv1 (7, 20). TheDP, anatomically

distinct from the MP, expresses low levels of

MPmarkers but high levels of Etv1. The LP, a

narrow band of densely packed neurons, ex-

presses Lhx2, Satb1, Rorb, and Reln, markers

of olfactory-recipient cells in the mammalian

piriform cortex (semilunar cells) (21). Most of

the VP expresses the transcription factor Sox6

and is molecularly diverse, which is consistent

with its anatomical heterogeneity (9, 22). Sub-

divisions of VP include a Nos1-negative ante-

rior VP (VPa) and aNos1
+
posterior VP (VPp)

[see also (16)]. Along the anterior-posterior
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Fig. 1. Neuronal diversity in the P. waltl tele-

ncephalon. (A) Schematic highlighting the phylo-

genetic position of amphibians, the mammalian

neocortex, and the reptilian DVR. (B) Left:

schematic of the P. waltl brain (dorsal view).

Dotted line indicates the section plane for the

coronal slice on the right. (C) Uniform Manifold

Approximation and Projection (UMAP) plot of

36,116 salamander single-cell transcriptomes;

colors indicate cell classes. (D) Dotplot showing

the expression of marker genes used to annotate

the telencephalic dataset in (C). (E) UMAP plot of

29,294 single-cell transcriptomes of salamander

neurons; colors indicate major brain regions.

(F) UMAP plots showing expression of key

markers of glutamatergic and GABAergic neurons

in the neuronal dataset. A, anterior; aOB,

accessory OB; D, dorsal; EG, ependymoglia; GLU,

glutamatergic; ImN, immature neurons; MG,

microglia; MYA, million years ago; OEC, olfactory

ensheathing cells; Olig, oligodendrocytes; OPC,

oligodendrocyte precursor cells; OT, optic tectum;

P, posterior; PVM, perivascular macrophages; TE,

telencephalic; V, ventral; VC, vascular cell.
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axis, Slc17a6 is expressed only in themost ven-

tral portion of the VP, suggesting the existence

of further diversity along the mediolateral axis;

Slc17a6 is expressed at higher levels in the ad-

jacent amygdala, as described in (23) (figs. S6

to S8 and movies S2 and S3). In addition to

these subdivisions of VP, we found expres-

sion of Sox6, Znf536, and Grm3 in an anterior

pallial region, which is not continuouswith VP

but instead is nested between the OB and the

septum and corresponds to the amphibian

postolfactory eminence (POE) (24, 25).

A closer look at Nts, a marker expressed at

high levels in two clusters (Fig. 2B), revealed

differential expression along the radial axis.

Visualization of Nts expression in tandem with

genes expressed in cells closer to the ventricle

(e.g., Etv1 in MP/DP) demonstrates that Nts

demarcates a discrete, superficial layer of the

pallium (Fig. 2D and fig. S6H). These results

suggest that the amphibian pallium contains

at least two separate layers of distinct neu-

ron types.

To resolve the three-dimensional (3D) orga-

nization of the pallium, we exploited the rela-

tively small size of the salamander brain to

combine whole-mount hybridization chain re-

action (HCR) in situ hybridization, brain clear-

ing [immunolabeling-enabled 3D imaging of

solvent-clearedorgans (iDISCO)], and light-sheet
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Fig. 2. Spatial mapping of pallial neurons in P. waltl. (A) UMAP plot of clusters

from cortical pallium and amygdala, annotated by the inferred pallial region. TEGLU,

telencephalic glutamatergic. (B) Dotplot showing the expression of key marker

genes defining distinct pallial regions. Arrows indicate the genes shown in (C) to (E).

(C) Left to right: schematic of a coronal section at the mid-telencephalic level;

expression of Gad1, a marker of the subpallium, and of transcription factors labeling

distinct pallial regions along the mediolateral axis. Scale bars: 200 mm. (D) Expression

of Nts and Etv1 in layers, boxed areas indicate magnifications on the right. Scale

bars in right panels: 50 mm. (E) Left: schematics of dorsal and lateral surfaces of

the salamander telencephalon. Right: dorsal and lateral views of whole-mount

immunohistochemistry or HCR stainings for telencephalic markers. Panels show

maximum intensity projections of brains after clearing and volumetric light-sheet

imaging. Scale bars: 500 mm. See methods for specifics on SATB1 antibody.

Amy, amygdala; for a full list of abbreviations, see fig. S1.
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imaging, creating a 3D molecular map (Fig.

2E, fig. S7, and movies S2 and S3). This re-

vealed that the cortical pallium is organized

in adjacent longitudinal stripes running the

length of the telencephalic vesicle (Fig. 2E).

For example, the LP extends from the most

rostral tip of the pallium, where it contacts the

mainOB (mOB) and the POE, to the caudal tip

of the telencephalon. The amygdala is local-

ized caudally and is demarcated by the ex-

pression of Slc17a6 andNr2f2 and the absence

of Sox6 (Fig. 2E, figs. S7 and S8, and movies

S2 and S3). Together, these data represent a

transcriptomics-based map of the amphibian

pallium and support the existence of distinct

regions along themediolateral axis and distinct

layers along the radial axis.

Developmental trajectories of DP and VP

Howregions of the amphibianpalliumcompare

with distinct regions of the mammalian and

sauropsid pallium, including the hippocam-

pus, olfactory cortex, and amygdala, remains

debated (10, 26, 27). Current models postulate

that pallial regions are homologous when they

develop from homologous progenitor domains

(17, 28, 29). To trace the developmental history

of P. waltl pallial neuron types, we collected

scRNA-seq data from stage 36, 41, 46, and

50 larvae (Fig. 3, A and B, and fig. S9A) [see also

(30)]. After unsupervised clustering, we identi-

fied radial glia and telencephalic glutamater-

gic and GABAergic developing neurons (Fig. 3,

C and D, and fig. S9, B and C). To assign devel-

opingneurons to their terminal fate in the adult

telencephalon, we mapped adult scRNA-seq

data on developmental data using the Seurat

label-transfer algorithm (see thematerials and

methods) (31). This showed that our larval data-

set included differentiating neurons from all

major pallial and subpallial subdivisions (Fig.

3C and fig. S9C). We then inferred develop-

mental trajectories for differentiation into OB

mitral and tufted cells, amygdala, VP, LP, DP,

and MP with Slingshot (32) (Fig. 3E). After re-

ordering cells according to their pseudotime

score, we compared gene expression along the

DP and VP trajectories (fig. S9D). Transcription

factors up-regulated along the dorsal trajectory

included Lhx2, Sox8, and Nfix. Transcription

factors up-regulated along the ventral trajectory

included Pbx3 and Sox6, which are also ex-

pressed in thedevelopingmouse ventral pallium

(33) (Fig. 3, F and G). This indicates that neu-

rons in the DP and VP are specified by distinct

gene-regulatory cascades, possibly controlled

by medialwnt signaling and ventrolateralwnt

antagonists (29). This analysis thus highlights

clear differences in the specification of sala-

mander DP and VP neurons, demonstrating

that the distinct DP and VP clusters identified

in the adult data have their own developmental

programs that rely on evolutionarily conserved

transcription factor networks.

Comparison of salamander VP and reptilian

anterior DVR

To identify neuron types with similar gene ex-

pression profiles in salamanders, reptiles, and

mammals, we compared scRNA-seq datasets

using manifold integration algorithms. We

compared several data integration algorithms

(fig. S11 and supplementary text) and pre-

sent here the results obtained using Seurat,

an algorithm based on the identification of

mutual nearest neighbors across single-cell

datasets (see the materials and methods) (31).

For consistency and to facilitate data analysis,

we limited data integration to single cells sam-

pled from the same brain regions. We inte-

grated our salamander dataset with data from

the telencephalon of the agamid lizard Pogona

vitticeps (34, 35) and from the pallium of the

red-eared slider turtleTrachemys scripta [which

also includes cells from the neighboring sub-

pallium (7)]. Clustering of the Seurat inte-

grated data yielded 65 clusters, which we refer

to as integrated clusters. Results from the

Seurat integration were largely recapitulated

by using alternative parameters in the inte-

gration pipeline, as well as alternative integra-

tion algorithms (Harmony, SAMap, and scVI;

see the supplementary text and figs. S11 and

S12). Hierarchical clustering of average gene

expression in integrated clusters produced a

cross-species taxonomy of telencephalic neu-

ron types (Fig. 4, A to C, and fig. S13).

This kind of analysis is built on molecular

similarities of cells that result from either ho-

mology or the convergent use of the same ef-

fector genes. Here, we observed co-clustering

of salamander and reptilian cells from pallial

regions that are considered homologous on

the basis of independent criteria such as their

relative position in the pallium (2, 17). For ex-

ample, we found co-clustering of salamander

MP and the reptilian medial cortex and of

salamander LP and the reptilian lateral cortex.

The salamander pallial amygdala (23) and rep-

tilian posterior DVR (pDVR), putative homo-

logs of the mammalian pallial amygdala (36),

also co-clustered (Fig. 4D and fig. S13). For its

position in the pallium and its connectivity,

the amphibian VP is a putative homolog of the

reptilian ventrolateral pallium, including the

anterior DVR (aDVR) (37). We found that rep-

tilian aDVR and salamander VP neurons

co-clustered in two distinct neighborhoods,

segregating into a total of six clusters (3, 13,

31, 58, 17, and 30). Integrated cluster 13 in-

cluded salamander cells from the VPa/VPp

and turtle and lizard cells from the centro-

medial aDVR, an area heavily connected with

the hypothalamus (Fig. 4E) (7, 37) Integrated

cluster 3, in the same neighborhood, included

more cells from the lizard and turtle centro-

medial aDVR. Turtle, lizard, and salamander

cells in clusters 13 and 3 shared expression of

several transcription factors, including Tbr1,

Nr2f2,Nr2f1, and Lmo3 (Fig. 4F), supporting

the hypothesis that centromedial aDVR and

VP have a shared evolutionary history.

In the second neighborhood, we found cells

from the rostral part of the turtle and lizard

aDVR (integrated clusters 17 and 30) and from

the salamander POE (integrated clusters 58

and 17). The rostral aDVR is an area receiving

sensory inputs (visual, somatosensory, and

auditory) relayed by the thalamus (7, 37, 38)

and expresses the transcription factors Rorb

and Satb1 at high levels (7), as well as specific

effector genes such as the glutamate receptor

Grm3 and the potassium channel Kcnh5 (Fig.

4, E and F). The salamander POE is a pallial

region primarily involved in olfaction, as sug-

gested by its proximity to and inputs from the

OB (24, 25). In P. waltl, we found that Rorb

and Satb1 are coexpressed in POE (weakly)

and LP, both pallial regions with prominent

olfactory inputs, but not in the VPa/VPp (Fig.

4, F and G). Furthermore, other transcription

factors with specific expression in the sala-

mander POE are not expressed in the lizard

or in the turtle rostral aDVR (fig. S14), indicat-

ing that the co-clustering of neurons from

these regions is driven by effector genes. The

lack of transcription factor conservation be-

tween these cell types may indicate con-

vergent use of effector genes, because only

transcription factors are believed to form core

regulatory complexes that track cell types as

evolutionary units (39). These results indicate

that the salamander ventrolateral pallium com-

prises neuron types with molecular similar-

ity to reptilian lateral cortex and centromedial

aDVR. Furthermore, they suggest that the

sensory-recipient neurons in the rostral aDVR

may have evolved by recruiting effector genes

involved in sensory processing in other pal-

lial areas.

Molecular innovations in dorsal cortex

and neocortex

To extend our molecular comparisons to mam-

mals, we computed gene expression correla-

tions between each salamander telencephalic

cluster with digitized in situ hybridization

data from the Allen Adult Mouse Brain Atlas

(40) (Fig. 5A), which confirmed the molecular

similarity of salamander subpallial regions

with their mouse counterparts. Results for

the pallium were more ambiguous. For exam-

ple, salamander LP clusters correlated with

hippocampus, neocortex, piriform cortex, and

lateral amygdala; pallial amygdala clusters

correlated with the entire mouse pallial amyg-

dala and piriform cortex; and VP clusters cor-

related withmouse piriform cortex and lateral

amygdala (Fig. 5A). This is consistent with the

observation that VP expresses transcription fac-

tors with specific or enriched expression in

the mouse piriform cortex, such as Znf536

and Tshz2 (Fig. 2B and fig. S8) (40, 41). Using
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Fig. 3. Developmental trajectories in the P. waltl telencephalon. (A) Overview

of telencephalic development in P. waltl. Right: coronal sections through the

telencephalon showing SOX2+ radial glia and interneurons and NEUN+ differentiated

neurons. Scale bars, 100 mm. (B) UMAP plots of 20,261 telencephalic cells

colored by developmental stage (left) and cell cycle score (right). (C) UMAP plot

of the developing telencephalon, colored according to cell classes after label

transfer from the adult dataset. (D) UMAP plots colored by the expression of

Gfap (radial glia), Snap25 (differentiated neurons), Ascl1 and Neurog2
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abbreviations, see figs. S1 and S3.
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an alternative approach in which we mapped

scRNA-seq data from the mouse telencepha-

lon (42, 43) on our salamander single-cell

dataset (see the materials and methods), we

also found correspondence between the sub-

pallial and hippocampal regions. However,

using this method, mouse cortical pyramidal

types could not be mapped to single sala-

mander clusters, suggesting a high degree of

transcriptional divergence (fig. S15).

We reasoned that the integration of scRNA-

seq data was better suited for the identifica-

tionofhigh-level similarities amongsalamander,

reptilian, and mouse neuron types than map-

ping approaches. However, complete scRNA-

seq data from the entire telencephalon of a

mammal are not yet available. In light of our

results on development, we decided to focus

on the derivatives of the dorsomedial pallium,

which in mammals ranges from the hippo-

campusmedially to the insular and entorhinal

cortices laterally; complete mouse data are

available for all of these cortical areas (43)

(Fig. 5B). Telencephalic interneurons (44) were

also included in this analysis. Salamander

GABAergic interneurons co-clustered with

amniote MGE-derived (Pvalb and Sst) and

CGE-derived (Lamp5, Sncg, and Vip) interneu-

ron classes (Fig. 5C and fig. S15B), indicating

that these interneuron classes trace back to

tetrapod ancestors. At deeper levels of inter-

neuron classification, we found interneuron

types conserved in tetrapods, such as long-

range projecting Sst Chodl neurons (cluster 13),

and mammalian-specific types, such as Pvalb

Vipr2 Chandelier cells (cluster 50) (Fig. 5C).

Lamp5 interneurons included a nonmamma-

lian subclass (cluster 34), a conserved subclass

(cluster 17, Lamp5 Ndnf neurogliaform cells in

mouse), and a mouse-specific subclass (cluster

49, Lamp5 Lhx6 cells) (45). The transcription

factors that differentiate between mammalian

Lamp5 Ndnf and Lamp5 Lhx6 interneurons

are coexpressed in nonmammalian Lamp5

cells (cluster 34), suggesting that amniote

or mammalian-specific Lamp5 types evolved

by diversification of ancestral Lamp5 inter-

neurons (Fig. 5D).
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Fig. 4. Salamander and reptile telencephalon cross-species comparison.

(A) UMAP plot after integration of scRNA-seq data from the salamander and

lizard telencephalon and from the turtle pallium. Dot colors indicate species mixture in

each integrated cluster (gray represents an equal proportion of cells from each

species). Dot size indicates the number of cells in each cluster. (B) UMAP plots

of the integrated dataset showing cells from each species highlighted in black.

(C) Hierarchical clustering of average expression profiles of the integrated clusters

shown in (A). (D) UMAP plot of the glutamatergic clusters from the integrated dataset

colored by pallial region. (E) Top: ventrolateral portion of the dendrogram in (C), with

branches colored by species mixture. Bottom: percentage of cells from the original

species-specific clusters (rows) in the integrated clusters (columns). (F) Dotplot

showing the expression of molecular markers in aDVR or VP in the integrated clusters,

with cells from each integrated cluster split by species: L, lizard; S, salamander;

and T, turtle. (G) Top: schematic of a coronal section at the mid-telencephalic level in

the P. waltl brain. Bottom: presence of SATB1 and expression of Rorb in the

salamander LP and VP. Scale bars, 100 mm.
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Fig. 5. Salamander, reptile, and mouse cross-species comparison. (A) Correla-

tions of the transcriptome of selected P. waltl clusters with in situ hybridization

data from the Allen Adult Mouse Brain Atlas. Correlation max is 0.3 for

TEGABA33 and 0.2 for all others. (B) Integration of scRNA-seq data from the

salamander MP and DP, the turtle and lizard (“reptile”) medial and dorsal cortex,

and the mouse hippocampus and cortex. Left: UMAP of the integrated data

with dots colored by species mixture; dot size indicates cluster size. Right:

UMAP plots of the integrated dataset showing cells from each species

highlighted in black. (C) Top: hierarchical clustering of average expression

profiles of integrated GABAergic clusters; branches are colored by species

mixture (gray represents an equal proportion of cells from each species).

Bottom: percentage of cells from the original species-specific clusters (rows)

in the integrated clusters (columns). (D) Dotplot showing the expression

of differentiation markers and of transcription factors (TFs) in Lamp5

interneurons (integrated clusters 34, 17, and 49). Cells from each integrated

cluster are split by species: L, lizard; M, mouse; S, salamander; and T, turtle.

(E) Top: Hierarchical clustering of the average expression profiles of integrated
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percentage of mouse cells in each integrated cluster (columns); mouse cells are

grouped by projection identity (rows). Integrated clusters including selected
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IT, intratelencephalic; PT, pyramidal tract; ProS, prosubiculum; PPP, pre-,
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In the cross-species taxonomy of glutama-

tergic neurons, major splits corresponded to

neurons with distinct projection identities in

mouse: intratelencephalic neurons, extra-

telencephalic neurons (including L5 pyramidal

tract neurons), and corticothalamic neurons

(Fig. 5E and fig. S16). Several integrated clus-

ters included neurons from mouse only, indi-

cating a greater diversity of mouse pyramidal

types. These results were largely recapitulated

by integration analyses with different algo-

rithms (fig. S17). Among the mouse-specific

clusters, we identified neocortical corticotha-

lamic and L5 pyramidal tract neurons, indicat-

ing that these neuron types have unique gene

expression profiles and suggesting that they

are mammalian innovations (46). Consistent

with this, the transcription factor combina-

torial codes that specify these types are not

found in either the turtle dorsal cortex (7) or

the P. waltl DP (fig. S16B). In Fig. 5F, we plot

the same integrated clusters reordered by

mouse cortical region and the proportions

of salamander DP and turtle dorsal cortex

neurons within these clusters. Most salaman-

der MP and DP neurons co-clustered with

mammalian neurons from the hippocampus,

entorhinal cortex, and subiculum (Fig. 5, F to

H, and fig. S16A). The same pattern was ob-

served for neuron types from the reptilian

cortex, but with one exception: Reptiles also

have neurons that co-cluster with the neocor-

tical thalamorecipient L4 intratelencephalic

neurons (Fig. 5F). The analysis of transcription

factor expression points to key differences that

may underlie the diversity of pyramidal neu-

rons in tetrapods. Some of the transcription

factors instructing neuronal identity in the

reptilian dorsal cortex and mammalian neo-

cortex, such as Satb2 andRorb (47, 48), are not

expressed at all in the salamander DP (Fig. 2B

and fig. S16B). In other cases, there are dif-

ferences in transcription factor combinatorial

codes. For example, we find that mouse L5

pyramidal tract neurons (cluster 30) are grouped

together with L5 neurons from the pre-, para-,

and postsubiculum (cluster 38) andwith other

neurons from the prosubiculum and subicu-

lum (clusters 32 and 12). Cluster 12 also in-

cludes neuron types from the salamander DP

and the reptilian dorsal cortex. All of these

neurons share expression of the transcription

factors Bcl11b and Sox5 but differ for the ex-

pression of others (Fig. 5I), supporting the

concept that neuronal diversity evolves through

changes of transcription factor regulatory pro-

grams. This analysis indicates that the sala-

mander DP lacks the cellular and molecular

characteristics of the mammalian neocortex,

and that DP neuron types are molecularly

more similar to pyramidal neurons in the

mammalian cortical areas intercalated be-

tween neocortex and hippocampus (13).

Similarities and innovations in vertebrate

telencephalic connectivity

The results of our comparative analysis prompted

us to investigate whether neuron types with

similar transcriptomes have similar connec-

tivity across species. Expanding on previous

findings in salamanders [reviewed in (26)],

we conducted retrograde tracing experiments

in adult P. waltl. We confirmed that both

anterior and posterior VP regions project

to the putative ventromedial hypothalamus

homolog (49) (fig. S18A). The anterior VP re-

ceives afferents from mOB, LP, and DP (Fig.

6A and fig. S19), suggesting a function in ol-

factory processing. Consistent with previous

findings (22), VPa also sparsely receives pro-

jections from the central thalamus (Fig. 6A).

The central thalamus expresses Slc17a6 and

Calb2 and relays multimodal inputs to the

telencephalon. Therefore, it is considered the

amphibian homolog of amniote first-order sen-

sory nuclei (50). In reptiles, the aDVR receives

inputs from the dorsal cortex, but not from

olfactory areas, and is organized in subregions

innervated by thalamic visual, auditory, and

somatosensory nuclei (4, 37, 51, 52). Although

sensory inputs are processed separately by

modality in the aDVR, there is no indication

that this is the case in the salamander VP.

Projections to the aDVR also include the stri-

atum, the pDVR, and the ventromedial hy-

pothalamus (4, 37, 53). The molecular and

connectivity data suggest that reptilian aDVR

neurons might have evolved from olfactory-

recipient VP neurons that lost their con-

nections to the olfactory system and became

specialized in the processing of sensory inputs

relayed by the thalamus (Fig. 6D and fig. S19B).

We also compared patterns of pallial con-

nectivity in P. waltlwithmammalian olfactory-

entorhinal-hippocampal circuits. In mammals,

the primary input to the hippocampal forma-

tion is the entorhinal cortex, which includes

a lateral region strongly connected to olfactory

areas and a medial region that processes spa-

tial and contextual information (54). The su-

biculum is the primary output region of the

hippocampus. Motivated by our molecular

data (Fig. 5), we investigated whether the con-

nections between salamander MP and DP are

broadly analogous to the connections of mam-

malian hippocampus, entorhinal cortex, and

subiculum, as suggested by previous literature

(9, 22, 26). Retrograde tracer injections con-

firmed that MP and DP are reciprocally con-

nected (Fig. 6B and fig. S19, A and E). MP and

DP also receive direct projections from the

Satb1
+
/Reln

+
LP region, an area that receives

strong mOB inputs; the lateral olfactory tract

runs along this region (24) (Fig. 6B and figs.

S18C and S19E). Thus, LP neurons are similar

to mammalian semilunar cells in the piriform

cortex and fan cells in the entorhinal cortex

(layer 2), both for theirmolecular profile [Satb1,

Reln, Lhx2, and Tbr1; Fig. 2 and (21)] and their

connectivity (direct inputs from the mOB and

projections to the hippocampus). These find-

ings suggest that components of mammalian

olfactory-entorhinal-hippocampal circuits may

trace back to tetrapod ancestors (Fig. 6D and

fig. S19C).

Discussion

Our molecular data show that despite its an-

atomical simplicity, the salamander telence-

phalon harbors a complex repertoire of neuron

types. The combined analysis of their molec-

ular identity, development, and connectivity

clarifies the evolution of two innovations in

amniotes: the sauropsid aDVR and the mam-

malian neocortex.

The comparison of the reptilian aDVR and

the salamander VP reveals similar and species-

specific neuron types. The molecular similar-

ities of salamander VPa/VPp neurons and

neurons in the centromedial aDVR, together

with the origin of these cells from a ventral pal-

lium progenitor domain (distinct from the dor-

sal pallium) and the partial similarities of their

connectivity (e.g., connections with the hypo-

thalamus), suggest that the amphibian VPa/

VPp and parts of the reptilian aDVR descend

from a common set of neurons in tetrapod an-

cestors. We also identified reptilian-specific

aDVR neurons that do not co-cluster with sala-

mander VP neurons. These rostral aDVR neu-

rons express aunique set of transcription factors

(Rorb and Satb1) and receive thalamic inputs

segregated by sensorymodality (visual, somato-

sensory, and auditory, but not olfactory) (38).

In light of this, we propose that neuron types in

the aDVR that are specialized in processing sen-

sory inputs relayed by the thalamus are an evo-

lutionary innovation in the sauropsid lineage.

The homologs of these ventral pallium

neurons inmammals remain ambiguous. Con-

nectivity data point to similarities of the sala-

manderVPa, aDVR, and themammalian lateral

amygdala, a region that receives sensory inputs

relayedby the thalamus (37) and expresses some

Woych et al., Science 377, eabp9186 (2022) 2 September 2022 8 of 11

para-, and postsubiculum; SUB, subiculum. (F) Top: percentage of mouse cells in

each integrated cluster (columns); mouse cells are grouped by cortical area

(rows) and columns are reordered by cortical area. Bottom: percentage of

salamander DP cells and turtle dorsal cortex cells (rows) in each integrated

cluster (columns). (G and H) Magnification of part of the UMAP in (B) showing

cells in cluster 10 (G) or cluster 12 (H) colored by species. (I) Dotplot showing

the expression of differentiation markers and transcription factors in integrated

clusters 12, 38, 30, and 32 split by species.
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marker genes found in VPa and aDVR, such as

Rorb (7, 26, 55). However, molecular data also

indicate similarities of the salamander VPa,

bird HVC [part of aDVR (8)], and mamma-

lian piriform cortex (21) (Fig. 5A). A kinship of

VPa and aDVR with parts of the mammalian

piriform cortex is not surprising given that the

aDVR and the sauropsid olfactory cortex de-

velop sequentially from the same embryonic

progenitors (56). Further molecular and devel-

opmental studies on the mammalian piriform

cortex and pallial amygdala, the cellular diver-

sity of which remains poorly explored, are

needed to clarify their evolutionary relation-

ships with aDVR and VPa.

Our data shed light on the nature of the

amphibian DP. This region is molecularly dis-

tinct from the MP but does not express many

of the markers that define the reptilian dorsal

cortex, the area typically compared to the

mammalian neocortex for its position, molec-

ular makeup, and connectivity. Our cross-

species analysis shows that salamander DP

and several reptilian dorsal cortex neurons

co-cluster with neurons of the mammalian

subiculum and entorhinal cortex. The input-

output connectivity of the salamander DP

suggests that these molecular similarities may

correspond in part to conserved circuit motifs.

The Reln-expressing neurons in the LP occupy

a peculiar position in this circuit, analogous to

Reln neurons in the reptilian olfactory cortex

andmammalian piriform (semilunar cells) and

entorhinal cortex (fan cells) (21, 57). We suggest

that mammalian piriform and entorhinal Reln-

expressing cells are serial homologs [as sister

cell types (58)], with the implication that neu-

ron types in layer 2 and in deeper layers of

entorhinal cortex may have two distinct evo-

lutionary origins from the lateral and the dorsal

pallium of a tetrapod ancestor, respectively

(20, 59). This scenario can be testedwithmolec-

ular data from themammalian piriform cortex.

In sum, our findings chart the series of in-

novations that resulted in the emergence of a

six-layered neocortex in mammals (Figs. 5

and 6D).We propose that neocortical L4Rorb-

expressing neurons receiving sensory inputs

from the thalamus evolved first, either in am-

niote ancestors [if salamanders retained the

tetrapod ancestral state (27, 60)] or in earlier
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Fig. 6. Connectivity of the P. waltl pallium. (A to C) Left: injection sites of

the retrograde tracer biotinylated dextran amine (BDA). Scale bars, 200 mm.

BDA (3 kD) was injected into the VPa (n = 4) (A), MP (n = 2) (B), and LPa (n = 2)

(C). Right: magnification of injection site with immunostaining or HCR in situ

hybridization of relevant molecular markers. Scale bars, 50 mm. (Ai, Aii, Aiii, Bi,

Bii, and Ci) Left: representative coronal sections in which retrogradely labeled

cells were identified with immunostaining or HCR in situ hybridization of relevant

molecular markers when applicable. Right: magnification of retrogradely
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schematic representation of amphibian, reptile, and mammalian brains.
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vertebrate ancestors [with secondary loss in

salamanders or amphibians (61)]. Neocortical

corticothalamic neurons (L6) and pyramidal

tract neurons (L5B) emerged later, inmamma-

lian ancestors (46). Expansion of the neocortex

led to functional innovations, such as the tran-

sition from distributed to columnar informa-

tion processing (62) and the direct top-down

control of locomotion (46). How thesemolecu-

lar and cellular novelties supported such func-

tional innovations within sensory-associative

pallial regions remains to be explored.

Methods summary

Animals

Adult P. waltl salamanders were obtained from

breeding colonies established at Columbia Uni-

versity and Karolinska Institute. All experi-

ments were conducted in accordance with the

National Institutes of Health (NIH) guidelines

and Columbia University institutional animal

care and use committee policies governing ani-

mal use and welfare.

scRNA-seq library preparation

Telencephali were dissociated fromeither adult

or larval salamanders and prepared for scRNA-

seq using 10XGenomics ChromiumNext GEM

Single Cell 3′Kit v3.1. Sequenced libraries were

aligned to a P. waltl reference transcriptome

(see the supplementarymaterials andmethods

for details).

Analysis of scRNA-seq data

After quality filtering, scRNA-seq datasets were

clustered and analyzed using the R package

Seurat. For the adult data, high-level neuronal

and non-neuronal clusters were first identi-

fied. Then, the neuronal dataset was subsetted

and re-clustered to identify subclusters. Final

clusters were annotated on the basis of the

expression of established marker genes.

The quality-filtered developmental datawere

merged into a single object, and non-neuronal

cells were filtered out. These data were re-

gressed for cell cycle score, in addition to RNA

count, stage, and percentage of mitochondrial

genes, before cluster annotation.

Cross-species comparisons of

transcriptomics data

Using Seurat’s integration pipeline, we gen-

erated two integrated datasets using scRNA-

seq data from the turtle pallium (7), the lizard

telencephalon (35), and the mouse cortex and

hippocampal formation (43). Average cluster

expression profiles were computed, distances

were computed as 1 – cor(x) (Spearman cor-

relation), and this distance matrix was used

for hierarchical clustering with the Ward.D2

method to generate dendrograms (Figs. 4 and

5). Dendrograms were color-coded according

to the proportion of each species’ cells in the

integrated cluster. Additional annotation of the

integrated clusters was performed by analyz-

ing the identities of each species’ cells that

were contained in each integrated cluster (see

the supplementary materials and methods

for details).

Trajectory inference

Trajectories were calculated using Slingshot

to end points defined by label transfer against

adult neurons. Genes that define the dorsal

and ventral trajectories were calculated using

Seurat’s FindMarkers function. Pseudotime

values provided by Slingshot were used to

generate heatmaps of differentially expressed

genes along each trajectory.

Immunohistochemistry and colorimetric and

fluorescence in situ hybridization

Immunohistochemistry and colorimetric in situ

hybridization were performed on floating sec-

tions of the adult brain or frozen sections of

larval brains following standard protocols.

The hybridization chain reaction protocol from

Molecular Instruments was implemented and

combined with iDISCO tissue clearing and

light sheet imaging to generate 2D and 3D

representations of gene expression (see the

supplementary materials and methods for

details).

Axonal tracing

Dextran amine tracer injectionswere performed

ex vivo and brains were incubated for 24 to

48 hours. The tracer injection site and retro-

gradely or anterogradely labeled cells were

visualized on floating sections and annotated

using co-staining for known molecular mark-

ers and anatomical landmarks (see the supple-

mentary materials and methods for details).
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INTRODUCTION: Patients with Down syndrome

(DS), a frequent condition (1 per 800 live births)

caused by trisomy of chromosome 21, display a

variety of characteristics, including cognitive

decline due to an early-onset Alzheimer-like

disease along with myelination defects in

adulthood, impaired olfaction starting before

puberty, and subfertility. No viable treatment

exists for the cognitive and olfactory deficits

seen in DS patients.

RATIONALE: Gonadotropin-releasing hormone

(GnRH), which is secreted in a pulsatile fash-

ion by specialized hypothalamic neurons, is the

master molecule that controls reproduction in

all mammals. In humans, altered GnRH secre-

tion leads to Kallmann syndrome, whichmani-

fests with olfactory defects, gonadal immaturity,

and infertility. Hypothalamic GnRH-expressing

neurons also project to extrahypothalamic areas,

including those involved in intellectual func-

tions. We therefore asked whether the progres-

sive deficits observed in DS bore any temporal

correlation to the maturation of the GnRH

system; what alterations to this process, if

any, could be observed in the brain of animal

models of DS; and whether these alterations

could be therapeutically reversed in adulthood.

RESULTS: We first further characterized a

trisomic mouse model of DS that triplicates

regions analogous to human chromosome 21

(Ts65Dn mice) and displays subfertility and

progressive cognitive and olfactory impair-

ments similar to that of DS patients. These

nonreproductive neurological symptoms closely

paralleled a postpubertal loss of GnRH neurons

and fibers in the hypothalamus as well as in

extrahypothalamic regions, which is reflected

by changes in the levels and pattern of release of

the gonadotropin luteinizing hormone (LH) in

the blood. The decreased GnRH expression in

adult mice was accompanied by an imbalance

in a complex network of microRNAs (several of

which occur on the trisomic region) and regu-

latory factors that constitute a “switch” that

controls GnRH expression and GnRH neuron

maturation in the hypothalamus, starting dur-

ing the infantile period or “minipuberty.” In-

deed, we observed that elements of this switch

were dysregulated as far back as the mini-

pubertal period, well before the appearance

of cognitive or olfactory deficits. Additionally,

this altered expression ofmicroRNAs and tran-

scription factors in the hypothalamus appeared

to result in the altered expression of a number

of target genes, including several involved in

myelination and synaptic transmission, both

in the hypothalamus itself and, to a much

greater extent, in the hippocampus, as well as

in the altered activity of hippocampal neurons.

Overexpressing a key microRNA involved in

the GnRH developmental switch, miR-200b,

in thehypothalamus abolishedboth the changes

in gene expression and the deficits in neuro-

nal activity, olfaction, and cognition in DS

mice. Reinduction of miR-200b in adulthood,

long after the GnRH switch, increased both

the number of GnRH-expressing neurons in

the hypothalamus and the proportion of neu-

rons expressing one of its transcriptional ac-

tivators, Otx2, which is known to control the

opening and closing of other critical periods

in brain maturation. To verify that these im-

provements were indeed due to the restoration

of GnRH, we used cell therapy with normal

hypothalamic neurons aswell as chemogenetic

and pharmacological interventions to produce

GnRH at physiological levels and patterns (i.e.,

pulsatile secretion) in adult DSmice and found

that these treatments all abolished olfactory

and cognitive defects in themice. Finally, based

on these results, we performed a pilot study in

DS patients to assess the effects of pulsatile

GnRH therapy on olfaction, cognition, and

brain structure and function. This treatment

is safe and is presently used to treat GnRH-

deficient conditions like Kallmann syndrome.

We found that a 6-month pulsatile GnRH treat-

ment improved both cognitive performance and

functional brain connectivity in these patients.

CONCLUSION: The maintenance of the GnRH

system appears to play a developmental role in

brain maturation and higher functions. Pulsa-

tile GnRH therapy holds promise to improve

cognitive deficits in DS, paving the way for

future clinical trials.▪
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Pulsatile GnRH therapy

improves cognition in DS.

DS patients show olfactory

and cognitive impairments in

addition to intellectual dis-

ability and reproductive mat-

uration deficits. GnRH

neurons, which control

reproduction, also project to

brain areas involved in cog-

nition such as the hippocam-

pus. In trisomic Ts65Dn mice,

which mimic characteristics

of DS patients, GnRH

expression progressively dis-

appears. Pulsatile GnRH

therapy in DS patients

improves brain connectivity

and function. IU/liter, inter-

national units per liter.
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in Down syndrome
Maria Manfredi-Lozano1,2†, Valerie Leysen1,2†, Michela Adamo3,4†, Isabel Paiva5, Renaud Rovera6,

Jean-Michel Pignat7, Fatima Ezzahra Timzoura1,2, Michael Candlish8‡, Sabiha Eddarkaoui1,

Samuel A. Malone1,2, Mauro S. B. Silva1,2§, Sara Trova1,2¶, Monica Imbernon1,2, Laurine Decoster1,2,

Ludovica Cotellessa1,2, Manuel Tena-Sempere9, Marc Claret10,11, Ariane Paoloni-Giacobino12,

Damien Plassard13, Emmanuelle Paccou3, Nathalie Vionnet3, James Acierno3,

Aleksandra Maleska Maceski14, Antoine Lutti15, Frank Pfrieger16, S. Rasika1,2, Federico Santoni4,

Ulrich Boehm8, Philippe Ciofi17, Luc Buée1, Nasser Haddjeri6, Anne-Laurence Boutillier5, Jens Kuhle14,

Andrea Messina3,4, Bogdan Draganski15,18, Paolo Giacobini1,2#,

Nelly Pitteloud3,4*#, Vincent Prevot1,2*#

At the present time, no viable treatment exists for cognitive and olfactory deficits in Down syndrome

(DS). We show in a DS model (Ts65Dn mice) that these progressive nonreproductive neurological

symptoms closely parallel a postpubertal decrease in hypothalamic as well as extrahypothalamic

expression of a master molecule that controls reproduction—gonadotropin-releasing hormone (GnRH)—

and appear related to an imbalance in a microRNA-gene network known to regulate GnRH neuron

maturation together with altered hippocampal synaptic transmission. Epigenetic, cellular, chemogenetic,

and pharmacological interventions that restore physiological GnRH levels abolish olfactory and cognitive

defects in Ts65Dn mice, whereas pulsatile GnRH therapy improves cognition and brain connectivity in

adult DS patients. GnRH thus plays a crucial role in olfaction and cognition, and pulsatile GnRH therapy

holds promise to improve cognitive deficits in DS.

D
own syndrome (DS), or trisomy 21, is

the most common genetic cause of in-

tellectual disability, for which treatment

options are few and of doubtful efficacy

(1, 2). The extra chromosome 21 is asso-

ciated with increased gene dosage and global

alterations of gene expression, disrupting bio-

logical homeostasis and contributing to its

various clinical and neurological manifesta-

tions (3) (4). Among these, adult DS patients

present with cognitive decline due to an early-

onset Alzheimer’s disease (AD)–like pathology

(5–11), as well as white matter pathology and

hypomyelination (12). A progressive loss of ol-

faction, which is typical of neurodegenerative

diseases, is also prevalent (13) and starts during

the prepubertal period (14), and men with DS

may display deficits in sexual maturation (15).

The inability to perceive odors, togetherwith

infertility, is also characteristic of gonadotropin-

releasing hormone (GnRH) deficiency in pa-

tients with Kallmann syndrome (16). GnRH,

which is essential for reproduction in all

mammals (17), is secreted by specialized neu-

rons in the hypothalamus and activates the

hypothalamic-pituitary-gonadal (HPG) axis

to produce sex steroids (16). However, the

first centrally driven gonad-independent ac-

tivation of the HPG axis occurs well before

puberty, during the infantile period in both

humans and mice (18, 19), which is a phe-

nomenon known as “minipuberty” that sets

in motion the entire process of reproductive

maturation (20). Additionally, the expression

of GnRH and its cognate receptor GnRHR in

extrahypothalamic areas not directly involved

in reproduction suggests a role for GnRH in

higher brain functions (21–23). Given these

phenotypic and temporal correlations, we used

Ts65Dn mice, which overexpress the mouse

genomic region orthologous to chromosome 21

(chromosome 16) (24) and recapitulate many

of the anatomical, neurobiological, and behav-

ioral phenotypes of human DS (25–27), to

examine whether olfactory and cognitive defi-

cits in DS could stem from GnRH abnormal-

ities and be reversed by its replacement inmice

and DS patients.

Results

Ts65Dn mice show DS-like olfactory and

cognitive deficits

To explore whether olfactory and cognitive

deficits, as observed in DS patients, also oc-

curred in Ts65Dn mice and to determine

their temporality, we performed habituation-

dishabituation tests to assess odor discrimi-

nation (28) and a novel object recognition

test [also used in DS patients (29)] to assess

recognitionmemory, a hippocampus-dependent

task (30), in prepubertal [postnatal day 35

(P35)] and young adult (P90) mice (Fig. 1A).

Whereas olfactory performance in Ts65Dn

mice was normal at birth (as assessed bymilk

intake, an olfaction-dependent behavior in

newborns) and the infantile period (assessed

using the homing test) (fig. S1), olfactory

deficits appeared between the second week

of life and the juvenile period. Although male

and female prepubertal (P35) Ts65Dn mice

showed normal habituation (i.e., reduced sniff-

ing timewhen an odor was reintroduced), once

habituated, they were unable to distinguish

novel from known odors (Fig. 1B), a deficit

that persisted in adulthood (Fig. 1C), pheno-

copying the prepubertal onset of olfactory

deficits in DS patients (14). By contrast, novel

object recognition in prepubertal Ts65Dnmice

was comparable to that in wild-type (WT)

littermates (Fig. 1D) but impaired in young

adults (Fig. 1E), revealing an age-dependent

cognitive decline reminiscent of DS. Two al-

ternative explanations for age-related cogni-

tive deterioration—neuroinflammation (31) and

triplication of the amyloid precursor protein
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(App) gene in both DS patients and Ts65Dn

mice (24)Ñwere eliminated because inflam-

matorymarkers were comparable between the

two genotypes (fig. S2) and any changes in the

expression of AD-related proteins occurred in

middle-aged (P360) but not young adult (P90)

Ts65Dn animals (fig. S3), that is, well after the

onset of olfactory and cognitive changes.

With regard to sexual development and re-

productivematuration, Ts65Dnmice are known

to show abnormalities (24), with males being

infertile and females subfertile (32). Addition-

ally, we found that males displayed severe

hypogonadism in adulthood (fig. S4), whereas

females showed normal puberty timing and

regular estrous cyclicity as young adults but

became anovulatory at 12 months of age (fig.

S5). These sexually dimorphic phenotypes also

resemble those reported inDS patients (15). To

understand whether these changes stemmed

from alterations to theHPG axis, wemeasured

serum gonadotropin levels. Adult male (Fig. 2,

A to C) and female (fig. S5, I to K) Ts65Dnmice

showednormal luteinizing hormone (LH) pulse

frequency but decreased LH pulse amplitude.

However, at P12, during the peak of minipub-

erty, levels of the gonadotropins LH and follicle

stimulating hormone (FSH) were not markedly

altered in female Ts65Dn mice (fig. S5L). In

male Ts65Dn mice at P12, LH but not FSH

levels were higher than in WT mice, whereas

both gonadotropins were increased in adult-

hood (Fig. 2D), a phenomenon also seen in DS

men (15, 33). Despite this, adult male Ts65Dn

mice displayed unaltered testosterone levels

(Fig. 2D), similar to DS men (15). However,

serum LH levels before and 14 and 30 days

after bilateral orchidectomy were comparably

increased in both groups (Fig. 2E), indicating

Manfredi-Lozano et al., Science 377, eabq4515 (2022) 2 September 2022 2 of 13

Fig. 1. Ts65Dn mice show age-dependent olfactory and cognitive loss.

(A) Experimental design to evaluate olfactory and visual discrimination during

postnatal development. H1 to H4 represent the habituation sessions.

(B to E) Habituation-dishabituation test to assess the ability of P35 and

adult Ts65Dn mice and WT littermates to differentiate between two distinct

odors [P35 are shown in (B): WT male dishabituation versus Ts65Dn

male dishabituation, t45 = 3.67, P = 0.003, n = 6 and 5; WT female

dishabituation versus Ts65Dn female dishabituation, t105 = 6.10, P < 0.0001,

n = 6 and 5. Adult mice are shown in (C): WT male dishabituation

versus Ts65Dn male dishabituation, t45 = 4.19, P = 0.0006, n = 6 and 5;

WT female dishabituation versus Ts65Dn female dishabituation, t16 = 5.42,

P = 0.0002, n = 5 and 5] or recognize new objects in their environment

[P35 mice are shown in (D): WT male versus Ts65Dn male, t9 = 1.02, P = 0.33, n = 6 and 5; WT female versus Ts65Dn female, t16 = 1.278, P = 0.22, n = 9 and 9.

Adult mice are shown in (E): WT male versus Ts65Dn male, t10 = 4.8, P = 0.0007, n = 6 and 6; WT female versus Ts65Dn female, t10 = 4.93, P = 0.0006, n = 6

and 6]. (F and G) Both WT and Ts65Dn littermates behaved similarly to intact animals [(D) and (E)] 3 months after orchidectomy [(F): WT dishabituation

versus Ts65Dn dishabituation, t30 = 12.18, P < 0.0001, n = 4 and 4; (G): WT versus Ts65Dn, t6 = 4.156, P = 0.006, n = 4 and 4]. Values represent means ± SEM.

Unpaired Student’s t test was used to compare two conditions; two-way repeated-measures analysis of variance (ANOVA) followed by Sidak’s post hoc test

was used to compare three or more conditions. *P < 0.05; **P < 0.01; ***P < 0.001.
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intact gonadal steroid communication between

the testes and the hypothalamus. Similarly,

orchidectomy did not affect olfactory or cog-

nitive performance (Fig. 1, F and G), suggesting

that any deficitswere not due to gonadal steroid

deficiency or altered gonad-brain communi-

cation. Together, these results confirm that

trisomic Ts65Dn mice also reproduce the ol-

factory, cognitive, and sexually dimorphic re-

productive phenotype of DS patients and

implicate HPG axis dysregulation as a puta-

tive cause of these deficits.

GnRH is progressively lost in Ts65Dn mice

In keeping with our studies in human fetuses

(21), three-dimensional (3D) imaging and

analyses of solvent-cleared tissue (iDISCO)

from adult WT mice revealed numerous extra-

hypothalamic GnRH projections (Fig. 2F),
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Fig. 2. Ts65Dn mice progres-

sively lose GnRH expression

and function. (A) LH pulsatility

assessment by serial blood

sampling. (B) LH pulse fre-

quency (n = 8 and 8 mice).

(C) LH pulse amplitude (n = 5

and 6 mice). (D) Circulating

levels of LH, FSH (at P12 and in

adults), and testosterone (in

adults) (WT: n = 8, 12 ,8, 13,

and 15 mice; Ts65Dn: n = 5, 12,

9, 14, and 20 mice). (E) Effect

of orchidectomy on LH levels

14 days (14D) and 30 days

(30D) after surgery (WT: n = 8,

4, 4, 4, and 4 mice; Ts65Dn:

n = 9, 4, 4, 5, and 5 mice).

(F) GnRH-immunoreactive

neuronal fiber tracing with

pseudocolored projection

pathways. Green indicates

GnRH neurons and projections

to median eminence (ME),

magenta indicates neuronal

projections to the anterodorsal

amygdala (MEAad), and

blue indicates neuronal projec-

tions to the paraventricular

thalamus (PVT). Arrows indi-

cate extrahypothalamic GnRH-

immunoreactive fibers. CX,

cortex; HIP, hippocampus; MS

medial septum; OB, olfactory

bulb; OV, organum vasculosum

laminae terminalis; PVT, para-

ventricular thalamus. Scale

bars: 350 mm for sagittal and

500 mm for frontal. (G) 3D

imaging of solvent-cleared

organs (iDISCO) showing

Cre-dependent tau-GFP

expression in mouse neurons

of the cortex (CX) and hippo-

campus (HIP) under the

control of the GnRH receptor

(Gnrhr) promoter. Scale

bar: 200 mm. (H) GnRH-

immunoreactive cell bodies

in the preoptic region of WT

and Ts65Dn mice at different

postnatal ages assessed by

conventional neuroanatomical

analyses (WT: n = 9, 6, 8, and 8 mice; Ts65Dn: n = 8, 8, 7, and 6 mice). (I) Representative horizontal view of whole-mount GnRH immunoreactivity in adult (P90) Ts65Dn and

WT littermates followed by iDISCO. Scale bars: 600 mm for the left two panels and 300 mm for the right two panels (labeled 1 and 2). Values represent means ± SEM.

*P < 0.05; **P < 0.01; ***P < 0.001. Unpaired Student’s t test [(C), (D), red asterisks in (E), and (H)] or Mann-Whitney U test was used to compare two conditions [(B) and

(D)], and one-way ANOVA followed by Tukey’s post hoc test was used to compare three or more conditions (E). Red asterisks indicate a comparison between genotypes.
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often in close apposition to the walls of the

lateral ventricles (movies S1 and S2). Unilateral

stereotaxic injections of adeno-associated viral

vectors encoding yellow fluorescent protein

(AAV9.EF1a.DIO.eYFP.WPRE.hGH) into the

dorsolateral median eminence, where GnRH

neuroendocrine terminals are located, in adult

WT Gnrh::Cremice (fig. S6A) led to YFP label-

ing not only of GnRH neuronal cell bodies and

processes in the preoptic area (POA) (fig. S6,

B and C) but also of processes in the cortex

(fig. S6, D and E), hippocampus (fig. S6, D and

F), and paraventricular thalamus (fig. S6, D

and F). Thus, at least some extrahypothalamic

GnRH projections in brain areas that control

cognitive and social behaviors actually came

from hypophysiotropic GnRH neurons in the

hypothalamus (Fig. 2F and fig. S6A). iDISCO

analyses of Gnrhr::Cre;Tau-GFP
loxp/+

mice also

identified green fluorescent protein (GFP)–

labeled neurons expressing the GnRHR pro-

moter in the mouse cerebral cortex and

hippocampus (Fig. 2G and fig. S7, A to F),

supporting a nonreproductive role for GnRH.

Using conventional immunohistofluorescence

and iDISCO, which provide comparable and

accurate counts of GnRH neurons (21, 34), we

found no difference in either the distribution

or the number of GnRH somata at birth (P0)

between Ts65Dn and WT mice regardless of

sex but did find a profound loss of both

hypothalamic and extrahypothalamic GnRH-

immunoreactive somata and fibers starting

after puberty onset in Ts65Dn mice (Fig. 2H

and fig. S8). In adult (P90) Ts65Dn mice,

although GnRH fibers were visible in the

median eminence (Fig. 2I), extensive extra-

hypothalamic GnRH projections were absent

(Fig. 2, F and I), mirroring the age-related

deterioration of cognitive performance observed

in these mice (Fig. 1, D and E).

microRNAÐtranscription factor imbalances

underlie olfactory and cognitive impairments

HPG axis activation throughGnRHexpression

at minipuberty (P12) is regulated by a complex

switch consisting of several microRNAs, in

particular miR-155 and the miR-200 family, as

well as their target transcriptional repressor-

activator genes, in particular Zeb1 and Cebpb

(Fig. 3A) (18). Human chromosome 21 and

murine chromosome 16 code for at least five

of these microRNAs (miR-99a, let-7c, miR-

125b-2, miR-802, and miR-155), of which all

except miR-802 are selectively enriched in

GnRH neurons in WT mice around mini-

puberty (18). Given the peripubertal loss of

GnRH immunoreactivity in Ts65Dn mice, we

analyzed global microRNA and gene expres-

sion in the POA of adult mice and found a

down-regulation ofmiR99a as well as smaller

decreases in let-7c, miR-125b-2, miR-802, and

miR-155 (Fig. 3B). Despite not being located

on chromosome 16, miR-200 familymembers

were reduced by 50% or more (Fig. 3C) and

were accompanied by an up-regulation of Zeb1

mRNA and a consequent marked decrease in

Gnrh1 expression (Fig. 3D). Real-time polymer-

ase chain reaction (PCR) analyses of cell-sorted

GnRH neurons from Gnrh::gfp;Ts65Dn mice

(Fig. 3E and fig. S9) confirmed that this in-

crease in Zeb1, aGnrh1 promoter repressor, and

a concomitant down-regulation of the Gnrh1

promoter activators Otx2 and Kiss1r already

occurred during the infantile period, that is,

minipuberty (Fig. 3F), initiating decreased

Gnrh1 expression (Fig. 3D). Accordingly, the

selective overexpression of miR-200b in the

POA of adult (P90) Ts65Dn males using

stereotaxic injections of AAV9-EF1a-mmu-

mir200b-eGFP but not a control vector (Fig.

3, G and H, and fig. S10, A and B), which

rescued the capacity to differentiate odors

(Fig. 3L) and recognize novel objects (Fig.

3M), also increased the number of neurons

expressing Gnrh1 (Fig. 3, I to K, and fig. S10D)

and the Gnrh1 promoter regulator Otx2 (Fig.

3I and fig. S10, C and D) in the POA. Con-

versely, male Gnrh::Cre;Dicer
loxP/loxP

mice, in

which microRNA processing (and thus GnRH

expression) is selectively knocked out in GnRH

neurons, phenocopied Ts65Dnmice, displaying

impaired olfactory discrimination and cogni-

tion (Fig. 3, N and O).

Hypothalamic miR-200b overexpression rectifies

hippocampal gene expression

To further analyze howmiR-200 expression in

the POA could influence cognitive function, we

performed RNA sequencing (RNA-seq) and

differential gene expression analyses of the

POA and hippocampus dissected from 6- to

8-month-old WT and Ts65Dn littermates in-

jected in the POAwith control adeno-associated

virus (AAV) and from Ts65Dn mice infected

with the vector overexpressing miR-200b

(fig. S11A). Whereas eight genes were differ-

entially expressed in the POA of Ts65Dn versus

WT littermates (fig. S11B), 91 were differen-

tially expressed in the hippocampus (Fig. 4, A

and B), many involved in axon ensheathment,

myelination, and oligodendrocyte differentia-

tion, as well as in potassium ion transport

(Fig. 4C), in agreement with previous tran-

scriptomic studies of the hippocampus of

autopsied DS patients and mouse models

(12, 35). Down-regulated genes were involved

in G protein–coupled receptor signaling, amino

acid transport, and neurotransmission (fig.

S11, C and D). miR-200b overexpression for

3 months in the POA of adult Ts65Dn mice

reversed the up-regulation of 53 of 72 genes in

the hippocampus (Fig. 4D), in particular those

involved in the aforementioned biological pro-

cesses (fig. S11E), and the down-regulation of

6 of 19 genes (fig. S11D). This phenomenon

was confirmed by quantitative reverse tran-

scription PCR (qRT-PCR) analyses for key

genes involved in axon ensheathment, myeli-

nation, and oligodendrocyte differentiation,

including myelin basic protein (Mbp) and in-

hibitor of DNA binding 4 (Id4), and potas-

sium ion transport, such as the potassium

channelKcnj13 and aquaporin 1 (Aqp1) (Fig. 4E

and fig. S11, F and G). Additionally, seven genes

up-regulated in the Ts65Dn hippocampus are

known to be similarly altered in DS patients

(fig. S12A) (35) and include four that are in-

volved inmyelination, ofwhich theup-regulation

of three is reversed by miR-200b overexpres-

sion in the POA of Ts65Dn mice (fig. S12B).

However, although protein levels of two of

these, Kcnj13 and Mbp, in the contralateral

hippocampus of the same animals showed an

effect of miR-200b, there were discrepancies

in the direction of change between the two

analyses, as might be expected given the com-

plex control mechanisms involved and the

concomitant up- or down-regulation of other

transcriptional regulators, such as the known

Mbp transcriptional stabilizer Quaking (Qk)

(36) (fig S11, F and G), which can also act as

translational repressor depending on the mo-

lecular context (37, 38). Similarly, transcripts

for themultifunctional homeoproteinOtx2 (39)

were up-regulated in the hippocampal cornu

ammonis area 1 (CA1) in Ts65Dn mice, in con-

trast to the POA (fig. S10, C and D), but nor-

malized by preoptic miR-200b overexpression

(fig. S12, C to E). Regardless of the direction of

these changes, they provide a putative mo-

lecular basis for anomalies of brain structure

and composition in DS patients (12), and their

reversal by miR-200b infusion in the POA is of

both mechanistic and therapeutic interest.

Hypothalamic miR-200b overexpression rectifies

hippocampal synaptic transmission

Next, to explore whether the functional basis

of recognition memory was altered in Ts65Dn

mice, we assessed basal hippocampal synaptic

transmission in vivo by stimulating commis-

sural fibers from the left hippocampus in

anesthetized mice and, for each stimulation

site, recording both population spikes and

field excitatory postsynaptic potentials (fEPSPs)

fromCA1 stratum radiatum of the contralateral

hippocampus (Fig. 4F). Paired-pulse stimula-

tion (fig. S13A) revealed similar facilitation of

fEPSPs in the CA1 pyramidal cell layer of WT

and Ts65Dn mice (fig. S13B). However, the

stimulus-response curve obtained by recording

both fEPSPs and population spikes in the CA1

(Fig. 4G and fig. S13C), aswell as the area under

the curve (Fig. 4H), were significantly lowered

in Ts65Dn compared with WT mice, suggest-

ing lower dendritic excitability. These changes

were diminished by miR-200b overexpression

in the POA (Fig. 4, G and H, and fig. S13D).

To further examine the relationship between

synaptic input strength and the amplitude

and latency to firing of CA1 pyramidal cells,
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we analyzed population spike–fEPSP coupling

at different stimulation intensities (Fig. 4I). The

highest and lowest values on the Boltzmann-

fitted population spike–fEPSP curvewere lower

in Ts65Dnmice than in WT animals, reflecting

a lower maximal-minimal spike amplitude in

Ts65Dn mice that was rescued by miR-200b

overexpression (Fig. 4J). Although latency did

not change (Fig. 4K and fig. S13, E and F),

cellular excitability was lowered in Ts65Dn

mice and partially reversed by miR-200 over-

expression (Fig. 4L). Together, these results
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Fig. 3. GnRH transcriptional

machinery disequilibrium underlies

cognitive impairments. (A) Putative

microRNA–transcription factor

network regulating hypothalamic

GnRH promoter activation during

postnatal development [adapted from

(18)]. (B to D) qRT-PCR analysis of

expression levels of microRNAs

located on chromosome 16 (B) and

miR-200 family members (C), as well

as hypothalamic GnRH promoter

modulators (D) in the POA of adult

WT and Ts65Dn littermates [(B): n =

11, 10, 10, 11, and 10 WT mice, and n =

9, 8, 8, 9, and 8 Ts65Dn mice; (C):

n = 8, 9, 7, 9, and 9 WT mice, and n =

6, 6, 6, 6, and 6 Ts65Dn mice; (D):

n = 11, 11, 9, 10, 11, 11, 7, 11, 11, and 8

WT mice, and n = 9, 9, 9, 9, 9, 9, 6, 9,

9, and 6 Ts65Dn mice]. (E) Genera-

tion of Gnrh::Gfp;Ts65Dn reporter

mice, which express GFP under an

ectopic Gnrh promoter. GnRH-GFP

neurons were isolated by fluorescent

activated cell sorting (FACS) from the

POA of Gnrh::Gfp and Gnrh::Gfp;

Ts65Dn littermates at P12. (F) qRT-

PCR analysis of gene expression in

FACS-sorted GnRH-GFP cells (n = 10,

10, 11, 11, 10, and 11 WT mice; n = 9,

7, 9, 9, 9, and 10 Ts65Dn mice).

(G) Experimental design to evaluate

the functional involvement of miR-

200 family members in odor discrim-

ination and novel object recognition in

Ts65Dn mice. The red dot indicates

the viral injection site. LV, lateral

ventricle; MePO, median preoptic

nucleus; OVLT, organum vasculosum

laminae terminalis. (H) Effect of

viral overexpression of miR-200b in

the POA on miR-200 family member

expression (n = 4, 5, and 5 mice).

(I to M) Effect of viral miR-200b

overexpression in the POA on the

number of neurons expressing Gnrh

transcripts in the OVLT [(I) and (J)]

and the proportion expressing Otx2

[(I) and (K)], as assessed by fluores-

cent in situ hybridization, as well as

odor discrimination (L) and novel

object recognition (M) in Ts65Dn

mice [(J) and (K): n = 4, 4, and

4 mice; (L) and (M): n = 5, 5, and 6 mice]. (N and O) Odor discrimination [(N); n = 6 mice per group] and novel object recognition [(O); n = 6 mice per group] in

12-month-old male mice selectively lacking Dicer in GnRH neurons. Values represent means ± SEM. *P < 0.05; **P < 0.01; ***P < 0.001. Unpaired Student’s t test or

Mann-Whitney U test [(B) to (D) and (F)], paired Student’s t test or Wilcoxon matched-pair test [(L) and (M)], and Kruskal-Wallis test (H) were used to compare

two conditions, and one-way [(J) and (K)] or two-way repeated measures [(N) and (O)] ANOVA followed by Tukey’s and Sidak’s post hoc tests was used to compare

three or more conditions.
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suggest that miR-200 family expression in the

POA alters electrical signal propagation in the

hippocampus and that these deficits can be

remotely rescued by overexpressing miR-200b

in the hypothalamus.

Hypothalamic GnRH compensation reverses

olfactory and cognitive deficits

We next attempted to rescue olfactory and

cognitive function in adult Ts65Dn mice by

GnRH replacement. Stereotactic injection of

dissociated cells (18) from the POA of neo-

natal WT Gnrh::gfp pups (WT-POA) into the

third ventricle (3V) of adult male and female

Ts65Dn mice (Fig. 5A and fig. S14) (40) com-

pletely reversed both olfactory and cognitive
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Fig. 4. Hypothalamic miR-200b

overexpression rescues hippo-

campal transcriptome and

connectivity. (A) MA plot of gene

expression changes (estimated

log2 fold changes as a function of

the mean of normalized counts;

Padj < 0.05) in the hippocampus

of adult male (P180) Ts65Dn

(n = 3) versus WT mice (n = 4).

(B) Pie chart of the number of

differentially regulated genes

between Ts65Dn and WT litter-

mates in the hippocampus (Padj <

0.05). (C) STRING protein

network analysis of up-regulated

genes. (D) UpSet plot showing

the intersection between differen-

tially up-regulated genes in the

Ts65Dn hippocampus and genes

rescued by miR-200b. (E) qRT-

PCR confirmation of RNA-seq

data. (F) Schematic illustrating

in vivo electrophysiological

recordings in the dorsal hippo-

campus of adult WT (n = 8),

Ts65Dn (n = 7), and Ts65Dn mice

with miR-200b overexpression

(n = 7). fEPSPs and population

spikes were evoked in the hippo-

campal CA1 area by stimulating

commissural fibers in the contra-

lateral hippocampus. (G) Synaptic

input-output curves indicating

the relationship between fEPSP

amplitude at increasing stimulus

intensities (200 to 1000 mA).

The inset shows a representative

fEPSP recording with measure-

ment of latency (blue line) and

amplitude (red line). (H) Area

under the curve (AUC) of fEPSP

responses. (I) Boltzmann-fitted

fEPSP-population spike

coupling. The inset contains a

schematic showing both fEPSP

and population spike recording in

the CA1 pyramidal layer (CA1 pyr)

following the same commissural

path stimulation. (J) Top and

bottom Boltzmann-fitted parame-

ters of fEPSP-population spike coupling as a measure of intrinsic excitability of CA1

pyramidal neurons. (K) Relationship between the mean fEPSP latency and

population spike latency at different stimulus intensities (200 to 1000 mA). The

inset contains a schematic showing both fEPSP and population spike recording in

the CA1 pyramidal layer (CA1 pyr) following the same commissural path

stimulation. (L) Slopes of the fEPSP-population spike relationships. Data represent

means ± SEM. *P ≤ 0.05; **P ≤ 0.01; ***P ≤ 0.001. Kruskal-Wallis ANOVA and

Mann-Whitney U test (G) were used to compare two conditions, and one-way

ANOVA followed by TukeyÕs post hoc test [(E), (H), and (L)] or two-way ANOVA (J)

was used to compare three or more conditions.
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impairments in Ts65Dn males (Fig. 5B) as

well as short-term visuospatial memory as-

sessed in a Y-maze test (Fig. 5, C to E). Graft

of WT-POA also rescued cognition in adult

Ts65Dn females but only partly restored ol-

factory capacity (Fig. 5F). However, unlike

adult hypogonadal mice (40), WT-POA trans-

plantation did not restore fertility in either

Ts65Dn females (fig. S15) or Ts65Dn males

(see methods). We next generated Gnrh::Cre;

BoNTB
loxP-STOP-loxP

mice in which vesicular

GnRH release is selectively silenced by the

GnRHneuronÐspecific expression of botulinum

neurotoxin B (BoNTB
Gnrh

). When neonatal POA

cells from these animals were grafted into adult

Ts65Dn males (Fig. 5G), no olfactory or cogni-

tive rescue was observed (Fig. 5, H and I). How-

ever, intraperitoneal GnRH injection 6 months
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Fig. 5. Restoring GnRH neuro-

nal function reverses olfactory

and cognitive deficits. (A) Cell

therapy by grafting enzymatically

dissociated cells from the POA of

WT neonatal mice (P0 to P2)

into the third ventricle of adult

Ts65Dn mice. HBSS, Hanks’

balanced salt solution. (B to

F) Effect of WT-POA grafts in

Ts65Dn mice on olfactory and

cognitive performance [(B): n =

10, 9, and 5 male mice; (F): n = 7,

5, and 5 female mice], and short-

term visuospatial memory

assessed by the Y-maze test [(C)

to (E)] 3 months after surgery

[(D): n = 5, 6, 7, 5, and 7 male

mice; (E): n = 5, 6, 7, 5, and

6 male mice]. (G) Experimental

design to graft POA cells from

neonatal mice with exocytotis-

incompetent GnRH neurons

(Gnrh::Cre; BoNTBloxP-STOP-loxP).

(H and I) After a 3-month recov-

ery period, effect of BoNTBGnrh-POA

grafts and acute intraperitoneal

GnRH injection on odor discrimina-

tion (H) and object recognition (I)

[(H) and (I): n = 4 and 5 mice].

(J) Experimental design to study LH

pulsatility, cognitive and olfactory

performance after the chemoge-

netic activation of GnRH neurons by

injecting adult Gnrh::Cre and

Ts65Dn;Gnrh::Cre mice with an

hM3Dq DREADD viral vector

followed by CNO (1 mg per kg of

body weight) (n = 5 and 5 mice).

Red dots indicate virus injection

sites. 3V, third ventricle; LV, lateral

ventricle; MePO, median preoptic

nucleus; OVLT, organum vasculo-

sum laminae terminalis. (K to

P) Representative graphs for LH

pulsatility [(K) to (N)], odor

discrimination (O), and novel object

recognition (P). (Q) Experimental

design to study olfactory and

cognitive performance before and

after the chemogenetic inhibition of

GnRH-R expressing neurons in

6-month-old Gnrhr::Cre mice by

injection of an hM4D(Gi) DREADD viral vector. Red dots indicate virus injection sites. (R and S) Odor discrimination (R) and novel object recognition (S) (n = 3 and 3 mice).

Values represent means ± SEM. *P < 0.05; **P < 0.01; ***P < 0.001. Data were analyzed by unpaired Student’s t test [(D) and (E)], paired Student’s t test or

Wilcoxon matched-pair test (F), and one-way ANOVA [(D) and (E)] or one-way [(R) and (S)] or two-way [(B), (H), (I), (O), and (P)] repeated-measures ANOVA followed

by Tukey’s or Sidak’s post hoc tests, respectively.
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postgraft rescued olfactory and cognitive

performance in both sham (Fig. 5B) and

BoNTB
Gnrh

POA-grafted Ts65Dn mice (Fig.

5, H and I), indicating that the effects of

the graft were specifically due to GnRH

release.

To determine whether activating endoge-

nous GnRHneuronal activity in Ts65Dnmice

could rescue olfactory and cognitive function,

we bilaterally injected adult Gnrh::Cre and

Ts65Dn;Gnrh::Cremice with a Cre-dependent

neuron-activating hM3DqÐDREADD (designer

receptor exclusively activatedbydesigner drugs)

vector into the POA (Fig. 5J). Unlike vehicle

injection (Fig. 5, K and M), intraperitoneal

clozapine N-oxide (CNO) injections elicited

increased LH levels in both Gnrh::Cre and

Ts65Dn;Gnrh::Cre males (Fig. 5, L and N),

indicating GnRH release. Additionally, they

acutely restored olfactory discrimination (Fig.

5O) and cognitive performance (Fig. 5P) in

Ts65Dn mice. Conversely, when neurons ex-

pressing GnRHR in the hippocampus of WT

Gnrhr::Cremicewere infectedwith an inhibitory

DREADD vector [AAV8-hSYN-DIO-hM4D(Gi)-

mCherry] (Fig. 5Q), acute CNO injection (3 mg

per kg of body weight) dramatically reduced

both cognitive and olfactory performance

(Fig. 5, R and S). Together, these data high-

light the possibility that normal cognitive and

olfactory function depends on extrahypotha-

lamic GnRH neuronal projections and ac-

tion, which are lost in Ts65Dn mice during
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Fig. 6. Olfactory and cognitive deficit reversal requires GnRH pulsatility.

(A) Schematic of pharmacotherapy with Lutrelef, a clinically used GnRH peptide,

in adult Ts65Dn mice. Mice were implanted with osmotic pumps to receive a

continuous infusion of vehicle or Lutrelef (0.25 mg over 3 hours for 2 weeks) or

with a programmable minipump (iPRECIO) to receive pulsatile Lutrelef infusion

(0.25 mg per pulse over 10 min given every 3 hours over 2 weeks). (B to I) Effect

of treatments on odor discrimination (B) (n = 4, 8, 3, 5, and 6 mice), object

recognition (C) (n = 4, 9, 4, 4, and 8 mice), and LH pulsatility [(D) to (I)] [(D): n =

4, 9, 3, 4, and 8 mice; each dot represents one subject]. (J and K) Effects of

Lutrelef in orchidectomized (ORX) mice (n = 4). Values represent means ± SEM.

*P < 0.05; **P < 0.01; ***P < 0.001. Data were analyzed by paired Student’s

t test or Wilcoxon matched-pair test [(B) and (C)], unpaired Student’s t test or

Mann-Whitney U-test (D), or a two-way repeated-measures ANOVA followed by

Sidak’s post hoc test [(J) and (K)].
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postnatal development, leading to their DS-

like phenotype.

GnRH pulsatility is essential for deficit reversal

Finally, we tested whether restoring physio-

logical (i.e., pulsatile) GnRH release in Ts65Dn

mice could reverse cognitive performance

using Lutrelef, the native GnRH used to treat

hypogonadotropic infertility (41, 42). Adult

Ts65Dn males were implanted with a sub-

cutaneous programmable minipump that de-

livered either pulsatile Lutrelef (0.25 mg of

GnRHperpulse over 10mingivenevery 3hours),

leading to activation of the GnRH receptor and

the reproductive axis, or continuous Lutrelef

infusion (0.25 mg over 3 hours), which down-

regulates the GnRH receptor and blocks the

reproductive axis (43), for 15 days (Fig. 6A).

Continuous infusion did not improve olfactory

or cognitive performance inmale Ts65Dnmice

and had a significant deleterious effect in WT

mice (Fig. 6, B and C), in addition to blunting

LH pulsatility (Fig. 6, D to I). By contrast,

pulsatile Lutrelef, which rescued both olfactory

discrimination (Fig. 6B) and cognitive function

(Fig. 6C), increased LH pulse amplitude to

WT levels in Ts65Dn males (Fig. 6D). Neither

Lutrelef treatment nor miR-200b overexpres-

sion in the POA rescued testicular weight in

Ts65Dn mice (fig. S16). Bilateral orchidectomy
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Fig. 7. Pulsatile GnRH improves patient brain

connectivity and cognition. (A to F) Biochemical profile

at baseline (BL, blue dots, n = 7) and after 6-month

pulsatile GnRH therapy (6M, blue triangles, n = 7)

compared with healthy age- and sex-matched controls

(C, open circles, n = 5 for inhibin-B and n = 6 for all the

other parameters). (G to L) Results of cognitive tests in

male DS patients (n = 7) at BL (blue dots) and after

6 months of GnRH therapy (6M, blue triangles): MoCA

total score, visuospatial index, executive index, attention

index, memory index, and Token test score. (M) 3D

drawings representing a cube and a bed, part of the

visuospatial index score of the MoCA at BL and 6M for

each of the seven subjects (S1 to S7). S2, S3, S5, and S7

improved at 6M. (N) Statistical parametric maps

of brain anatomy differences between DS patients

(n = 8) and age-matched male controls (n = 44) after

family-wise error P < 0.05 correction for multiple

comparisons at the whole-brain level. Voxel-based quan-

tification of magnetization transfer (MT) saturation maps

reveal volume loss in the cerebellum, anterior cingulate

cortex, supplementary motor cortex, substantia nigra,

thalamus, insula, and primary motor cortex M1 and loss of

myelin content in the thalamus, primary sensorimotor

cortex S1/M1, angular gyrus, insula, and superior frontal

and temporal gyri bilaterally. GM, gray matter; WM, white

matter. (O) Resting-state functional MRI comparison of

functional connectivity in DS (n = 7) at BL and after

6 months of GnRH therapy (6M) in the visual (including all

occipital regions, the lingual gyrus, and the cuneus) and

sensorimotor (pre- and postcentral gyri, middle frontal

gyrus) DMN, connected to the superior parietal lobule, the

superior temporal gyrus, some prefrontal areas, and part

of the anterior DMN [increased; false discovery rate

(FDR)Ðcorrected P < 0.0005] as well as within the

hippocampal regions of the ventral DMN linked to the

amygdala (reduced; FDR-corrected P < 0.0005). *P <

0.05; **P < 0.01. IU/L, international units per liter.
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did not affect the rescue of olfaction (Fig. 6J)

or recognition memory (Fig. 6K) by pulsa-

tile Lutrelef, suggesting that the functional

improvements observed were independent

of the gonadotropic effects of GnRH and could

instead be due to themobilization of cognitive

reserves in Ts65Dn mice.

Pulsatile GnRH improves cognition in

DS patients

Based on compelling results in Ts65Dn mice,

we conducted an open-label pilot study to

assess the effects of pulsatile GnRH therapy

on cognition in DS patients. Seven DS men

(26.4 ± 2.3 years) who had completed puberty

and presented with olfactory defects were en-

rolled (table S1). Despite normal testosterone

and inhibin B levels, patients exhibited mildly

increased LH and FSH levels and a mild in-

crease in estradiol levels as compared with

controls (Fig. 7, A to D, and fig. S17C) yet

normal pituitary sensitivity to a GnRH chal-

lenge (fig. S17, A and B). LH pulsatility was

not assessed in this vulnerable population.

DS patients displayed a normal body mass

index and no major alteration in biochemical

profile except for increased high-sensitivity

C-reactive protein (hsCRP), that is, systemic

inflammation (Fig. 7F and table S1). Serum

neurofilament light chain, a marker of neu-

ronal damage (44), waswithin the normal range

for age (fig. S17S). The Montreal Cognitive As-

sessment (MoCA) score was used to assess

cognition in DS patients for whom long cog-

nitive battery tests are challenging, given their

intellectual disability, attention deficit, and

fatigue. All seven DS patients had impaired

cognition (Fig. 7, G to K), whereas four had

altered verbal comprehension (Token test)

(Fig. 7L). Using quantitative relaxometry-based

magnetic resonance imaging (MRI), we ob-

served DS-related loss of myelin along the

corticospinal tract and thalamus, increased

iron in the pallidum, and volume loss in the

cingulate gyrus, cerebellum, and thalamus in

these patients compared with healthy age-

matched controls (Fig. 7N, fig. S17R, and

tables S2 and S3) (45). Resting-state functional

MRI (rs-fMRI) showed altered default mode

network (DMN) in our DS cohort (Fig. 7O), as

previously reported (46, 47).

Pulsatile GnRH therapy using a LutrePulse

pumpwas given for 6months at a dose of 75 ng

per kg body weight per pulse every 2 hours to

mimic the LH pulse frequency observed in

healthymen (41) andwaswell tolerated (fig. S17,

L and M). The reproductive hormonal profile

did not change on GnRH therapy (Fig. 7, A to

C, fig. S17C, and table S1) except for a slight

decrease in serum FSH (Fig. 7D). Most meta-

bolic parameters showed a trend toward im-

provement or no change (fig. S17, D to K and

S and table S1). Cognitive performance, as

assessed by total MoCA score, increased in

six out of seven patients (Fig. 7G), driven by

subscores for visuospatial function (Fig. 7, H

to M), executive function (Fig. 7I), and atten-

tion (Fig. 7J) and a trend for episodic memory

(Fig. 7K). GnRH therapy also enhanced verbal

comprehension (Fig. 7L). Olfactory perform-

ances (fig. S17, N to Q) and brain anatomical

features did not change (fig. S18, A to D, and

tables S2 and S3). However, functional con-

nectivity as assessed by rs-fMRI increased

mainly within a broad network encompassing

visual and sensorimotor DMN regions, whereas

connectivity within the hippocampal regions

(ventral DMN) linked to the amygdala de-

creased (Fig. 7O), approaching control values

(46, 48, 49).

Discussion

Our study demonstrates an unexpected role

for GnRH in olfactory and cognitive perform-

ance, consistent with the expression of GnRH

and its cognate receptor GnRHR in extra-

hypothalamic areas (21–23). The progressive

loss of GnRH expression during postnatal

development precedes the onset of cognitive

and olfactory impairments in a mouse model

of DS, which can be reversed by replacing

GnRH. Furthermore, in our pilot study of DS

patients, pulsatile GnRH therapy improved

cognition, consistent with improved connec-

tivity in the relevant brain regions. This is

particularly important given that translational

studies in DS have fallen short and no phar-

macological therapy to date has appreciably

improved cognition (1, 50–53).

In DS patients, a deviation from neuro-

typical developmental trajectories leads to

reduced cognitive abilities (54) and AD-like

neurodegenerative changes in their 40s after

a long preclinical phase (5, 6, 11, 55). Olfactory

deficits of prepubertal onset worsen in adult-

hood concomitant with the acceleration of

cognitive decline (14). In our trisomic model,

which faithfully phenocopies several clinical

aspects of DS, cognitive and olfactory deficits

parallel a gradual loss in GnRH expression

beginning in childhood and culminating in

adulthood, well before any AD-like changes.

The loss of GnRH itself can be traced even

further back to the perturbation of the mini-

pubertalmicroRNA–transcription factor switch

in Gnrh1 promoter activity during the infantile

period, which integrates multiple feedback

loops (18) and is partially localized on the

triplicated region of both the humanandmouse

chromosome. Overexpressing miR-200b, one of

the effectors of this switch, in the hypothalamic

POA, where most GnRH neuronal cell bodies

reside, not only rescues other genes of the

GnRH transcriptional regulation network but

also remotely normalizes olfaction and hippo-

campal synaptic transmission. miR-200 mem-

bers have multiple targets, but although an

action through other pathways cannot be ruled

out, similar effects can be obtained by directly

replacing physiologically relevant GnRH levels.

The improvement in cognitive function induced

by pulsatile GnRH infusion is independent of

changes in the sex steroid milieu in both DS

patients and Ts65Dnmice. Similarly, in patients

with congenital GnRH deficiency, who show a

marked impairment of spatial ability while

verbal abilities remainunchanged, these deficits

are not rescued by exogenous androgen therapy

(56). Conversely, inhibiting GnRHR-expressing

cells in extrahypothalamic target regions, to

which hypothalamic GnRH neurons also pro-

ject, leads to DS-like changes, indicating that

GnRH neurons have two or more sites of

action, for reproductive and nonreproductive

functions separately.

Although gonadotropin-induced gonadal

function is not necessary for the cognitive or

olfactory functions of GnRH, its pulsatility,

which is necessary to regulate gonadotropin

release, does appear necessary for these other

functions also and may even regulate age-

related cognitive decline (57). Thus, LH serum

concentration and pulsatility, although not

measurable in our study, may still be a useful

marker for DS-like changes (58). Similarly, in

amousemodel of AD, FSH, which is increased

in DS patients and reduced by pulsatile GnRH

treatment, acts directly on hippocampal neu-

rons tomediate the AD phenotype, supporting

a similar mechanism in DS (59). In that study,

the effects of reducing FSH were mediated by

inhibiting C/EBPb, the product of the Cebpb

gene, a part of the minipubertal GnRH switch

that both directly and indirectly, through Zeb1,

controls GnRH expression (18) (Fig. 3A), and

whose expression was also increased in our

adult trisomic mice.

Other than those genes involved in Gnrh

expression, several genes involved in oligoden-

drocyte differentiation or myelination, includ-

ing some that show age-related dysregulation

in human DS brains, were also differentially

expressed in Ts65Dn mice (12). This may ex-

plain the myelin loss observed, even though

decreased brain volume and hypocellularity in

DS are often attributed to a neurogenesis def-

icit (60). During human brain development,

myelin content increases during adolescence

in the cortical gray matter and to some extent

inwhitematter (61), concomitantwith improved

cognition (62). Given that miR-200 in the POA

normalizes the expression ofmyelination-related

genes in the Ts65Dnmouse hippocampus, it is

tempting to suggest that pulsatile GnRH se-

cretion at puberty, a crucial hypothalamic event,

could also be a signal for overall brain matu-

ration. Some animal models of dementia, in-

cluding AD, also show an up-regulation of

myelination genes (63) that overlap with those

found in Ts65Dn mice (fig. S19A), whereas

genes involved in GnRH signaling are among

the most down-regulated in discrete cortical
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areas of postmortem AD patient brains (64),

and are also dysregulated in the hippocampus

of the THY::TAU22 mouse AD model (65),

which progressively develop a hippocampal

tau pathology in parallel with cognitive def-

icits (66, 67). Like adult Ts65Dn mice (Fig. 2,

A to C), 12-month-old male THY::TAU22mice

showed normal LH pulse frequency (fig. S19B)

but decreased LH pulse amplitudes (fig. S12C).

Pulsatile Lutrelef infusion rescued odor dis-

crimination (fig. S12, D and E) and object rec-

ognition memory (fig. S12F) in these mice,

confirming that olfactory and cognitive defi-

cits in other neurodegenerative disorders

could also be caused by the loss of GnRH and

reversed by its replacement, perhaps through

the same molecular pathways. Strengthening

the parallels between DS and AD, Afg3l2, a

mitochondrial gene down-regulated in the

Ts65Dn hippocampus, prevents both demy-

elination and tau hyperphosphorylation, link-

ing it to the AD-like phenotype observed in DS

(68, 69). Additionally, mutations in DUSP6

have been identified in patients with hypo-

gonadotropic hypogonadism (70), but it is also

hypermethylated in AD and prevents tau hyper-

phosphorylation (71, 72). The differentiallymod-

ulated genes identified in Ts65Dn mice thus

lie at the interface between reproductive dys-

function and AD-like cognitive and neurode-

generative alterations, much like the phenotype

of DS patients themselves, making these mice

a valuable DS model.

In terms of neuronal activity, cognitive

deficits in Ts65Dn mice could result from

alterations of synaptic plasticity and neuro-

transmission (73). Aberrant g-aminobutyric

acid (GABA)–mediated (GABAergic) signaling

has been previously observed in Ts65Dn mice

(74), as has altered long-term potentiation

associated with increased hippocampal GABA

release (75) and GABAergic inhibition (76, 77).

Synaptic transmission in the hippocampus of

our Ts65Dn mice was partly normalized by

miR-200b overexpression in the septal POA,

with which it is reciprocally connected (78)

andwhich is a sourceof hippocampalGABAergic

neurons during embryogenesis (79). GABA is

known to activate CA1 pyramidal cells in adult

Ts65Dnmice, accompanied by a positive shift in

the reversal potential of GABA type A (GABAA)

receptor–driven Cl
−

currents and increased hip-

pocampal expression of the cation-Cl
−

co-

transporter NKCC1 in both Ts65Dn mice and

DS individuals (80). This suggests that the

excitation-inhibition balance of hippocampal

or other neuronal circuits may be perturbed

in DS, resulting in impaired cognition, and

that restoring physiological GnRH signaling

somehow reestablishes this balance, even after

the end of the developmental period. One pos-

sible molecular player underlying this mecha-

nism is the homeoprotein Otx2, which acts as

a microRNA-regulated Gnrh1 promoter acti-

vator in the POA (18), and it has long been

suspected to play a role in maintaining GnRH

expression in the adult hypothalamus as well

(81). Otx2 has also been described to modulate

the opening and closure of critical develop-

mental windows for cortical GABAergic neu-

rons at the end of the infantile period (39),

raising the possibility that POA-derived Otx2

during the minipubertal GnRH switch could

influence neocortical development and func-

tion. Our results provide the rationale to launch

a randomizedmulticentric study to confirm the

efficacy of pulsatile GnRH therapy in correcting

the neurodevelopmental trajectory and age-

related cognitive decline seen inDS and other

conditions, such as AD, that share similar

molecular or functional underpinnings.

Methods summary

Animals

Male and female Ts65Dn mice (P9-P360) and

their WT littermates were housed under spe-

cific pathogen-free conditions in a temperature-

controlled room (20° to 21°C) with a 12-hour

light-dark cycle and ad libitum standard chow

and water. Several additional transgenic mouse

lines were used in this study. Animal studies

were approved by the Institutional Ethics

Committees for the Care and Use of Experi-

mental Animals of theUniversities of Lille and

Lyon 1 and the French Ministry of National

Education, Higher Education and Research

(APAFIS# 29172-2020121811279767 v5 and

APAFIS#10164-2017060710541958 v4).

Ts65Dn mouse phenotyping

Sexualmaturation and postnatal acquisition of

reproductive, olfactory, and cognitive impair-

ments were assessed throughout life using ex-

ternal signs of puberty, hormonal profiling,

olfactory discrimination, novel object recog-

nition, visuospatial memory tests, and so on.

Imaging

The distribution of GnRH-immunoreactive

neuronal cell bodies and projections in the

brain as well as the neocortical distribution

of cells expressing the GnRH receptor pro-

moter were assessed using both classical neuro-

anatomical approaches (immunofluorescence

andmultiplex fluorescent in situ hybridization)

and advanced 3D imaging and analysis of

solvent-cleared tissue (iDISCO) methods.

Functional studies

Pharmacological (intraperitoneal administra-

tion of GnRH or CNO), viral (stereotaxic infec-

tion of the preoptic region or the hippocampus

with AAV vectors expressing Cre-dependent

activatory or inhibitory DREADDs, or untar-

getedmiR-200b), and cellular approaches (graft-

ing dissociated newborn preoptic region cells

into the hypothalamus of adult mice) were

used to characterize the role of GnRH neu-

rons and secretion in the postnatal acquisition

of olfactory and cognitive deficits in Ts65Dn

mice. RNA-seq, qRT-PCR, fluorescent in situ

hybridization, Western blotting, and in vivo

CA1 field recordings in anesthetized mice

were used to further investigate the molec-

ular and cellular mechanisms underlying

these processes.

Pulsatile GnRH treatment

Ts65Dn mice were subjected to LH pulsatile

release evaluation, olfactory habituation-

dishabituation, and object recognition tests

1 month before and after 2 weeks of pulsatile

GnRH therapy (Lutrelef, Ferring SA, Switzerland)

via a programmable subcutaneous microinfu-

sion pumpat a rate of 0.25 mg at 3-hour intervals

to mimic the LH pulse frequency seen in male

WT mice (SMP-300, iPRECIO, Japan).

Patients

Seven French-speaking men with Down syn-

drome (20 to 50 years of age) were enrolled in

an open-label pilot study at Lausanne Univer-

sity Hospital (CHUV, Switzerland) to assess the

effect of 6-month pulsatile GnRH therapy on

cognitive and olfactory function (clinicaltrials.

gov, NCT04390646). Written informed consent

was obtained from all participants and their

legal representatives before inclusion (Ethics

Committee of Vaud, 2020-00270). Patients

were subjected to baseline clinical evaluation

(detailed history, physical examination, hor-

monal and cognitive profiling, MRI analyses)

before and after 6-month pulsatile GnRH

therapy via a subcutaneous pump at a rate of

75 ng per kg of bodyweight per pulse at 2-hour

intervals (LutrePulse manager and LutrePod,

Ferrring SA, Switzerland) to mimic LH pulse

frequency in normal men. Six age-matched

healthy male controls were also recruited to

compare baseline parameters.

Imaging studies comprised structural MRI

and rs-fMRI using a 3T whole-body MRI sys-

tem using a 64-channel radiofrequency head

and body coil for transmission (Magneton

Prisma, Siemens Medical Systems, Germany).

Statistics

Data were assessed for normality and statisti-

cal differences and evaluated using appropri-

ate parametric or nonparametric tests for two

or more groups.
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On the origins of fatigue strength in crystalline
metallic materials
J. C. Stinville1,2*, M. A. Charpagne1,2, A. Cervellon2†, S. Hemery3, F. Wang2‡,

P. G. Callahan2¤, V. Valle3, T. M. Pollock2

Metallic materials experience irreversible deformation with increasing applied stress, manifested in

localized slip events that result in fatigue failure upon repeated cycling. We discerned the physical

origins of fatigue strength in a large set of face-centered cubic, hexagonal close-packed, and

body-centered cubic metallic materials by considering cyclic deformation processes at nanometer resolution

over large volumes of individual materials at the earliest stages of cycling. We identified quantitative

relations between the yield strength and the ultimate tensile strength, fatigue strength, and physical

characteristics of early slip localization events. The fatigue strength of metallic alloys that deform by slip

could be predicted by the amplitude of slip localization during the first cycle of loading. Our observations

provide a physical basis for well-known empirical fatigue laws and enable a rapid method of predicting fatigue

strength as reflected by measurement of slip localization amplitude.

C
yclic fatigue is the root cause of many

catastrophic failures in engineering sys-

tems, with notable examples in air-

craft, artificial heart valves, prosthetic

devices, electronics packages, railways,

bridges, offshore platforms, and conventional

and nuclear power plants. The weakening of

the metallic materials caused by cyclic load-

ing ultimately results in fracture at stresses

that are often substantially lower than that

necessary to cause fracture undermonotonic

loading (1). Such failures often occur after

millions or even billions of cycles, complicat-

ing the ability to predict when failure will

occur.

The design of safety-critical components for

survival beyond a critical number of cycles re-

quires knowledge of the fatigue strength of the

material for the required number of cycles. In

measurements of fatigue strength, samples

are typically cycled between a minimum and

maximum stress (smin, smax) to failure in a

servohydraulic testing machine at a frequency

near 1 Hz. At this frequency, ~278 hours are re-

quired to apply amillion cycles or 278,000 hours

(~32 years) for a billion cycles. With the

development of ultrasonic fatigue testing ap-

proaches (2, 3), fatigue testing can be performed

at 20 kHz, allowing cycling to a billion cycles in

~14 hours. This accelerated approach to test-

ing enables rapid fatigue characterization of a

broader set ofmaterials at very high cycles and

enables more tests of a givenmaterial, which

is essential for capturing the variability in

fatigue behavior. Fatigue life variability may

be attributable to the presence of rare flaws

that are introduced during material processing

or component fabrication, or if these flaws are

absent, from intrinsic features of the material

itself (1, 4, 5).

Correlations between fatigue strength in the

high or very high cycle fatigue regimes and

the intrinsic mechanical properties of metallic

materials, including yield strength, ultimate

tensile strength, and hardness, have beenwidely

reported in the literature (4, 6–9). Of most

interest is the observation that fatigue strength

increases with increasing yield strength or

ultimate tensile strength. However, plotting

normalized fatigue strength as a fraction of

the yield strength or ultimate tensile strength

of the metal (the fatigue efficiency; Fig. 1) shows

that metallic materials with high strengths in

many cases fail by fatigue at stresses as low

as 25% of their yield strength, indicating a

markedly low fatigue efficiency. The physical

processes and parameters at the microstructure

scale that link the tensile and yield strengths

to fatigue strength are not yet fully under-

stood. Moreover, it is unclear why metals and

alloys with high tensile strength possess such

a low fatigue efficiency. Substantial efforts

on fatigue modeling that fit constitutive mod-

els to large amounts of fatigue test data, or
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Fig. 1. Relationship between tensile properties and fatigue strength. sY and sU refer to yield and

ultimate tensile strengths, respectively. The fatigue strength, sl, is reported as a percentage of the yield

strength (dots) and tensile strength (open circles). Fatigue tests were performed in the VHCF regime

(frequency of 20 kHz, tension-compression cycling at room temperature to 109 cycles with R = smin/smax = −1.0)

[steels (41-44), Ti alloys (45–47), superalloys (48–51), high-entropy alloy (fcc) CrMnFeCoNi (52), Cu, Ni, Ta,

and Nb alloys (49, 53–55)]. The fatigue data are restricted to materials that deform by slip and contain a

minimum content of extrinsic defects (e.g., inclusions or pores).
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Fig. 2. Quantitative measurement of the surface slip localization. (A) Left:

Conventional strain field obtained by HR-DIC measurement under a SEM. Right:

The discontinuity-tolerant Heaviside-DIC method provides quantitative

measurement of each single-slip event that develops at the surface of the

specimen during deformation. The displacement induced along the slip event is

reported in nanometers. (B) Surface slip localization induced by monotonic

loading at the surface of a nickel-based superalloy and pure niobium

polycrystalline materials. (C) Engineering stress-strain curves of some of the

investigated polycrystalline metals for monotonic deformation at quasi-static

strain rate. (D) Average and 5% highest maximum slip intensity at 0.2% applied

macroscopic plastic strain as a function of the yield strength of the metal.

The maximum slip intensity for each single-slip event is normalized by the length

of the slip event to capture the effect of grain size. (E) Reversed loading to

investigate reversibility of slip. (F and G) Regions in a nickel-based superalloy

that display complete and partial reversibility during reversed loading. The

3D representation on the displacement field was obtained by HR-DIC.
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that make use of damage or fatigue indi-

cator parameters, have led to considerable

improvement of our predictive capabilities

(10–14). However, suchmodels rely on param-

eters that are not universal to all metallic

materials.

Fatigue failure occurs by a complex series

of processes that include cyclic plastic defor-

mation, crack nucleation, and crack propaga-

tion to a critical size that results in fracture

(15, 16). The cyclic deformation process occurs

by glide of crystalline defects, so-called dislo-

cations, that develop into complex structures

such as persistent slip bands with ladder struc-

ture (5), deformation bands (17), or fatigue

shear bands (18). Fatigue crack nucleation is

thought to be a consequence of a phenomenon

known as cyclic irreversibility (5), in which

dislocations glide along slip planes as the

sample is loaded, but do not return to their

original positions during unloading or reversed

loading into compression. This results in a

heterogeneous accumulation of plastic strain

along with roughening of the sample surface,

which occurswhen some of the defects exit the

surface of the crystal. In many instances, this

results in fatigue crack nucleation at the free

surface of a material. We hypothesize that a

more quantitative and statistical understand-

ing of the plastic localization processes that

occur in near-surface regions would improve

our ability to predict the fatigue strength of a

given material. Further, such understanding

could guide the development of fatigue-resistant

materials.

Quantification of plastic localization at the

microstructure scale—that is, at the scale of

individual crystals (grains) across a polycrys-

talline aggregate—is challenging for both

monotonic and cyclic loading. Experimental

observation of slip events requires nanometer-

scale spatial resolution. Conversely, capturing

thematerial response over statistically represent-

ative populations of microstructural configura-

tions requires millimeter-scale fields. However,

recent advances in testing devices that operate in

situ in the scanning electron microscope (SEM),

combined with high-resolution digital image

correlation and automated multimodal data

analysis, provide opportunities to quantify the

character of discrete slip events and slip activ-

ity over large fields of view (19–22).

We integrated these experimental capabil-

ities to study slip localization during monotonic

and fully reversed loading on a large collection

of alloys with face-centered cubic (fcc), hexag-

onal close-packed (hcp), and body-centered cubic

(bcc) crystal structures. We performed measure-

ments over statistically significant regions of

interest, and we used multimodal data-merging

approaches to quantitatively study the relation-

ship between microstructure and individual

slip localization events, including their loca-

tion, intensity, and degree of reversibility. We

found that fatigue strength as a fraction of

yield strength is directly correlated with the

slip amplitude observed during the first cycle

of loading. This observation offers insights into

cyclic irreversibility, provides physical insights

into well-known fatigue laws, and suggests a

more efficient approach to designing fatigue-

resistant materials.

Quantitative and representative

measurements of slip localization

We studied a large collection of polycrystal-

line metals with varied crystallographic struc-

ture and processing paths (see table S1 and

supplementary materials). The engineering

stress–strain curves exhibited a large spec-

trum of yield strengths (Fig. 2C), ranging from

39 to 1183MPa.We performed high-resolution

digital image correlation (HR-DIC) measure-

ments during monotonic and fully reversed

loading in the early plastic regime to investi-

gate the displacements associated with dis-

crete slip events that occur at the surface. We

performed measurements in the SEM that

provided displacement resolutions down to

10 nm and spatial resolution of a few tens of

nanometers. In Fig. 2, A and B, we show typical

HR-DIC maps for a reduced field of view for a

nickel-based alloy and pure niobium during

monotonic loading. Bands of highly localized

deformation develop from sequential slip of

groups of dislocations along crystallographic

planes. Combining HR-DIC measurements

with a discontinuity-tolerant Heaviside-DIC

method (23) enables a quantitative measure-

ment of the slip intensity along each indi-

vidual band during deformation over large

regions of each material (Fig. 2A, right). We

can track the evolution of the slip intensity

during monotonic and cyclic deformation,

and this evolution is highly dependent on the

material type and loading condition. When

reverse loading is involved (Fig. 2E), the evo-

lution of slip intensity is complex, with certain

regions displaying complete reversibility of

slip (Fig. 2F) while others display a certain

amount of irreversibility (Fig. 2G). This ir-

reversibility is indicative of the development

of extrusions (displacement above the initial

surface) or intrusions (displacement below the

initial surface) that may later serve as a crack

nucleation site.
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Fig. 3. Fatigue strength as a function of slip amplitude. Fatigue strength, sl, is determined for different

metallic materials by VHCF loading. The amplitude of the localization by slip is evaluated during monotonic

loading at 0.2% strain and compared to the fatigue strength for a ratio near zero (tension), or evaluated

after fully reversed loading and compared to the fatigue strength for a ratio of Ð1 (tension-compression). Points

are color-coded according to yield strength.
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We performed statistical analyses on the

experimental materials for >20,000 individ-

ual slip events. We identified each slip event

(see fig. S1 and supplementary materials) and

extracted its maximum intensity along its

surface trace. We normalized the maximum

intensity by the length of the slip event to

capture grain size effects. We obtained the

distributions of the normalized maximum

intensity and slip trace spacings for each

material and subsequently related these val-

ues to the microstructure of the material. In

Fig. 2D, we show the average and highest

5% of the distribution after an applied

plastic strain of 0.2% for all materials we

investigated as a function of yield strength.

Interestingly, the average and 5% highest

values of the distribution of the maximum

slip intensity and average of the slip trace

spacing (fig. S2B) display a linear dependence

on the yield strength across the large set of

materials examined. Materials with higher

yield strength, such as the precipitation-

strengthened superalloys, exhibit substan-

tially higher slip intensity during monotonic

loading. Surprisingly, both the fcc and hcp

materials show the same dependence. How-

ever, this linear relationship is distinctly

different for bcc materials, with less variation

in average slip intensity and slip trace spac-

ing with yield strength. Also, differences in

slip localization characteristics arise from

processing along different paths (i.e., 316L

processed along wrought and additive man-

ufacturing paths, and nickel alloy 718 in solid

solution– strengthened and precipitation-

strengthened forms).

Relationship between fatigue strength and

slip localization

We measured the fatigue strengths of several

of the materials using very high cycle fatigue

(VHCF) testing to 10
9
cycles. Fatigue tests were

performed at a fatigue stress ratio of either –1

(tension-compression) or near 0 (tension). The

fatigue efficiency (fatigue strength as a func-

tion of yield strength) is displayed for the

investigated materials as a function of the

maximum slip amplitude (highest 5%) after a

single cycle (tension or tension-compression)

to a maximum plastic strain of 0.2% (macro-

scopic yield) (Fig. 3). Remarkably, a linear de-

pendence of fatigue strength on slip amplitude

measured after the first cycle of fatigue is ap-

parent. Further, this relationship captures the

effect of the loading conditions (temperature

and stress ratio), grain size, crystal structure,

and yield strength and explicitly links the

monotonicproperties to thecyclic fatigue strength,

through the physical characteristics of the slip

that occurs in the first cycle.

Polycrystalline metallic materials, as a con-

sequence of their processing paths, naturally

contain variations in many features of material

structure, including grain structure, chemical

distribution of solute, and strengthening pre-

cipitates if present. As a result, as the material

is loaded, plastic deformation does not occur

uniformly, but instead initially occurs by local-

ized slip in regions where dislocations first

overcome the obstacles to deformation. The

intensity of the slip displacements is highly

dependent on the intrinsic properties of the

material (crystal structure and microstructure)

and testing conditions (temperature, strain rate,

and loading). Dislocations can be pinned for

many reasons—lattice friction, the presence of

solute atoms, segregation, preexisting disloca-

tions within the material, obstacles such as

precipitates, low- and high-angle boundaries or

cell walls—and can escape when the resolved

shear stress on the slip plane is greater than the

strengths of the forces pinning them. This re-

sults in the collective motion of multiple dislo-

cations along individual planes, producing a

heterogeneous pattern of plasticity. Thus, slip

amplitudes in early cycling should vary with

the presence of solute and precipitates and

depend also on grain size (Fig. 2D). We clearly

illustrate this dependence on microstructure

in two variants of a model material, nickel-

based Inconel 718: precipitation-strengthened

with high yield strength, and solid solution–

strengthened with lower yield strength. Both

of these materials originated from the same

forged disk and initial heat treatment, re-

sulting in an identical chemistry and grain

structure in both variants. We obtained the

precipitation strengthening by an additional

aging treatment that does not affect the grain

structure. These two variants of material ex-

hibit different slip intensities, with the higher-

strength precipitate-containing material

subject to slip intensities that are a factor

of >2 higher than for the solid solution–

strengthened version. Another striking ex-

ample in the literature is slip in neutron

irradiated and nonirradiated zirconium al-

loys (24), where an increase of yield strength

by a factor of 2 due to neutron irradiation

results in a substantial increase in slip in-

tensity (25).
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Fig. 4. Measurement of fatigue strength and amplitude of localization by

slip of metallic materials. (A) Fatigue curves for nickel-based superalloy

Inconel 718 strengthened by precipitation and by solid solution, tested in the

VHCF regime at a ratio of Ð1. Maximum stress is displayed in MPa (left) and as a

percentage of the yield strength (right). (B) Associated engineering stress-strain

curves of Inconel 718 strengthened by precipitation and by solid solution

under fully reversed loading. (C) Distribution of the highest slip intensity for Inconel

718 strengthened by precipitation after tensile part (black) and fully reversed

loading (red). Negative values are indicative of slip events that display an intrusion

character; positive values are associated with extrusion character. The horizontal

axis (count) for the distribution after compression was adjusted for better

comparison. (D) Same as (C) for Inconel 718 strengthened by solid solution.
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We found the collective dislocation glide and

slip localization processes at room temperature

in hcp/fcc structures to be substantially differ-

ent from those in bcc structures. In general,

the higher number of available slip systems in

the bcc crystal structure results in a less well

defined band structure relative to the fcc and

hcp structures. As a consequence, slip is well

dispersed in bcc alloys butmore highly localized

in fcc and hcp alloys. In addition, plasticity in

bcc metals is usually controlled by screw

dislocation motion, resulting in some ambigu-

ity as to the nature of the slip planes (26), be-

cause screw dislocations easily cross-slip and

glide on multiple planes. In the dislocation

dynamics simulations of Cui et al. (27), screw

dislocations were found to contribute to fre-

quent cross-slip and jogmultiplication, inducing

more spatially homogeneous plastic deforma-

tion with less pronounced slip localization in

bcc metals.

Our measurement of slip events over large

fields of view (encompassing many thousands

of grains) provides statistical information and

also reveals the effect of the microstructure

on slip localization. The development of data-

merging tools (19, 21) allows for direct corre-

lation of slip events with specific features of

microstructure. For example, particular grain

configurations that develop during process-

ing of metallic materials (“special” bounda-

ries or “annealing twins”) have been known

to promote intense slip localization parallel

to them (fig. S3) during deformation of steels

(28), nickel-based superalloys (18, 29, 30), and

titanium alloys (31, 32). Intragranular slip

localization may also vary substantially from

grain to grain. The variation in slip localiza-

tion intensity is especially pronounced in

some of the high-strength bcc alloys and the

additively manufactured alloys. In the case

of bcc alloys, the localization process is highly

dependent on crystallographic orientation.

High dispersion in slip intensity and slip band

spacing observed in the bcc high-entropy alloy

HfNbTaTiZr in comparison to other fcc ma-

terials is an example (fig. S4). To a lesser de-

gree, high dispersion is also observed in the

additively manufactured materials, which can

be attributed to heterogeneity in the fine-scale

printed structure (low-angle boundaries and

cell structure).

The location of the highest slip amplitude

events during monotonic and reverse loading

correlates well with the location of the crack

nucleation site in the high cycle fatigue and

VHCF regimes (table S2), indicating again the

close relationbetween slip localization and crack

nucleation. Because fatigue often involves load-

ing in tension to a specific stress level and then

reverse loading into compression to the same

magnitude of stress (R ratio = –1), the factors

that influence the reverse motion of disloca-

tions as the load goes into compression are im-

portant to the evolution of slip amplitude. In

Fig. 4B, we show how this behavior varies

with stress-strain behavior for the two model

variants of the nickel-based Inconel 718 alloy.

The first variant (red curve) is the precipitation-

strengthened version; the second variant is the

solid solution–strengthenedmaterial (blue). De-

spite the large difference in their yield strength,

we observed similar fatigue strengths for the

two variants. The solid solution–strengthened

variant displayed a substantially higher fa-

tigue efficiency, defined as the fatigue strength

as a percentage of the yield strength. We

evaluated the tendency of the two variants to

localize deformation by slip after monotonic

loading and unloading from a maximum ap-

plied plastic strain of 0.2% (Fig. 4B, black

curves) and after a fully reversed loading

(Fig. 4B, black plus red curves) to bring the

macroscopic plastic strain near zero after

compressive load. Some of the high-intensity

slip events did not recover their displace-

ments during the compressive part of the

cycle, indicating substantial plastic irrever-

sibility. In addition, slip events with intrusion

character formed during the compressive

loading part of the cycle, displayed as nega-

tive values in the distributions. More details

can be found elsewhere (20) regarding quan-

titative measurements of irreversibility dur-

ing reverse loading at the scale of individual

slip bands by HR-DIC. Whereas the average

macroscopic plastic strain is near zero, the slip

amplitude, defined as the absolute differ-

ence between the average negative and posi-

tive values of the maximum slip intensity, is

substantial. We can explain the substantially

higher fatigue efficiency of the solid solution–

strengthened material with its lower resid-

ual slip displacement (slip amplitude) relative

to the precipitation-strengthened material

(Fig. 4, C and D).

The intensity of the slip localization is

clearly predictive of the fatigue strength in the

large material set we investigated (Fig. 3).

Monotonic properties such as yield strength,

tensile strength, or hardness have long been

known to be related to cyclic fatigue strength

(4, 6–9). Our data make clear that slip loca-

lization is the physical origin of this observa-

tion. This relationshipmay come as a surprise,

considering that fatigue life is controlled by

cyclic processes that involve complex plastic

deformation structures (5, 17, 18, 33, 34) and

fatigue life is governed by a combination of

crack nucleation, early propagation, and crack

growth. For tests we performed in the high

cycle fatigue regime (>10
6
cycles) and espe-

cially in the VHCF regime (~10
9
cycles) that we

used to determine fatigue strength, the cyclic

peak stress is usually lower than the mono-

tonic yield strength; consequently, most of the

lifetime is consumed by plastic localization

and the initiation of a critically sized fatigue

crack (15, 16). In addition, the nucleation of

cracks is directly related to the amplitude of

the extrusion/intrusion phenomenon that orig-

inates from slip localization (35) or to dis-

location pile-ups at grain boundaries that

result from intense slip. Moreover, it has been

previously observed that the dislocation struc-

tures that form during cyclic loading are de-

pendent on the propensity of the material to

easily cross-slip or develop highly planar slip.
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Fig. 5. Fatigue and localization for body-centered cubic metals. (A) The fatigue strength of various

metals is reported as a percentage of the yield strength. Fatigue tests were performed at room

temperature in the VHCF regime [steels (41–44); Ti alloys (45–47); superalloys (48–51); high-entropy

alloy (fcc) CrMnFeCoNi (52); Cu, Ni, Ta, and Nb alloys (49, 53–55)] and in the high cycle fatigue

regime [Mo, W, Ta, Nb, Fe, and Co alloys (39); HfNbTaTiZr alloy (40, 56); steels (57); aluminum

(16, 58); magnesium (59, 60)]. (B) Average and 5% highest maximum slip intensity for various

metals at 0.2% applied macroscopic plastic strain as a function of the yield strength of the metal.

The maximum slip intensity for each single-slip event is normalized by the length of the slip event to

capture the effect of grain size.
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Labyrinths, cells, deformation band walls, per-

sistent slip band ladders, dipole arrays, and

stacking fault bands are dislocation patterns

that develop during fatigue; the types of dis-

location patterns that form are highly de-

pendent on the slip character (36, 37). These

phenomena are evidently all reflected in the

tendency of the material to localize the plastic

deformation.

Finally, our experiments yield the observa-

tion that fatigue strength as a fraction of yield

strength (at 10
9
cycles) can be predicted by the

slip amplitude after the first cycle of loading.

From the data plotted in Fig. 3, we found the

following relation:

sl

sY
¼ 1� ld ð1Þ

where sl is fatigue strength at 10
9
cycles, sY

is yield strength, l is the localization pa-

rameter [which depends only on crystal

structure (fcc/hcp or bcc)], and d is the slip

amplitude in a single cycle that is represen-

tative of the loading ratio (after tensile load-

ing for R = 0 and after fully reversed loading

for R = –1). This expression describes the

behavior of a wide range of fcc and hcp ma-

terials, with the possible exception of mate-

rials with very low yield strength (such as

Cu) where the barriers to dislocation glide

are very low. Only for high-purity metals is the

value of d very low, and as a consequence

the fatigue strength approaches or is above

the yield strength of thematerial. The precise

normalized fatigue strength where this rela-

tionship breaks down is an interesting sub-

ject for future investigation.

The expression in Eq. 1 is applicable to

fatigue strengths that are in the high cycle

fatigue or VHCF regimes, where fatigue data

are represented by the well-known empirical

Basquin law:

sa ¼ sf ′ Nfð Þc ð2Þ

where sa is the stress amplitude, sf′ is the fatigue

strength coefficient,Nf is the number of cycles

to failure, and c is the fatigue life coefficient.

The stress amplitude sa can be expressed as

sa ¼
smax 1� Rð Þ

2
ð3Þ

where R is the stress ratio and smax is the

maximum applied stress. Considering the pre-

vious equations and the fatigue strength at

10
9
cycles, the fatigue strength coefficient for

all investigated materials that deform by slip

is expressed as

sf ′ ¼
1� R

2 109ð Þ
c sY 1� ldð Þ ð4Þ

Our analysis provides insights on the physi-

cal origins of the fatigue strength coefficient

sf′, which has generally been treated as a fit

parameter. Increasing the yield strength of a

material might be expected to increase its

fatigue strength by increasing the fatigue

strength coefficient. However, with the ten-

dency for higher-strength materials to localize

more intensely, this potential benefit is offset,

as demonstrated by the ld term in Eq. 4. As

such, we link the low fatigue efficiency of the

strongest materials directly to the localization

process.

Another important consideration revealed

by HR-DIC measurements during fatigue

loading (20) is that the highest-amplitude

slip events that develop in tension also have

a tendency to have the highest level of ir-

reversibility during the compressive part of

the cycle (negative R ratio). Although many

high-intensity slip events do not reverse com-

pletely during compressive loading (Fig. 4),

the resulting effect is that new slip events with

intrusion character develop during the com-

pressive phase, giving rise to local combined

intrusion-extrusion events that are captured

by the slip amplitude d. The degree of irrever-

sibility can be different from one material to

another.

Slip localization for fatigue strength prediction

The investigation of the slip activity and am-

plitude of localization during monotonic and

reversed loading provides an opportunity to

rapidly evaluate the fatigue strength and

fatigue efficiency of materials and their dif-

ferent microstructural variants that develop

along different processing paths. This ap-

proach not only provides new insights into

the role of crystal structure and microstruc-

ture in determining fatigue strength, it also

provides guidance for alloy and microstruc-

ture design. Alloy deformation is often char-

acterized in terms of slip character (37), with

slip bands described qualitatively as wavy,

planar, coarse, or fine. However, the further

quantitative assessment of slip amplitude

provides unique information linking the crys-

tal structure and microstructure to mechan-

ical properties. The propensity of high-strength

fcc/hcp materials to produce high slip am-

plitudes results in a low fatigue efficiency.

Thus, monotonic strength and cyclic fatigue

strength must be balanced in recognition of

the specific engineering application of a ma-

terial and with consideration of which of these

properties is life-limiting. Beyond this, the

statistical measurements of the slip character

in relation to the microstructure point to dif-

ferent pathways for the design of alloys and

processing paths that control microstructure

in order to minimize the localization of the

plasticity, and as a consequence increase the

fatigue strength.

The high–yield strength, high-entropy alloy

HfNbTaTiZr displays unusual behavior among

all the bcc alloys (Fig. 5). The fatigue ratio is

known to usually be substantially higher for

bcc metals relative to fcc or hcp metals. The

fatigue strengths of bcc metals usually ap-

proach their yield strengths, even for relatively

high–yield strength materials. As an exam-

ple, bcc steels and eutectoid steels are known

to display high fatigue strength (38) in ad-

dition to their high yield or tensile strength.

The fatigue properties we report for a list of

bcc alloys andmetals (39, 40) (Fig. 5A) overlap

with literature results (Fig. 1). We investigated

some of the reported bcc alloys such as pure

Nb, pure tantalum, C-103, and HfNbTaTiZr

using HR-DIC; their propensities to localize

the deformation are shown in Fig. 5B. Our

data indicate that in comparison to fcc and

hcpmetals, bccmetals tend to distribute strain

in a more spatially homogeneous fashion.

Relatively low average slip intensities de-

velop during monotonic loading of the pure

Nb, pure tantalum, and C-103 alloys. As a con-

sequence, they display very high fatigue ef-

ficiency, in some cases demonstrating fatigue

strengths higher than their yield strengths.

The particular example of HfNbTaTiZr is an

interesting exception because it displays the

highest intensities of slip localization, with levels

similar to fcc and hcp materials. The most

intense slip traces in this alloy are associated

with particular crystallographic orientations

that inhibit cross-slip. This observation is

further highlighted by the high dispersion in

slip intensities and slip band spacing observed

in the bcc HfNbTaTiZr in comparison to other

bcc and fcc materials (fig. S4). These results

suggest that control of the crystallographic

texture in this class of alloysmay be critical for

achieving exceptional properties.Adeeperphys-

ical understanding of the dislocation mecha-

nisms that result in intense localization in

high–yield strength bcc alloys may also provide

guidance for the design of alloys within this

class of materials.

We observed a linear relationship between

the amplitude of slip localization that develops

during the first cycle and the fatigue strength

of the material. We have directly quantified

this interrelationship among slip amplitude,

irreversibility, and fatigue life for materials

that deform by slip. Our observations suggest

that the plastic localization that occurs dur-

ing the first cycle naturally reflects the propen-

sity of the material for cyclic irreversibility. Our

analyses also capture global differences in the

behavior of fcc and hcp materials compared

to bcc and the tendency for more homogeneous

deformation in the bcc alloys. The slip analysis

is also very useful for identification of alloys

that exhibit exceptional/unusual behavior, as

exhibited by the bcc multi–principal element

alloy HfNbTaTiZr, and provides a different

approach for focusing the search for fatigue-

resistant alloys.
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INDOOR AIR QUALITY

The human oxidation field

Nora Zannoni1*†, Pascale S. J. Lakey2, Youngbo Won3, Manabu Shiraiwa2*, Donghyun Rim3
*,

Charles J. Weschler4,5, Nijing Wang1, Lisa Ernle1, Mengze Li1‡, Gabriel Bekö4,

Pawel Wargocki4, Jonathan Williams1,6*

Hydroxyl (OH) radicals are highly reactive species that can oxidize most pollutant gases. In this

study, high concentrations of OH radicals were found when people were exposed to ozone in a

climate-controlled chamber. OH concentrations calculated by two methods using measurements

of total OH reactivity, speciated alkenes, and oxidation products were consistent with those

obtained from a chemically explicit model. Key to establishing this human-induced oxidation field

is 6-methyl-5-hepten-2-one (6-MHO), which forms when ozone reacts with the skin-oil squalene

and subsequently generates OH efficiently through gas-phase reaction with ozone. A dynamic model was

used to show the spatial extent of the human-generated OH oxidation field and its dependency on ozone

influx through ventilation. This finding has implications for the oxidation, lifetime, and perception of

chemicals indoors and, ultimately, human health.

N
orth Americans and Europeans spend,

on average, ~90% of their time indoors

(including home, workplace, and trans-

port) (1, 2). Within this enclosed space,

occupants are exposed to a multitude

of chemicals from various sources, including

outdoor pollutants that penetrate indoors,

gaseous emissions from building materials

and furnishings, and products of human activ-

ities such as cooking and cleaning (3). In

addition, the occupants themselves are a

potent mobile source of gaseous emissions

from breath and skin (human bioeffluents)

as well as primary and secondary particles

(4). Characterization of these indoor sources

and the main indoor removal mechanisms are

key to understanding indoor air quality (5).

Chemical removal of gas-phase species in

outside air during daytime is mostly initiated

by hydroxyl (OH) radicals, which are formed

when a short-wavelength photolysis product

of ozone (O3) [an excited oxygen atom, O (
1
D)]

reacts with water. Longer-wavelength photol-

ysis of nitrous acid (HONO) and formaldehyde

(HCHO) also provides small additional OH

sources outside, as does the light-independent
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ozonolysis of alkenes via Criegee intermediate

formation (6). By contrast, the indoor envi-

ronment is less influenced by direct sunlight,

in particular ultraviolet light, which is largely

filtered out by glass windows, so that primary

production ofOH indoors viaO (
1
D) is negligible.

Although some OH can be generated by longer-

wavelength artificial light by photolysis with

natural light of formaldehyde and HONO if

present, O3 entering the building from outside

is generally considered to be the principal oxi-

dant indoors (7). Nevertheless, previous studies

have highlighted the potential importance of

alkene ozonolysis (8–11) in generating OH via

Criegee intermediates in indoor environments,

particularly when reactive molecules such as

limonene from air fresheners or cooking are

abundant. Previous estimates andmeasurements

of indoor OH concentrations have ranged from

10
5
to 10

7
molecules cm

−3
, which is substantially

higher than outdoor nighttime concentrations

and comparable to daytime atmospheric OH

concentration levels in some regions (8–15).

None of the aforementioned model or mea-

surement studies considered occupied indoor

environments and therefore the underlying

chemical influence of humans. Yet with every

breath, humans exhale reactive alkenes such

as isoprene, which can oxidize to further

alkenes such as methyl vinyl ketone (MVK)

and methacrolein (MACR) (16). Moreover, O3

reacting at the skin surface with the skin-oil

squalene (C30H50), a triterpene responsible for

almost 50% of the unsaturated carbon atoms

on human skin, releases a host of alkene-

containing compounds to the air, including

geranyl acetone, 6-methyl-5-hepten-2-one (6-

MHO), OH-6-methyl-5-hepten-2-one (OH-6-

MHO), 4-methyl-8-oxo-4-nonenal (4-MON),

4-methyl-4-octene-1,8-dial (4-MOD), and trans-

2-nonenal (17). These species have the potential

to react further in the gas phase, either to

generate OH through reaction with O3 or to

deplete OH through direct reaction with the

alkene. Therefore, humans have the potential

to profoundly affect the oxidative environment

indoors, particularly in areas of high occupancy

(18), larger exposed body surface, and higher air

temperature and humidity (19).

In this study, measurements were conducted

in a climate-controlled stainless-steel chamber

(see Fig. 1) with three different groups of four

adult subjects on four separate days (including

two replicates from the same group) (20). The

air change rate (ACR) (3.2 hour
−1
) and O3 con-

centration [100 parts per billion (ppb) at the

inlet and 35 ppb indoors] used in this ex-

periment were chosen for reproducing a real-

istic scenario based on the expectedO3decrease

due to occupancy (21). (ACR is the number of

times that the total air volume in a room or

space is completely replaced by outdoor air in

an hour.) From this data, we have determined

the indoor concentrations and spatial distri-

bution of OH radicals generated by humans

upon exposure to O3. This oxidative field is

produced in isolation from other indoor sources

or sinks of OH. A steady-state approach was

applied, combining measured total OH reac-

tivity (OH loss frequency in s
−1
), measured

concentrations of compounds containing an

alkene double bond, and available literature val-

ues of OH yields from O3 with alkene reactions.

For comparison, the OH levels were also de-

termined by an independent method using

isoprene and its oxidation products. In the

final step, the empirically derived OH levels

andmeasurements were compared with those

obtained from a detailed multiphase chemical

kinetic model, and these results were used to

simulate high spatial and time-resolved OH

distributions in a room using a computational

fluid dynamics (CFD) model. To investigate the

existence and variability of spatial concentra-

tion gradients, we tested four scenarios: (i) an

evaluation of the experimental results using

the same underfloor air distribution from a

perforated floor along with intensive air mixing

at the average indoorO3 concentration of 35ppb

as in the experiment, (ii) the same ventilation

condition of the experiment without anymixing

fans at an indoor O3 concentration of 35 ppb

to simulate a residential condition, (iii) air jets

supplied at ceiling height and an indoor O3

concentration of 35 ppb to simulate an office

condition, and (iv) same as (iii) except the

indoor O3 concentration was 5 ppb.

Results

Total OH reactivity of human emissions

Figure 2 shows the OH loss frequency (total

OH reactivity) measured directly in the cham-

ber. The total OH reactivity of the gas-phase

human bioeffluents was, on average, 8 ± 4 s
−1

in the absence of O3 and 34 ± 16 s
−1
when O3

was present (mean value ± measurement error,

determined at equilibrium in the last 15 min

before volunteers left the chamber). In the

absence of O3, the dominant OH sinks were

reactive compounds in human breath (e.g.,

isoprene 64%), whereas in the presence of O3,

the dominant OH sinks were reactive com-

pounds generated by O3 reactions with skin

lipids such as 6-MHO (31%), 4-oxopentanal

(4-OPA) (6%), and the sum of other aldehydes

(29%) (19, 22). Figure S1 shows the fractional

contributions to OH reactivity for the various

measured species. A comparison between the

measured and calculated reactivities from the

individually measured volatile organic com-

pounds (VOCs) (Fig. 2) showed that the main

reactive VOCs present in the chamber were

quantified within the method uncertainties

(total uncertainty for the measured OH re-

activity is 48%; total uncertainty for the cal-

culated OH reactivity is 30%) (19, 22). This was

a prerequisite for applying the steady-state

method to determine OH using total OH re-

activity and the combined OH sources.

OH radical concentration from the

steady-state method

Table 1 reports the predominant alkenes of

human origin measured in the presence of O3,

their OH production rates, and the resulting

OH concentrations at steady state (see meth-

ods eq. S5). The empirically determined OH

concentration from the four experiments in-

volving three different groups of four adult

human subjects was, on average, (7.1 ± 2) × 10
5

molecules cm
−3
, whereas replicate experi-

ments on the same group of subjects yielded
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Table 1. OH production rates of the measured alkenes and OH concentrations. OH radical

production rates of isoprene, 6-MHO, OH-6-MHO, limonene, MVK plus MACR, 4-MON, 4-MOD, geranyl

acetone, and trans-2-nonenal (in units of molecules cm−3 s−1) and OH concentrations (in units of

molecules cm−3) obtained with the steady-state method from measurements of alkenes and OH

reactivity of four adult volunteers. The data reported in each column were obtained from experiments on

separate days, under the same conditions, and within the same campaign. A1, A2, and A3 indicate

different groups of subjects. A2(1) and A2(2) were replicates of the same experiment with the same group

of volunteers. LOD, limit of detection.

Compound i A1 A2(1) A2(2) A3

Isoprene 3.61 × 105 3.06 × 105 3.07 × 105 4.10 × 105
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

6-MHO 1.22 × 107 1.57 × 107 1.66 × 107 1.82 × 107
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

OH-6-MHO 1.67 × 106 1.72 × 106 2.35 × 106 2.72 × 106
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Limonene 7.52 × 105 below LOD 8.78 × 105 7.28 × 105
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

MVK plus MACR 7.59 × 103 5.46 × 103 8.34 × 103 1.17 × 104
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

4-MON below LOD 5.25 × 104 5.61 × 105 2.87 × 105
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

4-MOD below LOD below LOD 6.05 × 105 3.40 × 105
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Geranyl acetone 1.96 × 106 2.13 × 106 2.44 × 106 2.07 × 106
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

trans-2-nonenal 1.17 × 105 9.39 × 104 1.76 × 105 1.42 × 105
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

OH (4.2 ± 1) × 105 (7.2 ± 2) × 105 (7.1 ± 2) × 105 (9.7 ± 3) × 105

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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(7.16 ±0.07) × 10
5
molecules cm

−3
(mean value ±

1s). The values assume that the room is uni-

formly well mixed; therefore, the result repre-

sents the mean OH concentration within the

chamber under the prevailing conditions:

ventilation rate of 3.2 ± 0.11 hour
−1
and O3 of

35 ppb with four people present. [Note that O3

was equal to 100 ppb at the inlet and 95 ppb in

the chamber before people entered (20).] For

one of the four experimental days, Fig. 2 shows

a time series of the calculated OH concentra-

tion from the onset of its generation (when O3

is introduced into the chamber) to when the

human bioeffluents reached steady-state con-

ditions. Detailed information on themeasured

alkene concentrations, their reaction rate coef-

ficients, and OH yields for the same experi-

ment are provided in table S1, whereas fig. S2

shows the simplified reaction scheme of 6-MHO

ozonolysis and respective product yields. The

most important alkene for generating OHwas

found to be 6-MHO, followed by geranyl acetone,

OH-6-MHO, limonene, 4-MON, and 4-MOD

(fig. S3). By contrast, isoprene (OH yield 0.27)

and the products resulting from isoprene re-

acting with OH (MVK plus MACR) made a

negligible contribution. Most of the alkenes

responsible for generating OH result from the

ozonolysis of skin lipids. Notably, the same

molecule, 6-MHO, is both the strongest chem-

ical source of OH radicals (fig. S3) and the

predominant sink for OH under these condi-

tions (fig. S1).

OH radical concentration from the

precursor-product method

Figure 2 also shows the concentration of OH de-

termined by an alternative approach (see meth-

ods eq. S6), namely, using a precursor (isoprene)

and product [mass-to-charge ratio (m/z) 71.049,

here reported as m/z 71, which represents the

sum of the products generated from the reac-

tion between isoprene and OH and which is

considered here as solely MVK plus MACR; see

methods and supplementary text and (23)]. In

the presence of O3, a ~4-fold increase of them/z

71 mixing ratio was observed (fig. S4), which

is primarily due to isoprene oxidation by OH

(isoprene fractional loss of 0.16%) with a small

contribution from gas-phase ozonolysis (iso-

prene fractional loss of 0.012%). The mean

OH concentration obtained is 1.2 × 10
6
mole-

cules cm
−3
, which is close to, but higher than,

the value obtained from eq. S5 (Fig. 2). The

agreement between themeasured and calcu-

latedOH reactivities reported in Fig. 2 precludes

the possibility that an unmeasured alkene is the

cause. A second possibility is that the OH yields

and rate coefficients used in eq. S6 overestimate

the OH radicals generated from human emis-

sions. A sensitivity test (table S2) was therefore

conducted on the result from eq. S6, where

each input variable was varied within its con-

fidence interval. This indicated that the vari-

ables that most influence the OH concentration

are the isoprene oxidation product yields (rela-

tive change 19 to 31%) and the ratio between

isoprene oxidation products and isoprene con-

centrations (relative change 19%). Therefore,

any fragment interfering in the measurement

ofm/z 71 would result in a higher OH concen-

tration as determined through eq. S6. How-

ever, in a separate experiment, it was noted

that some m/z 71 signal was generated from

the O3 exposure of four clean shirts (without

people). Detailed results on the OH reactivity

of peoplewearing short and long clothing andof

solely clothing were discussed in Zannoni et al.

(19). We therefore deduce that the precursor-

product method overestimated the OH radical

abundance because of interfering emissions of

the product from the clothing. Nevertheless, it

should be noted that there is broad agreement

between the two OH estimates and that the

values derived for human-generated OH are

substantial and highly meaningful in the in-

door environment.

Modeled OH radical field in the

occupied environment

Themeasured alkene concentrations, OH con-

centration, and OH reactivity were simulated

with the detailed kineticmodel KM-SUB-Skin-

Clothing (24, 25) (figs. S5 and S6). Outputs

from the kinetic model were then used in a

CFDmodel to simulate the human OH radical
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Fig. 2. Time series of OH concentration, OH reactivity, and O3 concentrations. Time series of OH

concentration (top) and measured OH reactivity (OHR_meas), calculated OH reactivity (OHR_calc), and O3

(bottom) for one selected experiment. OH concentration was determined by two independent methods: (i) OH_1

(steady-state method), from the OH production rate through ozonolysis of alkenes and the measured total

OH reactivity and (ii) OH_2 (precursor-product), using the lifetime of isoprene. VMR, volume mixing ratio.

Fig. 1. Photo of one experiment and CFD model framework. (A) Photograph of the occupied stainless-steel

climate chamber at the Technical University of Denmark (DTU). (B) Framework of the experiment used for the CFD

modeling. Ambient air is introduced through the entire floor and exhausted via one air outlet in the ceiling.
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field (26, 27). The OH radical field in the cham-

ber due to the presence of the people within

was determined for four different conditions.

The results of OH reactivity and OH concen-

tration under steady-state conditions with O3

present (before the occupants left the cham-

ber, at 360 min elapsed time from the begin-

ning of the experiment) are reported in Fig. 3

for all four simulations.

The first condition (Fig. 3A) allows direct

comparisonwith themeasured results: air and

O3 are supplied from a simulated perforated

floor, and two virtual fans mix the air inside

the chamber (as represented in Fig. 1). The

maximum air velocity occurs at the chamber

walls, and the maximum air temperature oc-

curs at the human-body surface, whereas around

the subjects, the air velocity and temperature are

uniformly distributed (fig. S7). With O3 present,

the largest source of OH reactivity is the human-

body surface (Fig. 3Ai), with O3-squalene–

generated carbonyls such as 6-MHO being the

predominant contributors to the OH reactiv-

ity. The maximum modeled OH reactivity is

50 s
−1
, whereas the mean chamber value is

~35 s
−1
, in good agreement with the measured

value. The spatial distribution of the OH radi-

cals generated by the occupants has the op-

posite distribution to the OH reactivity; their

concentration is highest in the room air and

lowest at the body surface (Fig. 3Aii). The mean

OH concentration under steady-state condi-

tions is 1 × 10
6
molecules cm

−3
, which agrees

well with the values inferred from the two

independent empirical methods described in

the prior sections “OH radical concentration

from the steady-state method” and “OH rad-

ical concentration from the precursor-product

method.”

The second condition investigates the im-

pact of the reduced air mixing by suppressing

the virtual fans and simulating amore realistic

scenario of a typical residence without active

mixing (Fig. 3B). A buoyancy-driven flowpattern

then developed because of the low-momentum

air supply from the floor level and convective

flow generated by the heat of the seated oc-

cupants. In this case, air movement is mainly

driven by temperature gradients associated

with indoor heat sources, as seen in fig. S9,

which shows the corresponding air temper-

ature and velocity distributions. Without active

air mixing, both air temperature and velocity

have a clear vertical gradient, with the room

air temperature being highest near the cham-

ber ceiling and with the maximum air speed

around the body surface of the occupants (fig.

S9). Therefore, a strong vertical gradient of OH

reactivity is generated from the floor (low) to

ceiling (high), as shown in Fig. 3B. Air temper-

ature, velocity, and airflow pattern determine

the evolution of the OH reactivity field shape,

forming a reactive cloud around and above

the mouth of the occupants that prolongates

above the head of the occupants (Fig. 3Bi) in

the convectively rising air plume. Accordingly,

the vertical profile of OH radical concentration

is opposite to that of OH reactivity, showing a

maximum at the chamber floor (Fig. 3Bii).

Themaximummodeled OH reactivity and OH

concentration values were 50 s
−1
and 2 × 10

6

molecules cm
−3
, respectively. Under such con-

ditions, the lifetime of the OH radical is 20 ms

above a person’s head, increasing to 100 ms

toward the floor.

The third condition investigates how the

vertical gradient is affected by the location of

the incoming air andO3 source. Air andO3 are

supplied from a jet diffuser at ceiling height,

as in a realistic scenario of a typical office. In

this case, the maximum OH reactivity is again

reached at the body surface and above people’s

heads, withminimum levels close to the air-O3

inlet (Fig. 3Ci). ThemaximumOHconcentration

is nowdisplaced to the air-O3 inlet, although still

caused by the interaction of O3 with 6-MHO

(Fig. 3Cii).

The fourth case investigates the spatial

gradient using the conditions applied in the

third case but with lower indoor O3 concen-

tration (5 ppb). This is themedian reported O3

indoor concentration from a number of resi-

dences, schools, and offices during occupancy

(28). As shown in Fig. 3D, the OH reactivity

(Fig. 3Di) and OH concentrations (Fig. 3Dii) are

reduced to ~20 s
−1
and ~3 × 10

4
molecules cm

−3
,

respectively, whereas the spatial gradients are

qualitatively very similar to those of the orig-

inal simulations with higher O3. In all the
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Table 2. Comparison between this study and previous direct and indirect measurements and estimates of OH concentration in indoor environ-

ments. FAGE, fluorescence assay by gas expansion; MCM, master chemical mechanism.

OH concentration

(molecules cm−3)

O3 concentration

(ppb)*
Method Notes Reference

(7.1 ± 2) × 105 35, 100
Measured OH

reactivity
Four adult occupants This study

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

4 × 106 to 2 × 107 20, 40
OH direct measurements

with FAGE
No occupants Carslaw et al. (43)

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

3 × 105 to 3.5 × 106 5, 180
OH direct measurements

with FAGE

No occupants, cleaning products

and maximum O3 present
Bloquet et al. (14)

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

1.8 × 106 5, 30
OH direct measurements

with FAGE

No occupants, daytime

maximum level
Gómez Alvarez et al. (12)

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

6.5 × 104 to 3.7 × 105 1.6, 4.8
Tracer decay

measurement
No occupants White et al. (15)

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

4.6 × 105 60, 120
Constant emission of a

tracer measurement

No occupants,

detergents present
Singer et al. (10)

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

4 × 105 12, 37
Estimate from detailed chemical

model based on the MCM
No occupants Carslaw (13)

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

1.2 × 105 20, 200
Estimate based on SAPRC-99

chemistry model
No occupants Sarwar et al. (11)

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

(7.1 ± 0.8) × 105 62, 192
Constant emission of a

tracer measurement
No occupants Weschler and Shields (9)

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

1.7 × 105 20†
Estimate based on steady-state

mass-balance model
No occupants Weschler and Shields (8)

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

*Values represent O3 indoor concentration followed by O3 outdoor concentration †O3 indoor concentration
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investigated conditions, humans exposed to

O3 generated an indoor OH oxidation field

around them.

Discussion

This study has experimentally and theoret-

ically determined with consistent results that

substantial OH concentrations are generated

in indoor environments owing to the presence

of humans and O3. Using an OH production

rate based on measured alkenes and simulta-

neous directmeasurements of OH reactivity, the

steady-state approach yielded OH concentra-

tions under equilibrium conditions of (7.1 ± 2) ×

10
5
molecules cm

−3
, whereas the precursor-

product yielded 1.2 × 10
6
molecules cm

−3
. Under

the conditions of the bare chamber experiments

(ACR of 3.2 ± 0.11 hour
−1
and O3 of ~35 ppb),

the oxidation field generated by one adult is

~1.8 × 10
5
molecules cm

−3
.

These results show that humans exposed

to O3 generate a substantial OH oxidizing

field around them. The OH radical levels are

sufficiently high to outcompete the more abun-

dant but slower O3 reactions that are now as-

sumed to dominate organic compound oxidation

in the indoor environment. Isoprene, for example,

under this chamber’s experimental conditions,

is predominantly oxidized by OH.

Notably, the OH concentrations derived in

this study are of the same order of magnitude

as the OH concentrationsmeasured ormodeled

in previous indoor studies (8–15) that were con-

ducted without people present (Table 2). This

suggests that the OH oxidizing field strength

generated by human occupants is comparable

to that resulting from all other indoor sources

of alkenes. In this context, it is important to

note that humans are mobile and so represent

a displaceable chemical source and oxidation

field indoors. Furthermore, it is shown that

within indoor environments, strong spatial

gradients in OH concentration can develop,

with the direction depending on the location of

the O3 source and ventilation. Such pronounced

spatial gradients have been reported in indoor

experiments previously, with OH levels vary-

ing with degree of illumination (12), with trace

gases showing strong gradients around the

breathing zone (29), and, during cooking, with

markedly different VOC levels occurring be-

tween floor and ceiling (30). Under real-world

conditions, the occupied space can be influ-

enced by additional heat sources such as those

from incoming light or hot cooking surfaces

that will further affect the spatial gradients

observed. Spatial and temporal scales of in-

door constituents are modulated by rates of

chemical reactions, surface interactions, and

building ventilation; short-lived compounds,

including OH radicals, can exhibit sharp spatial

gradients because their temporal scales are

determined mainly by reaction rates and are

only marginally affected by deposition and

ventilation rates (31).

Key to the generation of OH around humans

is the presence of reactive alkenes generated

from the reaction of O3 with various compo-

nents of skin oil (e.g., squalene), particularly

6-MHO but also geranyl acetone, OH-6-MHO,

4-MON, and 4-MOD. Because of its extremely

rapid reaction with OH [rate coefficient of the

reaction 6-MHOwith OH (k6-MHO+OH) = 1.57 ×

10
−10

cm
3
molecules

−1
s
−1
, which is faster than

that of isoprene] and its high measured yield

of OH upon ozonolysis [0.75 (32)], 6-MHO was

found to be the most important OH source and

OH sink. As such, it should be included in

future modeling and measurement studies of

indoor environments. Previous studies have

measured or estimated the indoor OH con-

centration based on OH generated from the

ozonolysis of alkenes from nonhuman sources

(8–10) and OH produced from HONO photol-

ysis (12, 14).Weschler and Shields focused on the

importance of terpenes from scented products

to generate OH in an indoor environment
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A B

C D

Experimental condition

Typical office (air supply jets at ceiling height) Typical office -low ozone condition (5 ppb)

Typical residence (buoyancy-driven airflow without mixing fans)

(i) OH reactivity (ii) OH concentration (i) OH reactivity (ii) OH concentration

(i) OH reactivity (ii) OH concentration (i) OH reactivity (ii) OH concentration

Fig. 3. Spatial distribution of OH reactivity and OH concentration at elapsed time 360 min (before people left the chamber). (A) Simulation of the

experiment with two indoor mixing fans and inflow through the floor to match the experimental conditions. (B) Simulation with no virtual mixing by fans for typical

conditions. (C) Simulation of inflow from an upper supply inlet of a wall. (D) Simulation with lower (5 ppb) O3 from an upper supply inlet.
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(8, 9), and Carslaw calculated that typically

~90% of OH indoors is produced from alkene

ozonolysis, whereas only ~10% is generated

fromHONOphotolysis (13). GómezAlvarez et al.

showed that when sunlight shines directly

into an unoccupied classroom, HONO photol-

ysis is the main source of OH indoors, mea-

suring peaks of OH up to 1.8 × 10
6
molecules

cm
−3
during the highest photolysis period (12).

The relative importance of these human- and

nonhuman-related OH sources will depend

critically on the conditions of the specific in-

door environment, including lighting, outdoor

and indoor sources, temperature, humidity,

and, as demonstrated here, people. The human-

induced OH field will also interact with other

indoor sources and surfaces, including emis-

sions from floors, walls, furnishings, and scented

products (whichwere excluded on purpose in

our study). In real-world environments, O3

can also react with squalene in settled dust,

on skin flakes, and on skin oil–soiled surfaces

such as clothes, generating 6-MHO and fur-

ther influencing the OH oxidation field, even

without people being present. Liu et al. (18)

showed that such reactions are still detectable

after 5 days without occupancy by measuring

squalene oxidation products. Zhang et al. (33)

estimated the “off-body” skin-oil contribution

from the aforementioned experiment. Collec-

tively, squalene and three squalene-derived

oxidation products (which can be a source of

secondary 6-MHO) contributed 2.7 mmol of

double bonds per square meter of surface in

this residence.

Previous studies have shown that exposure

to natural light indoors has a large effect on

OH generation (12). Carslaw simulated an

OH concentration of 9 × 10
4
molecules cm

−3

for indoor winter conditions in a home envi-

ronment with artificial light (13), which is

similar to the value obtained from our study

when O3 was absent. However, such levels are

small in comparison to the human-induced

concentrations found in our study when O3

was present. The indoor O3 concentration is

therefore a critical parameter in determin-

ing the strength of the human-generated oxi-

dation field (8–10). This in turn is dependent

on the outdoor O3 concentration and ventila-

tion rates of the indoor space. Real-world

indoor environments, including offices and

homes, typically have lower ventilation rates

(21) than that of our study. Moreover, the avail-

ability of multiple surfaces for O3 reactions

provided by furnishings will further lower

indoor O3 concentrations below those used here

(7). At an ACR of 3 hour
−1
, one would expect

indoor O3 concentrations that are roughly

50% of outdoor values. At an ACR of 1 hour
−1
,

one would expect indoor O3 concentrations

that are roughly 25% of outdoor values (21).

Hence, although an indoor O3 level of 40 ppb

is high, it does occur when outdoor levels are

high and the ACR ismoderate to high.Median

O3 levels for residences, offices, and classrooms

are ~5 ppb (28), and this scenario is represented

by the simulation of Fig. 3D, i and ii. Therefore,

the OH concentrations associated with the

human oxidation field reported from our ex-

perimental case (Fig. 3A, i and ii) likely rep-

resent upper limits. However, even with lower

O3 concentrations, substantial OH fields will

establish wherever humans are exposed to

O3, which is virtually all indoor and outdoor

environments. In addition to generating OH

radicals, the reaction of O3 with skin-surface

lipids also produces nanocluster aerosols (34).

The human OH radical oxidation field may

play an important role in the detection of

chemical cues because oxidation gradients

near the body surface can attenuate and trans-

form odor signals, affecting odor perception.

Indeed, it was recently shown that molecules

that react rapidly with the OH radical are

generally more sensitively detected by the

human nose (35). Growing research is report-

ing the role of chemical signals in human com-

munication (36).

In indoor environments, O3 reacts primarily

with organic compounds that contain carbon-

carbon double bonds. This is typically about

10% of the total number of organics detected in

indoor air. TheOHradical is a less-discriminating

oxidant and reacts rapidly with almost all

organics present in indoor air. A number of

the measured products cannot be explained

by O3 chemistry; they can only be explained by

OH radical chemistry. In essence, this study

reveals a cascade of oxidation pathways that

lead to many more oxidation products (present

at higher concentrations) thanwould be present

if O3 were the sole oxidant.

The chemistry revealed in this study has

health implications. These include the acute

and chronic health impacts of certain OH-

oxidation products whose toxicities have been

evaluated [e.g., methacrolein (37)]. However,

there exists a large set of reaction productswith

unevaluated toxicities. Knowledge about this

underlying chemistry and its products can

guide us toward selecting compounds for

which toxicity data should be generated. This

groupmay include compounds that adversely

affect human health. The fact that products are

generated in the vicinity of the breathing zone

(see Fig. 3) amplifies these concerns. Over the

past decade, there have been considerable ad-

vances in our knowledge of the products derived

from indoor O3 chemistry (38).

Products of such chemistry include short-

lived species such as stabilized Criegee inter-

mediates, OH radicals, hydroperoxyl radicals,

and alkylperoxy radicals, as well as more stable

products such as hydrogen peroxide, organic

hydroperoxides, peroxy acids, organic nitrates,

and secondary organic aerosols (39–41) (see

extended discussion in the supplementary

materials). The interactions among the human

oxidation field, the convective heat transfer

(thermal plume), the chemical mass transfer

around a human body, and the generation of

a personal reactive cloud (42) warrant further

research regarding the human health implica-

tions. The different conditions simulated in

this study can be particularly useful to eval-

uate potential mitigation strategies. This study

shows that in the presence of O3, humans both

emit and oxidize chemical compounds in their

immediate environment, a process that affects

all indoor environments.
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MOLECULAR BIOLOGY

Nested epistasis enhancer networks for robust
genome regulation
Xueqiu Lin1†, Yanxia Liu1†, Shuai Liu2†, Xiang Zhu3,4,5, Lingling Wu1, Yanyu Zhu1, Dehua Zhao1,

Xiaoshu Xu1, Augustine Chemparathy6, Haifeng Wang1, Yaqiang Cao2, Muneaki Nakamura1,

Jasprina N. Noordermeer1, Marie La Russa1, Wing Hung Wong3,7, Keji Zhao2, Lei S. Qi1,8,9*

Mammalian genomes have multiple enhancers spanning an ultralong distance (>megabases) to modulate

important genes, but it is unclear how these enhancers coordinate to achieve this task. We combine

multiplexed CRISPRi screening with machine learning to define quantitative enhancer-enhancer

interactions. We find that the ultralong distance enhancer network has a nested multilayer architecture

that confers functional robustness of gene expression. Experimental characterization reveals that

enhancer epistasis is maintained by three-dimensional chromosomal interactions and BRD4

condensation. Machine learning prediction of synergistic enhancers provides an effective strategy

to identify noncoding variant pairs associated with pathogenic genes in diseases beyond genome-wide

association studies analysis. Our work unveils nested epistasis enhancer networks, which can better

explain enhancer functions within cells and in diseases.

D
isease-associated genes, including onco-

genes, are frequently associated with

many remote enhancers spanning across

a long genomic distance [>megabases

(Mb)] (1–4). Genome-wide association

studies (GWAS) reveal that noncoding var-

iants of the regulatory elements, including

enhancers, account for >90% of variants in

diseases and can spread over a long distance

(5–8). Although individual enhancer variants

may present modest clinical risks (9) there

are examples showing that a combination of

multiple variants may greatly amplify the

effects in traits and diseases (10–12). Similar

to gene interactions (13), these enhancers may

interact as an epistatic network wherein the

effect of an enhancer is dependent on other

enhancers to regulate gene dosage and confer

robustness. Aside from these observations

it remains largely unknown why multiple

ultralong-distance enhancers exist for impor-

tant genes and how their interactions modu-

late gene regulation and diseases.

Enhancer interactionswerepreviously studied

within a single enhancer cluster. For example,

super enhancersweredefined as a dense cluster,

which contains adjacent enhancers within

tens of kilobases (kb) (14–16). Other enhancer

clusters similar to super enhancers were also

reported including stretch enhancers and en-

hancer clusters (17, 18). A few examples by per-

turbing local enhancers within these enhancer

clusters showed theymay interact additively or

synergistically for regulatory roles (19–25).

However, these short-range enhancers orga-

nized in a cluster cannot explain the preva-

lence of ultralong-distance enhancers in the

human genome.

It remainsunknownhowmultiple enhancers

interact with one another over long genomic

distances to confer regulatory roles in gene

expression and disease risks. We hypothesize

that by using ultralong-distance enhancers

(>1Mb), disease-associated genes have evolved

high robustness to disruptive effects from

genetic variations. These interactions likely

occur through an elaborate network on the

three-dimensional (3D) genome organization

level.

High-resolution multiplexed perturbation of

enhancers reveals a nested two-layer

epistasis network

To gain insights into the ultralong-distance

enhancer network for disease-relevant genes,

we adopted a high-resolution approach to

quantitatively analyze enhancer interactions

in gene regulation. We chose the endogenous

MYC locus as amodel system. As an important

oncogene governing cancer cell proliferation,

theMYC locus encompasses seven enhancers

(e1 to e7) spanning a 1.9-Mb region in K562

erythroleukemia cells (26). The reported linear

correlation betweenMYC expression and cellu-

lar growth supports its use as a model system

to quantitatively dissect the enhancer epistatic

network over ultralong distances (26, 27). We

conducted a multiplexed CRISPR interference

(CRISPRi) screen (28–30), using a pooled li-

brary consisting of 87,025 pairs of single guide

RNAs (sgRNAs) tiling all single and pairwise

combinations of seven enhancers (Fig. 1A, fig.

S1, A and B, and table S1). We transduced the

pooled sgRNA library into K562 cells stably

expressing a doxycycline-inducible nuclease-

dead dCas9-KRAB fusion and cultured cells

for 30 doublings.

We calculated the depletion score of each

sgRNA pair by comparing the relative abun-

dance before and after cell culture (Fig. 1A,

fig. S2, A and B, and table S2; see Methods).

Using the depletion scores to fit a linear addi-

tive model we calculated enhancer interaction

scores to identify epistasis interactions and

generated a high-density quantitative epistasis

map of enhancer-targeting sgRNAs (Fig. 1B

and fig. S2, C to E; seeMethods).We confirmed

the epistasis interaction scores were reprodu-

cible across biological replicates and different

sgRNA pairs targeting the same enhancer pair
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Fig. 1. High-resolution multiplexed CRISPRi perturbation of ultralong-

distance enhancers at the MYC locus reveals a nested two-layer

epistasis network. (A) (Top) The MYC locus regulated by multiple enhancers

distributed over an ultralong distance (~1.9 Mb). (Bottom) Diagram showing

the multiplexed CRISPRi screening for high-resolution dissection of enhancer

interactions. K562 cells expressing the doxycycline (Dox)-inducible dCas9-

KRAB are transduced by a pooled sgRNA library targeting single or double MYC

enhancers. Cells are harvested to sequence the pairwise sgRNA enrichment

before and after 30 doublings. sgT, targeting sgRNA; sgC, control sgRNA.

(B) A quantitative epistasis map of sgRNA pairs targeting all enhancer

combinations in the MYC locus. Each dot represents the epistasis interaction

score of a pair of sgRNAs smoothed by adjacent sgRNAs. (C) A quantitative

enhancer epistasis map at the MYC locus. (D) A nested two-layer model for the

enhancer epistasis network. (E and F) qRT-PCR of MYC mRNA expression

for perturbing SREs e3 and e7 or e4 and e7 (E), or non-SREs e1 and e4 or e5

and e7 (F). P = 0.02, 1.13 × 105, 0.13, 0.61, for e3 and e7, e4 and e7, e1

and e4, e5 and e7, respectively. Data are represented as individual biological

replicates (dots) and the mean value (black bar). The purple area indicates

the expected additive effect by plotting mean ± one standard derivation.

P values are calculated by t test.
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(fig. S2, F to I). We observed clusters of sgRNAs

targeting the same pairs of enhancers show-

ing similar patterns of synergistic or additive

interactions, suggesting an epistatic interaction

relationship between enhancer pairs (Fig. 1B

and figs. S2E and S3A).

We computed the epistasis interaction scores

for each enhancer pair by averaging the epista-

sis interaction scores of the top 25% sgRNA

pairs (Fig. 1C and fig. S3B; see Methods). We

observed synergistic epistasis when perturbing

distant enhancer pairs (>1 Mb), with all four

proximal enhancers (e1 to e4) showing strong

synergistic interactions with the other three

distant enhancers (e5 to e7) upon perturba-

tion. By contrast, perturbation of enhancer

pairs within the proximal or distant group

mostly showed additive interactions (Fig. 1C).

Our data suggested a nested two-layer ar-

chitecture of the enhancer epistasis network

in regulating genes with large-scale landscapes

(Fig. 1D). In the first layer (layer I), enhancer

pairs (<100 kb at theMYC locus) behave addi-

tively after perturbation, suggesting that indi-

vidual enhancers contribute independently to

gene expression. In the second layer (layer II),

distant enhancer pairs showed nonlinear syn-

ergistic effects after perturbation, which are

speculated to function as compensatory regu-

latory elements for one another to maintain

the robustness of gene expression upon per-

turbation. These synergistic enhancers are

distributed over long genomic distances, which

likely reduces the chance of co-mutation and

thus confers robustness of gene expression

against mutations or chromosome perturba-

tions. We define synergistic regulatory en-

hancers (SREs) as a pair of distant enhancers

with synergistic effects on gene expression

upon perturbation.

We experimentally validated SREs and non-

SRE pairs by examining whether they can

combinatorically perturbMYC expression and

cellular growth. Using different sgRNA pairs

targeting the same SREs (e3 and e7; e4 and

e7), we observed synergistically decreasedMYC

expression as well as cell proliferation (Fig. 1E,

fig. S4, A to C, and table S1). In comparison,

inhibiting enhancers within the same proximal

or distant groups led to additive repression

effects (Fig. 1F and table S1).

We performedH3K9me3 andH3K27ac chro-

matin immunoprecipitation sequencing (ChIP-

seq) to characterize the resolution of using

dCas9-KRAB for enhancer perturbation. We

confirmed no spreading effects of KRAB on

adjacent enhancers (fig. S5, A and B, and fig.

S6, A and B). We also knocked out pairs of

enhancers by transducing sgRNAs to K562

cells that stably expressed the nuclease Cas9

(see Methods). We confirmed consistent syn-

ergistic and additive interactions between e3

and e7 and e1 and e4, respectively (fig. S7, A

and B). However, we also observed deletions of

large chromatin regions when knocking out

pairs of enhancers (fig. S7, C to F). This ob-

servation was consistent with reports that

gene editing at multiple sites on the same

DNA can induce megabase-scale chromosome

deletions, which potentially confounds the

study of enhancer interactions (31, 32). These

results together confirm that dCas9-KRAB is a
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Fig. 2. A machine learning model for analyzing determinants of the SRE

synergy. (A) An elastic net regularized linear regression model for predicting

epistasis interaction scores. We selected features including the chromatin spatial

interaction (SIij) and co-occupancy (COij,k) of 38 TFs and 8 HM profiles. (B) The

relative importance of each feature group for predicting epistasis interaction

scores. The representative feature has the highest correlation in that group

(fig. S8A). m.s.e., mean squared error. (C to F) Correlation between epistasis

interaction scores and Z-scores normalized spatial contact (C) and BRD4

co-occupancy (E). (D) Heatmap of normalized HiChIP interaction intensity

between enhancers. (F) Correlation between predicted SRE scores and observed

epistasis interaction scores. In (C), (D), and (F), red, SREs; blue, non-SREs.

The Pearson correlation coefficient (R) and P value are shown.
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high-resolution approach for studying multi-

ple enhancer interactions without unwanted

large DNA deletions.

Machine learning modeling reveals

determinants of SRE synergy

We next developed a machine learning model

based on an elastic-net regularized generalized

linear model to analyze the determinants of

SRE synergy (33) (Fig. 2A). We examined pub-

licly available transcription factor (TF) binding

profiles, histone modification (HM) profiles,

and H3K27ac HiChIP datasets that capture

DNA-DNA spatial contacts in K562 cells (table

S3; see Methods) (5). Among all features spa-

tial DNA contact is the most relevant feature

and was inversely correlated with calculated

epistasis interaction scores (Fig. 2, B and C,

and fig. S8A). We found that the spatial con-

tacts between SREs were weaker than non-

SREs, which displayed an inverse pattern with

the enhancer epistasis map (Fig. 2D versus

Fig. 1C). In addition, the co-occupancy of

bromodomain–containing protein 4 (BRD4), a

key chromatin-associated coactivator, showed

a strong anticorrelation with epistasis interac-

tion scores (Fig. 2, B andE, and fig. S8, A andB).

The elastic net regressionmodel performed

better for predicting SREs compared with

simple linear models using individual repre-

sentative features (fig. S8, C and D). Predicted

scores of all enhancer pairs were correlated

with observed epistasis interaction scores

assessed from the CRISPRi screen (Fig. 2F).

Altogether, our machine learning model sug-

gests that spatial DNA contacts and BRD4

co-occupancy are twomajor determinants for

predicting SREs.

The SRE model can predict synergistic

enhancer interactions at other genomic loci

We next verified whether the SRE prediction

model can be generalized to study other genes

that have multiple enhancers spanning an

ultralong distance in different cell types (fig.

S9A; see Methods). We examined the enhancer

profiles of four disease-relevant genes: BCL9

andKTN1 in K562 cells andCOX6C and FOXP1

in Jurkat cells, all of which have multiple en-

hancers spreading over a large genomic dis-

tance (3.3, 0.8, 1.1, and 0.5 Mb, respectively)

(Fig. 3, A to D; seeMethods). We used the SRE

prediction model to calculate putative SREs

and non-SREs and designed sgRNA pairs to

target each SRE and non-SRE.

We observed synergistic changes in gene

expression when targeting the predicted SRE

pairs (Fig. 3, A to D and fig. S9, B to E), as well

as additive effectswhen targeting the non-SRE

pairs (fig. S9, B and C). These data suggested

that our machine learning model can predict

functional interaction between enhancers (SRE

or non-SRE) that regulate different genes span-

ning an ultralong distance in different cell

types. We further developed a website (http://

enhancer.stanford.edu/) by exploring all 4835

putative networks of ultralong distance en-

hancers (≥5 enhancers; >200 kb interdistance)

across six cell types (GM12878, K562, Jurkat,

A549, HUVEC, and HCT116), which reports

many predicted SREs and associated epistasis

interaction scores.
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Fig. 3. Experimental validation of predicted SREs at other genomic loci

in different cell types. (A to D) Prediction and validation of SREs at

BCL9 (A) and KTN1 loci (B) in K562 cells, and COX6C (C) and FOXP1 loci

(D) in Jurkat cells. (Top) Diagram showing multiple enhancers spanning an
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right) qRT-PCR of mRNA expression for each gene when perturbing
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(dots) and the mean value (black bar). The purple area indicates the

expected additive effect by plotting mean ± one standard derivation.

P values are calculated by t test.
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yellow boxes. Scale bars, 500 nm. Quantification of BRD4 and the MYC locus

colocalization are shown for 2D (D) and 3D image analysis (F). In (D),

percentage of loci with colocalization is shown on the top and percentage of

cells (≥2 colocalization loci) is shown on the bottom; data are represented as

mean ± standard error of the mean. In (F), each dot represents an individual

locus. n = total loci, N = total cells. ****P < 0.0001 in FisherÕs exact test (D) or

t test (F) versus the expected additive effect (dashed line). (G) A model to

explain the synergy between SREs.
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Inhibition of SREs leads to synergistic

reduction of local spatial contacts

and BRD4 condensation

To experimentally examine the predicted deter-

minants of the SREmodel, we performed Trac-

looping assays on CRISPRi-perturbed samples

targeting an SRE pair e3 and e7 to measure

both spatial contacts and chromatin accessibil-

ity (fig. S10A) (34). We observed that inhibi-

tion of individual enhancers decreased spatial

contacts only between the targeted enhancer

and other elements whereas simultaneous in-

hibition of e3 and e7 led to synergistic reduc-

tion of the spatial contacts at the MYC locus

(Fig. 4, A and B), which is consistent with the
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Fig. 5. Synergistic interactions between predicted SRE variants influence

gene expression and disease risk in an epistatic manner. (A and B) Analysis

of predicted SRE variants at the MYC locus in K562 cells for influence on

gene expression. (A) quantile-quantile (QQ) plot showing the distribution of

P values for the epistasis influence on MYC expression between e4 and e6

variants (red) in LAML patients, compared with random permutations (gray);

P value in KolmogorovÐSmirnov (KS) test. (B) MYC expression in LAML

patients stratified by e4 and e6 SRE variants. *P < 0.05 in Wilcoxon test. (C to

G) Analysis of predicted SRE variants at the MYC locus in GM12878 cells for

influence on gene expression and associated disease risk. (C) Diagram showing

the rank of predicted SREs; orange dots show top SREs. (D) QQ plot showing

the distribution of P values for the epistasis influence of Be1 and Be7 variants

(red) on MYC expression in the B lymphoblasts of 373 European individuals,

compared with random permutations (gray). P value in KS test. (E) MYC

expression in the B lymphoblasts from individuals stratified by Be1 and Be7

variants. **P < 0.01 in Wilcoxon test. (F) and (G) Calculated odds ratio on the

relapse risk in acute lymphoblastic leukemia (ALL) (F) and Crohn's disease

(CD) (G). Odds ratios are calculated by considering the genotypes of individual

variants or both SRE variants. Colors represent the odds ratios. (H and I) Analysis

of predicted SRE variants at the CHD7 locus in GM12878 cells for influence

on ALL. (H) Diagram showing the rank of predicted SREs; orange dots show top

SREs. (I) Calculated odds ratio on the relapse risk in ALL. Odds ratios are

calculated by considering the genotypes of individual variants or both SRE

variants. Colors represent the odds ratios.
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observed epistatic effects onMYC expression

and cell growth (Fig. 1E and fig. S4, A and B).

By contrast simultaneous inhibition of a non-

SRE pair e1 and e4 led to additive reduction of

spatial contacts (fig. S10B). We also observed

that inhibition of SREs showed no substantial

difference from the additive effects on chro-

matin accessibility (fig. S10, C to E), suggesting

that chromatin accessibility is less involved in

synergistic interactions.

Perturbation of the distant enhancer e7 in-

creased spatial contacts among the proxi-

mal enhancers and the promoter (e.g., e1-e3,

e1-e4, e2-e3, e2-e4, e3-promoter, and e4-

promoter) (Fig. 4, A and B). Similarly, perturb-

ing e3 or e4 led to increased spatial contacts

among the distant enhancers (Fig. 4, A and

B, and fig. S10B). These observations imply a

possible compensation mechanism on the

spatial DNA contact between the SREs, which

likely confers robustness of gene expression

upon genome disruption (e.g., mutations or

loss of DNA-TF interactions).

We next investigated the relationship be-

tween enhancer interactions and BRD4 lo-

calization. Clustered coactivator condensates

mediated by BRD4 can assemble the transcrip-

tion apparatus at enhancers to drive robust

gene expression (35–37). Our machine learn-

ing model predicted that the SREs were asso-

ciatedwith distinct BRD4 clusters (Fig. 2E and

fig. S11A). We examined this relationship by

studying BRD4 colocalization at theMYC locus

through immunostaining and fluorescence

in situ hybridization (FISH) confocal imaging.

Compared with wildtype K562 cells, inhibit-

ing individual enhancers (e3 or e7) resulted

in a small reduction in colocalization between

BRD4 andMYC loci, whereas simultaneous

inhibition of e3 and e7 synergistically decreased

colocalization (49.0%) and the percentage of

cells showing colocalization (66.7%) (Fig. 4,

C and D). Similar results were observed for

another SRE pair e4 and e7 (fig. S11, B and C).

We also performed 3D FISH to better quantify

the fluorescent intensity of the BRD4 con-

densate at theMYC locus. Whereas individ-

ual enhancer perturbation slightly decreased

the BRD4 intensity (27.2% and 5.4% for e3 and

e7, respectively), simultaneous perturbation

led to synergistic BRD4 reduction (62.8%)

(Fig. 4, E and F, and movies S1 to S4). By con-

trast, simultaneous inhibition of non-SRE e1

and e4 led to additive decrease of colocalization

between BRD4 and MYC loci (fig. S11D). We

further used a BRD4 inhibitor, JQ1, to investi-

gate whether BRD4 condensation was involved

in maintaining the synergistic interaction of

SRE (38). Consistently, with increasing JQ1

concentrations the synergistic effects from SRE

perturbation decreased and then disappeared,

implying the importance of BRD4 condensa-

tion for enhancer synergy (fig. S11, E and F).

These results together confirmed that SRE

perturbation synergistically reduced spatial

DNA contact and BRD4 condensation at the

target genomic locus, which led to synergistic

changes in gene expression (Fig. 4, A to F, and

Fig. 1E). Based on computational and exper-

imental analysis, we propose a speculative

model (Fig. 4G): while perturbing individual

enhancers modestly reduces spatial contacts

and BRD4 condensation, perturbation of two

distant enhancers considerably alters the 3D

chromosome organization andBRD4 conden-

sation to confer synergistic regulatory roles.

Synergistic interactions between predicted

SRE variants influence gene expression

and disease risk

We evaluated whether SRE genetic variants

spanning the ultralong distance can alter gene

regulation and disease risks in an epistatic

manner (fig. S12A). We examined the effect

of our validated SREs within theMYC locus

using an acute myeloid leukemia (LAML) pa-

tient database containing genomic and tran-

scriptomic data. In LAMLpatients, we observed

that e4 and e6 SRE variants interacted more

frequently to alterMYC expression than that

expected by chance, additive effects, and non-

SRE variants (Fig. 5A and fig. S12, B to D; see

Methods and Supplementary Text). A large

difference in MYC expression levels was ob-

served in two patient groups stratified by the

genotype combinations of e4 and e6 SRE var-

iants, whereas there were no dynamic changes

when considering the genotypes of individual

SRE variants (Fig. 5B).

We further examined the epistatic effect of

MYC SRE variants on gene regulation in B lym-

phoblastic cells. We named the enhancers in

GM12878 B lymphoblastoid cells as Be and

used the SRE model to predict the interaction

network among seven enhancers and rank

SREs (Fig. 5C). We examined the interac-

tions of variants across predicted SREs in a

database of B lymphoblast genomic variants

and transcriptomes (39). Although no differ-

ence inMYC expressionwas seenwhen looking

at the genotypes of single enhancer variants

a significant difference in MYC expression

was observed when combinatorically consid-

ering the genotypes of SRE variants at Be1

and Be7 (Fig. 5, D and E, and fig. S12, E to

G; Supplementary Text), or Be6 and Be7 (fig.

S12, H and I).

Next, we applied the predicted SREs to in-

vestigate the association ofMYC SRE variants

in B cell–associated diseases, acute lympho-

blastic leukemia (ALL), and Crohn's disease

(CD) (40–44). In the top four predicted SRE

pairs, we identified two SRE instances—Be1
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and Be7 and Be2 and Be7—where the SRE

variant pairs can synergistically influence the

clinical risk, including ALL relapse risk and

CD disease risk (fig. S13, A to E; Supplemen-

tary Text). Particularly, whenwe stratified case

and control population based on SRE variants

the odds ratio was significantly higher than

that of the odds ratio determined by individ-

ual SRE variants alone or additively (Fig. 5, F

and G, and fig. S13, F and G; Supplementary

Text).

We also predicted SREs in other gene loci in

GM12878 cells and observed the epistatic in-

fluence of SRE variants in gene expression and

clinical risks, including the leukemogenesis-

associatedCHD7 locus andB cell antigenCD180

locus (45) (Fig. 5, H and I, and figs. S13G, S14,

and S15; see Methods), which both have en-

hancer networks spreading ultralong genomic

distance (0.4 Mb and 1.2 Mb, respectively).

The SRE model better identifies epistatic

influence of genome-wide noncoding

variants on disease risk

Finally, we applied the SRE prediction model

to the genome-wide analysis in GM12878 cells

to link multiple enhancer variants to disease

risk. Among more than 900 genes containing

ultralong distance enhancer networks, we fo-

cused on 70 immune- or cancer-related and

highly expressed genes (fig. S16, A and B, and

fig. S17; Supplementary Text). Notably, the pre-

dicted SRE scores correlated well with the

epistatic effects of noncoding variants on the

clinical risk for ALL relapse patients (Fig. 6A;

Supplementary Text). Specifically, 27.9% of pre-

dicted SREs targeting 55.7% of genes showed

epistatic effects on ALL relapse risk through

our SRE model, which is significantly higher

than the non-SRE pairs (Fig. 6, B and C). Fur-

thermore, the SRE model also identified sig-

nificantly more ALL-associated pathogenic

genes compared with the traditional locus-

by-locus model (Fig. 6D). For example, among

22 literature-reported ALL-associated path-

ogenic genes (table S4; Supplementary Text),

our SREmodel recovered 10 genes, whereas the

locus-by-locus model showed only two genes

(Fig. 6D; Supplementary Text). Therefore, the

SRE predictionmodel can effectively elucidate

the epistatic influence of multiple noncoding

variants on associated clinical risk.

Discussion

Our work differs from previous studies on in-

teractions (<100 kb) within enhancer clusters

(e.g., super enhancers) (19–25, 46). Although

small-scale perturbations revealed additive

(21, 22, 46) or synergistic (23, 25) interactions

within these enhancer clusters, it remains un-

known whether enhancers distributed on a

very large scale (>1Mb) play interactive roles

for gene regulation. Our results demonstrate

that the observed nested synergistic inter-

actions over the long distance and additive

interactions in the short distance are impor-

tant for an integrated function in the enhancer

network; whereas the additive effects ensure

a high expression level, the synergistic effects

confer robustness against perturbations. Addi-

tional quantitative interactionmapping atmore

genomic loci in more cell types (e.g., diploid

cells to rule out aneuploidy effects) should

allow for the derivation of distance require-

ments for ultralong distance enhancer net-

works and a universal prediction model for

enhancer networks. It should also help eluci-

date whether strong versus weak inhibition

effects of individual enhancers determine

whether they are SREs or non-SREs.

Our analysis showed that SREs are prevalent

in the mammalian genome. The identifica-

tion of SREs is consistent with evidence from

studies in the 1000 Genomes Project, which

showed that enhancer regions can be deleted

without obvious phenotypic alterations (47, 48).

Theoretically, long-distance enhancers are less

likely to be mutated at the same time, which

avoids co-mutagenesis and thus provide com-

pensation effects on important gene expres-

sion against mutations. Our website—which

comprehensively explores genome-wide SREs—

provides a resource to study enhancer in-

teractions for gene regulation and multiple

noncoding variants for diseases.

Because perturbations of individual en-

hancers may exhibit modest effects on gene

expression, multiplexed perturbation of en-

hancers in the native chromatin context is cru-

cial to fully elucidate their roles. We observed

clusters of sgRNA pairs showing similar pat-

terns of synergistic or additive interactions

within an enhancer (fig. S3A), suggesting a

high-resolution (~300 bp) subenhancer in-

teraction mapping capability. We note that

as a result of dCas9-KRAB spreading effects

(500 bp~1 kb estimated by H3K9me3 peaks)

(fig. S5, A and B), results from dCas9-KRAB

should be validated with the Cas9 nuclease

knockout for very close enhancers (<1 kb).

Nevertheless, our analysis among 15 cell lines

showed that >90% of enhancers have an inter-

distance of >1 kb. By contrast, because the Cas9

nuclease may induce unwanted DNA deletions

when perturbing multiple enhancers (fig. S7, C

to F) (31, 32), dCas9-KRAB offers technology

for high-throughput study of enhancer inter-

actions with high resolution andminimal side

effects.

We provided a speculative model that links

the 3D genome and BRD4 interaction to the

ultralong distance enhancer network (Fig. 4G).

In this model, large BRD4 condensates are

formed by smaller distinct BRD4 clusters at

individual enhancers (49), which connects

these enhancers across ultralong distances

to create weak 3D spatial contacts (50). This

model is consistentwith our quantitativemap-

ping of enhancer networks that showed an

inverse correlation between spatial contacts

and synergistic interactions. Although the

inverse correlationmay be partly derived from

the genomic distance, our experimental vali-

dation demonstrated that the 3D genome

organization at SREs is casually linked to the

synergistic interactions.

Withmore whole genome DNA sequencing

data available in patients, the SRE model

can be applied to infer the biological roles of

SRE variants in cancer and other diseases

and interpret the interactive influence of non-

coding elements on disease risk to aid diagno-

sis and therapy.
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Pituitary hormone a-MSH promotes tumor-induced
myelopoiesis and immunosuppression
Yueli Xu1†, Jiaxian Yan1†, Ye Tao2, Xiaojun Qian3, Chi Zhang1, Libei Yin1, Pengying Gu4, Yehai Liu2,

Yueyin Pan3, Renhong Tang5*, Wei Jiang1*, Rongbin Zhou1,6*

The hypothalamic–pituitary (HP) unit can produce various hormones to regulate immune responses, and some

of its downstream hormones or effectors are elevated in cancer patients. We show that the HP unit can

promote myelopoiesis and immunosuppression to accelerate tumor growth. Subcutaneous implantation of

tumors induced hypothalamus activation and pituitarya-melanocyte-stimulating hormone (a-MSH) production

in mice. a-MSH acted on bone marrow progenitors to promote myelopoiesis, myeloid cell accumulation,

immunosuppression, and tumor growth through its melanocortin receptor MC5R. MC5R peptide antagonist

boosted antitumor immunity and anti–programmed cell death protein 1 (anti–PD-1) immunotherapy. Serum

a-MSH concentration was elevated and correlated with circulating myeloid-derived suppressor cells

in cancer patients. Our results reveal a neuroendocrine pathway that suppresses tumor immunity and

suggest MC5R as a potential target for cancer immunotherapy.

T
umor-induced immune suppression is the

main reason for cancer’s evasion of im-

mune surveillance and immune attack

(1, 2). Immune checkpoint therapy (ICT)

has achieved great results in the clinical

treatment of some cancers, including mela-

noma and non–small cell lung cancer (NSCLC),

by targeting inhibitory immune receptors such

as cytotoxic T-lymphocyte–associated antigen 4

(CTLA-4) and programmed cell death protein

1 (PD-1) to reverse T cell immunosuppression

(3–5). However, ∼70% of cancer patients do not

respond to this treatment (6, 7), suggesting that

it is necessary to further clarify themechanism

of tumor-induced immunosuppression and

find additional immunotherapy targets.

Emerging evidence from both experimental

and epidemiologic studies indicates that the

central nervous system (CNS) can regulate both

cancer progression and the activity of the im-

mune system (8, 9). The neuroendocrine system

is a major pathway of the CNS that can reg-

ulate immune responses (10). The hypothalamic–

pituitary (HP) unit is the “command center” of

the neuroendocrine system and has been re-

ported to regulate immune responses by pro-

ducing hormones, such as adrenocorticotropic

hormone (ACTH), thyroid stimulating hor-

mone (TSH), and prolactin (8, 10). Moreover,

previous studies have reported that some

downstream hormones or effectors of the HP

unit, such as glucocorticoids, estrogen, and

progesterone, are elevated in cancer patients

and can regulate the function of immune cells

in the tumor microenvironment (TME) (11–14),

suggesting that the neuroendocrine system and

HP unit might modulate tumor immunity.

Tumor bearing in mice promotes

hypothalamus activation and pituitary

a-MSH production

To investigate the role of the HP unit in tumor

immunity, we examined pituitary hormones

inmice bearing different subcutaneous tumors,

including both ICT-resistant [LLC (Lewis lung

carcinoma) and B16F10-GMCSF (granulocyte-

macrophage colony-stimulating factor)] and

ICT-sensitive tumors (MC38 and MCA205)

(15–18). We found that the production of

a-melanocyte-stimulating hormone (a-MSH)

was increased in serum of these tumor-bearing

mice (Fig. 1, A and B, and fig. S1, A and B).

a-MSH is an endogenous peptide hormone

and neuropeptide of the melanocortin family

encoded by proopiomelanocortin (POMC), a

gene highly expressed in the pituitary gland

(19) (Fig. 1C). In some mammals, such as mice,

a-MSH is believed to be produced by the me-

lanotrophs in the intermediate lobe (IL) of the

pituitary gland (20). We found that tumor

transplantation increased POMC expression

in the IL of the pituitary gland (Fig. 1, D and E,

and fig. S1, C and D).

In addition to a-MSH, POMC can give rise

to other peptide hormones, such as ACTH in

the anterior pituitary (20). Consistent with

previous results (11, 12, 14), we found that the

production of ACTH, a pituitary hormone that
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is essential for stress-induced hypothalamic–

pituitary–adrenal (HPA) axis activation and

glucocorticoid production (21), was normal

(LLC, MCA205, or MC38) or slightly elevated

(B16F10-GMCSF) in tumor-bearingmice (fig.

S2). These results suggest that the HPA axis is

not involved in tumor-induced immune sup-

pression and that elevated glucocorticoid

production in cancer patients may be HP in-

dependent (22). The production of other pi-

tuitary hormones, including b-endorphin, TSH,

prolactin, follicle-stimulating hormone, and

luteinizing hormone, was normal in tumor-

bearing mice (fig. S2).

The production of a-MSH by the pituitary

gland is under the control of the hypothalamus

(23). We found that tumor transplantation

resulted in the activation of neurons in the

paraventricular nucleus of the hypothalamus

(PVH) (Fig. 1, F and G, and fig. S3, A and B), a

main hypothalamic nucleus involved in the

regulation of pituitary hormone production

(24, 25). Moreover, knockdown of pituitary

Pomc expression by short hairpinRNA reduced

a-MSH production in the serum of tumor-

bearing mice (Fig. 1, H and I, and fig. S3C).

Thus, these results indicate that tumor-bearing

in mice can promote hypothalamus activation

and a-MSH production by the pituitary.

a-MSH suppresses antitumor immunity by

regulating myelopoiesis

We then investigated the role of pituitary-

derived a-MSH in tumor growth. Inhibition

of POMC expression in the pituitary showed

no obvious toxicity but suppressed the growth

of LLC tumors (Fig. 2, A and B, and figs. S4 and

S5A). Moreover, inhibition of POMC expres-

sion in the pituitary increased the infiltration

of cytotoxic lymphocytes, including CD8
+
T,

CD4
+
T, natural killer (NK), and NKT cells,

in LLC tumors (Fig. 2C). The expression of

interferon-g (IFN-g) in tumor-infiltrating CD8
+
T,

CD4
+
T, or NK cells was also enhanced by

POMC inhibition (Fig. 2D and fig. S5, B to F).

Furthermore, POMC inhibition decreased the

percentages of regulatory T cells or CD8
+
PD-1

+

T cells in LLC tumors (fig. S5, G to I). The same

results were also observed in MCA205, B16F10-

GMCSF, andMC38 tumors (fig. S6). Moreover,

the effects of POMC inhibition on tumor growth

and antitumor immunity could be reversed by

a-MSH supplementation (Fig. 2, A to D, and

fig. S5). These results indicate that pituitary-

derived a-MSH promotes tumor growth and

immune suppression.

We further investigated whether the tumor

suppression induced by POMC inhibition was

attributable to the enhanced immune response.

After subcutaneous transplantation of LLC

tumors, we treated mice with both anti-CD4

and anti-CD8 antibodies from day 7, with one

dose given every 7 days (fig. S7A). The anti-

body treatments effectively depleted T cells,

as evidenced by the loss of CD4
+
and CD8

+

T cell populations in spleen, lymph node (LN),

and tumor, and abrogated the difference in

tumor growth between Pomc-knockdown and

controlmice (Fig. 2E and fig. S7, B and C). Thus,

these results indicate that inhibition of POMC

expression in the pituitary suppresses tumor

growth by enhancing antitumor immunity.

We next investigated how POMC inhibi-

tion potentiates antitumor immunity. Tumor-

associated myeloid cells (TAMCs), such as

tumor-associated macrophages (TAMs) and

myeloid-derived suppressor cells (MDSCs),

play vital roles in tumor-induced immune

suppression (26–28). We analyzed TAMCs

in LLC tumors and found that POMC inhi-

bition decreased the accumulation of TAMs,
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Fig. 1. Hypothalamus activation

and pituitary a-MSH production

in tumor models. (A and B)

Serum a-MSH concentration of

MCA205 (A) or LLC (B) tumor–

bearing mice on day 0, day 14

(~150 mm3), and day 28

(~1000 mm3) was determined

by enzyme-linked immunosorbent

assay (ELISA; n = 5 mice per group).

(C) Quantitative PCR (qPCR)

analysis to determine the Pomc

mRNA expression in different

tissues. BAT, brown adipose

tissue; WAT, white adipose tissue.

(D to G) Representative POMC

staining (D) and quantification

of the intermediate lobe (IL) in the

pituitary (E), and representative

c-FOS staining (F) and quantifica-

tion of the paraventricular hypo-

thalamic nucleus (PVH) (G) on

day 10 (~100 mm3) after injection

of MCA205 or LLC tumor cells

(n = 4 mice per group). NL, neural

lobe; AL, anterior lobe. (H) qPCR

analysis to determine the Pomc

mRNA expression in the pituitary

or hypothalamus of mice infected

with AAV-shPomc on day 30 after stereotaxic injection into the pituitary

(shPomc
pituitary mice). (I) ELISA assay of serum a-MSH of control and

shPomc
pituitary mice on day 30 after implantation of LLC or MCA205 tumor

cells (tumor volume in control mice was ~1000 mm3) (n = 4 mice per group). All

data are mean ± SEM or typical photographs of one representative experiment.

The P values were determined by two-way analysis of variance (ANOVA) with

Sidak’s multiple comparisons test [(A), (B), (E), and (G)] or unpaired two-tailed

Student’s t test [(H) and (I)]. *P < 0.05, **P < 0.01, ***P < 0.001, ****P <

0.0001. NS, not significant. Data are representative of two [(A) to (C), (H), and

(I)] or three [(E) and (G)] independent experiments.
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granulocytic (polymorphonuclear) MDSCs

(PMN-MDSCs),monocyticMDSCs (M-MDSCs),

and dendritic cells (DCs) (Fig. 2F and fig. S8A).

Moreover, LLC transplantation–induced ex-

pansion of MDSCs in spleen and blood was

also impaired by POMC inhibition (fig. S8B).

Consistent with these findings, LLC transplan-

tation induced expansion of Lineage
−

(Lin
−

)

cKit
+
Sca1

+
(LSK) hematopoietic progenitors,

multipotent common myeloid progenitors

(CMPs), granulocyte-monocyte progenitors

(GMPs), or monocyte-dendritic cell progen-

itors (MDPs) in bone marrow (BM), but not

expansion of common lymphoid progenitors

(CLPs) (fig. S8, C to E). Similar results were

also observed in MCA205, B16F10-GMCSF, or

MC38 tumor–bearingmice (fig. S9). Moreover,

POMC inhibition–induced impaired TAMC

expansion and myelopoiesis in tumor-bearing

mice could be rescued by a-MSH supplemen-

tation (Fig. 2, F and G). In addition, POMC

inhibition had no impact onMDSC- or TAM-

mediated suppression of T cell proliferation

or DC-mediated antigen presentation to T cells

(fig. S10). These results indicate that pituitary-

derived a-MSH can enhance tumor-induced

myelopoiesis.
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Fig. 2. Role of pituitary a-MSH in tumor-induced myelopoiesis and immuno-

suppression. (A to D) LLC tumor growth (A), weight (B), and quantification of

tumor-infiltrating lymphocytes (C) and IFN-g+CD8+ T cells (D) of tumors on day 25 in

control mice, shPomcpituitary mice, or shPomcpituitary mice with a-MSH supplementation

(n = 6). (E) LLC tumor growth in control mice and shPomcpituitary mice treated with

either isotype antibody (Iso) or anti-CD4/8 antibodies (n = 5). (F and G) Quantification

of myeloid cells from tumors (F) and hematopoietic stem cells (LSKs) and myeloid

progenitors (CMPs, GMPs, and MDPs) in the bone marrow (BM) (G) from the mice, as

in (B) (n = 6). (H) LLC tumor growth in control mice and shPomcpituitary mice treated

with either Iso or anti–Gr-1 antibody (anti–Gr-1) (n = 5). (I) MC38 tumor growth in

control mice and shPomcpituitary mice treated with either Iso, CSF1R inhibitor, or anti–

Gr-1 (n = 6). All data are mean ± SEM. The P values were determined by two-way

ANOVA with Sidak’s multiple comparisons test (A), unpaired two-tailed Student’s

t test [(B) to (D), (F), and (G)], or two-way ANOVA with Tukey’s multiple

comparisons test [(E), (H), and (I)]. *P < 0.05, **P < 0.01, ***P < 0.001, ****P <

0.0001. Data are representative of two independent experiments.
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We further investigated whether TAMCs

contribute to POMC inhibition–induced tumor

suppression. Consistent with previous results

(29), depletion of MDSCs with anti–granulocyte

receptor-1 (anti–Gr-1) antibody delayed LLC

tumor growth, but depletion of TAMs with

colony-stimulating factor 1 receptor (CSF1R)

inhibitor did not (Fig. 2H and fig. S11, A to G),

suggesting that MDSCs are the major TAMCs

in LLC tumors. Moreover, knockdown of

Pomc expression could not inhibit LLC tumor

growth or enhance antitumor immunity when

MDSCs were depleted by anti–Gr-1 antibody

(Fig. 2H and fig. S11, G to I). Similar results

were also observed when MDSCs were elimi-

nated by anti-DR5 antibody (fig. S12). InMC38

tumors, both TAMs andMDSCs contributed

to immunosuppression (18). Knockdown of

Pomc expression could not inhibitMC38 tumor

growth or enhance antitumor immunity when

both TAMs andMDSCs were eliminated (Fig.

2I and fig. S13). These results indicate that

pituitary-derived a-MSH suppresses antitumor

immunity by enhancing myelopoiesis.

a-MSH promotes tumor-induced myelopoiesis

and immunosuppression through MC5R

Next, we investigated themechanismbywhich

a-MSH promotes myelopoiesis. The biological

function of a-MSH is mediated by five mela-

nocortin receptors (MC1R to MC5R) (30). We

examined the expression of these receptors in

BM cells and found that only MC5R was

highly expressed on Lin
−

BM cells, especially

LSK cells (Fig. 3, A and B, and fig. S14, A to C).

In contrast,Mc5rmRNAwas not expressed on

tumor cells (fig. S14D).
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Fig. 3. Role of MC5R in tumor-induced myelopoiesis and immunosuppression.

(A and B) qPCR analysis to determine the relative mRNA expression of the

indicated genes (A) and Mc5r mRNA expression of the indicated cells (B) in BM.

(C) Quantification of LSKs and myeloid progenitors in the BM of control (n = 5)

or LLC tumor–bearing Mc5r
+/+ and Mc5r

−/− mice (n = 6) on day 25. (D) Flow

cytometry analysis and quantification of myeloid cells from tumors in Mc5r
+/+ and

Mc5r
−/− mice on day 25 after LLC tumor implantation (n = 6). (E to H) Tumor

growth in Mc5r
+/+ and Mc5r

−/− mice injected subcutaneously (s.c.) with LLC

cells (E), MCA205 cells (F), MC38 cells (G), or B16F10-GMCSF cells (H) (n = 5).

(I) Same as (D) but for lymphocytes (n = 6). (J) Tumor growth in Mc5r
fl/fl and

Mc5r
fl/fl

Vav
cre mice injected s.c. with LLC cells (n = 5). (K and L) LLC tumor growth

in Mc5r
+/+ and Mc5r

−/− mice treated with either Iso or anti-CD4/8 antibodies (K)

or anti–Gr-1 (L) (n = 5). All data are mean ± SEM. The P values were determined

by two-way ANOVA with Sidak’s multiple comparisons test [(E) to (H) and (J)],

unpaired two-tailed Student’s t test [(C), (D), and (I)], or two-way ANOVA

with Tukey’s multiple comparisons test [(K) and (L)]. *P < 0.05, **P < 0.01,

***P < 0.001, ****P < 0.0001. Data are representative of two [(A), (B), (G), (H),

and (J) to (L)] or three [(C) to (F) and (I)] independent experiments.
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To study the role of MC5R, we generated an

Mc5r
−/−

mice line using CRISPR-Cas9 technol-

ogy (fig. S14, E to G). LLC transplantation–

induced LSK proliferation and the expansion

of myeloid progenitor cells, such as CMPs,

GMPs, and MDPs, were abrogated in Mc5r
−/−

mice (Fig. 3C and fig. S15, A and B). Moreover,

the accumulation of TAMCs in LLC tumor–

bearing mice was also reduced in Mc5r
−/−

mice (Fig. 3D and fig. S15C). Similarly, MCA205

transplantation–inducedmyelopoiesis andMDSC

expansion also relied on MC5R (fig. S15, D to

F). In addition, we found that the immuno-

suppressive functions of MDSCs or TAMs and

the antigen-presenting capacity of DCs were

not changed in Mc5r
−/−

mice (fig. S16). More-

over, we found that a-MSH alone could pro-

mote the expansion of myeloid progenitors,

monocytes, and neutrophils bymeans ofMC5R

(fig. S17, A and B). However, the CD11b
+
Gr-1

+

myeloid cells from a-MSH–treatedmice showed

comparable immunosuppressive capacity to

those from control mice (fig. S17, C and D).

These results indicate that MC5R signaling

is required for tumor-induced myelopoiesis.

We then studied the mechanism of how

a-MSH–MC5R regulated myelopoiesis. a-MSH

stimulation could promote the proliferation of

LSK cells in vitro, and this effect was depen-

dent on MC5R (fig. S18, A and B). We further

found that a-MSH treatment in Lin
−

BM cells

induced the activation of signal transducer

and activator of transcription 3 (STAT3) (fig.

S18, C and D), which is an essential transcrip-

tion factor for myeloid progenitor proliferation

(31). Consistent with the expression of MC5R,

a-MSH treatment induced STAT3 activation in

Lin
−

BM cells but not Lin
+
BM cells (fig. S18E).

Moreover, ACTH could not induce STAT3

activation in Lin
−

BM cells (fig. S18F). a-MSH–

induced STAT3 activation was inhibited in

Mc5r
−/−

Lin
−

BM cells (fig. S18G), suggesting

that a-MSH activates STAT3 through MC5R.

MC5R activation results in the activation of the

phosphatidylinositol 3-kinase–AKT (PI3K-AKT)
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Fig. 4. The immunotherapeutic effects of MC5R antagonist. (A to C) Tumor

growth in mice with or without MC5R antagonist (“antagonist”) treatment. LLC (A)

(n = 5), MCA205 (B) (n = 5), or B16F10-GMCSF (C) (n = 6). (D to G) Quantification

of myeloid cells (D); lymphocytes (E); IFN-g+ CD8+ T, IFN-g+NK, PD-1+CD8+ T, or

Foxp3+CD4+ T cells (F) in the tumors (n = 5); and LSK and myeloid progenitors in the

BM (G) (n = 6) from LLC tumor–bearing mice that have been treated with or

without antagonist on day 31. (H and I) MCA205 (H) (n = 8) and B16F10-GMCSF

(I) (n = 10) tumor growth in mice treated with Iso, anti–PD-1, antagonist, or

antagonist plus anti–PD-1 antibody. (J) LLC tumor growth in mice treated with

Iso, anti–PD-1, antagonist, or antagonist plus anti–PD-1 antibody (n = 7 or 8).

(K) Same as (J), but in the presence of anti–Gr-1 (n = 7 or 8). All data are

mean ± SEM. The P values were determined by two-way ANOVA with Sidak’s multiple

comparisons test [(A) to (C)], unpaired two-tailed Student’s t test [(D) to (G)], or

two-way ANOVA with Tukey’s multiple comparisons test [(H) to (K)]. *P < 0.05,

**P < 0.01, ***P < 0.001, ****P < 0.0001. Data represent two [(C) and (H) to

(K)] or three [(A), (B), and (D) to (G)] independent experiments.
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and extracellular signal–regulated kinase (ERK)

pathways (32). We then found that inhibition

of ERK suppressed a-MSH–induced STAT3

activation, but inhibition of PI3K-AKT path-

way could not (fig. S18H), suggesting that

a-MSH–MC5R activates STAT3 in an ERK-

dependent manner. Notably, a-MSH–induced

proliferation of LSK cells was suppressed by

STAT3 inhibitor (fig. S18, I and J). Because

STAT3 has been reported to promote mye-

lopoiesis through CCAAT/enhancer-binding

protein beta (CEBPb), we also examined

whether a-MSH could affect the expression of

CEBPb and other transcription factors involved

inmyelopoiesis (31, 33) and found that a-MSH

could up-regulate the expression of Cebpb and

Spi1 (encodingPU.1) inLin
−

BMcells inanMC5R,

ERK, and STAT3–dependent manner (fig. S19).

Thus, these results indicate that a-MSH–MC5R

can promote the proliferation of BM LSK cells

through the ERK-STAT3 pathway.

We next investigated the role of MC5R in

tumor growth and antitumor immunity. In

comparison with control mice, the growth of

LLC,MCA205,MC38, or B16F10-GMCSF tumors

was substantially reduced in Mc5r
−/−

mice

(Fig. 3, E to H, and fig. S20, A to D). Moreover,

Mc5r
−/−

mice showed enhanced antitumor

immunity in tumor tissues (Fig. 3I and fig.

S20E).We also found thatMc5r
−/−

mice showed

delayed tumor growth and enhanced antitumor

immunity in anorthotopicmodel of lung cancer

established by LLC cells (fig. S20, F to K). To

study the role of MC5R expressed on hema-

topoietic progenitors in tumor immunity, we

generatedMc5r
f l/f l

Vav
cre

mice in whichMc5r

expression was ablated in the hematopoietic

system (fig. S21, A to C). Similar to Mc5r
−/−

mice, Mc5r
f l/f l

Vav
cre

mice showed reduced

tumor growth and impairedmyelopoiesis and

antitumor immunity (Fig. 3J and fig. S21, D

to I). Moreover, we found that T cell or MDSC

depletion abrogated the tumor suppression

observed in Mc5r
−/−

mice (Fig. 3, K and L,

and fig. S22). Taken together, these results

indicate that a-MSHpromotes tumor-induced

myelopoiesis and immune suppression by

means of MC5R.

Antagonizing MC5R promotes

antitumor immunity and enhances

antiÐPD-1 immunotherapy

We next investigated the possibility of target-

ing MC5R in cancer therapy. A cyclic peptide

has been reported to antagonize human MC5R

(34). Using a cyclic adenosine monophosphate

assay, we found this peptide had antagonist

activity for mMC5R but not for other a-MSH

receptors, including mouse MC1R (mMC1R),

mMC3R, and mMC4R (fig. S23, A and B). This

antagonist also inhibited a-MSH–induced

STAT3 activation in Lin
−

BM cells (fig. S23C).

We then treated tumor-bearing mice with

this antagonist from day 7, with one dose every

2 days, and found that this treatment had no

obvious toxicity but could delay the growth of

ICT-sensitive MCA205 tumors and ICT-resistant

LLC or B16F10-GMCSF tumors (Fig. 4, A to

C, and figs. S24 and S25, A to C). Moreover,

treatment of LLC tumor–bearing mice with

MC5R antagonist inhibited tumor growth in

Mc5r
+/+

mice but notMc5r
−/−

mice (fig. S25,

D and E). Consistent with the antitumor ef-

fects, MC5R antagonist could reverse tumor-

induced immune suppression and suppresses

myelopoiesis in LLC tumor–bearing mice

(Fig. 4, D to G). Thus, these results indicate

that antagonizing MC5R can enhance tumor

immunity and has potential antitumor effects,

even in anti–PD-1–resistant tumors.

High infiltration of immune-suppressive my-

eloid cells correlates with poor prognosis and

ICT resistance, and myeloid cells have a major

role in limiting the efficiency of ICT (35–37).

We thus investigated whether inhibition of

MC5R-dependent myelopoiesis improved the

efficiency of ICT or overcame ICT resistance.

In MCA205 tumor–bearing mice, anti–PD-1

antibody orMC5R antagonist treatment could

inhibit tumor growth, but a combination of

these two treatments hadmuch better efficacy

(Fig. 4H and fig. S25F). In LLC or B16F10-

GMCSF tumor–bearing mice, anti–PD-1 anti-

body treatment alone had no effects but in

combination with MC5R antagonist could re-

store the sensitivity of anti–PD-1 antibody and

showed strong antitumor effects (Fig. 4, I and

J, and fig. S25, G and H). Moreover, the sup-

pressive effects of anti–PD-1 antibody on LLC

tumor growth in the presence of MC5R anta-

gonist were abrogated when MDSCs were de-

pleted by anti–Gr-1 antibody (Fig. 4, J and K,

and fig. S25H). Thus, these results indicate

that antagonizingMC5R provides an oppor-

tunity to improve the efficacy of ICT or over-

come ICT resistance.

Serum a-MSH concentration is elevated

and correlates with circulating MDSCs

in cancer patients

Lastly, we investigated the clinical relevance

of the a-MSH–MC5R axis in cancer patients.

First, we found that theMC5R genewas highly

expressed in hematopoietic stem cells (HSCs,
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Fig. 5. Correlation of serum

a-MSH concentration with circu-

lation MDSC percentages in

cancer patients. (A) qPCR analysis

to determine MC5R mRNA expres-

sion in cells sorted from human

PBMCs. (B) Serum concentration of

a-MSH in healthy volunteers (n =

30) or patients with non–small cell

lung cancer (NSCLC, n = 42) was

determined by ELISA. (C and

D) The correlation of serum

a-MSH with the percentage of

PMN-MDSCs (C) or M-MDSCs

(D) in PBMCs from NSCLC

(n = 42) was analyzed by Pearson’s

correlation coefficient assay with

the indicated P values. (E) Serum

concentration of a-MSH in healthy

volunteers (n = 23) or patients with

head and neck cancer (HNC, n =

40) was determined by ELISA. (F and G) The correlation of serum a-MSH with the percentage of PMN-MDSCs (F) or M-MDSCs (G) in PBMCs from HNC (n = 40) was

analyzed by Pearson’s correlation coefficient assay with the indicated P values. All data are mean ± SEM. The P values were determined by unpaired two-tailed Student’s t

test [(B) and (E)] or Pearson’s correlation coefficient assay [(C), (D), (F), and (G)]. ***P < 0.001, ****P < 0.0001.
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Lin
−

CD34
+
CD38

−

CD90
+
CD45RA

−

) fromhuman

peripheral blood mononuclear cells (PBMCs)

(Fig. 5A and fig. S26A). Increasedmyelopoiesis

and MDSC expansion have been observed in

various types of cancers, such as NSCLC and

head and neck cancers (HNCs) (38). Consistent

with previous reports, we found that both PMN-

MDSCs andM-MDSCs were increased in the

blood of NSCLC patients (fig. S26, B to E). We

analyzed a-MSH concentrations in the serum

of NSCLC patients and found that a-MSH

concentrations were higher than in healthy

volunteers (Fig. 5B). Moreover, the circulating

a-MSH concentrations were positively correlated

with the percentages of PMN-MDSCs or M-

MDSCs in PBMCs (Fig. 5, C and D). In patients

with malignant HNC, PMN-MDSCs, but not

M-MDSCs, were increased in the blood (fig.

S26F), consistent with a previous report (39).

Circulating a-MSH concentrations were also

increased in HNC patients compared with

healthy controls and positively associatedwith

the percentages of PMN-MDSCs, but not M-

MDSCs, in PBMCs (Fig. 5, E to G). Thus, these

results suggest that a-MSH concentration is in-

creased and correlates with circulatingMDSCs

in cancer patients.

Discussion

Cancer-induced myelopoiesis leads to the ac-

cumulation of TAMCs that can dampen anti-

tumor immunity and limit the efficiency of

ICT (26, 27, 35–37), therefore, elucidating the

mechanism of cancer-inducedmyelopoiesis can

help explain themechanism of tumor-induced

immunosuppression. We demonstrate that tu-

mor bearing in mice can promote hypothala-

mus activation and pituitary-derived a-MSH

production, which then acts on BM LSK cells

and boosts myelopoiesis and TAMC expansion

by means of MC5R. Genetic or pharmacological

inhibition of MC5R can reverse tumor-induced

immunosuppression. Moreover, antagonizing

MC5R can improve the efficacy of ICT or over-

come ICT resistancewhen combinedwith anti–

PD-1 therapy.

Our results demonstrate that pituitary-

derived a-MSH can promote tumor-induced

myelopoiesis and the expansion of TAMCs,

such as MDSCs. MDSC development in cancer

can be roughly divided into two stages: expan-

sion and activation (40). We found that a-MSH

signaling promoted the expansion of myeloid

progenitors andMDSCs but had no impact on

their suppressive activity, suggesting that

a-MSH–MC5R signaling only affects the

expansion stage of MDSCs. Unlike a-MSH,

other tumor- or TME-derived MDSC-inducing

factors, including GM-CSF, granulocyte colony-

stimulating factor (G-CSF), interleukin-6 (IL-6),

IL-1b, and adenosine, have been reported to

promote both expansion and activation of

MDSCs (41, 42). A possible reason for this dif-

ference is that MC5R is highly specifically ex-

pressed on LSK cells, according to our results,

whereas the receptors for other factors are

widely expressed on different progenitors and

myeloid cells. Some factors, such as GM-CSF

and G-CSF, are important for myelopoiesis in

steady state (43), but we found that MC5R

deficiency had no effects on myeloid cells and

progenitors, suggesting that a-MSH–MC5R is

functional only in disease conditions, such

as cancer.

Our results indicate that tumor transplanta-

tion can activate theHPunit to produce a-MSH,

but the mechanism needs to be further inves-

tigated. One possiblemechanism is that tumor

cells or immune cells in the TME can produce

some cytokines or other factors that can enter

the brain and then activate the HP unit di-

rectly or indirectly. It has been reported that

IL-1b and IL-6 can cross the blood-brain bar-

rier or act at the level of circumventricular

organs and then modulate neuronal activity

and behavioral processes (44, 45). Another pos-

siblemechanism is that tumor- or TME-derived

cytokines or other factors can act on sensory

neurons and then communicate information

to the HP unit. Indeed, nerves have been

found in different tumors and are associated

with tumor progression and poor outcomes

(9, 46).

Our results reveal the hypothalamic–pituitary–

bone marrow (HPB) axis as a neuroendocrine

pathway that contributes to cancer-induced

myelopoiesis and immunosuppression. More-

over, these results also suggest MC5R as a tar-

get for cancer immunotherapy, especially for

ICT-resistant cancers.
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PHYSIOLOGY

Insulin signaling in the long-lived reproductive
caste of ants
Hua Yan1,2,3†, Comzit Opachaloemphan1†, Francisco Carmona-Aldana1†, Giacomo Mancini4,

Jakub Mlejnek4, Nicolas Descostes1‡, Bogdan Sieriebriennikov1,4, Alexandra Leibholz4, Xiaofan Zhou5,

Long Ding4, Maria Traficante4, Claude Desplan4*, Danny Reinberg1,2*

In most organisms, reproduction is correlated with shorter life span. However, the reproductive queen

in eusocial insects exhibits a much longer life span than that of workers. In Harpegnathos ants, when the

queen dies, workers can undergo an adult caste switch to reproductive pseudo-queens (gamergates),

exhibiting a five-times prolonged life span. To explore the relation between reproduction and longevity,

we compared gene expression during caste switching. Insulin expression is increased in the gamergate

brain that correlates with increased lipid synthesis and production of vitellogenin in the fat body,

both transported to the egg. This results from activation of the mitogen-activated protein kinase (MAPK)

branch of the insulin signaling pathway. By contrast, the production in the gamergate developing

ovary of anti-insulin Imp-L2 leads to decreased signaling of the AKT/forkhead box O (FOXO) branch in

the fat body, which is consistent with their extended longevity.

D
ifferences in life span within a species

offer an opportunity to investigate the

regulatory processes involved in aging.

Reproduction has an important influ-

ence on longevity: Genes that favor re-

productive fitness normally shorten life span

because animals allocate nutritional and met-

abolic resources for reproduction at the cost

of longevity (1–3). Adaptive responses to diet-

ary restriction in various species include re-

duced reproductive capability and prolonged

life span (1, 2). The functional anticorrelation

between reproduction and longevity involves

the insulin/insulin-like growth factor (IGF)

signaling pathway (IIS) because increased IIS

activity required for reproduction leads to

shorter life span in most animals (2, 4, 5).

Studies in Caenorhabditis elegans,Drosophila,

mouse, and other model organisms have ana-

lyzed the effects of signaling pathways, partic-

ularly those of the IIS pathway, in regulating

longevity (2, 3). In insects, the brain, fat body

(the metabolic organ that is similar to the ver-

tebrate liver and adipose tissue), and ovary are

the primary tissues that regulate longevity and

reproduction (3, 6). Ablation at the larval stages

of the insulin-producing cells (IPCs) in the

Drosophila brain causes lower female fecun-

dity, increased storage of lipid, and extended

life span (3, 7). The fat body mainly contains

adipocytes andoenocytes (hepatocyte-like cells),

which have essential roles in energy storage and

utilization, pheromone synthesis, reproduction,

and longevity (3, 6, 8). Up-regulation of the

forkhead box O (FOXO) transcription factor,

a negative effector of IIS, in the Drosophila

fat body or adipose tissue in mice extends life

span but reduces fecundity (2, 7). The ovary

also has a role in the regulation of life span

in some species: Removal of germline cells ex-

tends life span in Drosophila and C. elegans

(7). However, in eusocial insects—such as ants,

bees, wasps, and termites—the complete re-

productive function of a colony depends on

one or very few female individuals that have

increased longevity [up to 30 times longer

compared with their nonreproductive female

nestmates (workers)] (9–11), despite sharing

a similar genome. Although IIS has been

widely studied in eusocial insects [for example,

(12)], it is not clear yet how this reproduction-

associated longevity is regulated at the cellular

and molecular levels.

Extended longevity upon caste switching from

worker to pseudo-queen

In the ant Harpegnathos saltator (Hs), when

the queen in a colony dies or is removed, non-

reproductive workers start dueling with each

other. The winners gradually transition to be-

coming gamergates (pseudo-queens) that con-

tinue dueling, develop queen-like behavior,

begin laying eggs, and exhibit a five-times life

span extension (Fig. 1A) (10, 13, 14). Gamer-

gates can also be reverted back to workers

(“revertants”) when they are placed in a colony

with an established reproductive caste, re-

turning to a shortened life span (15). Although

the median life span of regular workers (W)

was 217 days (Fig. 1B and fig. S1A), the median

life span of gamergates (G)was ~1100days (10).

The median life span of revertants (R) was

188 days, whichwas comparable with 184 days

found in their worker nestmates (W
R
) (Fig. 1B

and fig. S1A). This was shorter than the 217-day

life span of regular workers, possibly because the

harsh policing of gamergates by workers during

the reversion induces colony stress.

To determine the reproductive potential of

the castes, we inspected the ovaries of work-

ers, gamergates, and revertants. Fertile gamer-

gates had eight ovarioles (four on each side)

that contained chains of four to six egg cham-

bers, including some with fully developed

oocytes (stage 6) (Fig. 1, C and D). By contrast,

workers had ovaries with very small, partially

developed ovarioles that each contained the

germarium where stem cells are located, with

zero to two early-stage egg chambers (stages

1 or 2) and no fully developed oocytes. Thus,

ovary growth is blocked at the early stage of

egg formation in workers but is activated in

gamergates (Fig. 1, C and D). The ovaries of

revertants also had zero to two immature egg

chambers per ovariole (Fig. 1, C to E), which

correlated with their loss of reproduction (15).

We sought to address how life span could be

increased during active reproduction in this

species.

Insulin expression is increased in the brain of

the reproductive caste

We performed bulk RNA sequencing from

tissues that are important for reproduction

and metabolism (brain, ovary, and fat body)

from workers, gamergates, and revertants. The

results confirmed the expression profile of pre-

viously characterized differentially expressed

genes (DEGs), such as the gene encoding the

neuropeptide Corazonin (Crz), which is highly

expressed in the worker brain, and the egg

yolk precursor vitellogenin (Vg) gene, which

is increased in the gamergate fat body (Fig. 2,

A and B, and table S1) (16). Additionally, we

comparedworker versus gamergate DEGswith

gamergate versus revertant DEGs and found

that the majority (>60%) of fat body and ovary

genes with altered expression during the tran-

sition to gamergates returned to their worker

expression in the revertants (fig. S1B). Several

top Gene Ontology (GO) terms that were en-

riched among the DEGs up-regulated in the

gamergate fat body were associated with

fatty acid synthesis (fig. S1C and table S2). Fat

body and ovary DEGs were also enriched in

gamergates for terms associated with the IIS

pathway, such as phosphatidylinositol 3-kinase

(PI3K) signaling and insulin catabolic process

(table S2). These results suggested that IIS-

regulated metabolism is altered during the

transition and reversion processes.

The IIS pathway has a central role in me-

tabolism and, in particular, female reproduc-

tion: In most species studied, mutants in the
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IIS pathway exhibit extended life span and

reduced reproduction (2, 3). We performed a

phylogenetic analysis of genes related to in-

sulin signaling of 71 Hymenopteran species

(ants, bees, wasps, and sawflies) in theNational

Center for Biotechnology Information (NCBI)

RefSeq database. In almost all species, including

Harpegnathos but not in the ant Camponotus

floridanus, there are two insulin-like peptides

(ILPs): an insulin homolog (Ins) and an insulin-

like growth factor homolog (IGF) (fig. S2). Ins

contains A and B chains, whereas IGF has A

and B and retains the C chain. Both ILPs can

form three disulfide bonds, a structure that is

essential for the interactions with their re-

ceptors (fig. S3, B and C).

We identified several genes differentially ex-

pressed betweenHarpegnathos gamergates and

workers that were related to the IIS pathway:

InsmRNAwasmore abundant in the gamergate

brain (ranking fifth among the gamergate-biased

DEGs), whereas IGF mRNA was increased in

themature gamergate ovary (Fig. 2, A andC, and

fig. S3A). By contrast, expression of the two genes

encoding insulin receptors (InR1 and InR2) was

decreased in the gamergate fat body and ovary

(Fig. 2, B and C) but was unchanged in the

brain. We generated mRNA probes and anti-

bodies against Hs-Ins and Hs-IGF and exam-

ined their distribution by means of in situ

hybridization (ISH) and immunofluorescence

staining. As in Drosophila, the main source of

Ins in the brain is the IPCs (Fig. 2D and fig.

S4A) (17). InsmRNAwasmore abundant in the

cell body of IPCs in gamergates than in those

of workers (Fig. 2D), whereas the Ins protein

accumulated in both the cell body and the axons

of the IPCs (fig. S4A). Increased IGFmRNA and

protein weremainly detected in nurse cells and

the follicle cells of the gamergate ovary (fig.

S4B). This increase in ILPs in gamergates is

consistentwith the highmetabolic requirement

for egg production. However, high IIS activity

should also lead to decreased life span.

Altered metabolism in gamergates

Because IIS regulates metabolism and the

gamergate-biased genes in the fat body were
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Fig. 1. Phenotypic plasticity in the ant Harpegnathos. (A) Harpegnathos female

workers retain reproductive potential, which is suppressed by the queen

pheromone. Removal of the queen pheromone drives some nonreproductive

workers to start dueling and become reproductive pseudo-queens, called gam-

ergates (caste transition). The gamergates can transition anew to nonreproductive

revertants in the presence of queen pheromones (policing and caste reversion).

(B) Life span of ants during the caste transition and reversion. (Left) Survival

curves of nonreproductive workers (W, black; n = 291) versus reproductive

gamergates (G, pink; n = 40) during the W-to-G transition. (Right) Survival curves

of revertants (R, green; n = 47) versus worker nestmates (WR, black; n = 36)

during the G-to-R reversion. Gamergates derived from 3 months of transition (pink

box) were subsequently subjected to reversion (green box). P values from Log-rank

(Mantel-Cox) test are indicated in the plots. (C) Ovary development during the caste

transition and reversion. (Top) Schematic of an ovariole within a gamergate ovary

comprising a germarium and different stages of developing egg chambers (ECs).

The sixth EC, which only contains a large oocyte without nurse cells, is not shown.

(Bottom) Immunofluorescence (IF) staining of (top left) ovaries of worker and

(bottom left) revertant and (right) a single ovariole of a gamergate with Phalloidin

(green) and 4′,6-diamidino-2-phenylindole (DAPI) (blue). The numbers of developing

ECs are indicated in the gamergate panel. (D and E) Quantifications of (D) the

average number of developing ECs per ovariole and (E) the surface area of the

largest EC in each ovariole of worker (W), gamergate (G), and revertant (R). P values

are from Kruskal-Wallis test and multiple comparisons (***P < 0.001, n = 5

individuals). Bars and error bars represent mean ± SEM.
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enriched in the GO terms associated with fatty

acid synthesis, we analyzedmetabolic changes

in gamergates. The gamergate fat body exhib-

ited increased expression of genes related to

lipid metabolism and modifying enzymes—

such as fatty acid synthase (Fasn), fatty acid

elongase (Elovl), desaturase (Scd), and fatty

acyl-CoA reductase (Far)—suggesting an ac-

tive synthesis of lipids either for the produc-

tion of the egg yolk or of cuticular hydrocarbons

(CHCs), which are made up of long-chain hy-

drocarbons and constitute the queen phero-

mones (Fig. 2B) (14, 15, 18, 19). Thus, the fat

body of gamergates exhibits transcriptional

signatures of increased lipid production. The

fat body of workers in the abdomen was large

and white-colored, whereas it was reduced in

size and had a yellowish color in the gamergate

abdomen that was mainly occupied by the

developed ovarioles (fig. S5A). We measured

the lipid contents of the fat body [tri- and
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Fig. 2. Ins-related gene expression in different castes and its induction of

oogenesis through IIS-MAPK pathways. (A to C) RNA abundance of DEGs in the

(A) central brain, (B) abdominal fat body, and (C) ovary in workers (W; black),

gamergates (G; light gray), and revertants (R; dark gray). Data are from four

biological replicates per caste. P values from EdgeR are indicated. Hpd-1,

4-hydroxyphenylpyruvate dioxygenase; Fasn, fatty acid synthase; Elovl, fatty acid

elongase; Scd, desaturase; Far, fatty acyl-CoA reductase; Vg, vitellogenin; LogCPM, log

counts per million. (D) Localization of (left) Ins mRNA in the worker and (right)

gamergate brains by means of ISH. Ins mRNA is located in the IPCs (indicated with

yellow arrows) located between mushroom bodies (MB). AL, antennal lobe. (E to

G) Yolky oocyte production in (E) water- versus Ins-injected ants, (F) low- versus high-

dueling ants, and (G) Ins-injected versus Ins and U0126 co-injected ants. In (E) and

(G), ovary development is represented by the number of yolky oocytes per individual

in all workers regardless of their dueling activity. Bars and error bars represent

mean ± SEM (*P < 0.05, **P < 0.01, ***P < 0.001). (H) Western blot analysis of

phosphorylated AKT (P-AKT), total AKT (T-AKT), phosphorylated MAPK (P-MAPK),

total MAPK (T-MAPK), and tubulin levels in the worker fat body treated with different

concentrations of synthetic Ins peptide (0, 5, 10, and 20 mM). (I and J) Quantification

of fold changes in (I) relative P-AKT/T-AKT and (J) P-MAPK/T-MAPK. Relative levels

of AKT and MAPK phosphorylation were normalized to the control fat body. n =

8 individuals; P values are from Kruskal-Wallis test with multiple comparisons. Bars

and error bars represent mean ± SEM.
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di-acylglycerol (TAG and DAG, respectively)]

using an enzymatic conversion of glycerides

into glycerol. Lipids were significantly de-

creased in the gamergate fat body compared

with that of workers (fig. S5C), which is con-

sistent with the observation that the dissected

worker fat body floated in saline solution

[1X phosphate-buffered saline (PBS)], where-

as that of gamergate sank (fig. S5B). How-

ever, circulating lipids were increased in the

hemolymph of gamergates, pointing to lower

lipid storage and greater lipidmobilization in

the reproductive gamergates (fig. S5, D and E).

Moreover, Nile Red staining in the fat body

revealed that lipid droplets were abundant in

the enlarged adipocytes of workers but rarely

detected in the smaller adipocytes of gamer-

gates. Unlike in workers, lipids were mainly

found in gamergate oenocytes (fig. S5, F to H).

This result is consistent with the increased

production of queen pheromone in gamergates

because oenocytes are the main source for

CHC pheromone synthesis in the abdomen

(8, 18). We also measured carbohydrate abun-

dance in dissected fat body tissue and in the

hemolymph, including glycogen, trehalose,

and glucose [supplementary materials (SM),

materials and methods]. The abundance of

carbohydrates, notably glycogen,was decreased

in the fat body after the transition to gamergate,
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Fig. 3. Activity of the IIS-AKT and IIS-MAPK pathways in different tissues

and the requirement of MAPK activity for reproduction. (A to C) IIS activity

is represented by phosphorylation of AKT and MAPK (P-AKT and P-MAPK,

respectively), normalized by total AKT and MAPK (T-AKT and T-MAPK,

respectively). (A) Western blot analysis of P-AKT, T-AKT, P-MAPK, and T-MAPK

in (left) the fat body and (right) different parts of the dissected ovary

[germarium, early egg chamber (EC), and late EC tissues from worker (W) versus

gamergate (G)]. (B) Quantification of the relative P-AKT and P-MAPK levels in

the fat body of W and G described in (A). P values are from unpaired StudentÕs

t test (**P < 0.01, ***P < 0.001, n = 6 individuals). Bars and error bars represent

mean ± SEM. (C) Immunofluorescence (IF) staining of transcription factor FOXO in

the fat body as detected by Hs-FOXO antibody (green) and DNA staining with

DAPI (blue). (Left) FOXO localization in the cytoplasm of worker fat body. (Right)

FOXO localization in the nucleus of gamergate fat body. Nuclei were identified with

DAPI and are indicated with arrows in the FOXO staining. (D) (Top) Averages

of the yolky oocyte number per workers and quantitative RT-PCRs for vitellogenin

(Vg) mRNA in abdominal fat body of workers 7 days after injection with either

dimethyl sulfoxide (DMSO) or U0126 at different dosages (10, 100, and 1000 mM).

(Bottom) Representative bright-field images of dissected ovaries. Data are from

more than 10 biological replicates per condition. Bars and error bars indicate mean ±

SEM. P values are from Kruskal-Wallis test with multiple comparisons. Rpl32 is

used as a reference gene for data normalization.
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whereas the circulating trehalose and glucose

in the hemolymph were unchanged (fig. S5, I

and J).

Insulin promotes oogenesis in workers but

does not induce dueling

Ins and IGF activate ovary growth in multiple

invertebrate and vertebrate species, and Ins in-

duces reproduction in clonal raider ants (20).

To test the role of IIS inHarpegnathos reproduc-

tion, we synthesized Hs-Ins. We injected the Ins

peptide into the abdomen of ~2-week-old work-

ers in queenless colonies (13, 14); 2 days after the

setup of three independent colonies, half of

the members (20 individuals) of each colony

were injected with the Ins peptide, and the

others were injected with water as a control.

We scored the dueling behavior 5 days after

dueling initiation and measured the devel-

opment of the ovary. Ins injection did not

induce dueling behavior in workers (27% of

workers dueled in control colonies, whereas

19% of workers dueled in the Ins group; n = 3

colonies, P = 0.75) (fig. S6A). However, Ins-

injected individuals developed ovarioles with

an average of 3.2 egg chambers as compared

with 1.9 in control ants (Fig. 2E). By contrast,

an inactive formof Ins (B chain) (SMmaterials

and methods) did not promote ovariole devel-

opment (fig. S6B). Normally, in this experi-

mental context, high dueling activity positively

correlates with the probability of transitioning

to a gamergate, and workers do not have de-

veloped ovaries. However, after injection of

the Ins peptide, the number of yolky oocytes

was increased by ~2.3 times in the workers

that did not duel (3.0 versus 1.3; P < 0.001),

but Ins injection in individuals that already

dueled often had little further effect on ovar-

ian development (3.8 versus 3.6) (Fig. 2F).

Dueling and oocyte numbers were positively

correlated in control workers [coefficient of

determination (R
2
) = 0.54] but were not cor-

related in Ins-injected workers (R
2
= 0.02) (fig.

S6C). We also injected Ins into workers in

colonies with established reproductive indi-

viduals, in which any worker that attempted

to become a gamergate was subject to policing

by other workers that detected its increased

CHC profile (15, 18). Ins-injected ants were not

policed while they developed ovarioles (Fig.

S6D), suggesting that Ins is able to induce

oogenesis but not dueling or production of

queen pheromones. In clonal raider ants, Ins

injections also promote egg production, al-

though in a different context (20).

Insulin can activate AKT and MAPK, but AKT is

down-regulated in the gamergate fat body

We tested how Ins regulates the distinct down-

stream branches of the IIS pathway, IIS-AKT

and IIS–MAPK (mitogen-activated protein

kinase). ILPs can induce phosphorylation of

the protein kinase AKT that prevents nuclear

localization of the FOXO transcription factor.

Thus, nuclear FOXO that promotes longevity

is negatively regulated by IIS. ILPs can also

induce phosphorylation of MAPK/ERK (extra-

cellular signal–regulated kinase) to increase

cell proliferation (21). We treated dissected fat

bodies fromworkers with the syntheticHs-Ins

peptide. Ins activated phosphorylation of AKT

(~3.5 times increase after Ins treatment; P <

0.01, n = 8 individuals) (Fig. 2, H and I), whereas

the MAPK pathway was only mildly activated

(~1.3 times increase after treatment; P < 0.05,

n = 8 individuals) (Fig. 2, H and J).

Because Ins leads to activation of both AKT

and MAPK (Fig. 2, H to J, and fig. S3C), we

expected to see globally increased activity of

both IIS pathways in vivo in gamergates. To

test this, we dissected multiple tissues, includ-

ing the fat body and ovary, and analyzed the

phosphorylation of MAPK. Consistent with

the increased production of Ins in gamergates,

MAPK phosphorylation was increased in the

gamergate fat body (approximately four times

increase; n = 6 individuals, P < 0.001) (Fig. 3, A

and B) and in the ovary, including the germar-

ium and the early- and late-stage egg chambers,

and in the malpighian vesicle, the tissue equiv-

alent to the vertebrate kidney (Fig. 3A and fig.

S6E). However, MAPK phosphorylation was

unchanged in the brain and the postpharyngeal

gland (PPG), a tissue implicated in the synthe-

sis and storage of cuticular CHC pheromones

(fig. S6E) (22). Although MAPK can also be

activated by the epidermal growth factor re-

ceptor tyrosine kinase (Egfr) (23), our tran-

scriptome indicated that Egfr and its ligands,

Spitz and VeinmRNAs, were less abundant in

the gamergate fat body (fig. S3D), suggesting

that the epidermal growth factor (EGF) path-

way does not play a major role in activating

MAPK in the fat body.

We also measured phosphorylation of AKT

inmultiple tissues in gamergates versus work-

ers. Phosphorylation of AKT was significantly

lower in gamergate fat bodies than in those of

workers (approximately one half; n = 6 individ-

uals,P< 0.01) (Fig. 3, A andB). This is consistent

with evidence that reducing the AKT branch of

insulin signaling in the fat body and adipose

tissue lengthens the life span of other species

(3). Phosphorylation of AKT was increased in

the PPG of gamergates compared with that in

workers but was at similar levels in the brain

and the malpighian vesicle of workers and

gamergates (fig. S6E) as well as in the ger-

marium (Gm), the ovarian region that con-

tains the germline stem cells in workers and

gamergates (Fig. 3A). However, AKT phosphor-

ylation was low in the ovary in early- and in

late-stage egg chambers that are only present

in gamergates (Fig. 3A). We analyzed the sub-

cellular localization of FOXO in these tissues.

If IIS-AKT was inactivated, unphosphorylated

FOXO should be localized to the nucleus (24).

FOXO was localized in the nucleus in the

gamergate fat body, whereas it was localized in

the cytoplasm of workers (Fig. 3C). mRNA for

one of the target genes that are transcriptionally

repressed by FOXO, 4-hydroxyphenylpyruvate

dioxygenase (Hpd-1) (25), was less abundant in

the fat body of gamergates than in those of

workers (Fig. 2B). Hpd-1 encodes an enzyme

that functions in the degradation of tyrosine,

the precursor for biogenic amines, and dopa-

mine is in greater abundance in gamergates

than in workers (26). In the gamergate ovary,

FOXOwas localized in the nucleus in all follicle

cells and in the nurse cells of egg chambers up

to stage 4, whereas at stage 5, FOXO was local-

ized to the cytoplasm in nurse cells (fig. S6F),

suggesting that AKT activity is higher in late-

stage nurse cells.

We conclude that increased Ins produc-

tion in the gamergate brain leads to the ac-

tivation of the MAPK pathway in the fat body

and ovary. However, AKT activity is low in

the fat body and part of the ovary of gamer-

gates. How decreased AKT (but not MAPK)

phosphorylation is achieved in gamergates

is unclear.

Pharmacological inhibition of MAPK activity

affects ovary growth

Similar to what was observed in the clonal

raider ants (20), Ins induces reproduction in

Harpegnathos (Fig. 2, E and F). Because MAPK,

but notAKT, appeared to be active in the gamer-

gate fat body and ovary, we tested the effect of

U0126 (a MAPK/ERK kinase inhibitor that

preventsMAPKphosphorylation) on caste tran-

sition and ovary activation. U0126 inhibited

MAPK phosphorylation in the dissected fat

bodies of workers (to one-third of that of fat

bodies from control ants) but only reduced AKT

phosphorylation by 20%. In worker fat bodies

exposed to both Ins and U0126, MAPK phos-

phorylation was reduced by one-half, and

AKT phosphorylation was decreased by ~10%

(fig. S6G).

We injected U0126 in workers during their

transition to gamergates and measured vitel-

logenin expression as a molecular marker for

egg production, then scored ovary growth

6 days after injection. U0126 treatment led

to a concentration-dependent decreased ex-

pression of vitellogenin in the fat body as

well as a decreased number of yolky oocytes

in dueling individuals (Fig. 3D). Although

oogenesis was promoted by Ins injection to

workers (Fig. 2, E and F), U0126 impeded

this effect (Fig. 2G). The germarium remained

intact, suggesting that the inhibitor did not

cause atrophy of the germline stem cell

niche, which is present in both workers and

gamergates.

We concluded that Ins from the brain can

activate the MAPK pathway in the fat body

and ovary and induces the production of
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mature egg chambers.MAPK activation seems

to be necessary to promote vitellogenin ex-

pression in the fat body, ovary growth, and

the transition to being reproductive. By con-

trast, AKT phosphorylation was decreased in

the fat body and the developed ovaries of

gamergates but remained comparable in the

germarium of workers and gamergates. AKT

activity in the germarium of both castes may

function in germline stem cell maintenance

andearly differentiation, as it does inDrosophila

(27). In this manner, workers can retain a

functioning germ line that will allow them to

reactivate oogenesis if they ever become

gamergates.

SCIENCE science.org 2 SEPTEMBER 2022 ¥ VOL 377 ISSUE 6610 1097

Fig. 4. Imp-L2 produced from

gamergate ovaries preferen-

tially antagonizes the IIS-AKT

pathway. (A) RNA abundance of

ovarian Imp-L2 and ALS in workers

(W), gamergates (G), and rever-

tants (R). Bars and error bars

represent mean ± SEM. LogCPM,

log counts per million. (B) IF

staining of insulin/IGF-binding

proteins (ALS and Imp-L2) in the

late stages of the egg chambers of

a gamergate ovary as indicated

with a pink box in the schematic at

top. Magenta indicates ALS and

Imp-L2 at top and bottom,

respectively. DAPI is shown in

cyan. (C and D) Western blot

analyses showing the effects of

recombinant Imp-L2 or ALS

(produced in Sf9 cells) on IIS-AKT

and IIS-MAPK pathways in the

abdominal fat body tissue

dissected from workers. Levels of

P-AKT, T-AKT, P-MAPK, T-MAPK,

and tubulin detected in the fat

body as a function of treatment

with Ins peptide minus/plus

recombinant (C) Imp-L2 or (D)

ALS protein. (E) A quantitative

plot of phosphorylation levels of

AKT and MAPK from the worker

fat body incubated with or without

Imp-L2 in the presence and

absence of Ins peptide. Bars and

error bars indicate median with

interquartile range. P values

are from Mann-Whitney test

(*P < 0.05, n = 8 individuals).

(F) Proposed models of reproduc-

tion-associated longevity in ants.

(Left) A short-lived worker.

(Right) A long-lived gamergate.

The basal level of insulin (Ins)

secreted from the worker brain is

sufficient to activate the IIS-AKT

pathway through insulin receptors

(InRs) in the abdominal fat body,

resulting in FOXO phosphorylation

and a normal life span in workers.

By contrast, the high level of Ins in

the gamergate brain promotes

ovary maturation and contributes

to MAPK activation in the fat body.

An unidentified receptor (left of InR1/2) may also contribute to MAPK activation. Additionally, RNA abundance of InR1/2 is decreased in the fat body of gamergate

compared with that of worker (shown as lighter color), and the gamergate ovary produces Imp-L2 protein that antagonizes IIS-AKT signaling in the fat body. Together,

this might lead to nuclear localization of FOXO and longevity in gamergates.
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The IIS inhibitors Imp-L2 and ALS are

up-regulated in the ovary, whereas InRs are

decreased in the fat body

To explain the paradox of increased MAPK

phosphorylation anddecreasedAKTphosphor-

ylation in gamergates, we searched for can-

didate genes that could mediate the decreased

IIS-AKT activity in the fat body and some

ovarian tissues. In our differential expression

analysis, insulin receptor 1 and 2 (InR1/2)

mRNAs were decreased in the gamergate fat

body and whole ovary (Fig. 2B). However, this

decrease was not sufficient to prevent MAPK

phosphorylation in response to Ins treatment.

Expression of two genes encoding secretory

proteins that inhibit the IIS pathway was in-

creased in the ovary of gamergates: Imaginal

morphogenesis protein-Late 2 (Imp-L2) andAcid-

labile Subunit (ALS) (Fig. 4A). In Drosophila,

Imp-L2 and ALS bind to circulating Dilp2 and

Dilp5, the Ins homologs produced in brain

IPCs. They are secreted into the hemolymph

and antagonize IIS in peripheral tissues (28).

Likewise, reduced expression of ILPs and

increased expression of Imp-L2 appear to

increase survival of mosquitoes (29). In mam-

mals, ALS and IGF-binding protein 7 (IGFBP7),

a homolog of Imp-L2, both bind plasma insulin

and IGF in the circulation and subsequently

restrain their interaction with their receptors

(30, 31). IGFBP7 displays higher binding af-

finity to insulin than to IGF (30). Our expres-

sion analysis, paired with the evidence in

insects and mammals, suggested that the ele-

vated expression of Imp-L2 and ALS genes in

gamergate ovaries and their secretion into the

hemolymph may antagonize insulin receptor

activation in both mature ovarioles and the

fat body.

The major sources of ALS in mammals are

the liver and kidney (32), whereas Imp-L2

mRNA is found in ovarian follicle cells (33).

Quantitative reverse transcription polymerase

chain reaction (RT-PCR) on multiple Harpeg-

nathos tissues showed that Imp-L2 and ALS

mRNAweremainly expressed in ovaries, espe-

cially in late-stage egg chambers and yolky

oocytes that were only present in gamergates

but absent in workers. By contrast, their abun-

dance was relatively low in other tissues, such

as the brain, fat body, gut, and early-stage egg

chambers (fig. S7A). We generated antibodies

to Imp-L2 and ALS proteins. Proteins were

only detected in late-stage egg chambers (Fig.

4B and fig. S7, B and C). Thus, Imp-L2 andALS

are predominantly expressed in gamergate

ovaries, particularly in well-developed egg

chambers from which they are secreted, and

may act on abdominal tissues, including the

fat body.

Imp-L2 specifically blocks AKT in the fat body

Imp-L2 and ALS expressed in the ovary may

act as inhibitors that contribute to decreased

AKT phosphorylation in the fat body and ovary

of gamergates and thus increase life span. To

test whether these proteins affect IIS in ants,

we generated FLAG-tagged versions of Hs-

Imp-L2 andHs-ALS in baculovirus and purified

the proteins from lysates of transfected Sf9

insect cells using FLAG-based affinity puri-

fication (fig. S7D). We used purified proteins

to treat dissected abdominal fat body tissues

from workers. To minimize individual varia-

tions, the dissected fat body tissue from the

same individual was separated for incubation

with Ins, with or without Imp-L2 or ALS. Be-

cause of limited amounts of Imp-L2 purified

from the baculovirus expression system, we

used low doses of Ins (1 mM) to keep equal

stoichiometry with Imp-L2 and ALS (1 mM).

Although this dose of Ins significantly acti-

vated AKT, it was not sufficient to activate

MAPK (Fig. 4, C to E).

Imp-L2 inhibitedAKTphosphorylation: Even

without Ins treatment, the baseline of AKT

phosphorylation was strongly inhibited by

Imp-L2 (to one-fifth of that of control tissue;

P < 0.05, n = 8 individuals) (Fig. 4, C and E),

whereas it did not significantly affect MAPK

phosphorylation. StrongAKTphosphorylation

after Ins treatment was completely suppressed

by Imp-L2 (to one-third of that of control tis-

sue; P < 0.05, n = 8 individuals) (Fig. 4, C to E),

whereas MAPK phosphorylation was still not

affected (Fig. 4, C and E), suggesting that Imp-

L2 can specifically inhibit phosphorylation

of AKT in gamergates. By contrast, ALS had

no effect on AKT and MAPK phosphorylation

(Fig. 4D). In support of our results, a study of

human IGFBP7, a homolog of Imp-L2, was

shown to inhibit IGF-induced phosphorylation

of AKT in vitro but had less effect on MAPK

phosphorylation, although this selectivity is

not well understood [figure 1C in (34)].

Thus, we speculate that Imp-L2 produced

by the ovary of gamergates acts as an Ins in-

hibitor to specifically reduce AKT activity in

the fat body and ovary thatmight play a role in

extending life span in gamergates. MAPK ac-

tivity might be less affected and appears to be

the primary regulator for initiating and sus-

taining the reproductive function of the ovary,

in particular by producing vitellogenin and

mobilizing lipids from the fat body that will

accumulate in the egg. Therefore, phosphoryl-

ation of MAPK and inhibition of AKT phos-

phorylation in response to Ins could offer an

effective solution to the discrepancy between

increased insulin and reproduction and pro-

longed life span (Fig. 4F).

Discussion

The traits that favor reproduction have partic-

ular importance in eusocial insects because

the reproductive duty of the whole colony is

placed on one or very few queens that are

highly prolific. Such individuals are difficult

or impossible to replace without disrupting

the colony, so they must have a very long life

span to allow the colony to thrive beyond the

individual life of its workers (9, 35). Natural

selection has thus resulted in increased life

span in queens.

In Harpegnathos, production of Ins in the

brain facilitates active reproduction through

MAPK, but AKT phosphorylation in the fat

body and developing ovary appears to be in-

hibited, which might contribute to extension

of life span in gamergates. This local effect cor-

relates with lower expression of InRs in the fat

body and ovary and might result from the in-

hibitory effect of Imp-L2 secreted from the re-

productive ovary.

The altered metabolism in the fat body of

gamergates might lead to newly synthesized

lipids to be directed through the hemolymph

to the ovary to promote egg production. Be-

cause gamergates feed constantly, energy stor-

age through lipid is less important. Although

our work analyzed gamergates,Harpegnathos

queens display even higher fecundity and longer

life span than that of gamergates (35, 36), and

higher expression of Ins has been found in

queens in multiple ant species (20). Therefore,

it is likely that our findings in gamergates ap-

ply to queens. In accordance, the queens of

higher termitesMacrotermes natalensis display

higher Ins expression and lower fat storage

compared with those of workers (37).

As in raider ants (20), the regulation of re-

production in Harpegnathos gamergates is

achieved through increased insulin production.

However, the peculiar lifestyle of raider ants

(20) does not require an extended life span. To

foster the extended life span of gamergates, the

increased insulin inHarpegnathos does not stim-

ulate the IIS-AKT pathway but instead only

the IIS-MAPK branch. Our data demonstrate

that Ins only mildly activates MAPK activation,

although MAPK activity in the gamergate fat

body is approximately four times greater than

in workers; other ligands, in addition to Ins,

may be responsible for MAPK activation in

gamergates. We propose a model in which the

transition of workers to gamergates is accom-

panied by the activation of IIS-MAPK, which

might activate TOR (target of rapamycin) and

its downstream transcription factor SREBP

(sterol regulatory-element binding protein), a

conserved pathway that might turn on expres-

sion of the Fasn and vitellogenin in the fat

body and reactivates ovary growth (1). This is

similar towhat has been argued inDrosophila,

in which vitellogenesis is regulated through

the IIS-MAPK branch but not by IIS-AKT/

FOXO (21, 38).

Reduced IIS-AKT activity in the fat body and

early-stage egg chambers (stages 1 to 4) leads

to the nuclear localization of FOXO and to

reduced expression of a FOXO-negative target

gene Hpd-1 that functions in the degradation
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of tyrosine, the amino acid precursor for bio-

genic amines. In C. elegans and Drosophila,

depletion ofHpd-1 leads to extended life span,

which was attributed to increased levels of

dopamine and octopamine, which have a pro-

tective role in neuromuscular functions (39).

Dopamine is greater inHarpegnathos gamer-

gates than in workers (26). Thus,Hpd-1 down-

regulation might contribute to the extended

longevity of reproductive gamergates.

Reduced IIS-AKT activity might be related

to the production of Imp-L2 from the mature

ovary, which is secreted into the hemolymph

and might inhibit Ins-induced AKT phosphor-

ylation in the fat body as observed ex vivo.

This finding may offer a mechanism to slow

down the aging process during active repro-

duction. By staying in the nest, queen ants are

much better protected from extrinsic mortal-

ity for a longer life span (9, 40). However, in-

trinsic senescence that contributes to aging

is also affected inHarpegnathos gamergates,

and our findings could explain why higher

fecundity promotes higher longevity: Imp-L2

is produced in the egg chambers of the mature

ovary, and asmore egg chambers are produced,

this might further lower AKT signaling in the

fat body, leading to a longer life span.

Our study in Harpegnathos gamergates re-

veals selectivity in the response of AKT and

MAPK to insulin production. Activated MAPK

andAKTdifferentially regulatemetabolism, ovary

growth, germline maintenance, and life span.

Ants appear to restrict IIS hyperactivity through-

out their very long reproductive life through

selective inhibition of IIS-AKT possibly by Imp-

L2 and through decreased expression of InRs,

thus retarding aging and achieving longevity

in the reproductive caste. This interplay, which

evolved in ants and perhaps in other eusocial

insects, may contribute to the unusual longev-

ity associated with high reproduction observed

in reproductive ants.
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FOREST ECOLOGY

A climate risk analysis of EarthÕs forests
in the 21st century
William R. L. Anderegg1,2*, Chao Wu1,2, Nezha Acil3,4, Nuno Carvalhais5,6, Thomas A. M. Pugh3,4,7,

Jon P. Sadler3,4, Rupert Seidl8,9

Earth’s forests harbor extensive biodiversity and are currently a major carbon sink. Forest conservation

and restoration can help mitigate climate change; however, climate change could fundamentally

imperil forests in many regions and undermine their ability to provide such mitigation. The extent of

climate risks facing forests has not been synthesized globally nor have different approaches to

quantifying forest climate risks been systematically compared. We combine outputs from multiple

mechanistic and empirical approaches to modeling carbon, biodiversity, and disturbance risks to conduct

a synthetic climate risk analysis for Earth’s forests in the 21st century. Despite large uncertainty in

most regions we find that some forests are consistently at higher risk, including southern boreal forests

and those in western North America and parts of the Amazon.

E
arth’s forests store carbon, support enor-

mous terrestrial biodiversity, and provide

trillions of dollars each year in ecosys-

tem goods and services to society (1, 2).

Because of their potential carbon seques-

tration capacity and cobenefits there is wide-

spread and growing interest in leveraging

forests for climatemitigation through nature-

based climate solutions (3, 4). However, the

future of forests globally is uncertain as a

result of both land use decisions and climate

change (5–7). Forests face substantial climate
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risks that could trigger carbon cycle feedbacks

which would accelerate climate change and

fundamentally undermine their role in climate

mitigation (7–9). Critical climate-sensitive risks

to forest stability, biodiversity, and long-term

carbon storage include disturbance triggered by

extremeweather (e.g., fire, drought, hurricanes),

biotic agents and invasive species, and large-

scale demographic shifts (e.g., elevated mortal-

ity rates, species turnover, and/or physiological

limits to growth or regeneration) (7, 10–12).

The large-scale and cross-biome patterns of

climate risks to forests are not well under-

stood. With respect to ecosystems, the Inter-

governmental Panel on Climate Change (IPCC)

defines risk as the potential for adverse con-

sequences for ecological systems and highlights

that risk results from the dynamic interaction

of climate-related hazards, exposure, suscepti-

bility, and (lack of) adaptive capacity of a sys-

tem (5, 13). Threemajor approaches have been

used to examine key determinants of forests’

climate risk, each considering different pro-

cesses and having distinct uncertainties and

limitations: First, global mechanistic vegeta-

tion models, such as those included in Earth

system models, simulate forest carbon fluxes

and pools, climate impacts on those processes,

some key climate-sensitive disturbances such

as fire, and dynamic growth and recovery after

disturbances (14, 15). Second, “climate envelope”

approaches use empirical models based on re-

lationships between observed climate patterns

and forest attributes such as biomass, species

presence/abundance, or ecoregion/life zone

presence (16–18). Third, empirical assessments

of climatic controls on stand-replacing dis-

turbances, typically based on satellite data of

forest loss ormeta-analyses of field studies, are

also common (11, 19). These major approaches

roughly capture different axes of forest climate

risk to: (i) carbon stocks or storage (hereafter,

C risk), (ii) species composition changes (species

risk), and (iii) disturbance regime change

(disturbance risk). These approaches have dif-

ferent inherent strengths and weaknesses, but

a synthesis of approaches at a global scale is

lacking. A multimethod analysis to quantify

risks spatially and estimate which regionsmay

be particularly vulnerable under future cli-

mate conditions is urgently needed to inform

land management, conservation, and climate

mitigation efforts.

We compare results from these three types

of approaches to provide a global assessment

of climate risks facing Earth’s forests in the

21st century and ask the following: (i) what

is themean and uncertainty in projections of

forest carbon storage and potential forest car-

bon losses in mechanistic vegetation models

included in Earth system models (e.g., C risk);

(ii) what do empirical climate envelope and

climate-sensitive disturbance approaches esti-

mate for spatial and temporal climate risks

to forests (e.g., species and disturbance risks);

and (iii) what broader risk patterns emerge

from the synthesis and comparisons of these

three different axes of risks?

We first examined simulations of the live

carbon in vegetation in forested areas (C risk)

from mechanistic vegetation models from

the Coupled Model Intercomparison Project

Phase 6 (CMIP6: 23 models total, 13 with

prognostic fire and 6with dynamic vegetation;

table S1), removing the direct influences of

human land use change to contextualize over-

all forest carbon changes (20). Comparing 2081

to 2100 with 1995 to 2014, these models on

average show carbon gains in currently for-

ested areas in both high- and low-emissions

scenarios (Fig. 1 and fig. S1). The multimodel

meanwas positive acrossmost of the world but

there was very high variation and uncertainty

across models, particularly in the tropics and

swaths of the boreal forests (Fig. 1, A and B,

and fig. S1). We examined relative agreement

in spatial patterns of carbon gains and losses

across models and found that spatial corre-

lations across models for carbon changes were

1100 2 SEPTEMBER 2022 • VOL 377 ISSUE 6610 science.org SCIENCE

1Wilkes Center for Climate Science and Policy, University of
Utah, Salt Lake City, UT 84103 USA. 2School of Biological
Sciences, University of Utah, Salt Lake City, UT 84103 USA.
3School of Geography, Earth and Environmental Sciences,
University of Birmingham, Birmingham, UK. 4Birmingham
Institute of Forest Research, University of Birmingham,
Birmingham, UK. 5Max Planck Institute for Biogeochemistry,
Jena, Germany. 6Departamento de Ciências e Engenharia do
Ambiente, DCEA, Faculdade de Ciências e Tecnologia, FCT,
Universidade Nova de Lisboa, 2829-516 Caparica, Portugal.
7Department of Physical Geography and Ecosystem Science,
Lund University, Lund, Sweden. 8School of Life Sciences,
Technical University of Munich, Freising, Germany.
9Berchtesgaden National Park, Berchtesgaden, Germany.
*Corresponding author. Email: anderegg@utah.edu

Fig. 1. Future forest carbon and climate risk projections from mechanistic vegetation models. All panels analyze the change between 2081 to 2100 in Shared

Socioeconomic Pathway 5-8.5 (SSP585) compared with 1995 to 2014 historical simulations and are masked by present forested areas. (A) Multimodel mean and

(B) range of the change in live carbon mass in vegetation (kilograms per square meter) across 23 models. (C) Number of models projecting vegetation carbon losses

in a grid cell over the same time period. (D) Multimodel mean spatial patterns of the percent change in fraction of tree plant functional types in a grid cell.

Gray hatched areas indicate grid cells removed from analysis due to land use-driven forest loss.
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modest with an average of r = 0.30 across the

23 models considered (fig. S2).

We calculated two complementary metrics

of potential climate C risk from these models

as follows: (i) the number of models with car-

bon losses by 2081 to 2100 compared with 1995

to 2014 and (ii) the percent change from tree

functional types to other vegetation in a grid

cell between those two periods for the subset

of models (n = 14) that reported data on veg-

etation change (20). The first metric uses the

inherent variability in the model ensemble and

assumes that the higher the number of models

with C loss, the greater the risk; by contrast,

the second metric directly calculates forest

loss inmodelswhere it is represented.With the

first metric, large areas of the Neotropics, the

Mediterranean region and eastern Europe,

and southwestern North America show nota-

ble risk (Fig. 1C). With the second metric, sub-

tropical and southern boreal regionsweremore

likely to lose tree functional types (Fig. 1D).

We further found that these two metrics

showed similar patterns of higher projected

risk in southern boreal and drier regions in

the Amazon and African tropics. Spatial pat-

terns of carbon changes and climate risks

were broadly similar between emissions sce-

narios (Fig. 1 and fig. S1) and betweenmodels

with versus without prognostic fire simulated

(fig. S3).

We then examined forest species risk, esti-

mated through empirical climate envelope

models in three recently published papers.

Using observed climate relationships at global

scales, twopapers estimated ecoregion/life zone

transitions (i.e., shifts from one ecoregion/life

zone to another), while the third modeled

changes in forest species richness within a

biome (17, 21, 22). Ecoregion transitions were

projected tomost likely occur at current biome

boundaries (subtropic-temperate, temperate-

boreal, and tropical-subtropical biomes; Fig. 2,

A and B).We note that there could be similarly

large transitions in terms of species compo-

sition within individual biomes but that by

their inherent ecoregion-focused structure the

underlying analyses in Fig. 2, A and B would

not capture community-level changes. Consid-

ering the third paper’s analyses, risk of species

loss estimates were highest in boreal regions

and western North America and generally

lower in tropical regions (Fig. 2C).

To quantify climate-sensitive disturbance

risk we used two complementary methods:

(i) an empirical random forest model linking

observed climate to stand-replacing distur-

bance estimates based on satellite data from

2002 to 2014 with human land-use conversion

removed (but harvest included) (20) and (ii)
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Fig. 2. Global forest risk esti-

mates from climate envelope

approaches. (A) Projected

percent transition (%Trans) of

ecoregions to another ecoregion

with a warming of +2°C above

preindustrial from Dobrowski et al.

2021 (17). (B) Projected percent

transition of climate life zones

between 1979 to 2013 and 2061 to

2080 in a moderate (RCP 4.5)

climate scenario from Elsen et al.

2021 (22). (C) Risk of loss

in species richness [quantified

as an effect size (ES) of Ð1 ×

log(DSpeciesRichnesshighcc-mitigation/

DSRbaseline)] where higher

numbers indicate more risk of

species loss) in the 2070s in

a high climate change (RCP 8.5)

scenario from Mori et al. 2021 (21).
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upscaled climate-dependent rates of distur-

bance in 103 protected areas from temperate

and boreal biomes (19). For both methods, the

models were built with observed relationships

in the historical period. We estimated the

change in stand-replacing disturbance rates

with a climate model output from the same

23 climate models we used for C risk for 2081

to 2100, with a moderate climate scenario

(SSP2-4.5). The model of stand-replacing dis-

turbances indicated that if current forests were

exposed to projected future temperatures and

precipitation, the largest increases of distur-

bance would be expected to occur in the tropics

and southern boreal forests (Fig. 3, A and B),

whereas upscaled relationships fromprotected

areas indicated high disturbance vulnerability

broadly across boreal forests, although this data-

set did not include tropical forests (Fig. 3B).

We emphasize that these three distinct axes

of risk are capturing different aspects and di-

mensions of climate risks to forests, all of which

are generally considered important responses

of forests to climate change (20). The spatial

and cross-biome relative risk patterns within

each approach are likely what is most insight-

ful and important in these comparisons, rather

than the absolute values. Thus, we compared

the spatial correlations in relative projected risk

patternswitha correlationmatrix andcomputed

spatial covariation of risk percentiles across all

metrics. Notably, none of the different metrics

were significantly spatially correlatedwith each

other (P > 0.05), leading to high variability

across risk metrics in many regions (fig. S4),

and the mechanistic vegetation model projec-

tions tended to be slightly negatively correlated

with the other approaches (Fig. 4B). Despite

this broad-scale disagreement, identification

of regions that are at relatively higher or lower

risk in most approaches can still provide use-

ful information for risk management. Aggre-

gating risk metrics by the average percentile

across all metrics with data in a given grid cell,

southern boreal regions (e.g., central Canada)

and drier regions of the tropics (e.g., southeast

Amazonia) emerged as regions with higher-

than-average risk across metrics, consistent

withmultiple observational studies (e.g., 23, 24).

By contrast, eastern North America, western

Amazonia, and southeast Asia exhibited lower

than average risk (Fig. 4A and fig. S5); a recent

pantropical study also observed lower vulner-

ability in southeast Asian tropics (25). These

regional patterns were generally robust in a

sensitivity analysis that sequentially excluded

individual risk maps (fig. S6). Considering

biome-wide patterns, tropical forests had

slightly higher averagemedian risk percentiles

(51%ile and 62%ile for tropicalmoist broadleaf

and tropical/subtropical dry broadleaf forests,

respectively) than boreal (44%ile) or temperate

(35%ile and 42%ile for broadleaf and conifer-

ous, respectively) forests (fig. S7).

All of the different approaches to estimat-

ing forest climate risk have limitations and

different uncertainties that are worth noting.

Mechanistic model projections (C risk axis)

include the benefits of rising atmospheric CO2

concentrations on forest productivity (i.e., CO2

fertilization) as well as coarse estimates of cli-

mate sensitivities of plant functional types and

fire disturbance. However, these models are

generally thought to be lacking a substantial

range of key impacts of climate on tree mor-

tality and other disturbances, making it likely

that risk estimates from this approachare overly

conservative and that carbon gains may be

overestimated (26). Furthermore, these models

do not realistically capture current tropical for-

est carbon dynamics (27) and the potential for

biome shifts remains very uncertain in these

models (14, 28) in part because they frequently

neglect processes of tree regeneration (29).

The empirical species distribution and eco-

region biome transition models (species risk

axis) are correlative in nature and do not di-

rectly include mechanistic processes of growth,

mortality, CO2-related effects, or disturbance.

They are nevertheless widely used across the

globe for conservation planning efforts (16, 30)

as they provide a powerful approach to esti-

mate the species pool under given climatic

conditions. Empirical disturbance models

(disturbance risk axis) capture only one key

component of forest carbon cycling and do not

account for regrowth, species turnover, and

other dynamics. Nonetheless, a broad body

of literature has demonstrated that changes

in disturbance regimes have strong leverage

on forest carbon cycling in many ecosys-

tems globally (9, 12, 28). Finally, all of these

approaches treat direct human impacts of land-

use change and management distinctly. For-

est management—as a key disturbance and
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Fig. 3. Projected change in climate-

sensitive disturbance risks. (A) Average

change in percent disturbed in a grid

cell from random forest model projections

of Landsat-based stand-replacing

disturbances for 2081 to 2100 in a

moderate climate change scenario

[Shared Socioeconomic Pathway 2-4.5

(SSP245)] compared with 1995 to 2014.

(B) Average change in percent disturbed

in a grid cell from protected area

disturbance models for only temperate

and boreal ecosystems in 2081 to 2100 in

a moderate climate change scenario

(SSP245) compared with 1995 to 2014.

Gray hatching in grid cells indicates

no data from this data source.
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arbiter of forest risk—is included implicitly

or explicitly in all methods here. Although

we have made extensive efforts to screen out

changes resulting from land conversion (20),

landmanagement remains an important un-

certainty and caveat in these analyses. A pre-

vious global risk analysis for forest loss with

a single, older mechanistic vegetation model

(31) projected the highest forest loss in the

eastern Amazon, eastern North American

boreal, and broad areas of the European and

Asian boreal forests, which is partially con-

sistent with the species turnover and biome

transition estimates presented here (e.g., Fig.

2A) and the multimethod aggregate map.

Ultimately, our analysis reveals a notably

divergent set of projections when comparing

across awide range ofmethods and approaches

to examine the vulnerability of Earth’s forests

to climate risks. If forests are tapped to play

an important role in climate mitigation, an

enormous scientific effort is needed to better

shed light on when and where forests will be

resilient to climate change in the 21st century.

These results highlight an urgent need for

more detailed treatment of climate-sensitive

disturbances inmechanistic vegetationmodels,

more extensive benchmarking of those models

against disturbance and mortality datasets,

and better identification of agents of change

in observational datasets to underlie more

nuanced empirical approaches. Continuing

the long-termmonitoring efforts that enable

such work will be fundamental to improving

suchmodels. Our results also underscore key

needs to focus on climate-driven biome transi-

tions. Currently, enormousuncertainty remains

regarding the spatial and temporal patterns

of forest vulnerability to climate change. They

further emphasize that the effectiveness of

nature-based climate solutions currently under

discussion (3, 4) faces great uncertainty given

the profound climate impacts on forests ex-

pected in the 21st century.
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Fig. 4. Comparisons and syntheses across different climate risk axes.

(A) Average percentile of risk combined across all metrics where 0%ile is lowest

climate risk and 100%ile is highest climate risk, averaged across all datasets

that covered a given grid cell. (B) Correlation matrix between different climate

risk axes and metrics where the size and color are proportionate to correlation

strength and magnitude (all correlations not significant). Risk axes and

metrics: number of models showing carbon losses in forested regions in Coupled

Model Intercomparison Project Phase 6 data (cmip6-#mod), change in tree

fraction in the subset of CMIP6 models (cmip6-dTF), species distribution/climate

niche models of ecoregion percent changes from Dobrowski et al. (2021) (17)

(sdm-D21), species distribution/climate niche models of life-zone percent

changes from Elsen et al. (2021) (22) (sdm-E21), species distribution models of

loss of species richness from Mori et al. (2021) (21) (sdm-M21), random forest

based projections of Landsat-detected stand-replacing disturbances (dist-LS),

and change in percent disturbed in a grid cell from protected area disturbance

models from Seidl et al. (2020) (19) (dist-S20).
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ORGANIC CHEMISTRY

Late-stage diversification of indole skeletons through
nitrogen atom insertion
Julia C. Reisenbauer†, Ori Green†, Allegra Franchino, Patrick Finkelstein, Bill Morandi*

Compared with peripheral late-stage transformations mainly focusing on carbonÐhydrogen

functionalizations, reliable strategies to directly edit the core skeleton of pharmaceutical lead

compounds still remain scarce despite the recent flurry of activity in this area. Herein, we report the

skeletal editing of indoles through nitrogen atom insertion, accessing the corresponding quinazoline or

quinoxaline bioisosteres by trapping of an electrophilic nitrene species generated from ammonium

carbamate and hypervalent iodine. This reactivity relies on the strategic use of a silyl group as a

labile protecting group that can facilitate subsequent product release. The utility of this highly functional

group-compatible methodology in the context of late-stage skeletal editing of several commercial

drugs is demonstrated.

M
ajor advances in the field of late-stage

functionalizationhave recently unlocked

extraordinary structural diversity from

common synthetic scaffolds, obviating

the resource and time-consuming de

novo synthesis of a library of derivatives (1).

The development of numerous, versatile, late-

stage C–H functionalization strategies to modify

target molecules has been a core tenet of this

paradigm shift (2, 3), allowing the introduc-

tion of key peripheral modifications. By con-

trast, complementary approaches that can

directly modify the underlying core skeleton

of a molecule are less common despite their

potential to expand the accessible chemical

space (4–11). Formal single-atom insertion

reactions to modify aromatic moieties have

proven to be especially challenging given the

inherent inertness of aromatic carbon-based

skeleton toward cleavage of a C–C bond (12).

Despite this formidable challenge, a limited

number of carbon (13–16) or oxygen (17, 18)

insertion or deletion reactions to reshape

molecular architectures have been developed.

Given the prevalence of nitrogen atoms in

biologically active molecules, the direct mod-

ification of valuable core structures through

single-nitrogen-atommanipulation is of parti-

cular significance (19) and is especially interesting

in the context of evaluating structure-activity

relationships inmedicinal chemistry settings.

Although broad-scope methods to delete a ni-

trogen atom in molecular scaffolds have been

recently disclosed (20–23), methods to insert a

single nitrogen atomhave remained limited de-

spite their immense potential for the synthesis

of ubiquitous N-heterocycles. Apart from the

classical Beckmann rearrangement of carbonyl

derivatives (24), these methods are currently

either restricted to structuralmotifs that are not

commonly found in nature (e.g., indene and

2-arylindoles) or donot exhibit broad functional

group compatibility, preventing their applica-

tion to late-stage functionalization (25–32).

Indoles are among the most widespread

nitrogen-containing heterocycles in medicinal

chemistry compounds and natural products

(33) and thus represent an ideal substrate class

for thedevelopment of late-stage skeletal editing

reactions (6). Such an approach is particu-

larly attractive if less naturally abundant, yet

pharmaceutically interesting, scaffolds could

be rapidly accessed (Fig. 1A). Direct insertion

of a nitrogen atom into the indole scaffold

would enable straightforward access to N,N-

heterocycles without changing the substi-

tution pattern on the starting indole. This

1104 2 SEPTEMBER 2022 • VOL 377 ISSUE 6610 science.org SCIENCE

Fig. 1. Core derivatization of indoles. (A) Diversification of indoles to access pharmaceutically interesting quinazoline motifs. (B) Mechanistic design for the

transformation of indole skeletons into the corresponding quinazoline scaffold.
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transformation of the indole core into such

bioisosteric motifs (34, 35), which are not com-

monly found as building blocks in medicinal

chemistry libraries (36) but are widely recog-

nized as privileged pharmacophores inmodern

drug discovery (33, 37), could have a trans-

formative impact on the field of late-stage

diversification, facilitating the discovery and

optimization of drug candidates.

Here, we introduce amethod for the insertion

of a nitrogen atom into indoles affording N,N-

heterocycles. Depending on the substitution

pattern of the parent indole structure, either

quinazolines or quinoxalines can be selectively

accessed. This practical reaction tolerates a

broad range of functional groups so that a

wide set of natural products and commercial

drugs can be transformed into their correspond-

ing bioisosteric analogs.

To transform indole scaffolds into the cor-

responding quinazoline motifs, we needed to

identify a suitable reagent to act as an electro-

philic nitrogen atom donor. We chose to investi-

gate in situ–generated electrophilic iodonitrenes

that were accessed by combining commer-

cially available hypervalent iodine with nitro-

gen sources (Fig. 1B). In the context of skeletal

editing, these reagents have already been har-

nessed in nitrogen deletion rather than inser-

tion reactions (22), in addition to exhibiting

other unique reactivity patterns (38–40). In our

design, a stepwise (2+1) cycloaddition would

initially provide an aziridine intermediate. Sub-

sequent elimination of iodobenzene, followed

by aromatization of the reaction intermediate,

would facilitate the desired ring expansion re-

actions toward the quinazoline product (15).

A key challenge in the overall design is the

inherent reactivity of the unprotected indole

nitrogen, which could directly react with the

electrophilic iodonitrene species. This would

lead to the generation of a labile isodiazene

intermediate that could ultimately promote

the degradation of the underlying carbon

skeleton (Fig. 2A) (22). Our design overcomes

this intrinsic challenge through the strategic

use of a protecting group that is capable of

both suppressing the reactivity of the nitrogen

and acting as a sufficiently labile electrofuge

to release the product. We investigated silyl-

based groups because of their aptitude for

stabilizing positively charged intermediates

and their potency as electrofuges (41). Ad-

ditionally, the silyl group’s susceptibility to

hydrolysis can be appropriately adjusted by

changing the substituents on the silicon atom

(42). Indoles bearing silyl-based and other

commonly used protecting groups, such as tert-

butyloxycarbonyl, acetyl, andmethyl,were eval-

uated under the initial reaction conditions.

As might be expected based on the proposed

mechanism, only silyl groups were effective

in providing the desired quinazoline product

8a (Fig. 2B), with tert-butyldimethyl (TBS)–

protected indoles undergoing the desired

transformation most efficiently.

In addition to the choice of labile protecting

group, the reaction conditions were further

optimized by investigating the effect of the

other reaction parameters (Fig. 2C). Commercially

available [bis(trifluoroacetoxy)iodo]benzene

(PIFA) in methanol, in combination with am-

monium carbamate as the nitrogen source,

proved to be the preferred reagent mixture to

suppress undesired oxidative decomposition

of the indole core and obtain the product in

high yield. With the optimized reaction condi-

tions in hand, the scope of the iodonitrene-

enabled skeletal ring expansion was explored

using this operationally simple protocol (Fig. 3).

The compatibility of the nitrogen atom inser-

tion method with diverse substitution pat-

terns and common functional groups on the

TBS-protected indole precursors was eval-

uated. Quinazoline products featuring electron-

withdrawing substituents, such as halogens (8b

to 8f), esters (8g and 8h), nitriles (8i and 8j),

and sulfones (8k), as well as electron-donating

groups such as ethers (8m to8o) and silyl ethers

(8p), were obtained in moderate to good yields

from the corresponding TBS-protected indole

precursors. In most cases, except for nitrile-

bearing indole precursors, full conversion of

the starting materials was observed. Likewise,

carboxylic acids (8l), alkenes (8q), and alkynes

(8r) were compatible under the optimized

reaction conditions. An unprotected piperidine-

substituted indole could be transformed into

the corresponding product (8s), although in
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Fig. 2. Reaction development. (A) Inherent challenge associated with the nucleophilicity of the nitrogen in indole substrates. (B) Control by labile protecting group to

enable product formation. (C) Optimization of the nitrogen atom insertion reaction. Reactions were performed on 0.1-mmol scale. *Yield and conversion were

determined by gas chromatography analysis of the crude reaction mixture using n-dodecane as an internal standard. àYield of the isolated product 8a of a 1.0-mmol

scale reaction. PIDA, (diacetoxyiodo)benzene.
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Fig. 3. Substrate scope for the single-nitrogen-atom insertion. Yields are given

for isolated products. Reaction conditions: TBS-indole (1 mmol, 67 mM), ammonium

carbamate (6 equiv), and PIFA (4 equiv) in MeOH at 0°C for 10 min, then at room

temperature (rt) for up to 4 hours. (A) Investigation of the functional group compatibility

of the reaction. (B) Effect of proximal substitutions on the reaction outcome.

(C) Investigating the dependence of the reaction outcome on sterically constrained

substrates. Shown are DFT calculations for the regioselective preference of substrate 9a.

Gibbs free energies are indicated in kilocalories per mole at 0°C. *Yield determined

by 1H nuclear magnetic resonance analysis of the crude reaction mixture using 1,1,2,2-

tetrachloroethane or mesitylene as an internal standard. àThe reaction was performed

on 0.2-mmol scale and the product was co-isolated with a side product in ~1:1 ratio

(for more details, see the supplementary materials). TFA, trifluoroacetic acid.
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Fig. 4. Late-stage skeletal editing to access quinazoline and quinoxaline

scaffolds. Enantiomeric excess was not determined. Reactions were

performed on 1.0-mmol scale unless otherwise stated. Standard reaction

conditions: TBS-indole (1 equiv, 67 mM), H2NCO2NH4 (6 equiv), and

PIFA (4 equiv) in MeOH at 0°C for 10 min, then at room temperature for up

to 4 hours. *The reaction was performed on 8.0-mmol scale. àDiastereoisomeric

ratio = 7:3. AcOH, acetic acid; TBAF, tetra-n-butylammonium fluoride; TFA,

trifluoroacetic acid.
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lower yield, likely because of the propensity

of the secondary amine to form isodiazenes,

leading to degradation. Indole substrates

bearing acetals and primary, secondary, or

tertiary alcohol groups performed comparably

well under the reaction conditions, leading to

the desired quinazoline products (8t to8w). This

strategy also accessed the 1,3,8-triazanaphthaline

core (8x) from the TBS-protected aza-indole

in moderate yield (for more details, see the

supplementary materials). Additionally, indoles

bearing adjacent pyridine and benzofuran

motifs, common heterocyclic handles, were

efficiently transformed into the corresponding

quinazoline moieties (8y and 8z). Despite

their structural simplicity, synthetic protocols

to access most of these quinazolines are un-

reported because existing methods do not al-

low easy access to the 2-H quinazoline products

(43). TBS-protected indoles featuring sub-

stituents on the 2-, 3-, or 7-position, as well as

2,3-disubstituted indoles, were successfully con-

verted to the corresponding quinazoline motifs

(8ab, 8ac, 8ad, and 8ae, respectively) in good

yields, showing the reaction’s compatibility

with proximal substituents (Fig. 3B). The iden-

tities of products 8ab and 8ac were further

confirmed by x-ray analysis. This is an impor-

tant result because most biologically active

indole derivatives are substituted at the 2- and/

or 3-position of the indole scaffold (33).

Evaluation of a diverse set of indole cores

revealed pathways to either quinazoline or

quinoxaline scaffolds, depending on the reac-

tant’s substituents (Fig. 3C). 2,3-Disubstituted

TBS-protected indoles bearing five- or six-

membered fused rings (9a and 9b) exclusively

afforded the corresponding quinoxaline products

(10a and 10b) in good to excellent yields. This

result further extends the utility of the protocol

because five- and six-membered polycyclic

indole scaffolds are prevalent in nature. Thus,

straightforward access to less naturally abun-

dant quinoxaline motifs could be streamlined

synthetically. To gain deeper insight into the

parameters influencing selectivity, a seven-

membered ring–fused indole substrate (9c) was

also tested, which rearranged to the quinazoline-

like scaffold. However, because of the inherent

ring strain, the reactive intermediate was at-

tacked by the nucleophilic solvent, leading to

the corresponding methanol adduct (10c), as

confirmed by single-crystal x-ray analysis, pre-

venting rearrangement toward the aromatic

quinazoline product. The regioselectivity for

the fused five-membered, 2,3-disubstituted

indole scaffold (9a) was further rationalized

by density functional theory (DFT) calculations.

These results suggested that a rearrangement

to the quinoxaline product is most likely ex-

plained by thermodynamic considerations be-

cause the transformation into the corresponding

quinazoline would result in the formation

of a highly strained, energetically unfavored

product (computational details can be found

fig. S14) (44).

To illustrate the reaction’s potential for ex-

panding accessible chemical space, we applied

it to naturally occurring amino acids and com-

mercially available drug molecules (Fig. 4) (45).

Protected tryptophan (11a) was transformed

into the corresponding quinazoline product

(12a) in good yields. Moreover, the reaction

could be performed on 8-mmol scale, dem-

onstrating the scalability of this process. The

synthesis of this previously unexplored unnatu-

ral amino acid (12a) allows for the investigation

of its effect on protein and peptide properties

(46). The skeletal cores of bothmelatonin (11b),

a widely encountered neurohormone (47), and

pindolol (11c), a b-adrenoceptor antagonist

used for high blood pressure treatments (48),

were remodeled to afford the correspond-

ing quinazolines 12b and 12c, demonstrating

the compatibility with secondary amines

and amides. Similarly, the molecular scaf-

fold of N-feruloyl serotonin (11d), bearing an

a,b-unsaturated amide, was transformed into

the quinazoline derivative (12d) in excellent

yield. Pimprinine-derived substrate (11e),

as well as analogs of brevianamide F (11f),

which both exhibited diverse biological ac-

tivities such as fungicidal activities (49, 50),

were transformed into the corresponding

quinazoline products 12e and 12f. Alongside

natural products featuring variable functional

handles attached to the core indole scaffold,

widely encountered polycyclic indole deriv-

atives have also been shown to have diverse

biological activities and interesting pharma-

ceutically relevant properties (51). Tricyclic

tryptoline-3-carboxylic acid (11g) was success-

fully transformed into lycoperodine-1–derived

quinoxaline 12g. Similarly, 1,2,3,4-tetrahydro-

7-methoxycyclopent[b]indole-3-acetic acid

(11h), a key intermediate in the synthesis of

APD334, a drug candidate for the treatment

of autoimmune diseases (52), was transformed

into the corresponding quinoxaline core struc-

ture 12h.

Because indoles are widely encountered,

pharmaceutically relevant substrates, we

believe that this highly efficient protocol will

enable the adoption of more skeletal editing

steps in late-stage diversification strategies.
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MULTIFERROICS

Magnetoelectric transfer of a domain pattern
Ehsan Hassanpour1,2 , Yannik Zemp1, Yusuke Tokunaga3, Yasujiro Taguchi4, Yoshinori Tokura4,5,

Thomas Lottermoser1, Manfred Fiebig1,4*, Mads C. Weber1,6

The utility of ferroic materials is determined by the formation of domains and their poling behavior under

externally applied fields. For multiferroics, which exhibit several types of ferroic order at once, it is

also relevant how the domains of the coexisting ferroic states couple and what kind of functionality

this might involve. In this work, we demonstrate the reversible transfer of a domain pattern between

magnetization and electric-polarization space in the multiferroic Dy0.7Tb0.3FeO3. A magnetic field

transfers a ferromagnetic domain pattern into an identical ferroelectric domain pattern while erasing it

at its magnetic origin. Reverse transfer completes the cycle. To assess the generality of our experiment,

we elaborate on its conceptual origin and aspects of application.

T
he functionality of amaterial is determined

not only by its static properties but also by

its response to alterations of the external

conditions. For example, the utility of a

ferromagnet depends on how its magne-

tization reacts to an external magnetic field.

How easily do its magnetized areas—the

domains—form and move, and how magnet-

ically hard or soft is the material?

In composite systems assembled from sev-

eral ferroic materials, it is also of interest how

the domains of the respective ordered states

interact. This can be a source of coupling ef-

fects that systems with a single ferroic order

cannot exhibit. For example, strain canmediate

a correlation between electric and magnetic

domains in heterostructures, where the piezo-

electric deformation of one constituent modi-

fies the magnetic anisotropy of the other (1).

The spatial correlation between ferromagnetic

and antiferromagnetic domains in a hetero-

structure can lead to exchange bias (2). Domains

can also be imprinted from a ferromagnetic to

an antiferromagnetic thin film bymaking use of

thermomagnetic coupling (3).

Multiferroics, materials that exhibit both

magnetic and electric long-range order, are

of particular interest. The magnetoelectric

coupling between the coexisting orders may

be used to manipulate the magnetic state

with electric fields, which could provide an

energy-saving way to switch magnetization

(4–7). Since the discovery ofmultiferroics in the

late 1950s, followed by an enormous increase

in research activity from the year 2000 (8), a

variety of multiferroics exhibiting pronounced

magnetoelectric coupling have been found.

However, these studies have primarily focused

on the coupling of single-domain states. By

contrast, the correlation of magnetic and

electric domains, which are inevitably formed

during the switching between these single-

domain states, is little understood. Conse-

quently, phenomena resulting from the coupling

of the magnetic and electric domains remain

unrecognized.

As a notable example of such a phenome-

non, we demonstrate the reversible transfer

of a spatial domain pattern between magne-

tization (spin) and electric-polarization (charge)

space in a multiferroic exhibiting both a fer-

romagnetic and a ferroelectric component.

The transfer of the domain patterns in our

model system, Dy0.7Tb0.3FeO3 (DTFO), is me-

diated by applied magnetic or electric fields.

The creation of the domain configuration at the

target location depends on its erasure at the

place of origin. This transfer is fundamentally

different from the process of duplication in the

composite systems discussed above (1–3, 9).

We begin by explaining the conceptual basis

of such a process. To do so, we use the principle

of free-energy minimization as the framework

guiding the transfer between magnetization

and polarization space. For a free energy of
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Fig. 1. Three-order-parameter coupling in multiferroic DTFO. (A) Sketch of the arrangement of the

transition metal (Fe3+) and rare-earth (Dy3+/Tb3+) ions and spins along with the associated order parameters

for Dzyaloshinskii-Moriya–type ferromagnetism (M), antiferromagnetism (L), and magnetostrictively

induced electric polarization (P) (10). (B and C) Joint P-M or P-L reversal upon application of a fast or

slow electric field pulse, in accordance with (D) to (F). (D to F) Switching behavior of P, M, and L in a DTFO

sample at 2.5 K under a triangular electric field pulse [inset to (D)] applied along the c axis. The color

scale represents the volume fraction of the sample where an order-parameter reversal in response to the

poling pulse was observed.
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the form F2 º −O1O2, where O1,2 are order

parameters or fields, a reversal of O1 promotes

simultaneous reversal ofO2 to retain the nega-

tive value of F2. If, for example, O1 and O2

relate to a spontaneous magnetization M and

an electric polarization P of a multiferroic, the

contribution F2 º −MP promotes coupled

domain configurations for M and P. Magneti-

zation and polarization space are then merely

copies of each other. A different yet similarly

rigid correlation holds in multiferroics, where

the noncentrosymmetric order of a magnetic

sublattice directly drives the electric polar-

ization (4).

Multiferroics with three linearly coupled

order parameters have more freedom. With a

free-energy contribution F3º −O1O2O3, any

change inO1 demands a compensating change

in the product of O2 and O3. In the general

case, the individual factors within this product

are not specifically determined; however, they

can be controlled and determined by the ex-

perimental conditions.

A multiferroic material exhibiting this kind

of three-order-parameter coupling is DTFO

(10). Below 2.65 K (Fig. 1A), the Fe
3+
sublattice

exhibits a Dzyaloshinskii-Moria–type magne-

tization M along the c axis on top of its anti-

ferromagnetic order. The Dy
3+
/Tb

3+
sublattice

is purely antiferromagnetic, parametrized by

the order parameter L. Symmetric 3d-4f ex-

change striction induces a ferroelectric polar-

ization P along ±c (10). The direction of P is

determined by the relative orientation of the

two magnetic sublattices so that

FDTFOº�MLP ð1Þ

yields a trilinear contribution to the free energy

(11). In field poling experiments on DTFO and

the related compound GdFeO3, it has been

shown that a magnetic field can act on P and

that an electric field can act onM (10, 11). In

the latter case, the temporal profile of the

electric field poling pulse is crucial. Poling

experiments in electric fields with E > Ec

(with Ec as coercive field) have revealed that

for a fast electric field pulse with a sufficiently

steep leading edge, P reverses jointly with M,

whereas for a slow electric field pulse, P re-

verses without affectingM (10).

This response can be understood in terms of

the aforementioned coupling behavior, where

the reversal of one of the parameters (here, P)

enforces the compensating reversal of one of

the remaining two [here, (i)M or (ii) L, leaving

M unchanged] to minimize Eq. 1. The dynam-

ical coupling in the electric fieldwould then be

associated with the characteristic relaxation

time scales of the 3d and 4f spin systems. The

strongly anisotropic, Ising-like Dy
3+
/Tb

3+
spin

system (12, 13) exhibits slower reversal dynam-

ics (14) than the isotropic Heisenberg-like Fe
3+

spin system, so that the latter responds to a

fast electric field pulse (10, 11, 15) along with P.

However, because the polar displacement P and

the antiferromagnetic order L both originate in

the rare-earth ions, a slow electric field pulse

naturally switches the Dy
3+
/Tb

3+
spins along

with P (10).

Because L had not been measured, this

pairwise coupling could not be verified in

prior work. In fact, there was evidence that

interaction between domain walls guides the

poling behavior, which would be in contradic-

tion to the strictly pairwise coupling described

above (11).

We examined the coupling of the ordered

states in DTFO by the experimental determi-

nation of all three parameters,M, L, and P. In

doing so, it is not sufficient to consider the

single-domain states of a poling process. Be-

cause of the proposed influence of domain

walls (11), it is possible that a pairwise coupl-

ing of M, L, and P applies differently to a

single-domain configuration than to a multi-

domain configuration, with its characteristic

formation, movement, and crossing of domains

and domain walls under the poling fields.

We begin by imaging the spatial distribution

of M and P in Faraday rotation microscopy

(FRM) and second-harmonic generation (SHG)

measurements, respectively. The Faraday effect

represents the rotation of the linear polariza-

tion of the transmitted light proportional to

a longitudinal magnetization M. Hence, the

distribution of the ferromagnetic domains is

accessible by polarization microscopy. SHG,

frequency doubling of a light wave in amaterial,

is sensitive to the breaking of inversion sym-

metry byP. It produces a lightwavewith aphase

that is proportional to the sign of P. At the

domain walls, the sign change of P leads to a

sign change of the SHG wave, leading to de-

structive interference. This highlights the fer-

roelectric domainwalls as dark grooves (16, 17)

and enables themapping of the distribution of
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Fig. 2. Verification of the deterministic coupling and of M, L, and P domain configurations. FRM and

SHG images of a c-oriented DTFO sample, revealing the distribution of the M (row 1) and P (row 2)

domains, respectively. In row 3, we calculate the distribution of L domains from the minimization of Eq. 1.

In row 4, we derive the distribution of L from a poling experiment. We apply an electric field poling

pulse (t < 50 ms < tfast, E = 40.0 kVcm−1 > Ec), converting P into a single-domain configuration. With

minimization of Eq. 1, the domain configuration in M and L must then become identical so that L can be

determined from another FRM measurement of M (row 4). The domain patterns are prepared from an M-L-P

single-domain configuration by applying the following fields (Fig. 1, D to F). (A) An electric field pulse (t <

50 ms < tfast, E = −25.0 kVcm−1 ~ −Ec) creates identical M and Pmultidomain patterns. (B) After (A), an electric

field pulse (t = 15 s > tslow, E = −33.3 kVcm−1 < −Ec) switches P together with L, creating a single-domain

P configuration and identical multidomain M and L patterns. (C) After (B), a magnetic field m0H = 200 mT > m0Hc

turns M single domain while putting P into the same multidomain pattern as L. A small discrepancy between the

field values and Fig. 1, D to F, is caused by laser heating and is discussed in the supplementary materials (18).
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the ferroelectric domains [see section S3 in the

supplementary materials (18)].

A single-domain configuration inM and P is

prepared by combined electric and magnetic

field cooling (18). To this single-domain con-

figuration, now at zero field, we apply field

poling pulses. In Fig. 2A, the poling leads to

identical multidomain patterns in M and P.

In Fig. 2, B and C, only one ofM or P becomes

multidomain, whereas P or M, respectively,

remain single domain. We then determine the

complementary distribution of the L domains

in two ways (sketched in fig. S1).

First, we calculate this distribution from the

known distribution of M and P under the as-

sumption that the free energy in Eq. 1 is always

minimized. With normalized values M,L,P =

±1, we then have�MLP ≡�1 so that L = 1/MP

can be reconstructed in a pixel-by-pixel analysis.

Second, we determine the configuration of the

L domains from a poling experiment. We do

this by applying a fast electric field poling pulse,

which, as explained before, switches M along

withP.WithP in its electric field–induced single-

domain configuration, we have P = +1 so that

with�MLP ≡�1, we getM = L. This allows us

to determine the distribution of theL domains

through the measurement ofM by FRM.

If the above assumption, that Eq. 1 is always

minimized so that M, L, and P are pairwise

coupled, holds, then the fast electric field

poling affecting P andM leaves L untouched,

and the distribution of the L domains derived

from the calculation and the poling experiment

must look the same. If the above assumption

does not hold, a correlation between these two

patterns is not expected.Notably, the correspond-

ingdomainpatterns in rows3 and4of Fig. 2 look

very similar in all three cases. This validates

the assumption of a pairwise bulk coupling

ofM, L, and P as a result of the minimization

of Eq. 1. Specifically, we detect no interference

by the suspected interaction of domain walls

(11). The coincidence of the domain walls in

Fig. 2 is the result of the bulk order-parameter

coupling. Coupled order parameters lead to

identical domains, for which the domain walls

then necessarily also match.

With our verification of the deterministic

MLP coupling, FRM can provide access to all

three DTFOdomain patterns. The distribution

of M is measured directly, and as described

above, the fast electric field poling pulse re-

veals L throughM in a second FRM measure-

ment, whereas P is derived from the product

ofM and L. In sections S1 and S2 of the sup-

plementarymaterials (18), we provide a sketch

of this workflow, and we use it to spatially re-

solve themost general case with three different

domain patterns forM, L, and P, respectively.

In the next step, the dynamical coupling

between M, L, and P in response to electric

field pulses of different duration t and field

magnitude E is quantified in Fig. 1, D to F.

We begin with a field-cooled M-L-P single-

domain configuration (18). Next, the M-L-P

domain patterns resulting from subsequent

application of an electric field poling pulse were

analyzed by FRM as just described. Depending

on the length of the poling pulse, the coercive

electric field Ec ranges between <20 and

45 kVcm
−1
. Above Ec, the P-M and P-L reversals

occur at t < tfast ≈ 1 s and t > tslow ≈ 3 s,

respectively. The range around Ec or at tfast <

t < tslow is nondeterministic in terms of the

polarization switching or in terms of the

clamping of P to eitherM or L. In Fig. 1, D to

F, we show full control over the coupling of

domains in DTFO, which we used to obtain

the domain patterns in Fig. 2, A to C.

This finally enables us to demonstrate the

magnetoelectric transfer of a domain pattern.

For imaging the domain configurations inmag-

netization and polarization space, we have two

options, highlighted in fig. S1.Wemay accessP

directly by SHG. Alternatively, we can derive P

indirectly, first determining M and L through

successive FRM experiments as described for

Fig. 2, row 4, and then calculating P by means

of �MLP ≡�1.

In Fig. 3, we use the direct approach. As in

Fig. 2B, we prepare a ferromagnetic multi-

domain pattern while retaining the ferroelectric

single-domain configuration (Fig. 3A). Amagnet-

ic field H > Hc induces a ferromagnetic single-

domain configuration and transfers the domain

SCIENCE science.org 2 SEPTEMBER 2022 • VOL 377 ISSUE 6610 1111

Fig. 3. Magnetoelectric transfer of a domain configuration. Imaging of magnetization and polarization

space by FRM and SHG, respectively. (A) Ferromagnetic multidomain and ferroelectric single-domain state in

a c-oriented DTFO sample prepared according to the procedure in Fig. 2B. (B) A magnetic field at m0H =

200 mT erases the multidomain configuration in M and recreates it in P. (C) An electric field pulse (t <

50 ms < tfast, E = −41.6 kVcm−1 < −Ec) erases the multidomain configuration in P and recreates it in M, thus

completing the transfer cycle between magnetization and polarization space. The presence and absence

of the ferroelectric domain walls in (B) and [(A) and (C)], respectively, is corroborated by line scans of the

SHG images in fig. S5.

Fig. 4. Repeated magnetoelectric transfer cycles. Imaging of magnetization and polarization, based on

FRM and minimization of Eq. 1. (A to C) Replication of the cycle in Fig. 3. (D and E) Repetition of the

cycle depicted in (A) to (C) but with the opposite assignment of the ±M to the ±P domain states. This is

accomplished by reversing the sign of the magnetic and electric fields.
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pattern from magnetization to polarization

space (Fig. 3B). Themagnetically inducednature

of the polarization dictates that a reversal ofM

is accompanied by a reversal of P. Hence, the

emergence of the domain pattern in P is in-

separably linked to its erasure in M, which

distinguishes this transfer process from an

ordinary duplication. The transfer of thedomain

pattern back frompolarization tomagnetization

space in Fig. 3C is accomplished with an electric

field pulse at E > Ec and t < tfast.

The SHG measurements directly detecting

P suffer from instability caused by laser heat-

ing and long exposure times, so sequential

magnetoelectric transfer cycles are hard to

accomplish. This is avoided in Fig. 4, where

we apply the indirect approach to probe P,

based on FRM only. We first reproduce the

magnetoelectric transfer cycle of Fig. 3 and

add a second cycle, now with the reversed

association between the ±M and ±P domain

states. This is achieved by reversing the sign

of the magnetic field in the first transfer. Note

that throughout the transitions between mag-

netization and polarization space in Figs. 3

and 4, the domain pattern is preserved in the

spatial distribution of the antiferromagnetic

order parameter L.

We have reversibly transferred a domain

pattern in multiferroic DTFO between magneti-

zation and polarization space. The creation of

the domain pattern in the target space depends

on its simultaneous erasure in the space of

origin. Thebasis of themagnetoelectric transfer

is minimization of the free-energy contribution

from the coupling of the three order parame-

ters describing themultiferroic order ofDTFO.

Given thatmultiferroics are often described by

three or more order parameters, it is likely that

more examples for the magnetoelectric trans-

fer of a domain pattern will be discovered.

The main objective of our work was to

provide evidence that, in multiferroics, not

only the coupling betweenmagnetic and electric

order matters, but that fundamental correla-

tions can also emerge from the spatial dis-

tributionof this coupling. In termsof applications,

the magnetoelectric transfer of a domain pattern

may allow for the creation of a distribution of

domains in one space and hide or protect this

information against stray fields or unwanted

access in the other.
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NANOMATERIALS

3D nanoprinting of semiconductor quantum dots
by photoexcitation-induced chemical bonding
Shao-Feng Liu1†, Zheng-Wei Hou2†, Linhan Lin1*, Fu Li3, Yao Zhao1, Xiao-Ze Li1, Hao Zhang3,

Hong-Hua Fang1, Zhengcao Li2, Hong-Bo Sun1,4*

Three-dimensional (3D) laser nanoprinting allows maskless manufacturing of diverse nanostructures

with nanoscale resolution. However, 3D manufacturing of inorganic nanostructures typically requires

nanomaterial-polymer composites and is limited by a photopolymerization mechanism, resulting in

a reduction of material purity and degradation of intrinsic properties. We developed a polymerization-

independent, laser direct writing technique called photoexcitation-induced chemical bonding. Without

any additives, the holes excited inside semiconductor quantum dots are transferred to the nanocrystal

surface and improve their chemical reactivity, leading to interparticle chemical bonding. As a proof

of concept, we printed arbitrary 3D quantum dot architectures at a resolution beyond the diffraction

limit. Our strategy will enable the manufacturing of free-form quantum dot optoelectronic devices such

as light-emitting devices or photodetectors.

L
aser-based nanoprinting features high res-

olution down to nanometer scale (1–3),

but it generally relies on photopolymer-

ization and is limited to photocurable

resin. Three-dimensional (3D) manufac-

turing of functional nanomaterials beyond

polymers remains challenging. One strategy

is to use a 3D polymer skeleton as a mask for

conformal deposition of inorganic materials,

producing organic-inorganic nanohybrids (4–6).

However, the existence of unwanted polymer

skeletons reduces the material’s purity and

impedes their intrinsic mechanical or physical

properties. Although the polymer template can

be etched off, only hollow inorganic structures

can be obtained. Another strategy is to mix

photocurable monomers with inorganic nano-

materials, i.e., photocurable nanocomposites,

for direct laser printing (7–9). The cured poly-

mer can be removed by postsintering, but this

leads to structural shrinkage and defect gen-

eration (10–12).

The key to resolving these problems is

to develop a printing mechanism beyond

photopolymerization. Talapin et al. designed
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photoactive ligands that decompose under

light irradiation for direct optical lithography

(13). However, thismethod requires the sophis-

ticated design of surface ligands that are se-

lective to specific nanocrystals. In the present

work, taking semiconductor quantum dots

(QDs) as an example, we propose a strategy that

uses electron-hole pairs generated by photo-

excitation to modify the surface chemistry of

QDs to induce interparticle chemical bonding,

which we call photoexcitation-induced chemical

bonding (PEB). Figure 1A illustrates the design

concept. Semiconductor QDs were used be-

cause they are able to generate electron-hole

pairs under excitation. Such high-energy car-

riers, once captured or trapped, canmodify the

local electronic states and tune the chemical

reactivity for interparticle bonding.

To demonstrate this concept, we chosewater-

phase colloidal CdSe/ZnS core/shell QDs cap-

ped with 3-mercaptopropionic acid (MPA) as

an example (figs. S1 to S3). TheMPAmolecules

are connected to the ZnS shell through Zn–S

bonds, with the carboxyl groups exposed to

environmental water. Under laser excitation,

the excitons generated inside the CdSe core

have three decay channels: radiative recom-

bination, nonradiative recombination, and

electron-hole pair dissociation to form sepa-

rated electrons and holes (14), the latter of

which plays a substantial role in PEB. Be-

cause the highest occupied molecular orbital

(HOMO) of MPA molecules is located above

the valance band maximum (VBM) of CdSe

(Fig. 1B), the generatedholeswill tunnel through

the outer potential barrier and transfer to the

nanocrystal surface (see supplementary text S1

for a detailed analysis) (15–17). A thin shell

thickness and a small energy difference of

core/shell valence bands are preferred to in-

crease the tunneling probability. Specially,

the thiol groups on the nanocrystal surface

strongly influence the electron and hole wave-

functions and affect the charge-transfer pro-

cess (18). The surface MPA ligands capture the

holes, desorb from the surface, and form dis-

solved disulfides in the solution (16, 19):

2Zn� S� R þ 2hþ→RSSR þ 2Znþ

ðR ¼ CH2�CH2�COO
�Þ ð1Þ

where Zn
+
refers to the zinc atoms on the

nanocrystal surface after ligand desorption.

Such exposed zinc atoms are active bonding

sites that are connected to the COO
–

group

from the nearby QDs for interparticle bond-

ing. In addition to the CdSe/ZnS core/shell

QDs, this concept can be extended to other

semiconductor nanomaterials such as MPA-

capped CdSe and CdS QDs (fig. S4) because

the VBM of these QDs is below the HOMO of

MPA. By contrast, it cannot work for MPA-

capped InP/ZnS QDs because the VBM of InP

is higher than the HOMO of MPA (fig. S5 and

table S1). PEB is also applicable to metallic

nanoparticles once the generated hot carriers

have sufficiently high energy to transfer to the

nanocrystal surface and drive ligand desorp-

tion (see fig. S6 for the printing of MPA-capped

silver nanoparticles).

To understand the PEB process, we con-

ducted Fourier transform infrared (FTIR) spec-

troscopy on both drop-cast QDs and printed

species (Fig. 1C). The peaks between 1300 and

1600 cm
−1
correspond to the symmetric and

asymmetric stretching modes of deprotonated

carboxylate COO
–

groups in MPA ligands (20).

Although these peaks are observable in both

samples, the frequency separations (Dna–s) be-

tween the symmetric and asymmetric stretch-

ingmodes decrease from 170.5 cm
−1
(drop-cast

QDs) to 140.6 cm
−1

(printed QDs), revealing

that COO
–

groups are bounded to the nano-

particle surface through bidentate bridging

(21). Moreover, two new peaks appear at ~800

and 1030 cm
−1
in the printed sample, corre-

sponding to the weak vibrations of Zn–Obond

and stretching vibrations of C–O groups in

zinc acetate, respectively, which further con-

firm the formation of COO-Zn bonds (22, 23).

The FTIR results also exclude the possibility

of ligand cross-linking or decomposition (see

supplementary text S2). BeyondMPA ligands,

PEB can also be applied to QDs capped with

other surface ligands composed of thiol, such

as cysteamine (fig. S7) and glutathione, if

their HOMOs are located above the valance

band of QDs. However, the applicability on

ligands composed of non-thiol head groups is

still unclear.

To further verify the underlying mecha-

nism, we conducted a series of control experi-

ments. Taking a 532-nm continuous-wave laser

for excitation, the red QDs are excited and

printed, whereas no printing occurs for blue

QDs. By comparison, we selected a 780-nm

femtosecond laser for two-photon excitation

and observed that all the blue, green, and

red QDs got printed. Moreover, we ruled out

the contribution of optical force (movie S1,

fig. S8, and supplementary text S3) and photo-

thermal effect (figs. S9 and S10 and supple-

mentary text S4) in initiating the printing

process.

PEB is a substrate-independent technique,

and we can create suspended QD assembly in

the solution, indicating potential 3Dnanoprint-

ing capability. As a proof of concept, we sealed

the QD dispersions in a homemade chamber

~50 mm in thickness with a cleaned sapphire
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Fig. 1. Working principle of PEB. (A) Schematic illustration showing 3D nanoprinting of MPA-capped

CdSe/ZnS QDs using PEB. (B) Schematic illustration showing the underlying mechanism of PEB. (C) FTIR

spectra of the drop-cast QDs and printed structure.
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substrate on the top. By steering the femto-

second laser spot location, we demonstrate the

printing of QDs into various nanopillar pat-

terns. As shown in Fig. 2A,weprintedhundreds

of nanopillars into the Chinese characters of

“Tsinghua University,” which exhibit uniform

height and fluorescence intensity distribution

(fig. S11). The fluorescence intensity of each

pixel can be adjusted by controlling the pixel

diameter or height (fig. S12). Specifically, the

height adjustment allows tuning the fluores-

cence intensity without variation of printing

resolution. As a demonstration, we also printed

horse patterns with thousands of nanopixels

of different heights (Fig. 2B and fig. S13B). The

gap between adjacent nanopillars can be flex-

ibly adjusted to control the integration density

(fig. S14). Figure 2C shows the superresolution

fluorescence image of the nanopixeled horse

pattern with a pixel spacing of ~1000 nm and

a pixel size of ~565 nm [>2 × 10
4
dots per inch;

also see the scanning electron microscopy

(SEM) images in fig. S15]. From the high-

magnitude SEM and transmission electron

microscopy images (figs. S16 to S18), the printed

nanocrystals experience a relatively dense dis-

tribution. At a low dose, the QDs are bridged

with surface ligands and no aggregation is ob-

served. However, at a high dose (e.g., ≥49.1 mJ

mm
−1
), aggregation of QDs is observed because

of the large number of desorbed ligands and

the induced dispersion instability (see the sup-

plementary text S5 and figs. S19 and S20). The

fluorescence lifetime also scales downwith the

printing dose because of the increased density

or formation of large aggregation (fig. S21).

Moreover, we measured the photocurrent of

the printedmaterials and obtained a value of

~0.5 nA at an applied voltage of 10 V under

illumination of the 385-nm light (optical power

density: 18 W/m
2
; see supplementary text S6

and fig. S22). The PEB technique paves the way

for the fabrication of highly integrated opto-

electronic devices such as photodetectors and

QD light-emitting diodes.

We further demonstrated the printing of

blue, green, and red QDs to represent three

primary colors using the badge of Tsinghua

University as a model (Fig. 2D and fig. S23).

We also compared the photoluminescence

(PL) spectra and radiative recombination life-

times of QD dispersion, drop-cast QDs, and

printed QDs. According to the normalized PL

spectra, the emission wavelengths between

drop-cast and printed QDs are almost the

same, whereas both exhibit a slight redshift in

comparison with the QD solution (fig. S24).

This redshift may arise from the Förster reso-

nant energy transfer between neighboring

QDs (24). From the PL lifetimes, we find that

the excitons in printed structure first experi-

ence a rapid decay caused by ligand-binding–

induced trap states and then decay slowly,

similar to dispersed QDs in solution (Fig. 2E).

The longer lifetime observed in the printed

samples indicate that they have a lower den-

sity than the drop-cast ones.

As a nanoprinting approach, one of the key

parameters is the printing resolution. We in-

vestigated the printing linewidths as functions

of laser power and scanning speed (Fig. 2F).

The linewidth increases rapidly, whereas it

levels off above a power threshold of ~15 mW.

This can be explained by power-dependent

two-photon absorption as the effective ab-

sorption area on the focus plane grows rapid-

ly with the laser power and then slows down.

By contrast, the printing linewidth scales

down with scanning speed because of the

reduction of absorbed power. With param-

eter optimization, theminimumprinting line-

width obtained in our experiments is 81 ±

4 nm, with a line edge roughness of 12 ± 2 nm

(see the inset of Fig. 2F and fig. S25), which is

far beyond the optical diffraction limit. The

line edge roughness scales down with the in-

creasing height because more QDs are printed

and the irregularity at the edge is smoothed

out (fig. S26).

To demonstrate the 3D nanoprinting capa-

bility, we programmed the laser beam to scan

in 3D space and built a wide range of com-

plex structures across from linear and curved

to volumetric 3D structures. Figure 3A shows

the schematics, SEM images, and cathodolu-

minescence images of a dodecahedron lattice

and a C60 lattice. The identical cathodolumi-

nescence intensity from the 3D structures re-

veals the structural uniformity. We also built

a triangular lattice and a cubic lattice, which

are mainly composed of slope line compo-

nents (Fig. 3B). As shown in Fig. 3C, we built
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Fig. 2. Nano-pixel printing and QD characterization. (A) Model and tilt-view SEM images of the Chinese

characters of “Tsinghua University.” (B) Model and tilt-view SEM images of a horse printed with nanopixels

of different heights. (C) Superresolution PL image of the nanopixeled horse. (D) Model and PL images of

the badge of Tsinghua University consisted of QDs emitting blue, green, and red light, respectively. (E) PL

lifetimes of QD dispersion, drop-cast QDs, and printed QDs. (F) Printing linewidths as functions of laser

power and scanning speed. Error bars indicate means ± SEM. Scale bars: (A) and (B), right panel, 5 mm;

(B), middle panel, 10 mm; (C) and (D), 20 mm; and (F), 200 nm.
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3D woodpile structures with the length of

the bottom straight lines at 20 mm and the

length-to-width ratio >40. This provides the

possibility of fabricating 3D active photonic

crystal devices without postprocessing treat-

ment such as pyrolysis or calcination (also

see fig. S27).

In addition to the linear 3D structures, we

also fabricated various curved 3D structures

in freeform. As shown in Fig. 3D, we built

helical structures with both equal and ever-

changing diameters in each circle. The struc-

tures are vertically elongated because of laser

intensity distribution above and below the

focus plane. Such elongation can be reduced

by optimizing the incident light field. We also

fabricated a lay-flat helical structure by two

single, continuous laser scans (Fig. 3E) and

more sophisticated cured 3D nanostructures

such as nest-like structures and dome struc-

tures (Fig. 3, F and G). The PEB approach also

exhibits excellent reproducibility. As shown in

Fig. 3G and fig. S28, all of the architectures in

the nanoarrays show excellent consistencywith

each other (also see movie S2). Moreover, we

demonstrated the fabrication of volumetric 3D

structures, including the auditorium and the

old gate of Tsinghua University, using layer-

by-layer scanning (Fig. 3, H and I).

Finally, we demonstrated the heterogeneous

printing of different QDs into 3D nanostruc-

tures. Specifically, the mixing of QDs allows

the tuning of emission color. For instance, we

mixed the green and red QDs as feedstock and

printed the Chinese characters of Tsinghua

University with yellow light emitting. For

comparison, we printed green QDs around the

yellow characters as the background. Each

pixel in the fluorescence images contains

three sloped nanopillars with a height of 1 mm.

Figure 4A shows the fluorescence images of

different parts to depict the printing process,

and Fig. 4B shows the 3D reconstructed

fluorescence image. The excellent overlap

between design and fluorescence image fur-

ther reveals the high printing accuracy (Fig.

4C). Finally, we demonstrated the printing

of a 3D heterogeneous structure composed

of four yellow “feet” and a green linker, with

the intersection at the top (Fig. 4D). Hetero-

geneous 3D nanoprinting is very important

in the fabrication of multifunctional optoelec-

tronic devices such as full-color 3D nanodis-

plays in free space.

In summary, taking advantage of the

photoexcitation-induced surface chemistry

modification and the formation of chemical

bonds, we developed a laser nanoprinting tech-

nique to directly assemble dispersed QDs into

3D architectures at high accuracy and high

resolution. Without any additives or postpro-

cessing treatment, the PEB technique allows

us to maintain the photonic and optoelectron-

ic properties of the QDs during the printing

process. Although this concept is demonstrated

in semiconductor QDs, it can be potentially
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Fig. 3. Linear, curved, and

volumetric 3D nanostructures.

(A) Models, SEM, and cathodolumi-

nescence images of dodecahedron

and C60 lattice, respectively.

(B) SEM images of triangular lattice

and cubic lattice structures.

(C) SEM images of woodpile

structures. (D) Tilt-view SEM

images of upright helices (the inset

SEM images show the top view).

(E) SEM image of a lay-flat helical

structure. (F) SEM images of

nest-like structures with multiple

curved lines. (G) SEM images

of dome structures. (H) Models

and SEM images of the auditorium

at both top view and tilt view.

(I) Model and tilt-view SEM image

of the old gate. Scale bars: (A) and

(C), right panel, (D) and (F), bottom

panels, (G), top panel, 2 mm; (B)

and (C), left panel, (E) and (F),

top panels, (G), bottom panel,

and (I), 5 mm; and (H), 10 mm.
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extended to non-semiconductor nanomate-

rials once high-energy carriers can be gener-

ated to modify the surface chemistry of the

nanoparticles.
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The relevance of science is at an all-time high these days. For anyone who’s
looking to get ahead in —or just plain get into— science, there’s no better, more
trusted resource or authority on the subject than Science Careers. Here you’ll
find opportunities and savvy advice across all disciplines and levels. There’s no
shortage of global problems today that science can’t solve. Be part of the solution.

Find your next job at ScienceCareers.org
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Assistant Professor
(Tenure Track) of
Organic Chemistry

→ The Department of Chemistry and Applied

Biosciences (www.chab.ethz.ch) at ETH Zurich

invites applications for the above-mentioned

position at the Laboratory of Organic Chemistry.

→ Successful candidates are expected to

establish a successful, internationally

recognized and externally funded research

program. A focus on organic chemistry in the

broadest sense is desirable. Areas of interest

include analytical chemistry, methods and/or

target-oriented synthesis, prebiotic (origin of

life) chemistry, chemical biology, and physical-

organic chemistry. At the assistant professor

level, commitment to teaching and the ability

to lead a research group are expected.

Collaborations with colleagues within and

outside the ETH are encouraged. Generous

annual support for students and supplies will

be provided by the Laboratory of Organic

Chemistry to supplement external support

obtained for her / his research program.

→ Assistant professorships have been

established to promote the careers of younger

scientists. ETH Zurich implements a tenure

track system equivalent to other top inter-

national universities.

→ Please apply online:

www.facultyaffairs.ethz.ch

→ Applications should include a curriculum

vitae, a list of publications, a statement of fu-

ture research and teaching interests, a

description of the leadership philosophy, and

a description of the three most important

achievements. The letter of application should

be addressed to the President of ETH Zurich,

Prof. Dr. Joël Mesot. The closing date for

applications is 31 October 2022. ETH Zurich is

an equal opportunity and family-friendly

employer, values diversity, and is responsive to

the needs of dual-career couples.

Science Careers helps you advance
your career. Learn how !

Visit ScienceCareers.org

today — all resources are free

SCIENCECAREERS.ORG

 Register for a free online account on ScienceCareers.org.

 Search hundreds of job postings and find your perfect job.

 Sign up to receive e-mail alerts about job postings that

match your criteria.

 Upload your resume into our database and connect

with employers.

 Watch one of our many webinars on di�erent career topics

such as job searching, networking, and more.
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Science Careers’ annual survey reveals the top companies
in biotech & pharma voted on by Science readers.

Read the article and employer profiles at
sciencecareers.org/topemployers

Who’s the top
employer for 2021?
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The Faculty of Medicine of the University of Geneva is

seeking to fill a position of:

FULL or ASSOCIATE PROFESSOR

in the fields of human genetics and/or genomics

Genetics and/or genomics is one of the excellence strategic

fields of the Faculty of Medicine. The incumbent will

undertake research in this area at the highest national and

international levels and secure external funding. He/She

will have to develop strong links with clinicians based at the

medical genetics service at the University Hospitals of

Geneva, as well as with other researchers from Geneva lake

area and particularly those located at the Genome Center at

Campus Biotech.

CHARGE: This full-time position will involve

undergraduate and postgraduate teaching in human genetics

and/or genomics, as well as supervising Masters’ and

doctoral theses.

The incumbent will also take up administrative and

organizational duties within the Department of Genetic

Medicine and Development and the Faculty of Medicine.

REQUIREMENTS:

Doctorate of Medicine (MD) or equivalent degree or PhD

Full postgraduate training in human genetics and/or

genomics is required.

Previous teaching and independent research experience.

Publications in leading international journals.

Good knowledge of French is an advantage.

STARTING DATE: October 1st 2023, or according to

agreement.

Mandatory online registration until October 15th 2022 at:

http://www.unige.ch/academ

Additional information may be obtained from:

viviane.burghardt@unige.ch

From a gender perspective, the University encourages

applications from women

Visit the website and start

planning today!

myIDP.sciencecareers.org

Features in myIDP include:

 Exercises to help you examine your skills,

interests, and values.

 A list of 20 scientific career paths with a

prediction of which ones best fit your skills

and interests.

 A tool for setting strategic goals for the

coming year, with optional reminders to

keep you on track.

 Articles and resources to guide you through

the process.

 Options to savematerials online and print

them for further review and discussion.

 Ability to select which portion of your IDP

you wish to share with advisors,mentors,

or others.

 A certificate of completion for users that

finishmyIDP.

In partnership with:

For your career in science, there’s only one

A career plan customized
for you, by you.

myIDP:
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Back when I was looking for Ph.D. 
positions, I only had a vague idea 
of what I wanted to study. I viewed 
the degree mostly as a means to an 
end—a way to secure more inter-
esting and higher paid positions in 
the private sector than my master’s 
degree would unlock. So I wasn’t 
picky about the research I pursued. 
I reasoned that a variety of projects 
within my field of synthetic organic 
chemistry would provide the train-
ing and degree I wanted.

In hindsight, I should have been 
more selective. I ended up working 
on a project I was technically capa-
ble of completing and that was intel-
lectually interesting, but over time 
became disillusioned with because I 
struggled to see how it would make 
an impact on the wider world.  

Pandemic-induced challenges amplified my problems. I 
started my program in 2020, when meetings were virtual 
and in-person contact was actively discouraged, so I had few 
opportunities to meet and form personal connections with 
colleagues. Research became my sole focus, and when my 
interest in that started to falter, my project felt suffocating. 
It got harder and harder every day to get myself to the lab, 
where I endured the bench work—much of it tedious and 
frustrating—in a state of deep unhappiness.

I wondered whether I should have expected this level of 
despair, given that doing a Ph.D. is hard, even in the best of 
times. However, 11 months into my program, I struggled to 
find a single thing I was enjoying about grad school. It was 
clear I needed to pause and re-evaluate. 

After seeking advice from a university adviser and talk-
ing with my supervisor, I decided to take a break from my 
program. I searched online for internships and other short-
term positions in science-related roles, including those that 
involved science policy, intellectual property, and science 
writing. Ultimately, I signed a contract with the Multiple 
Sclerosis Society to provide support for its research team.

At first, I worried I was wasting 
time I could have spent finishing 
my Ph.D. But after only 1 month 
in my new role, it became clear I’d 
made the right decision. I was able 
to decompress and spend my days 
doing a variety of tasks that were 
new to me. For instance, I helped 
the grants management team find 
suitable peer reviewers for funding 
applications, built a survey to bet-
ter understand the diversity and 
inclusion of the society’s funded 
research, and supported the com-
munications team by writing blog 
posts. My mental health improved 
noticeably and I found it easier to 
come into work each day, buoyed 
by the sense that I was supporting 
the organization’s mission to help 
people. The work I did could mat-

ter after all—if I chose wisely. 
After that realization, I decided I wanted to return to 

my Ph.D. program once my contract expired—as long as 
I could make some changes. I told my Ph.D. supervisor I 
wasn’t interested in working on purely academic research. 
To my relief, he was supportive, and over the next few 
months we designed a project that better fit my interests 
and long-term goals. 

I returned to my program last month, optimistic that 
this time around my experience will be different. But if it 
doesn’t go as I hope, my charity experience has given me 
confidence that I’ll be able to find a satisfying job elsewhere, 
with or without a Ph.D. 

I encourage any Ph.D. student who is struggling to con-
sider taking a break. Try something different, gain new 
skills, and thoroughly scrutinize whether your graduate 
program is working for you—because this is your  Ph.D. and 
you do have the power to change it. j

Oliver Symes is a Ph.D. student at Imperial College London. Do you have 
an interesting career story to share? Send it to SciCareerEditor@aaas.org.

“It was clear I needed to pause 
and re-evaluate.”

Looking for a change

T
he alarm blared in my ear. After silencing it, I remained in bed, staring at the ceiling for another 
30 minutes. My motivation to push ahead with my Ph.D. was waning, making it harder and harder 
to rise and face each new exhausting day. Continuing with the struggle for the remaining 2 years 
of my program would risk total burnout and breakdown, I realized. I needed a change. So, with 
great apprehension, I decided to hit the pause button on my Ph.D. and take a 9-month position at 
a health care charity, hoping I would return to my Ph.D. with new motivation—and new clarity.

By Oliver Symes
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What's Your Next Career Move?

To view the complete collection, visit

ScienceCareers.org/booklets

From networking tomentoring to evaluating

your skills, find answers to your career questions

on Science Careers
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Now accepting applications for the Michelson

Philanthropies & Science Prize for Immunology.

The Michelson Philanthropies and Science Prize for

Immunology focuses on transformative research in

human immunology, with trans-disease applications

to accelerate vaccine and immunotherapeutic

discovery. This international prize supports investigators

35 and younger, who apply their expertise to research

that has a lasting impact on vaccine development and

immunotherapy. It is open to researchers from a wide

range of disciplines including computer science,

artificial intelligence/machine learning, protein

engineering, nanotechnology, genomics, parasitology

and tropical medicine, neurodegenerative diseases,

and gene editing.

Application deadline: Oct. 1, 2022.

For more information visit:

www.michelsonmedicalresearch.org

#MichelsonPrizes

“The Michelson Philanthropies & Science

Prize for Immunology will greatly impact

my future work. As I am just starting my

scientific career, it will illuminate my work,

spark interest and support me to continue

my research in this field.”

Paul Bastard, MD, PhD,
Laboratory of Human Genetics

of Infectious Diseases, Imagine

Institute (INSERM, University of

Paris), Paris, France; and The

Rockefeller University, New York.

Dr. Bastard received the inaugural

Grand Prize for his essay: “Why

do people die from COVID-19:

Autoantibodies neutralizing type

I interferons increase with age.”

GRAND PRIZE:

$30,000

FINALIST PRIZE:

$10,000

REWARDING HIGH-RISK RESEARCH.

SUPPORTING EARLY-CAREER SCIENTISTS.

HELPING TO FIND CURES FASTER.

APPLY TODAY
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