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The Zhejiang Lab and AAAS partnered to highlight the latest advances 

driving intelligent computing through a series of lectures and a new journal, 

Intelligent Computing.

On November 16, 2021, more than 10,000 people worldwide viewed the 

“Innovation Forum on Intelligent Computing” online, which took place at the 

Zhejiang Lab in Hangzhou, China. This research institute was established 

in 2017 by the Zhejiang Provincial Government, Zhejiang University, and 

Alibaba Group. Cosponsored by the Zhejiang Lab, Science, and Science 

Robotics, the forum consisted of presentations from computer science and 

artificial intelligence (AI) experts from across the globe. The presenters 

focused on this targeted theme: computing for and by intelligence.

In his opening remarks, Shiqiang Zhu, president of the Zhejiang Lab, 

stated, “Driven by burgeoning technological and industrial revolutions, 

human society is advancing toward an intelligent era where everything 

can be digitalized.” That transition depends on a cluster of recent advances 

in computing. “Artificial intelligence has become a leading technology in 

global tech innovation, with algorithms, data, and computational power 

as its three pillars,” Zhu noted. “In particular, intelligent computing has 

become a primary booster for the development of AI.”

But as Zhu explained, despite these advances, intelligent computation 

faces many difficulties, including a growing demand for computational 

power and its enormous energy requirements. “Our goal is to bring 

[scientists] together to confront the huge challenges we face as a society, 

and explore the limits of science, thereby setting and leading the trends of 

intelligent computing in the future,” Zhu said.

Keeping track of those trends requires the collaboration of experts 

around the world. “We believe in science without borders,” said Bill Moran, 

publisher, Science family of journals, Science/AAAS. “We believe in science 

advancing society.” In considering this partnership between the Zhejiang 

Lab and AAAS, he asked: “How can intelligent computing serve science 

and advance society?” 

Answering that question will be one of the goals of the Science Partner 

Journal (SPJ) program’s Intelligent Computing—a new peer-reviewed 

journal that was launched during a signing ceremony at the forum; it 

will be published through a partnership between the Zhejiang Lab and 

Science/AAAS. Speaking of the new journal, Moran added: “Part of our goal 

is to work with other scientific societies and research centers to share our 

knowledge and our expertise in peer-reviewed publishing.”

From the “miracle year” to now
In the forum, scientists discussed the current state of intelligent 

computing and its promise for the future. In the first keynote 

presentation, Zhu said, “Intelligent computing is neither a substitute 

for supercomputing or cloud computing, nor a simple integration 

of existing computing. Instead, it is [defined as] the best way to use 

computing resources and the most appropriate calculation method to 

solve practical problems according to the needs of [a given] task.” Zhu 

pointed out that intelligent computing “not only needs to make full use of 

existing calculations and algorithms, but also promotes the formation of 

new ones.” Consequently, he sees intelligent computing serving as the 

foundational technology of a “smart” society. 

In the second keynote speech, Hai Jin, chair professor of computer 

science and engineering at Huazhong University of Science and 

Technology, described the range of applications for graph computing. 

Increasing the scale of data and working with increasingly diverse 

applications creates the need to explore approaches to “the architecture, 

memory, and algorithm levels,” he explained.
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AI—such as predicting the mechanical properties of biopolymer gels—can 

improve computational materials science. 

In the final presentation, Michael Lee, editor of Science Robotics, 

presented a workshop on the editorial process in the Science family 

of journals. This included an overview of many of the journals and the 

types of articles they publish, 

plus some of the key features 

that an accepted paper will 

include, such as overcoming 

technological limits, answering 

longstanding questions, 

altering the way scientists look 

at a problem, and opening new 

opportunities for R&D.

Staying the course
In closing the forum, Xinlong 

Zhao, vice president of Zhejiang 

Lab, asserted that “intelligent 

computing is an important 

cornerstone for human–

cyber–physical integration.” 

For that reason, he added, it is “critical to create a worldwide cooperative 

ecosystem for intelligent computing and promote collaborative innovation, 

in order to greatly boost the development of computing science and 

technology.” 

Research in this area creates many challenges, however. One that Zhao 

noted is the need for “not only innovative computing architecture, but 

also a whole set of supporting theoretical systems, which, from a global 

perspective, have just begun to emerge.”

As intelligent computing develops, it will benefit society in many ways. 

Citing one example, Zhao said, “The intelligent computing digital reactor 

initiated by Zhejiang Lab will become a highly efficient innovation engine 

and a means to serve scientific and technological ingenuity and social 

development.”

The partnership between the Zhejiang Lab and Science/AAAS reflects 

Zhao’s last point: “The Innovation Forum on Intelligent Computing will 

become a significant catalyst for academic exchange.” He expressed keen 

interest in continuing to shape the forum into “an annual flagship event in 

computing science and technology, and a high-level, open international 

platform for academic exchange.”

Produced by the Science�
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Sponsored by

Some of the most exciting advances in intelligent computing over the 

past few decades have come from Jürgen Schmidhuber, director of the 

Artificial Intelligence Initiative at King Abdullah University of Science and 

Technology in Saudi Arabia. In his keynote address, he called 1990–1991 

the “miracle year” when his team created the idea of deep learning, which 

included some automated 

methods of training a system.

As scientists learn more 

about biological intelligence, 

their discoveries can lead to 

new developments in computing 

technology, as demonstrated by 

Yulia Sandamirskaya, leader of 

the applications research team of 

Intel’s neuromorphic computing 

lab. In her talk, she observed that 

human intelligence spends more 

time controlling movements 

than, for example, playing chess; 

thus artificial neural networks 

can improve by emulating the 

processing behind human 

movements.

Elaborating on the evolutionary development of AI, Yaochu Jin, 

Alexander von Humboldt Professor for Artificial Intelligence at Bielefeld 

University in Germany, discussed biological evolution, development, and 

learning. Then, he described how these mechanisms might serve as 

complementary tools for automating the design of autonomous AI-based 

computing systems.

Looking further into automating software, Zhi Jin, a professor of 

software engineering at Peking University in China, reviewed the early 

top-down approaches to this process and the potential for a bottom-up 

approach. She concluded that a hybrid of the two approaches might work 

best, but that the preferred approach could vary by application.

Addressing numerical applications for high-performance computing, 

Guangwen Yang, director of the National Supercomputing Center in Wuxi 

and head of the Intelligent Supercomputing Center of the Zhejiang Lab, 

mentioned astrophysics and life sciences, advanced manufacturing and 

materials science, and more. Delving even deeper into such applications, 

he commented on ways to make intelligent supercomputers.

Wei D. Lu, professor of electrical engineering and computer science at 

the University of Michigan in Ann Arbor, described energetic bottlenecks 

in computing. He explained how to improve the efficiency of computation 

in various ways, including the use of memristors, which emulate the 

processes of synapses in the nervous system.

Jincang Zhang, distinguished professor of condensed matter and 

materials physics at Shanghai University in China, reviewed the 

development of methods in computational materials science, ranging 

from traditional to data-driven approaches. He showed how advances in 

Our goal is to bring [scientists] 

together to confront the 

huge challenges we face as a 

society, and explore the limits 

of science, thereby setting and 

leading the trends of intelligent 

computing in the future.

— Shiqiang Zhu 
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A
s the Biden administration took office last Janu-
ary, with the pandemic peaking at more than 
130,000 COVID-19 hospitalizations in the United 
States, there were high hopes for a new plan of 
“sticking to the science” and expectations that 
public health policies, communication, and trust 
would return to levels not seen for many years. 

That didn’t happen. Why? 
For one, managing a public health crisis requires a 

navigational system based as closely as possible on real-
time capture, analytics, and sharing of essential and 
relevant information. But during the Omicron wave, we 
haven’t a clue as to whether and to what extent hos-
pitalizations are being prevented by vaccinations and 
boosters. The president and leading members of public 
health agencies have made numerous statements and 
public appearances throughout the pandemic, but not 
a single word has been uttered 
about fixing the profoundly 
deficient data systems. In May 
2021, the Centers for Disease 
Control and Prevention (CDC) 
declared that there would be 
close tracking of all hospital-
izations and deaths among the 
vaccinated. That never hap-
pened, though not because of 
the CDC.

The Department of Health 
and Human Services (HHS), 
led by Secretary Xavier Becerra, has chosen to avoid 
mandating that data be collected. Is this unwillingness 
a reaction to fear of political backlash? Amid an ongo-
ing public health crisis, this inaction is unacceptable.

Mr. Becerra has also shirked other responsibilities. 
There has been obvious in-fighting between the Food 
and Drug Administration (FDA), the National Insti-
tutes of Health (NIH), the CDC, and the White House 
COVID-19 Response Team about issues ranging from 
booster shot recommendations to isolation guidelines 
that omit any testing for the virus. A leader of HHS 
should be mediating such conflicts, with the goal of a 
single, consistent, and unified public message. That, 
along with data that justify government decisions, 
would promote clarity and trust.

The CDC, as the primary agency that provides the 
public with pandemic guidance, is not exempt from 
responsibility. In August 2021, President Biden, with 
support of the White House team, NIH, CDC, and 
FDA, announced that all adults would get booster 
shots 6 months after their primary vaccination. Six 

months became 8 months, then 5 months—or perhaps 
the plan would be limited to certain vaccines or to 
certain age groups, or was not necessary at all. Is it 
any wonder that only 23% of Americans have received 
a booster—in contrast to more than 50% of people in 
many other countries, including the United Kingdom, 
Israel, Ireland, and Denmark? Data from Israel’s Minis-
try of Health, available in late July and August during 
the Delta wave, made it abundantly clear that boosters 
would be necessary for preventing symptomatic infec-
tions and severe disease, but it took until late Novem-
ber for the CDC to announce that all vaccinated adults 
should get a booster shot. This inevitably led to prevent-
able hospitalizations and deaths. Now with the Omicron 
wave, for which booster shots have about 90% effective-
ness against hospitalization, the mistakes and delays 
in communication have become magnified. Millions of 

Americans would have been far 
better protected against severe 
disease from both Delta and 
Omicron had the FDA and CDC 
followed the data.

The recent gaffe with the 
truncated isolation guid-
ance—10 days abruptly cut to 
5—was of lesser severity with 
respect to endangering people, 
but the lack of any science or 
evidence to back up the change 
added to public confusion. 

Simply acknowledging that despite the uncertainty, it 
is necessary to take some action to maintain essential 
workers and the health care workforce in face of the 
onslaught, would have helped immensely. Further-
more, recognition of best practices for isolation from 
other countries, using testing for two consecutive days 
as guidance, would have been helpful. But the unwill-
ingness to do so has been thematic, and particularly 
ironic given the void of American data or, in many 
cases, sound practices, like masking. The world was 
alerted by the South African biomedical community 
of Omicron’s extreme infectiousness in November, but 
there has yet to be a recommendation for improved, 
medical-quality masking.

With the pandemic far from over, public health agen-
cies must take corrective action: gather and share the 
data, avoid any further infighting, provide consistent, 
unified communication, and have the Secretary of HHS 
be an integral part of the pandemic response. It isn’t too 
late to get all of this on track.

–Eric Topol

It’s not too late

Eric Topol
is a professor of 
Molecular Medicine 
and executive 
vice president of 
Scripps Research, 
and founder and 
director of the 
Scripps Research 
Translational 
Institute, La Jolla, 
CA, USA. etopol@
scripps.edu
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A
robust democracy requires a common well-
spring of reliable information. During his first 
days in office, US President Biden affirmed that 
evidence-based decision-making—informed by 
vigorous science and unimpeded by political 
interference—would be a pillar of his adminis-
tration. He directed ambitious actions to imple-

ment that goal, including the creation of an interagency 
Scientific Integrity Task Force, which has just released 
the first-ever, comprehensive assessment of scientific 
integrity policy and practices in the US government. 

The task force included 48 scientists, statisticians, 
engineers, lawyers, and policy-makers with a diversity 
of experiences from 29 federal agencies, and it received 
input from hundreds of outside experts from academia, 
the nonprofit sector, industry, and the public. The group 
found that although federal agency 
science is generally sound—that is, 
reported violations of scientific integ-
rity policies are small in number com-
pared to the magnitude of the federal 
scientific enterprise—there have been 
lapses that could undermine public 
trust in science and jeopardize fed-
eral scientists’ and technologists’ mo-
rale and motivation to innovate.

For example, during Hurricane 
Dorian’s approach in 2019, then US 
President Trump tweeted informa-
tion contradicting the official forecast 
of scientists at the National Oceanic 
and Atmospheric Administration 
(NOAA). Senior political leadership 
then directed NOAA to issue a press 
release supporting the president’s inaccurate forecast, 
in effect manipulating scientific information, jeopardiz-
ing public safety, and undermining public confidence 
in government. In another instance, the Trump admin-
istration added a citizenship question to the 2020 cen-
sus, overruling Census Bureau scientists who cited clear 
evidence that doing so would depress the response rate 
and could jeopardize census quality.

These and other violations informed the task force’s 
recommendations, including the importance of best 
practices that continually reinforce a culture of integ-
rity across the government. The report recommends the 
creation of a permanent interagency Scientific Integrity 
Council to facilitate dissemination and uptake of best 
practices, and communication training for scientists so 
that they can be more effective in explaining results to 
their policy superiors, to the media, and to the public. 

It also emphasizes the importance of meaningful and 
appropriate consequences for violations.

In 2009, under US President Obama, the Office of 
Science and Technology Policy (OSTP) identified six 
principles of scientific integrity: science and technol-
ogy positions in the executive branch should be filled 
by candidates with appropriate experience; agencies 
should have rules to ensure the integrity of their sci-
entific process; research that informs agency decisions 
should be subject to peer review; barring restrictions, 
scientific or technological findings that inform policy 
decisions should be available to the public; agencies 
should address instances in which the integrity of sci-
entific and technological processes and information 
may be compromised; and agencies should adopt pro-
cedures that ensure the integrity of scientific and tech-

nological processes and information 
used to inform decision-making.

Drawing on the 2021 task force 
report, the OSTP now proposes five 
additional principles. Because sci-
ence benefits from dissent within 
the scientific community to sharpen 
ideas and thinking, scientists’ ability 
to freely voice legitimate disagree-
ment should not be constrained. 
Another principle is that scientific 
integrity policies should apply to all 
federal agencies and departments 
engaged in the production, analysis, 
use, and communication of evidence, 
science, and technology. Moreover, 
these policies must apply to politi-
cal appointees, career employees, 

and contractors. A further principle is grounded in the 
knowledge that science needs to be understood and ac-
tively considered during decision-making. Therefore, 
scientists should routinely participate actively in policy-
making. Also, to promote accountability to the Ameri-
can public, federal scientists should be able to speak 
freely about their unclassified research, including to the 
press. And, accountability must be upheld.  Violations 
of scientific integrity policies should be taken seriously 
and considered comparable to violations of government 
ethics rules.

In phase two, OSTP will work to implement these best 
practices and make the new principles operational. Ev-
ery day, federal scientists and technologists help to tackle 
the greatest challenges that society faces. Let’s make sure 
that this crucial work is supported and protected.

–Alondra Nelson and Jane Lubchenco

Strengthening scientific integrity
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U.S. global science lead ebbs
INNOVATION | The United States does 
not—and cannot—lead the world in sci-
ence, the National Science Foundation’s 
top advisory board told U.S. policymakers 
this week in a review of recent trends. 
This year’s edition of the National Science 
Board’s biennial Science and Engineering 
Indicators—a quantitative assessment of 
the global research enterprise—confirms 
the United States has lost its top rank-
ing to China on several metrics in recent 
years, including the overall number of 
published papers and patents issued, and 
is no longer unrivaled in selected fields. 
“It would be the height of hubris to think 
we could lead in everything,” says the 
board’s Julia Phillips, a retired physicist. 
“The important thing is for the United 
States to decide where it cannot be No. 2.” 
The board emphasized the need to expand 
the U.S. domestic scientific workforce and 
retain support for collaborative research 
across borders. “And if we continue to lead 
the world in basic research,” Phillips says, 
“then we’re still in a really good position.”

Gift funds academic software
COMPUTING | Schmidt Futures, a phi-
lanthropy co-founded by former Google 
CEO Eric Schmidt, said this week it will 
give universities $40 million over the 
next 5 years to help their scientists obtain 
better software for use in their research. 
Academic researchers often rely on shaky, 
homemade computer software written 
by students and postdoctoral research-
ers, and some U.S. research grants that do 
pay for software engineering only cover a 
part-time position. The Virtual Institute 
for Scientific Software will fund centers 
at the Georgia Institute of Technology, 
Johns Hopkins University, the University 
of Cambridge, and the University of 
Washington to hire full-time software 
engineers, paying salaries high enough to 
compete with industry and government.

Alzheimer’s drug faces roadblock
DRUG DEVELOPMENT | In a highly 
unusual move, U.S. Medicare administra-
tors proposed last week to sharply limit 

NEWS
Bosom peril

Synonym for breast cancer, among the growing number of “tortured phrases” found 
by researchers in more than 3000 journal articles. The phrases may have been 

created by automatic paraphrasing software used to defeat plagiarism detection software —
which can introduce technical errors. (Bulletin of the Atomic Scientists)

A
s officials assessed the extent of death and damage caused by last 
week’s rapid, violent volcanic eruption in Tonga, scientists began 
to piece together the global impact of the rare event. The explosion 
at Hunga Tonga-Hunga Ha’apai on 15 January caused a tsunami 
and likely created the highest cloud recorded in 3 decades, its ash 
and smoke rising 39 kilometers, according to an early estimate. 

The eruption, perhaps fueled by the lava’s contact with cold shallow sea-
water, had the force of a hydrogen bomb, its rapidly rising gases creating 
atmospheric ripples that wrapped around the planet several times—the 
first time such a wave has been captured by modern satellites. Although 
the ash lofted into the stratosphere by the volcano could slightly cool lo-
cal temperatures for the next few months, the volcano created little in the 
way of longer lived, light-blocking particles—such as those seen after the 
eruption of Mount Pinatubo in 1991, which lowered the global average 
temperature by about a half-degree for 2 years.

A volcano’s massive plume spread across some 260 kilometers, as captured by the GOES-West satellite.

VOLCANOLOGY

Eruption in Tonga is biggest in 30 years
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when the government would pay for use 
of Biogen’s controversial Alzheimer’s 
drug, aducanumab. Marketed under the 
name Aduhelm, the antibody targets the 
abnormal buildup of the sticky brain 
protein amyloid. It won approval from 
the U.S. Food and Drug Administration 
(FDA) in June 2021 despite conflicting 
clinical trial results and skepticism among 
many scientists about its safety and 
effectiveness. On 11 January, President Joe 
Biden’s administration proposed to cover 
Aduhelm’s $28,200-per-year price tag only 
for Medicare beneficiaries enrolled in a 
randomized controlled clinical trial—a 
restriction that would also apply to future 
FDA-approved antiamyloid drugs. The 
policy is designed to enable researchers to 
collect more data on the risks and benefits 
of the drug. The agency expects to make a 
final decision in the spring.  

A boost for ‘challenge’ trials
BIOMEDICINE |  Supporters of research in 
which people are intentionally infected 
with a disease to test vaccines have 
received a $2 million boost to advocate 
for expanding the use of such “challenge 
trials.” Open Philanthropy, an organization 
funded largely by Facebook co-founder 
Dustin Moskovitz and Cari Tuna, his 
spouse, this month committed the money 

to the nonprofit 1Day Sooner. It was 
founded in April 2020 to recruit and repre-
sent volunteers for challenge trials to test 
vaccines against SARS-CoV-2, work that 
two U.K. research groups are conducting. 
The new funding will cover one-third of 
1Day Sooner’s budget for the next 2 years, 
as it explores challenge trials’ potential in 
diseases such as those caused by Group A 
Strep, shigella, and tuberculosis bacteria, 
1Day Sooner co-founder Josh Morrison 
says. Challenge trials can sound risky, but 
managers typically provide proven, con-
ventional treatments to the volunteers if 
the experimental vaccine doesn’t work and 
they become seriously ill. 

Decades on, EPA nixes pollutant
TOXICOLOGY |  Highlighting just how 
slowly the wheels of science-based regula-
tion can grind, the U.S. Environmental 
Protection Agency (EPA) will, for the first 
time in 3 decades, add a new chemical to 
the list of air pollutants it regulates. The 
decision to regulate 1-bromopropane, a 
solvent used by dry cleaners and auto shops, 
comes 20 years after researchers first raised 
concerns about the chemical’s potential 
effects on human health and 12 years after 
groups formally petitioned the agency to 
act. In 1990, Congress gave EPA the power 
to expand a list of nearly 200 pollutants it 

regulates under the Clean Air Act. But the 
agency had never exercised that power until 
this month. EPA says it will next propose 
how it will regulate the solvent—which 
could take a year to finalize.

University of Michigan fires chief
#METOO |  The University of Michigan 
(UM) last week terminated its president, 
immunologist and physician Mark Schlissel, 
for conducting a yearslong affair with a sub-
ordinate. UM’s Board of Regents found he 
used his university email account from 2019 
to 2021 to send suggestive and flirtatious 
messages to the co-worker—behavior the 
regents called “egregious” and “inconsistent 
with promoting the dignity and reputa-
tion” of the university. Schlissel himself had 
denounced such relationships in July 2021, 
when he announced a new university policy, 
according to The Ann Arbor News. He told 
the newspaper there would be zero toler-
ance for someone in a leadership position 
to “solicit a personal or romantic relation-
ship with someone they have a supervisory 
authority or career influence over,” adding, 
“That’s exceptionally important because 
of the power dynamic. It makes it difficult 
sometimes for folks to effectively say no.” 
The regents last week named former UM 
President Mary Sue Coleman, a chemist, as 
interim president.

ANIMAL BEHAVIOR

Arctic hares are epic hoppers

R
abbits and their relatives tend to be homebodies, 
rarely straying more than a few kilometers. 
But at least one arctic hare traveled a record 
388 kilometers. She averaged 8 kilometers per 
day, and one day hopped 31 kilometers. The animal 

was one of 25 arctic hares (Lepus arcticus) outfitted with 
satellite tracking tags on Ellesmere Island in the Canadian 
High Arctic, near northern Greenland. Sandra Lai, a 
wildlife biologist at the University of Quebec in Rimouski, 
and colleagues attached the transmitters in September 
2019 and tracked them through the winter. Like the long-
distance champion, most of the tagged hares traveled 
southwest for more than 100 kilometers, the researchers 
reported last month in Ecology. They suspect the hares 
were migrating to find food near Lake Hazen, one of the 
largest lakes north of the Arctic Circle, where the region’s 
milder climate encourages plant growth.
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E
very day at sunset, a 3-million-bat 
whirlwind emerges from a cave and 
floods the night sky of the Calak-
mul Biosphere Reserve. The cave—El 
Volcán de los Murciélagos (the Bat 
Volcano)—hosts at least seven bat spe-

cies and is a pillar of the region’s ecosys-
tem. Ecologist Rodrigo Medellín Legorreta 
of the National Autonomous University of 
Mexico (UNAM), University City, calls it 
“the most important bat colony of the neo-
tropical region.” But he and other scientists 
say the bats and other native species could 
be in jeopardy as a new train makes it way 
through the Maya rainforest.

The Maya Train, named after the Indig-
enous people of the Yucatán Peninsula, is a 
controversial $9.8 billion megaproject that 
aims to transport more than 40,000 passen-
gers daily across 1500 kilometers of south-
eastern Mexico. It’s backed by Mexican 
President Andrés Manuel López Obrador, 
whose administration says it will boost 
transportation in the Yucatán Peninsula 
and bring much-needed development and 
tourism. The United Nations predicts the 
train will create almost 1 million new jobs 
and double economic growth in the region. 
López Obrador has promised that, like other 
megaprojects, the train will be finished by 
the end of 2023.

But many scientists, along with some 
Maya activists, worry the train and accom-
panying development will have devastat-
ing, irreversible impacts, fragmenting the 
rainforest, reducing and polluting habitats, 
and disturbing ancient sites. “Wherever the 
train crosses, it will affect the archaeology 
and rainforest,” says Romel Rubén González 
Díaz, a Maya activist and coordinator at the 
Regional Indigenous and Popular Council 
of Xpujil.

An executive summary of the project’s 
risks, released by Mexico’s National Council 
on Science and Technology in 2019, warned 
of possible damage. It said the train would 
threaten at least 10 protected natural areas 
and nearly 1300 archaeological sites, and af-
fect more than 143,000 Indigenous people 
living along the proposed route, with the 
rise in tourism potentially worsening per-
vasive human and drug trafficking.

The full report has still not been pub-
lished, and track is already being laid. Critics 
hope there’s still time to shape the train’s sec-
ond phase of 900 kilometers, which is still on 
the drawing board, and minimize damage.

In June 2020, amid heated debate, the 
National Fund for Tourism Development 
(Fonatur) began to build the train’s first 
phase, which will transport locals and 
tourists 635 kilometers from Palenque in 
Chiapas state, near an ancient Maya city, 
to Izamal in Yucatán state, a colonial city 
founded over an ancient Maya settlement 

(see map, p. 251). The route passes through 
savanna, mangroves, and rainforest that 
house thousands of species, many of them 
endangered, including jaguars, tapirs, scar-
let macaws, Yucatán black howler monkeys, 
and many species of bats.

Fonatur’s scientific advisers note that 
trains are more environmentally friendly 
than highways, and almost half the train 
will run along the route of existing tracks. 
Decisions about the train “are based on sci-
entific evidence,” says neuroscientist Javier 
Velázquez Moctezuma, a Fonatur adviser.

But some researchers say the project was 
poorly planned and rushed. In November 
2021, López Obrador issued a presidential 
decree categorizing the train and other 
megaprojects as matters of public interest 
and national security in a move to speed 
construction and overcome multiple injunc-
tions filed to stop it. And 2 weeks ago, soil 
instability forced planners to shift the route 
of phase two. “It would’ve been wise for the 
planning to be ready many years before,” 
says Gerardo Ceballos González, a UNAM 
ecologist who has supervised some of the 
train’s environmental mitigation plans. “But 
we have to work with what we have.”

Scientists and Indigenous leaders in-
cluding González Díaz also contend the 
environmental analysis to date has been 
incomplete and superficial. In January 
2021, more than 160 academics criticized 
the Environmental Impact Manifestation 

By Rodrigo Pérez Ortega and 
Inés Gutiérrez Jaber, in Mexico City

ENVIRONMENT

A controversial train heads for the Maya forest 
Critics fear Mexico’s presidential megaproject could threaten ecology, archaeology

I N  D E P T H
The Maya Train (artist’s concept) 

will carry tourists to natural
reserves and archaeological sites.
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(MIA), a report required by law and ap-
proved on 30 November 2020, 6 months 
after construction had begun. They posted 
a lengthy report claiming the MIA fails 
to acknowledge the impacts of ecosystem 
fracture, worsening air quality, noise, vi-
bration, and pollution. The government 
has not responded to criticism, says Ana 
Esther Ceceña Martorella, an economist at 
UNAM’s Institute of Economic Research. 
“It doesn’t seem like they want to listen.”

Fonatur officials say the plans include 
mitigation strategies, including many un-
derpasses or overpasses allowing animals 
to cross tracks or highways. But Shelley 
Alexander, a landscape ecologist at the 
University of Calgary, says that although 
some animals adapt well to wildlife cross-
ings, large carnivores such as jaguars have a 
harder time. The wildlife crossings planned 
for the Maya Train are “a Band-Aid on a very 
sensitive habitat.” Still, she says: “It’s impor-
tant not to completely condemn the project 
based on the fact it might not be perfect, 
because that can then stop any [mitigation] 
from happening.”

The most important mitigation strategy, 
Ceballos González says, is to expand and fur-
ther fund already-protected areas near the 
train’s route, such as the Calakmul Biosphere 
Reserve and Tulum National Park. Those 
measures could constrain future develop-
ment and prevent further ecological damage.

As for the Bat Volcano, the train’s route 
originally paralleled a highway only 10 me-
ters from the cave. Bat researchers said this 
would put low-flying bats—already being 
struck by cars on the highway—at risk and 
disturb the cave with noise and vibration. 
Fonatur says the train will now run behind 
the cave, but official maps aren’t yet clear 
on the exact route; scientists say the tracks 
should be at least 700 meters away.

Elsewhere the train runs near famous 
Maya archaeological sites such as Chichén 
Itzá and Tulum, as well as thousands of 
unexplored or undiscovered ruins. To doc-
ument sites that may be disturbed by the 
train, 240 archaeologists and 1200 other 
workers and specialists have explored 
more than 800 kilometers of the route in 
11 months, according to the National Insti-
tute of Anthropology and History (INAH) 
and Fonatur. “It has been a challenge,” says 
Fonatur’s lead archaeologist, Jesús Samuel 
Hernández Hernández. So far, they have 
recorded more than 19,000 Maya artifacts, 
including stelae, monuments, and house 
foundations, and more than 160 burials. 
This will yield “more than 600 papers and 
books for the next 10 to 15 years,” Hernández 
Hernández predicts. He argues that by iden-
tifying unknown sites, the project will de-
crease looting.

But Francisco Estrada Belli, an archaeo-
logist who studies Maya culture at Tulane 
University, says the train will bring “inevita-
ble losses” to archaeology. He acknowledges 
the salvage work but worries that because 
the excavations are not led by a research 
question, most of what is found will remain 
in archives and not contribute to archaeo-
logical knowledge, as has happened in other 
salvage work around the world.

One archaeologist working on the excava-
tions agrees. “It’s just an immense amount 
of data,” she says, asking to be anonymous 
because she is not authorized to talk to the 
press. “I don’t think anyone is going to be 
able to really do true research.” She says 
managers pressure archaeologists to work 
faster. When a burial is found, they log data 

quickly and seal them by the next day with 
little interpretation. “It’s like a formality so 
that everything is checked off and the train 
construction can start.”

Hernández Hernández and others insist 
the digs aren’t rushed. “During salvage exca-
vations there are always time pressures,” says 
INAH archaeologist Manuel Eduardo Pérez 
Rivas, who leads the salvage project. “But we 
have the technical and academic elements to 
do things efficiently and carefully.”

At the moment, data on artifacts and loca-
tions are kept confidential to avoid looting, 
Pérez Rivas says. But after sites are regis-
tered and protected, he says, the data will 

be accessible to the scientific community.
Archaeologists also worry about the new 

development the train will bring. The thou-
sands of tourists who already visit archaeo-
logical sites in the Yucatán Peninsula have 
a detrimental impact on the ruins, Estrada 
Belli says. Their numbers are expected to 
skyrocket. The Maya Train is projected to 
attract about 3 million visitors each year to 
the ancient city of Calakmul, for example, 
compared with 40,000 each year today. It 
may also spur local population growth, 
Medellín Legorreta says. “[This] terrifies 
me.” The Yucatán Peninsula, now home to 
some 5.1 million people, “cannot sustain an 
increase in population.”

Pérez Rivas says INAH and Fonatur are 
working together to create a strategy to 

manage tourism responsibly and protect the 
region’s heritage, species, and ecosystems.

Ceballos González is hopeful the train 
can be built with little damage. “We have 
to take advantage of the opportunity the 
train brings to try and mitigate some of the 
impacts already happening,” such as illegal 
logging and hunting, and intensive farm-
ing, he says.

But many remain skeptical, including 
Medellín Legorreta. “Academia and the 
world are waiting to see what will happen 
with the Maya Train.” j

Inés Gutiérrez Jaber is a journalist in Mexico City. 
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No stopping this train
Construction has begun on the first phase of the Maya Train, which is expected to bring a flood of tourists to the 
Yucatán Peninsula. Scientists worry a planned second segment will also slice across protected natural areas, 
fragmenting the rainforest and opening up remote archaeological sites.
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F
or most of the 397 early-career scien-
tists who learned last week that they 
had received €1.5 million grants, the 
first to be awarded under the Euro-
pean Union’s mammoth new funding 
program, it was an ecstatic moment, a 

chance to launch a lab. But for 28 winners 
based in Switzerland and 46 in the United 
Kingdom—two countries whose attempts 
to join the €95.5 billion Horizon Europe 
funding scheme have been thwarted by 
broader diplomatic disputes—it has been 
bittersweet. To use the awards, the Swiss 
researchers need to leave the coun-
try, and the  U.K. winners remain in 
limbo, uncertain whether the same 
condition applies to them. 

“It’s a loss for everybody, be-
cause sooner or later the outcomes 
of these projects are impacting 
on society,” says Lidia Borrell-
Damián, secretary general of Sci-
ence Europe, a Brussels-based 
organization that represents Euro-
pean funding agencies. 

In June 2021, the European Com-
mission, the executive arm of the 
EU, excluded Switzerland from 
Horizon Europe after the country 
pulled out of talks about an over-
arching treaty with Europe that 
would replace more than 120 out-
dated bilateral deals on trade, im-
migration, and other issues. The 
Commission is using Swiss mem-
bership in Horizon Europe as a 
“bargaining chip” in the broader 
talks, says Thomas Jorgensen, se-
nior policy coordinator at the Euro-
pean University Association. “The 
choices that have been made are 
not helpful to European science.”

Switzerland-based researchers 
who won the early-career grants, 
which are awarded by the Euro-
pean Research Council (ERC), 
have been told they can only re-
ceive the funding if they move 
to an institution in the EU or a 
non-EU country that has already 
joined Horizon Europe, including 
Israel, Turkey, and Norway. “This 
would mean relocating myself and 
finding the most suitable institu-

tion in another country, and then starting 
from scratch,” says climate historian Heli 
Huhtamaa at the University of Bern, who 
was awarded an ERC starting grant to 
study how past volcanic eruptions influ-
enced climate and human societies. 

The Swiss government launched a 
backup system for funding successful ap-
plicants who want to stay, so Huhtamaa, 
like most of the Switzerland-based award-
ees contacted by Science, says she will 
forgo the ERC award, remain in country, 
and collect an equivalent award from the 
national scheme. The national grants can’t 
be transferred to other countries, however, 

which may limit researchers’ mobility.
What’s more, national funding schemes 

aren’t as competitive as their European 
counterpart, so the awards don’t carry the 
same prestige, says economist Elliott Ash at 
ETH Zurich, who was awarded an ERC start-
ing grant to develop artificial intelligence 
tools to analyze the behavior of judges. “An 
ERC grant opens doors; a national grant 
won’t be able to do that,” he says.

Alternate funding schemes must be an 
emergency measure rather than a per-
manent solution—or Switzerland-based 
researchers risk becoming isolated from 
their EU partners and losing valuable re-

search ties, adds Marcel Tanner, 
president of the Swiss Academies 
of Arts and Sciences. An earlier 
ban from EU research funding in 
2014—a response to Swiss restric-
tions on immigration—led to a 
sharp decrease in the number of 
international collaborations led by 
Swiss universities, according to a 
recent study. They recovered only 
after Switzerland regained full ac-
cess to European research funding 
in 2017. 

A spokesperson for the Swiss 
government says joining Horizon 
Europe remains Switzerland’s “de-
clared goal.” But Stefanie Walter, 
an expert in political science and 
international relations at the Uni-
versity of Zurich, says the issues at 
stake in the treaty negotiations are 
thornier than before. She says the 
impasse could last for years, which 
will be “really bad” for science.

U.K.-led international projects 
also suffered a severe blow after 
the nation’s 2016 vote to leave the 
EU, the same study found. Qualms 
about Brexit may have reduced 
the appeal of engaging in partner-
ships with U.K. researchers, says 
Benedetto Lepori, an expert in 
higher education at the University 
of Lugano, who led the research. 
“Uncertainty creates a lot of prob-
lems,” he says.

Now, 2 years after Brexit was for-
mally executed, ongoing diplomatic 
wrangles are creating a new bar-
rier. Although the United Kingdom 
reached a deal in December 2020 

By Giorgia Guglielmi
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EU grants restrict U.K. and Swiss research
Rules on first grants from Horizon Europe highlight ongoing diplomatic disputes
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Left in limbo
On 10 January, the European Research Council announced €619 million 
in grants to 397 early-career researchers across 22 countries. But 
74 grantees based in the United Kingdom and Switzerland are restricted 
from using the money because of broader diplomatic disputes.
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to join Horizon Europe (Science, 8 January 
2021, p. 110), the Commission has delayed ap-
proval over a separate dispute about border 
issues with Northern Ireland. ERC warned 
U.K.-based starting-grant winners that, like 
the Switzerland-based awardees, they may 
have to move elsewhere to receive their 
award if the Horizon Europe deal fails. 

In that case, the government would pro-
vide backup funding for ERC starting-grant 
winners who stay in the country, as well as 
a wider alternative funding scheme—a “bold 
and ambitious offer that delivers many of the 
benefits of Horizon association,” U.K. science 
minister George Freeman announced in No-
vember 2021.

For now, U.K.-based awardees, who are 
expected to sign their grant contracts by 
April, don’t know whether their funding 
will come from ERC or from the U.K. gov-
ernment. Seven U.K.-based winners con-
tacted by Science said they don’t plan to 
relocate their lab to the EU in the short 
term, but some said they may move in the 
future if the uncertainty drags on. “If an in-
stitution told me, ‘You can keep this fund-
ing if you come to Europe,’ I would very 
seriously start considering that possibil-
ity,” says Marcelo Lozada-Hidalgo, a physi-
cist at the University of Manchester whose 
ERC starting grant is to develop nano-
scale sieves to separate molecules. 

Many U.K. researchers are frustrated: 
They must wait while other ERC winners 
can begin to collect their money and get 
started buying equipment and hiring 
graduate students. “It feels like our careers 
and our ability to do the kind of research 
that we’re hoping to do is at the mercy of 
the post-Brexit climate, and it’s not some-
thing that we can have any control over,” 
says David Doyle, a social psychologist at 
the University of Exeter who has an ERC 
grant to study the psychosocial outcomes 
of people undergoing hormone therapy to 
match their gender identity.

The national funding scheme that 
Freeman promised is small comfort, some 
say. The idea that it could match the col-
laborative opportunities of Horizon Europe 
is “pie-in-the-sky nonsense,” says James 
Wilsdon, a science policy researcher at the 
University of Sheffield. “You can’t replicate 
those unilaterally as a single nation,” he says. 

Kieron Flanagan, who studies science 
and technology policy at Manchester, is 
optimistic for a breakthrough on the U.K.-
European impasse on research, but says it 
may take years. “The question is, how much 
damage gets done in the meantime?” j

Giorgia Guglielmi is a journalist in Basel, Switzerland, 
who does part-time communications work for the 
Friedrich Miescher Institute for Biomedical Research.

Studies reveal dangers of SARS-
CoV-2 infection in pregnancy

COVID-19

T
wo studies last week delivered sobering 
news about the dangers of COVID-19 
to unvaccinated pregnant women and 
their babies. Perhaps the most disturb-
ing data came from a first-of-its-kind 
analysis that tracked all the tens of 

thousands of recent pregnancies in Scotland. 
It found that unvaccinated women who be-
came infected with the coronavirus during 
pregnancy were far more likely than the gen-
eral pregnant population to have a stillborn 
infant or one that dies in the first month of 
life. All of the infected women who lost their 
fetuses or infants were unvaccinated.

The unvaccinated mothers themselves 
were also more endangered: Among 
104 pregnant women with a SARS-CoV-2 
infection who required critical 
care, 102 were unvaccinated. 
Unvaccinated women also had 
a far higher rate of hospitaliza-
tion than their vaccinated coun-
terparts in the study of nearly 
88,000 pregnant women.

Yet the study found that in 
October 2021, months after 
COVID-19 vaccines became widely available 
in the United Kingdom, fewer than one-third 
of pregnant Scots delivering babies had been 
fully vaccinated. Given that more than 77% 
of adult women of childbearing age in the 
general Scottish population were vaccinated 
by then, the result highlights a large vaccine 
hesitancy among the pregnant that is mir-
rored in many places. “This should shake us 
up and really be a call to action,” says Yalda 
Afshar, a high-risk obstetrician at Ronald 
Reagan UCLA Medical Center. “Vaccination 
is the clear action item to improve health for 
pregnant people and their babies.”

Using data from an ongoing Scottish popu-
lation study, researchers at the University of 
Edinburgh and colleagues elsewhere tracked 
pregnant women between December 2020 
and October 2021. Although the risk of poor 
outcomes was generally elevated for unvac-
cinated pregnant women who got COVID-19 
at any point during gestation, it was starkly 
higher for those infected late in pregnancy, 
the group reports in Nature Medicine. In the 
620 mothers who contracted COVID-19 in 
the 28 days before they delivered their babies, 

the study recorded 14 fetal or infant deaths, 
10 of them stillbirths. That amounts to 
22.5 deaths per 1000 births, compared with 
5.6 among all Scottish pregnancies from 
March 2020 through October 2021.

The Scottish pregnancy study also high-
lighted risks to the unvaccinated women’s 
own health: Ninety-eight percent of critical 
care admissions for study participants with 
SARS-CoV-2 infection and 91% of hospital-
izations were in unvaccinated women. A 
pregnant woman critically ill with COVID-19 
“should be an anomaly [and] not a daily oc-
currence,” says study first author Sarah Stock, 
a maternal and fetal medicine specialist at 
the University of Edinburgh.

Many pregnant women have been reluc-
tant to get COVID-19 vaccines, with some 
wary of possible harm to their babies. Stock 

and colleagues examined birth 
outcomes in the more than 
18,000 Scots who were vacci-
nated during their pregnancies. 
Vaccination during pregnancy, 
including receiving a shot within 
28 days of giving birth, did 
not increase preterm births or 
deaths of infants in the weeks 

before and after birth.
That finding “is really important” and con-

firms other recent studies, says Sarah Mulkey, 
who studies congenital viral infections at 
Children’s National Hospital.

The second study, published in The Lancet 
Digital Health, examined electronic health 
records from more than 18,000 pregnant 
women in five U.S. states who were tested 
for COVID-19 between March 2020 and Feb-
ruary 2021. The analysis matched 882 un-
vaccinated women who had a confirmed in-
fection and mild to moderate symptoms with 
other pregnant women who tested negative, 
finding that infected women were signifi-
cantly more likely to have preterm births or 
stillborn infants. 

The timing of an infection, but not 
symptom severity, matters. The earlier in 
pregnancy a mother was infected with SARS-
CoV-2, the earlier a baby was likely to be born, 
reported study first author Samantha Piekos 
of the Institute for Systems Biology and her 
colleagues. “Even mild COVID-19 infections 
put pregnant people at increased risk for pre-
term delivery,” Piekos says. j

By Meredith Wadman

“This should 
shake us up …”

Yalda Afshar, 
Ronald Reagan UCLA 

Medical Center

Vaccination helps prevent stillbirths, critical care
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S
ince 2012, NASA’s Curiosity rover has 
trundled across Mars, drilling into 
rocks and running the grit through a 
sophisticated onboard chemistry lab, 
aiming to tease out evidence for life. 
This week, a team of rover scientists 

announced an intriguing signal, one that may 
or may not be evidence of past life, but is, at 
the very least, surprisingly weird. The team 
found that the carbon trapped in a handful of 
rocks probed by the rover is dramatically en-
riched in light isotopes of carbon. On Earth, 
the signal would be seen as strong evidence 
for ancient microbial life.

Given that this is Mars, however, the re-
searchers avoid making any grand claims, 
and they have concocted nonbiological expla-
nations involving ultraviolet (UV) light and 
stardust. But those alternatives are at least as 
far-fetched as a scenario in which microbes 
emitted the enriched carbon as methane gas. 
And so the study does “inch up the plausibil-
ity” that life once existed on the planet—and 
could still today, says Christopher House, a 
biogeochemist at Pennsylvania State Univer-
sity, University Park, who led the study, which 
was published this week in the Proceedings of 
the National Academy of Sciences. 

Mark Harrison, a planetary scientist at the 
University of California, Los Angeles, who 
is not a part of the rover team, says the en-
riched carbon is a strong hint of ancient life. 
But he says the authors are “appropriately 
conservative,” and notes that such signatures 
are debated even on Earth. 

The study relies on a time-honored insight: 
Life is lazy. Carbon exists in two stable iso-
topic forms: Most is “light” carbon-12, and a 
small fraction is carbon-13, weighed down by 
an extra neutron. Because of this extra neu-
tron, carbon-13 tends to make molecules with 
slightly tougher bonds. As a result, life fa-
vors the easier to divide carbon-12, and most 
biological organic molecules are enriched in 
carbon-12. Methane from rice paddies, for ex-
ample, is more enriched in light carbon than 
nonbiological methane from hydrothermal 
seafloor vents.

The team looked at rock samples drilled 
during Curiosity’s journey across Gale crater. 
An oven in the rover’s belly converted trace 
amounts of carbon in the rock into meth-
ane gas. A laser then probed the gas and re-
vealed the methane’s isotopic makeup. For 
rocks from six sites, the ratio of carbon-12 to 
carbon-13 was much higher than an Earth-
based reference standard. “These are dra-
matic signals,” House says. 

Concentrating light carbon to such high 
levels might have taken multiple steps. The 
researchers envision methane emissions 
from deep subsurface microbes feeding on 
the slightly light carbon found in magma. 
(The martian atmosphere, depleted in light 
carbon, is unlikely to have provided the car-
bon.) Then, other microbes at the surface 
would feed on the methane, further enrich-
ing the light carbon and fixing it in the fossil 
record when they died. 

Still, the rover has seen no physical traces 
of ancient microbes, so the researchers say 
it’s also possible deep microbes started the 
enrichment, but UV light drove it the rest 
of the way. The UV light might have broken 
apart the microbial methane, further enrich-
ing its light carbon while creating daughter 
products like formaldehyde that would even-
tually settle on the surface.

Or perhaps the young Solar System, in-
cluding early Mars, passed through an inter-
stellar cloud of gas and dust, which is be-
lieved to happen every 100 million years or 
so. The carbon in such dust is light, matching 
the levels seen by Curiosity, to judge by sam-
ples trapped in meteorites. The cloud might 
have blocked sunlight and plunged Mars into 
a deep freeze, causing widespread glaciation 
and preventing other carbon sources from 
diluting the light carbon in the rain of cos-
mic dust. House concedes that the scenario 
requires an incredible coincidence of events, 
and there’s no evidence of glaciation at Gale 
crater. But he says it can’t be ruled out. 

More prosaically, a few studies suggest 
UV rays can generate the signal without 
help from biology at all, by breaking down 
atmospheric carbon dioxide to produce car-
bon monoxide that is enriched in carbon-12. 
Yuichiro Ueno, a planetary scientist at the 
Tokyo Institute of Technology, says he has 
recently confirmed the process can occur in 
unpublished lab results. “The reported car-
bon isotope ratios are exactly what I have 
expected,” he says. Ueno says early Mars may 
have had a different atmosphere, perhaps 
rich in hydrogen that would have reacted 
with the carbon monoxide to form a host of 
organic molecules. Those would eventually 
fall out of the air, depositing the signature 
Curiosity detected. 

All these scenarios would play out in the 
ancient past. But Curiosity also sniffs for car-
bon in today’s martian air. It has detected 
methane, but at levels far too low to measure 
carbon isotopes. (Confoundingly, sensitive in-
struments in orbit see no methane.) Should 
light carbon ever be detected in a thicker 
plume of methane, it would open an even 
more exciting possibility, House says. “Even 
though we’re looking at a potentially ancient 
process, the methane today could be from the 
same biosphere sustained till now.” j

Martian rock samples 
drilled from the Vera 

Rubin ridge (tiny 
hole, lower left) were 

enriched in carbon-12.

Mars rover detects carbon 
signature that hints at past life
Dramatically “light” carbon could also be explained 
by atmospheric reactions or cosmic dust

PLANETARY SCIENCE

By Paul Voosen
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T
he criminal charges against Harvard 
University chemist Charles Lieber—
and dozens of others ensnared in the 
U.S. Department of Justice’s China 
Initiative—have put a spotlight on 
the Thousand Talents Program (TTP), 

a Chinese government effort that brought 
Lieber and other scientists from overseas to 
China’s universities and research institutes. 
U.S. authorities have portrayed the program 
as an effort to pilfer know-how and innova-
tion, a claim many scientists dispute. But as 
the scrutiny of the TTP grew, the program 
slipped out of sight.

Official mentions of the TTP have dis-
appeared, and lists of TTP awardees once 
posted on government and uni-
versity websites are no longer 
available. But experts say the TTP 
has simply been folded into other 
programs, and recruitment is con-
tinuing. More than ever, the effort 
focuses on scientists of Chinese or-
igin, and part-time appointments 
of the type that Lieber had have 
become rare.

China launched the TTP in 
2008, aiming to boost the coun-
try’s research output and quality. 
At the time, more than 90% of 
Chinese who earned Ph.D.s in the 
United States remained there for 
at least 5 years after completing 
their studies, according to a May 2020 re-
port by David Zweig and Siqin Kang of the 
Hong Kong University of Science and Tech-
nology. The TTP offered returnees—and 
foreign researchers willing to relocate—
competitive salaries and funding to es-
tablish labs. Although some half-time ap-
pointments were allowed, the program 
aimed for full-time researchers.

There were few takers. So in 2010 the 
part-time option was expanded, allowing 
recruits to maintain their jobs overseas if 
they spent at least part of the year in China. 
In 2011, close to 75% of 500 TTP scholars 
Zweig and Kang identified were on part-
time agreements. (A 2019 U.S. Senate report 
claims the TTP had attracted more than 
7000 “high-end professionals” by 2017 but 
didn’t specify how many were part time.)

The program has paid off for China. 
A 2020 study by Cong Cao, a China sci-

ence policy specialist at the University of 
Nottingham’s campus in Ningbo, China, 
showed scholars in China with overseas ex-
perience published more papers, and with 
higher impact, than stay-at-home peers. 
Universities also benefited from the associa-
tion with star scientists. Lieber’s presence, 
for example, may have helped the little-
known Wuhan University of Technology 
(WUT) attract prospective students, says 
Futao Huang, a higher education scholar at 
Hiroshima University.

But part-time options like Lieber’s also 
facilitated “double dipping,” Zweig says, 
where researchers with full-time posts 
abroad were also getting handsomely paid 
for time supposedly spent in China. Lieber’s 
contract, for example, called for him to 

work “at or for” WUT “not less than nine 
months a year,” according to the indictment 
against him, in return for a monthly fee of 
up to $50,000 and $1.7 million to set up a 
lab at WUT. Some Chinese academics com-
plained that nonresident scientists got big 
salaries and research support for little in re-
turn. In 2017, the government clarified that 
part-timers were to be in China “for no less 
than 2 months a year,” Huang says.

U.S. authorities took a dim view of the 
deals for different reasons. “China pays sci-
entists at American universities to secretly 
bring our knowledge and innovation back 
to China,” then–FBI Director Christopher 
Wray said in a July 2020 speech at the Hud-
son Institute in Washington, D.C.

Such claims are “simply wrong and false,” 
Yigong Shi, a molecular biologist who left 
Princeton University in 2008 to head the life 
sciences department at Tsinghua University, 

told Science in 2020. “The TTP recruited 
people to build up academic programs, not 
to steal ideas,” says Jay Siegel, a U.S. chemist 
who left the University of Zurich in 2013 to 
head a new pharmacy program at Tianjin 
University with TTP support. Of 23 academ-
ics targeted under the China Initiative, only 
two have been charged with intellectual 
property theft (Science, 10 December 2021, 
p. 1306). Lieber was found guilty of lying to 
federal authorities about his Chinese ties 
and failing to report the resulting income.

China has responded to the criticism as it 
often does: by becoming increasingly secre-
tive. Information on the talents programs 
“seemed to start disappearing around the 
time that the China Initiative was launched” 
in 2018, says Emily Weinstein, an analyst at 

Georgetown University’s Center 
for Security and Emerging Tech-
nology (CSET). In 2019, the TTP 
and its spinoffs were absorbed into 
a High-End Foreign Expert Re-
cruitment Plan, one of 27 currently 
active national plans, according to 
CSET, which gleans the informa-
tion from fleeting mentions on 
Chinese websites. (Ministries and 
agencies have their own special-
ized programs.) “No relevant sta-
tistics” are publicly available about 
recruiting success, says Lu Miao, 
a policy analyst at the Center for 
China and Globalization, a Beijing 
think tank.

Still, the continued existence of the 
programs “indicates their usefulness to 
the country,” Cao says. Although most 
programs are open to non-Chinese, the 
number moving to China “is probably still 
insignificant,” he adds.

Siegel, now a Switzerland-based edu-
cational consultant, says China’s talent 
programs have gotten so much bad pub-
licity that U.S. universities “have become 
reluctant to work with anyone who has 
any connection to TTP.” Doing so may be-
come illegal as well: The U.S. Congress is 
considering legislation prohibiting feder-
ally funded researchers from participat-
ing in China’s talent programs. Siegel and 
many others think such a step would be 
misguided. Participation by Americans 
“brought a lot of U.S. influence into China 
and Chinese understanding back to the 
U.S.,” Siegel says. j

By Dennis Normile

RESEARCH POLICY 

China falls silent about its recruitment efforts
Information about “talent programs” that drew U.S. scrutiny is no longer available
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When surgery to treat neurological conditions lets 
researchers peer into the brain, ethical questions abound

WINDOW OF
OPPORTUNITY

An awake patient moves her fingers during surgery to remove a brain tumor. 

http://science.org


By Kelly Servick

I
n 2019, Kate Folladori spent a month  
sitting in a hospital room hoping 
she’d have a seizure. Since her diag-
nosis with epilepsy nearly 20 years 
earlier, a series of medications had 
failed to bring relief. Now, a team at 
Baylor St. Luke’s Medical Center had 
placed wire electrodes into her brain 
to record neural activity. The doc-

tors hoped to learn where her seizures 
originated—and whether she might be a 
candidate for tissue-removing surgery or a 
brain stimulation implant to suppress them.

As the weeks wore on, 
Folladori got restless. Time be-
came warped by boredom, and 
her surroundings felt surreal. 
“One moment that I remember 
specifically was it was raining 
outside … and it felt to me like I 
was watching a television show 
where it was raining.”

Breaking the monotony were 
visits from a group of neuro-
scientists who recorded activity 
in Folladori’s brain while she did 
simple tasks. She might press a 
button when a cue appeared on a 
computer screen or watch short 
videos intended to evoke differ-
ent moods. The studies weren’t 
aimed at helping Folladori or 
even at treating epilepsy; they 
addressed more basic questions 
about vision and emotion in the 
brain. But for Folladori, they 
were a rare bright spot. “[Hav-
ing] people from the outside to 
make you laugh, and to give you 
something to do, and to give you 
a goal—that was everything to 
me,” she says.

Folladori, in turn, offered 
something rare and valuable to 
the research team, led by her 
neurosurgeon, Sameer Sheth of 
Baylor College of Medicine. The intimate 
view of brain activity the scientists gleaned 
from those tests is impossible without inva-
sive surgery, which would be unethical to 
perform solely for research’s sake.

People who take part in these intra-
cranial studies—often during epilepsy 
monitoring or brain surgery performed 
when the patient is awake—“are giving an 
invaluable gift,” says Khara Ramos, former 
director of the neuroethics program at the 
National Institutes of Health (NIH) who is 
now at the Dana Foundation. Noninvasive 
methods of studying brain function such 
as functional magnetic resonance imaging 
and electroencephalography can “give you 

good spatial resolution or good temporal 
resolution, but not both,” she says. But a 
fine wire placed in contact with brain tis-
sue can detect the activity of neurons with 
precision on the scale of millimeters and 
milliseconds. And researchers can relate 
that activity with a person’s real-time re-
port of the experience.

“We can essentially gain access to the 
very basic neural mechanism of the hu-
man condition,” says Itzhak Fried, a neuro-
surgeon at the University of California (UC), 
Los Angeles.

Thanks partly to the rise of invasive brain 
stimulation treatments for diseases such as 

Parkinson’s and epilepsy and to a recent 
U.S. federal funding program, intracranial 
human neuroscience is burgeoning. “There 
has been a significant expansion of groups 
that are capable of doing this work,” says 
Winston Chiong, a neurologist and ethicist 
at UC San Francisco.

But the research opportunities that come 
with intimate access to people’s brains also 
raise complex ethical issues. Basic science 
studies tacked onto medical procedures 
typically offer no clinical benefit to par-
ticipants. People are often recruited into a 
study as they prepare for serious surgery, 
sometimes by an investigator who is also  
their surgeon.

“There is a really unique situation of vul-
nerability that patients are in,” Chiong says.

He and others have raised questions 
about how to verify that patients’ partici-
pation really is voluntary, how to make 
clear to participants that the research is 
separate from clinical care, and how to en-
sure that researchers’ desire to collect use-
ful data doesn’t compromise or interfere 
with that care.

Those concerns have motivated one 
group of researchers to develop a set of 
ethical commitments to guide studies in 
the field, published this week in Neuron. 
“I’ve been heartened by the conscientious-

ness of the neurosurgical com-
munity that we have,” Chiong 
says, “but there’s certainly op-
portunities for abuse.”

PIGGYBACKING on a surgery to 
explore basic brain function 
isn’t new. Starting in the 1930s, 
Canadian neurosurgeon Wilder 
 Penfield treated patients for epi-
lepsy by removing small regions of 
the brain. During the operation, he 
also explored their exposed brains, 
stimulating the tissue with an 
electrical probe and asking the pa-
tients, who were awake, what they 
experienced. Such experiments led 
to the famous homunculus: a map 
of which brain regions represent 
various body parts.

In the past 20 years, research-
ers have benefited from the rise 
of other skull-penetrating medi-
cal treatments. Those include 
Folladori’s seizure-monitoring 
electrodes and implanted devices 
that deliver electrical stimula-
tion to stop seizures, treat severe 
obsessive-compulsive disor-
der, and control symptoms of 
movement disorders such as 
Parkinson’s disease. Implanted 
stimulation devices are also being 

studied for other conditions, including post-
traumatic stress disorder and depression.

Awake surgeries to insert such devices 
or resect tumors can sometimes be paused 
briefly for an unrelated experiment. Fried 
estimates roughly 30 groups in North 
America now do intracranial human neuro-
science in epilepsy surgery patients—up 
from fewer than 10 when he started in the 
field, about 20 years ago.

Researchers can also tap into therapeu-
tic devices that stay in the brain long-term, 
some of which both deliver electrical stim-
ulation and read out neural activity. Such 
implants are still underused sources of 
neural data, says UC Los Angeles (UCLA) 
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To try to pinpoint the source of her seizures, Kate Folladori spent weeks 
with electrodes in her brain, which allowed her to participate in research.
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neuroscientist Nanthia Suthana, who has 
used their recordings to study learning, 
memory, and spatial navigation. Another 
rare opportunity comes from people with 
paralysis or limb loss. Some of these pa-
tients agree to have neural recording de-
vices implanted for research studies that 
may lead to new brain-computer interface 
approaches to restore lost movement or 
communication.

Intracranial research faces a unique set 
of constraints. For one, researchers typi-
cally can’t record from any brain region they 
want. “We adjust our question to where the 
electrodes are,” Fried says.

Because a brain region above the ears 
called the temporal lobe is among the most 
common sites of seizures, Fried and others 
have designed much of their research around 
its functions, which include memory and 
language processing. For example, record-
ings by Fried’s team in epilepsy patients have 
revealed the underpinnings of the “memory 
moment”—when neurons encoding a mem-
ory activate, about 1 second before a person 
reports that memory coming to mind.

The precise locations of electrodes also 
vary between patients, making data hard 
to align across participants, notes Evelina 
Fedorenko, a neuroscientist at the Massachu-
setts Institute of Technology. Her team relies 
on intracranial recordings to study how 
the brain uses both general and language-
specialized mechanisms to understand lan-
guage. Another issue for the field, she says, is 
that because eligible participants are scarce, 
there’s little incentive to conduct experi-
ments that aim to replicate previous results 
rather than break new ground. “People just 
want to test whatever new cool hypothesis 
they have,” Fedorenko says.

In a further challenge, many powerful re-
search tools used in lab animals, including ge-
netic manipulation of brain cells, are simply 
off limits in people. When grant applications 
to do human intracranial research receive re-
view, says Jim Gnadt, a program director at 
the National Institute of  Neurological Disor-
ders and Stroke, “it’s hard for them to com-
pete with the critter studies because they’re 
not as invasive, they’re not as modern.” So 
in 2017, the NIH neuroscience technology 
initiative, Brain Research Through Advanc-
ing Innovative Neurotechnologies, created a 
new program specifically to fund research 
opportunities offered by intracranial hu-
man recordings and to encourage inter-
disciplinary collaboration.

A consortium of investigators supported 
by the program has become a key forum for 
ethical discussions, and in the current Neu-
ron paper, they lay out an ethical framework. 
Chiong, who was not involved in writing the 
paper, thinks other researchers will take it 

seriously. “There’s going to be a fair amount 
of pressure to make sure you’re operating 
within that framework,” he says. “Investiga-
tors are kind of looking around at what other 
people are doing and wanting to be sure that 
everybody’s playing by the same rules.”

One tenet of the new paper: Scientific 
considerations should not influence clini-
cal decisions.

That guideline might sound straight-
forward. But for some procedures, in-
cluding implanting epilepsy monitoring 
electrodes, multiple methods are accept-
able, says Nader Pouratian, a member of 
the consortium and a neurosurgeon at the 
University of Texas Southwestern Medical 
Center. Surgeons use their discretion in 
clinical decisions that, in turn, influence 

what research data can be collected.
For example, debate is ongoing in 

deep brain stimulation (DBS) surgery 
about whether patients should be under 
general anesthesia or awake for part of the 
procedure, Sheth notes. Many doctors 
have switched to asleep procedures for 
patient comfort and convenience, he says, 
whereas other clinicians assert that having 
patients responsive as surgeons determine 
where to place the implant can lead to 
better outcomes.

Unresponsive patients can’t answer 
questions or do tasks for a research study. 
When asleep DBS surgery became stan-
dard at Sheth’s center in 2019, he was faced 
with asking patients to agree to an awake 
surgery that was “still a very appropriate IL
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Pulse generator
(implanted in chest)

Depth lead

Depth lead

Neurostimulator
(implanted 
in skull)

Cortical strip lead

A view from beneath the skull
Scientists can run invasive studies of the human brain only in special cases. Medical devices 
implanted to assess or treat certain conditions offer the chance to gather additional data for research. 
Listening in on neurons at close range can yield basic insights into brain function.

Epilepsy 
monitoring 
electrodes
Doctors use temporary 
probes to find the 
sources of seizures 
and determine 
whether diseased 
tissue can be removed 
or treated with a 
stimulation device. 
During a stay in an 
epilepsy monitoring 
unit, patients may 
participate in 
research studies.

Responsive neurostimulation implant 
A device for treating epilepsy can use different types 
of electrical leads to monitor brain activity and deliver 
stimulation that can prevent seizures. Researchers may 
use data downloaded from the device to study neural 
activity during lab experiments or daily activities. 

Deep brain stimulation surgery
Stimulation deep in the brain can relieve symptoms of 
Parkinson’s disease and other disorders. While inserting 
the treatment device, researchers can collect data from 
the device itself, fine microelectrodes that help guide 
its placement, or an electrode strip inserted for research.

Subdural grid
Surgeons sometimes place a thin 
plastic sheet of electrodes, typically 
slightly smaller than a credit card, 
on the brain’s surface, under its 
protective membrane, the dura.

Stereoelectro -
encephalography probes
A more common monitoring 
technology uses small, precise 
incisions in the skull to insert 
fine wires about 1 millimeter in 
diameter that can record from 
regions deep in the brain. 
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way of doing it, but not how I usually do 
it.” Uncomfortable with posing that ques-
tion, Sheth stopped doing research involv-
ing such patients.

HOW TO RECRUIT participants into those stud-
ies is itself fraught. Bioethicists have long 
discouraged “dual-role consent,” in which a 
physician who is also a study investigator 
invites a patient to participate. Patients may 
feel a sense of obligation or obedi-
ence to the physician in charge of 
their care, the thinking goes—and 
may misinterpret the study as hav-
ing therapeutic benefit.

But Pouratian says some investi-
gators in the NIH consortium as-
serted they were the best person to 
consult with patients and obtain 
consent because they understood 
both the study and the complexi-
ties of the brain surgery itself. He 
feels “a little conflicted” over the 
idea of leading the consent dis-
cussion. “They’re my patients—of 
course they’re going to want to 
consent for me,” he says. Pouratian 
and UCLA bioethicist Ashley 
Feinsinger have an NIH grant to 
study motivations of participants 
in nontherapeutic intracranial studies and 
their perceptions of risks and benefits. Feed-
back so far suggests trust in a physician or 
researcher plays an important role in how 
patients think about their participation.

Folladori can attest to that. “I really 
liked Dr. Sheth, and that was part of why 
I wanted to [participate in research],” she 
says. “If someone else had asked, I don’t 
think I would have said no, but I wonder 
if my feelings about it going in would have 
been different.”

Pouratian, Sheth, and others now use 
a hybrid consent process: A surgeon in-
troduces the study and is available to an-
swer questions, but another member of the 
study team not involved in the patient’s 
care walks through the consent documents 
and the signing process. The new Neuron 
paper says the consent process can vary 
across studies and institutions, “as long as 
the distinction between clinical care and 
research is explicit.”

Measuring and communicating risk is 
also challenging. Most researchers agree 
that asking a person to play a few computer 
games or answer questions in the epilepsy 
monitoring unit carries little risk beyond 
fatigue. Harder to quantify is the risk of ex-
periments done midsurgery, which can ex-
tend a patient’s time in the operating room, 
typically by 20 to 30 minutes.

Very long surgeries are associated with 
higher rates of infection than short ones, 

Sheth notes. But how much additional 
risk comes from extending a surgery from 
3.5 hours to 4? “One could assume it’s very 
small,” he says, “but it may not be zero.”

Sometimes researchers temporarily 
place an extra strip of electrodes over the 
surface of the brain during a surgery to 
collect more data. “I’m very clear [with 
patients] that we’re doing something ad-
ditionally that we normally would not do,” 

Pouratian says of those situations. In a study 
published in April 2021 in Neurosurgery, 
he and colleagues analyzed 367 surgeries 
to implant DBS devices. Temporary place-
ment of additional electrodes for research 
didn’t come with higher rates of complica-
tions such as bleeding in the brain, they 
found. Yet Pouratian still tells patients 
this step carries risks. “There’s a risk with 
everything we do, clinically speaking,” he 
says, even if “it doesn’t increase the overall 
adverse event rate.”

How well patients understand and re-
member what they are told about risks and 
other study details is another uncertainty. 
Neuroethicist Anna Wexler of the Perel-
man School of Medicine at the University 
of Pennsylvania and her team surveyed 
22 people with Parkinson’s who had agreed 
to participate in research during surgery. 
(The study recorded brain activity during eye 
movements to explore how the brain makes 
rapid, flexible decisions.) Encouragingly, no 
participants had the erroneous impression 
that the study held direct benefits for them.

But by about 1 week after the informed-
consent process, only about 23% could 
recall either of the two study risks com-
municated to them—an increased risk of 
infection and a potential loss of confiden-
tiality associated with sharing their data.

Wexler notes that the patients might 
have better understood the risks at the 
time they were communicated. She adds 

that little prior evidence is available for 
comparison, on how well patients with 
Parkinson’s recall information about either 
research or their treatment.

Still, the authors suggest future studies 
might explore ways to improve understand-
ing and retention, such as a “teach-back” ap-
proach, in which participants explain details 
of the consent form to study staff.

Feinsinger and Pouratian are pursu-
ing a different question: What 
do patients see as the value of 
joining these studies? At the an-
nual meeting of the International 
Neuroethics Society in Novem-
ber 2021, Feinsinger presented 
feedback from interviews with 
14 people between 2 months and 
2 years after they took part in 
nontherapeutic research during 
implantation of DBS electrodes 
for a movement disorder. The 
conversations revealed a strong 
faith that basic science would pay 
off in future treatments for their 
or other brain diseases.

That was the case for Corey 
Westgate, who took part in studies 
by Suthana’s group at UCLA that 
relied on readouts from Westgate’s 

implanted seizure-preventing device. After 
decades struggling with convulsive seizures, 
“I want this to stop,” she says, “and if me 
doing research can help that, then I would 
love to do it as much as I can.”

Suthana says the studies weren’t focused 
on treating epilepsy; they explored how 
the brain navigates through space and re-
members landmarks. But the results could 
improve understanding of memory impair-
ments common in epilepsy patients, she says.

Feinsinger notes that researchers need to 
make sure patients’ hopes are realistic. “Are 
we responsible for inferences patients will 
make about the translational likelihood of 
this research?” she asks. “I think to some 
extent, we are.”

For Folladori, a month in the epilepsy 
monitoring unit allowed her to participate 
in several studies, but she never had the 
seizure her doctors were waiting for. For-
tunately, they used signs of abnormal activ-
ity from some of the implanted electrodes, 
among other clues, to find a target for a 
stimulation device that has kept her seizure-
free for 2 years.

The experience has shaped her attitude 
toward research. “The reason I’m here is 
because of the scientific process that took 
place before me,” she says. “If I can partici-
pate in that in any way whatsoever, then I 
will absolutely do that.” 

“Well,” she adds, reconsidering, “maybe 
not any way whatsoever.” j

“I’ve been heartened by the 
conscientiousness of 

the neurosurgical community 
… but there’s certainly 
opportunities for abuse.” 

Winston Chiong, 
University of California, San Francisco

http://science.org
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By Christine Fawcett1,2

 O
ne of the great tasks of child devel-
opment is to make sense of other 
people’s behavior by appealing to 
their internal thoughts, beliefs, and 
desires [“intuitive psychology” (1)], 
as well as the groups and relation-

ships that they are a part of [“intuitive so-
ciology” (2)]. There has long been debate 
over the extent to which these intuitions 
can be learned from social experience or 
whether they require some evolved capac-
ity to interpret and categorize behavior. On 
page 311 of this issue, Thomas et al. (3) ex-

amine children’s intuitions about so-called 
“thick” relationships—intimate bonds that 
people have with kin or romantic partners 
that are characterized by certain behaviors 
and obligations (4). The authors suggest 
that saliva sharing between individuals is a 
cue that young children use to infer thick 
relationships, and that these inferences are 
based on evolutionary processes that have 
shaped how young children interpret the 
social world.

Thick relationships have been described 
as those in which individuals’ physical bod-
ies can be seen as sharing a common “es-
sence” (4). Thickly related individuals come 

together in hugging, cuddling, and kissing, 
and they nurture through breastfeeding, 
food sharing, and other caretaking behav-
iors. These behaviors then become outward 
cues that can be used to infer the underly-
ing thick relationship. Developmental psy-
chology research has shown that infants 
use behavioral cues to infer different kinds 
of social relationships. For example, they 
expect that people who talk to and look 
at each other will later cooperate (5) and 
that people who move in synchrony (6) or 
have similar preferences (7) are friends. 
However, these previous studies have pri-
marily examined friendship or other thin 
social relationships, rather than thick ones. 
In one notable exception, 12- to 16-month-
old infants’ expectations for a distressed 
individual to be approached by a caregiver 
were related to their attachment relation-
ship with their own caregiver (8). This sug-
gests that already in the first years of life, 
infants use their own experiences in rela-
tionships to make predictions about others’ 
caregiving behaviors. 

P E R S P E C T I V E S

INSIGHTS
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Kids attend to saliva sharing to 
infer social relationships
Saliva sharing suggests “thick,” intimate bonds
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It is possible that learning from one’s 
own experiences to inform expectations for 
others applies for the findings of Thomas et 
al. as well. In one experiment, 5- to 7-year-
old children predicted that others who 
shared an eating utensil or licked the same 
ice cream cone were part of a nuclear fam-
ily. Further experiments examined 8.5- to 
10-month-old infants’ and 16- to 18-month-
old toddlers’ intuitions about saliva shar-
ing and social behaviors. When seeing 
someone in distress, these infants and tod-
dlers tended to look toward a person who 
had previously been in a saliva-sharing 
interaction with the distressed individual 
(e.g., eating from the same orange slice), 
suggesting that they expected that person 
to respond and comfort, which would fol-
low if they were in a thick relationship. 
Thomas et al. also collected data from a 
representative US sample of parents of in-

fants and toddlers that confirmed that in-
fants are more likely to have experienced 
saliva-sharing interactions with those who 
are in thicker relationships with them, 
such as relatives, compared with other 
individuals they meet, such as friends or 
nannies. Finally, an ethnographic analysis 
suggested that around the world, saliva 
sharing is a cue for relationship thickness 
and can be used to both initiate and main-
tain close kin relationships.

In infants’ everyday experiences, caregiv-
ers frequently share food with them, kiss 
them on the face, wipe away their drool 
with a bare hand, and so on, whereas these 
interactions are rare with noncaregiv-
ers or nonfamily  members. But what is it 
about saliva-sharing behaviors that make 
them a reliable cue to relationship thick-
ness? The thought of exchanging saliva 
with a stranger most likely elicits feelings 
of disgust; however, that is not the case if 
someone is a close intimate or associate—a 
romantic partner, a close friend, one's own 
child, or even a pet dog. It has been pro-
posed that the emotion of disgust evolved 
to protect against contamination, such as 
can occur when an individual comes into 
contact with the bodily fluids of another 
person (9). Yet taking care of an infant, for 
example, requires such contact, so humans 
may have also evolved an exception to the 
rule: Those in a person's closest, thickest re-
lationships do not elicit disgust, no matter 
the amount of drool or dirty diapers they 
produce. Indeed, research has shown that 
people find the smell of their own infant’s 
diapers to be preferable to that of other in-
fants (10).

Because dampened disgust for close kin 
provides an evolutionary explanation for 
saliva-sharing behavior occurring in thick 
relationships, that young children use such 
behavior to infer relationship thickness 
need not have direct evolutionary origins 
itself. There are numerous examples of in-
fants relying on past experiences to inform 
their expectations for others’ behavior, in-
cluding goal-directed actions (11, 12), alloca-
tion of resources (13), and comforting (8). 
Thus, it is reasonable to assume that the 
connection between saliva sharing and thick 
relationships could have become part of hu-
man social structures through learning and 
cultural transmission. That is, by carrying 
out certain behaviors selectively with those 
closest to us, expectations and cultural tra-
ditions are established that these behaviors 
indicate closeness and can even be appro-
priated to initiate closeness, as Thomas et 
al. suggest from the results of their ethnog-
raphy, citing examples of cultures where sa-
liva sharing is used in wedding ceremonies 
or to welcome a new infant. 

Thomas et al. bring questions and con-
cepts from sociology, anthropology, and 
psychology together with methods from de-
velopmental and comparative psychology. 
Their findings reach across disciplinary 
boundaries and provide insight into how 
young children make sense of the complex 
social structures around them. Yet their 
work opens up further questions as well. 
For example, although their ethnography 
suggests that saliva sharing within thick 
relationships is culturally widespread, it 
is not known if the findings would gener-
alize beyond the US population that was 
studied. It could be that variation in par-
enting practices across, or within, cultures 
leads to variation in children’s expectations 
about thick relationships. Another critical 
question for future research is to clarify the 
mechanisms through which young children 
acquire the connection between saliva shar-
ing and relationship thickness. Thomas et 
al. propose that this intuition could be a 
“cognitive primitive”—something that chil-
dren are highly prepared to learn based on 
evolutionary pressures (14). However, as de-
scribed above, it could rather be that evolu-
tionary pressures are only needed to shape 
the behaviors that occur within thick rela-
tionships, whereas children’s sensitivity to 
these connections is learned through their 
experiences. 

These findings not only illuminate what 
young children understand about the so-
cial structures around them but also spark 
further questions regarding how children 
come to acquire these expectations and how 
universal they might be.        j
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Saliva sharing, such as when 
kissing or sharing food, is 
a cue that young children 

use to infer "thick," intimate 
relationships with kin.
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By Colin Kunze1,2 and Ahmad S. Khalil1,2,3 

T
he ability of genetically identical cells 
to take on diverse and specialized 
roles, which are maintained over long 
time scales, underlies critical biologi-
cal processes, including multicellular 
development. More than 60 years ago, 

Waddington invoked the concept of multi-
stability, a property of dynamical systems, 
to rationalize how a cell progresses from an 
undifferentiated state to various distinct cell 
fates during development (1). It has since 
been revealed that even within a single tis-
sue, there is extraordinary diversity of cell 
states; yet how they are generated and main-
tained remains unclear. On page 284 of this 
issue, Zhu et al. (2) describe MultiFate, a ge-
netic circuit design that unlocks controllable 
and scalable multistability in mammalian 
cells. They generate seven stable cell states 
and transition cells between states or com-
pletely destabilize a once-stable state with 
exquisite control. This will enable the engi-
neering of a range of multicellular behaviors 
in mammalian cells.

Bistability, the simplest form of multista-
bility, has been studied extensively in natural 
contexts and synthetic systems. Bistability 
has been shown to underlie a host of biologi-
cal processes, including cell fate decisions in 
frog oocyte maturation (3). The study of natu-

ral bistable systems has revealed important 
features such as the requirement for positive 
feedback. However, unraveling the main in-
gredients of multistable systems is challeng-
ing because of the complexity of regulatory 
networks and deep interconnectedness with 
auxiliary pathways. This difficulty can be 
overcome by using a synthetic biology ap-
proach, in which a minimal set of non-native 
genetic components are introduced into cells 
to recapitulate complex biological functions 
(4). In a pioneering study, a synthetic bistable 
“toggle switch” was constructed in bacteria 
that allowed cells to flip between two stable 
states (5). This study and others established 
a blueprint for how to investigate biological 
functions, such as bistability, from the bot-
tom up and inspired potential applications 
of these synthetic circuits (6). Recently, the 
synthetic circuit toolbox has grown to in-
clude tristable and quadrastable systems, 
promising increased functionality of engi-
neered cells (7, 8). However, a clear procedure 
to expand multistability—and perhaps even 
exceeding the phenotypic capacity of natural 
systems—has remained elusive. 

The design framework for MultiFate is in-
spired by natural transcription networks that 
regulate stem cell differentiation and devel-
opment. These networks commonly feature 
positive feedback loops that involve master 
regulatory transcription factors (TFs) and 
promiscuous binding among the TFs, which 
have been implicated in generating multi-
stability (9). Promiscuously dimerizing TFs 
are peculiar because they can have opposing 
cellular functions; for example, the pluripo-

tency TF octamer-binding protein 4 (OCT4) 
can drive either pluripotency or endodermal 
differentiation depending on its dimerizing 
partner (10). MultiFate exploits this peculiar-
ity, using autoactivating synthetic TFs with 
promiscuous interactivity to ultimately gen-
erate multistability (see the figure). 

Zhu et al. first built MultiFate2, a circuit 
composed of two TFs. When activated by in-
ducing dimerization, cells dispersed into one 
of three stable states, akin to inducing differ-
entiation in a pluripotent cell. This tristable 
landscape is predicted by a mathematical 
model to transform into a bistable one with 
changes in TF stability (i.e., degradation 
rate). In reshaping the landscape, reduced 
TF stability generates irreversible transi-
tions. Subsequent restoration of TF stability 
does not cause cells to spontaneously return 
to the previously destabilized state. This pro-
gression evokes comparisons to cellular dif-
ferentiation and suggests how to maintain 
engineered multipotency in cells. 

A major roadblock to implementing mul-
tistability thus far has been the increasing 
degree of design complexity required as 
more states are added. In MultiFate, increas-
ing the number of states is straightforward: 
Expansion of MultiFate2 (tristability) to 
MultiFate3 (septastability) is achieved by 
adding another TF with the same design 
principles. With MultiFate3, Zhu et al. dem-
onstrated several discrete changes in the po-
tential landscape, reshaping septastability to 
hexastability to tristability with progressively 
diminishing levels of TF stability. Higher lev-
els of synthetic multistability open the door 
to exploring these stepwise irreversible tran-
sitions. Through theoretical analysis of their 
system, Zhu et al. find that the number of 
stable steady states available increases rap-
idly with the number of TFs used, potentially 
attaining 256 distinct stable states with only 
nine TFs. With MultiFate, expandability is 
not hampered by complexity of circuit design 
but is instead restrained by the physical lim-

SYNTHETIC BIOLOGY

One cell, many fates
A synthetic gene circuit enables programming of many 
stable states in mammalian cells
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Synthetic multistability in mammalian cells
The MultiFate circuit uses synthetic transcription factors (TFs), each with a distinct zinc finger DNA binding domain but identical dimerization domains. This allows TFs to 
homodimerize (active) or heterodimerize (inactive). Small molecules control dimerization, independent activation of TFs, and TF stability, allowing controlled generation 
of multistable states. In MultiFate3, a three-TF circuit, up to seven stable cell states can be generated under high TF stability and dimerizing conditions.
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Many-particle electron 
states in graphene
Scanning tunneling microscopy probes ground 
state competition in a magnetic field 

By Markus Morgenstern1 and Mark Goerbig2

T
wo-dimensional electron systems in a 
magnetic field provide a paradigm for 
unraveling the complexity of electron-
electron interactions. In particular, 
because of the large number of pos-
sible electron states at the same en-

ergy level, such a two-dimensional system 
provides a rich playground for studying the 
different ways electrons can be arranged. 
Consequently, there are a plethora of many-
particle ground states with similar energies 
to be explored. However, these ground states 
are difficult to distinguish from each other 
without direct observation of the electron 
arrangements (1). On page 321 of this issue, 
Liu et al. (2) report that they have deciphered 
the secret of one of these ground states by 
imaging the electron distribution with 
atomic resolution using scanning tunneling 
microscopy.

Ever since the 2004 landmark paper by 
Novoselov and Geim that described how to 
probe the quantum properties of graphene 
(3), the material has been widely studied 
for the fundamental insights it offers into 
electronic systems (4). Graphene, defined 
as a single layer of carbon atoms arranged 
in a two-dimensional honeycomb lattice 
structure, is ideal for studying the intrigu-
ing ways that electrons interact with each 
other in a quantum-mechanical and rela-
tivistic manner. 

Since early research into the material, one 
point of interest has been the arrangement 
of electrons in graphene under an external 
magnetic field (5). For neutral graphene un-
der a magnetic field, the number of possible 
electron states with the same energy level is 
exactly twice the number of electrons. Thus, 
the electrons in this partially filled level ar-
range among themselves by each choosing 
between the possible states. The possible 
states are primarily distinguished by one la-
bel for each of two properties—for the spin 
(up or down) and for the so-called valley (K 

or K9) that determines the possible posi-
tions of the electrons. For the K valley, the 
electrons of neutral graphene are located 
on carbon atoms with two carbon neigh-
bors to the right and one neighbor to the 
left, whereas for the K9 valley, the electrons 
occupy carbon atoms with one neighbor to 
the right and two neighbors to the left.

The exact combination of labels for any 
particular electron is determined by the 
exchange energy, which is a quantum-
mechanical effect that occurs between identi-
cal particles—in this case, the electrons. The 
exchange energy plays a part in the repulsive 
electron-electron interaction by favoring a 
collective state where all electrons share the 
same labels to minimize their repulsion. 

However, for graphene with an overall 
neutral charge in a magnetic field, it is im-
possible for all electrons to occupy states 
with the same label combination. Here, 
one-half of the states have to be occupied 
with electrons, whereas only one-quarter 
of the electron states have spin up and K 
as labels, one-quarter have spin up and K9, 
one-quarter have spin down and K, and 
one-quarter have spin down and K9. Hence, 
the electrons must partially choose states 
with different labels. For example, if all 
electrons have the same valley label, half 
of their spins will be up and half of them 
down. In reality, the exact combinations of 
labels for the electrons are more complex 
and are very difficult to predict (5). One rea-
son is that none of the labels is preselected 
by the mutual electron repulsion. One must 
also consider the quantum-mechanical su-
perposition of label choices, meaning that 
each electron can simultaneously have the 
up and down spin label and also the K 
alongside the K9 valley label. Moreover, as 
is usual for such superposition states, the 
different label choices are related to some-
thing known as the quantum-mechanical 
phase factor. These phase factors are neces-
sary to describe the electrons as waves and 
as particles at the same time. In the super-
position state, the wave of the K state and 
the wave of the K9 state are overlapped. The 
phase factor of the superposition describes 
how the peaks of the two waves are posi-
tioned with respect to each other.

1II. Institute of Physics B and JARA-FIT, RWTH-Aachen 
University, 52074 Aachen, Germany. 2Laboratoire de 
Physique des Solides, CNRS, Université Paris Saclay, Bât. 
510, 91405 Orsay cedex, France. 
Email: mmorgens@physik.rwth-aachen.de

its of introducing additional highly expressed 
TFs. Exploration of these limits may offer 
clues about how organisms can generate 
morphological and phenotypic complexity 
with a relatively small number of conserved 
regulatory components (11).

The clever use of modular TF components 
with tunable molecular interactions (12, 13) 
allows us to ask questions about the design 
and control of multistable landscapes. For ex-
ample, Zhu et al. observed an asymmetrical 
population distribution of cell states upon ini-
tial activation of MultiFate due to differences 
in TF binding and transcriptional efficiencies. 
This could be advantageous for an organism 
whose development requires different abun-
dances of cell types. MultiFate provides a 
foundational tool for exploring what system 
parameters control those ratios and how nar-
row or broad a regime  can be to produce the 
desired distribution of fates. Furthermore, 
MultiFate adds to a growing set of new tools 
to investigate the roles various cells play in 
developmental biology. These bottom-up ap-
proaches to cell fate circuits complement top-
down, single-cell sequencing techniques that 
provide high-resolution maps of developmen-
tal trajectories. Comparison of synthetic and 
natural trajectories could clarify the stability 
and functional relevance of the many cell 
states that have been identified across tissues 
and organisms. 

MultiFate also provides a platform for ex-
ploring how transcriptional differentiation 
circuits interface with other controllers of 
cell state, such as cell signaling. MultiFate 
coupled with emerging synthetic cell-cell 
signaling systems, such as the SynNotch 
receptor (14), could produce more sophisti-
cated developmental trajectories that pro-
vide insight into natural development (15). 
Finally, MultiFate may enable the engineer-
ing of a general cell therapy tool that encodes 
many potential therapeutic states and can be 
guided to individually tailored fates.        j
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Liu et al. used scanning tunneling mi-
croscopy to determine the valley labels of 
the electrons. The percentage of the valley 
superposition is directly visible as the rela-
tive occupation of the two types of atoms in 
the mapped electron density (see the figure). 
The authors tracked this percentage and the 
phase factor of the superposition, when in-
creasing the magnetic field, and observed 
that the percentage changes continuously 
from a 100% K valley occupation to a 50/50 
mixed superposition state of K and K9. More-
over, the magnetic field where the transition 
between these two types of valley ferromag-
nets takes place depends on the substrate on 
which the graphene is deposited. The reason 
is the substrate’s different influence on the 
two types of carbon sites in graphene. 

Besides revealing unprecedented details 
of the change in electron arrangement 
when changing the magnetic field, Liu et 
al. probed the electron system around posi-
tions where more electrons are located than 

on average. It has long been conjectured 
that such areas are surrounded by a well-
defined distribution of the percentage and of 
the quantum-mechanical phase factor of the 
valley label (6, 7, 8). On each circle around 
the charge center, percentage and phase fac-
tor change in a way that eventually leads to 
a new particle—the charged skyrmion (6), 
which is a localized structure made of many 
interacting electrons. Although there have 
been indirect experimental observations for 
charged skyrmions (9), they have never been 
observed in real space. Liu et al. mapped out 
the percentage and phase factor of the valley 
label and found the whirlpool-type texture 
around a charged position. The valley skyr-
mion has a size of 7 nm and shows excel-
lent agreement with model calculations (7, 
8). As particles, such skyrmions are robust, 
although they are made of a complex dis-

tribution of the constituting electrons. The 
emergence of such new particles from the 
ensemble of electrons is a central beauty of 
many-particle electron systems.

The experiments by Liu et al. mark a mile-
stone for probing real-space patterns of elec-
tron arrangements occurring as a result of 
strong interactions. This can be extended by 
mapping the spin degree of freedom using 
spin-polarized scanning tunneling micros-
copy (10). Hence, details of all four degrees 
of freedom in the ground state arrangement 
could be disclosed as crucial to decipher other 
ground states where the spin labels also ex-
hibit a superposition (11). Moreover, the au-
thors found well-known indications of even 
more-complex electron arrangements in their 
experiments. In these arrangements, some of 
the emergent particles carry only one-third 
of the charge of a single electron (12). Using 
the approach of Liu et al., one could begin to 
tackle the mysteries of these and many other 
emergent particles by direct imaging (13). j
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Epstein-Barr 
virus and 
multiple 
sclerosis

By William H. Robinson1,2 and
Lawrence Steinman3 

I
nfection with the Epstein-Barr virus 
(EBV) has long been postulated to trigger 
multiple sclerosis (MS) (1). Prior analyses 
demonstrated increased serum antibod-
ies to EBV in ~99.5% of MS patients com-
pared with ~94% of healthy individuals 

(2). On page 296 of this issue, Bjornevik et al. 
(3) analyzed EBV antibodies in serum from 
801 individuals who developed MS among a 
cohort of >10 million people active in the US 
military over a 20-year period (1993–2013). 
Thirty-five of the 801 MS cases were initially 
EBV seronegative, and 34 became infected 
with EBV before the onset of MS. EBV sero-
positivity was nearly ubiquitous at the time 
of MS development, with only one of 801 MS 
cases being EBV seronegative at the time of 
MS onset. These findings provide compelling 
data that implicate EBV as the trigger for the 
development of MS.

How does a virus with tropism for B cells 
develop into a disease of the central nervous 
system (CNS)? In MS, there is an inflamma-
tory attack against the myelin sheath and the 
axons that it insulates. Ultimately, neurons 
themselves are injured. In MS, B cells and 
their activated progeny, plasmablasts, ex-
press integrin a4, which has adhesive proper-
ties that allow these antibody-producing cells 
to move from the bone marrow to the periph-
eral circulation and then across the blood-
brain barrier (BBB), where they take resi-
dence inside the brain and its internal lining 
(4). A distinct feature of MS is the synthesis of 
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virus is the trigger for 
the development of multiple 
sclerosis 
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How electrons rearrange themselves in graphene
The tip of a scanning tunneling microscope maps the electron distribution (shown as a yellow haze) on the 
two different types of carbon sites (shown as red and blue balls) at different magnetic fields. The distribution 
changes continuously from being only on the red sites to being equally distributed on both types of sites, 
marking a quantum-mechanical transition of the electron arrangement.
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immunoglobulins by clonal ex-
pansions of plasmablasts within 
the brain. When these immuno-
globulins, found in cerebrospinal 
fluid (CSF) from patients with 
MS, are applied to an electro-
phoretic gel, they form bands of 
restricted mobility, called oligo-
clonal immunoglobulin bands, 
representing clonal expansions 
of plasmablasts. These antibod-
ies target myelin-producing glial 
cells, thereby damaging them (4).

Multiple studies have identi-
fied EBV-infected B cells in the 
brains of MS patients (5, 6). 
Understanding how infection 
of B cells with EBV initiates the 
pathology seen in MS is now 
ripe for a deeper understand-
ing of the roles of these clonally 
expanded B cells and plasma-
blasts. Depletion of B cells with 
monoclonal antibodies target-
ing CD20 has emerged as one of 
the most efficacious therapies 
for MS (7). However, because 
of the BBB, CD20 monoclonal 
antibody therapies do not reach 
the CNS in sufficient amounts, 
and moreover, antibodies to 
CD20 do not deplete their progeny, anti-
body-producing plasmablasts and plasma 
cells, which lack CD20.

 The mechanism (or mechanisms) of EBV-
mediated MS development remains elusive. 
Possibilities include molecular mimicry, 
through which EBV viral protein sequences 
mimic human myelin proteins and other 
CNS proteins and thereby induce autoim-
munity against myelin and CNS antigens 
(8). EBV transformation of B cells could 
also lead to clonal expansion of pathogenic 
plasmablasts. EBV may transform B cells 
through disruption of several pathways: 
EBV latent membrane protein 2A (LMP2A) 
mimics B cell receptor (BCR) signaling. 
LMP1 mimics CD40 receptor signaling, a 
costimulatory pathway that is important 
for B cell–T cell interaction. Additionally, 
EBV encodes an interleukin-10–like protein, 
which activates B cells (9). EBV might also 
mediate bystander damage to the axon and 
its surrounding sheath, or defective clear-
ance of infected B cells. CD8+ T cells specific 
for EBV lytic proteins are present in MS 
brain lesions, and a persistent EBV infec-
tion in the CNS might stimulate CD8+ T cell 
responses that mediate CNS injury (4–8) 
(see the figure).  

There are multiple reports suggesting 
that molecular mimicry might induce MS. 
Serum antibodies from MS patients to the 
EBV small capsid protein BFRF3 cross-react 

with the cytoplasmic protein septin-9 and 
are associated with demyelination (10). 
Another study showed serum antibodies 
from MS patients are cross-reactive between 
amino acids 411–440 of the viral protein 
EBV nuclear antigen 1 (EBNA-1) and the hu-
man chloride-channel protein, anoctamin 2 
(ANO2), which is associated with electrical 
conduction in axons (11). MS serum antibod-
ies targeting EBNA-1 residues 411–426 that 
cross-react with myelin basic protein have 
also been identified (12). Clonally expanded 
antibodies in the CSF of MS patients target-
ing EBNA-1 residues 386–405 that cross-
react with the CNS cell adhesion molecule, 
glialCAM, have also been described (4). It 
is intriguing that three contiguous regions 
of mimicry have been reported in a small 
region of the EBNA-1 protein; this may arise 
through immune surveillance in a process 
called epitope spreading.

Increased incidence of EBV infection is as-
sociated with other autoimmune diseases, in-
cluding systemic lupus erythematosus (SLE). 
Serologic reactivation of EBV (production 
of EBV serum antibodies after resolution of 
acute infection) is associated with transition 
to clinical SLE. EBNA-1, through amino acid 
regions distinct from those implicated in MS, 
has been shown to mediate molecular mim-
icry of nuclear antigens associated with SLE 
pathogenesis (13, 14). Mice engineered to ex-
press a CD40-LMP1 fusion protein exhibited 

increased EBNA-1–mediated mo-
lecular mimicry and lupus-like 
clinical features (15). Whether 
EBV infection activates other 
inflammatory mechanisms com-
mon to MS and other autoim-
mune diseases, including SLE, is 
under investigation.

Nearly everyone is infected 
with EBV, but only a small frac-
tion develop MS. Thus, other 
factors, such as genetic suscep-
tibility, are important in MS 
pathogenesis. Certain genes, 
such as those encoding the 
antigen-presenting human leu-
kocyte antigen (HLA) proteins, 
determine the portion of a pro-
tein that is presented to the 
immune system. Other genes 
control modifications in EBV-
associated proteins, including 
phosphorylation. Such genes 
are critical for modulating mo-
lecular mimicry (4, 11). Thus, 
given these additional gating 
factors in MS pathogenesis, 
infection with EBV is likely to 
be necessary, but not sufficient,
to trigger development of MS. 
Infection with EBV is the initial 

pathogenic step in MS, but additional fuses 
must be ignited for the full pathophysiology. 

There may be new opportunities for ther-
apy: Would a vaccine against EBV protect 
against MS? Can the B cells that dwell in the 
CSF be killed or inactivated with therapeu-
tics? Would antivirals that target EBV pro-
vide effective therapy, especially when given 
early in the course of disease? Now that the 
initial trigger for MS has been identified, 
perhaps MS could be eradicated. j
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Model for multiple sclerosis development
In at-risk individuals, Epstein-Barr virus (EBV) infection of B cells promotes 
the development of multiple sclerosis through several possible mechanisms. 
These include molecular mimicry (1) by EBV nuclear antigen 1 (EBNA-1), B cell 
transformation (2) through latent membrane protein 1 (LMP1) and LMP2A, 
induction of B cell trafficking (3) to the central nervous system (CNS), and/or 
other unknown mechanisms (4).
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The imbalance has grave consequences for natural ecosystems and global food security 

By Josep Peñuelas1,2 and Jordi Sardans1,2

 E
xponential increases in the human pop-
ulation and its activities are accelerat-
ing global changes, from the climate to 
land use to loss of species. The rise in 
atmospheric concentrations of green-
house gasses, mainly CO

2
 from the 

combustion of fossil fuels, is the most well-
known driver of global change (1). Emission 
of greenhouse gases, which also include 
methane (CH

4
) and nitrous oxide (N

2
O), are 

stoking global warming as well as more fre-
quent and extreme weather events, such as 
droughts and floods. Land use and pollution 
also have major impacts on Earth’s future 
(1). Among these ongoing anthropogenic 
changes, the biospheric nutrient imbalance 
between nitrogen (N) and phosphorus (P) is 
less known and deserves more attention. 

In 2003, a pioneering study by Sterner 
and Elser reported that the aquatic N/P 
ratio determined the community structure 
and function of plankton in lakes (2). When 
the concentrations of both N and P are not 
limited, the rate of protein synthesis by 
plankton depends mostly on the amount 
of P-rich RNA that the organisms produce 

and is therefore negatively correlated with 
the cellular N/P ratio. Thus, lower N/P ra-
tios are associated with faster protein syn-
thesis and higher growth rates of plankton 
(2). This negative correlation has multiple 
ecological consequences for the structure 
and functioning of ecosystems, as has been 
reported in all types of ecosystems. 

Human activities have substantially al-
tered this N/P ratio in water, soils, and or-
ganisms over the past five decades (3). The 
much faster increase of anthropogenic in-
puts of reactive N to the biosphere than in-
puts of P has led to a global increase in the 
N/P ratio. The main anthropogenic sources 
of reactive N include the many kinds of ni-
trogen oxides from burning fossil fuels, the 
planting of N-fixing crops, and the use of 
N-rich fertilizers as well as their runoff into 
waterways. Although there are also human 
activities that have increased the amount 
of P in soils and waters—for example, from 
the application of P-rich fertilizers and de-
tergents—the overall increase in the input 
of P is dwarfed by that of N. This increase in 
both N and P has led to eutrophication (ex-
cess of nutrients) of waters and soil. Some 
countries have implemented water-treat-
ment strategies to decrease N and P concen-
trations. However, the technology used by 
these water-treatment plants retains more 
P than N and therfore increases the N/P 
ratio as an unintended consequence (4). 

The global N/P ratio of anthropogenic in-
puts has increased from about 19:1 in molar 
basis in the 1980s to 30:1 in 2020 (3). The 
interactions of these N/P ratios in water, 
soil, and organisms with drivers of global 
change, such as warming and increasing 
atmospheric CO

2 
concentrations, further 

increase the N/P ratio in some biomes (5).
The current global N/P ratio of anthro-

pogenic inputs is thus larger than the aver-
ages of the main ecosystem compartments 
such as soil (up to 22:1), humus (up to 17:1), 
ocean water (up to 16:1), terrestrial plants 
(up to 30:1), and plankton (up to 16:1). This 
imbalance at the global scale may be even 
greater at the local-regional scale because 
the inputs of N and P are not evenly spread 
around the world, and because N and P 
have very different mobilities in the envi-
ronment. P tends to have low water solubil-
ity and volatilization, is often adsorbed and 
precipitates in soil as salt minerals, and is 
buried in sediments, thus tending to remain 
near the emission sources. By contrast, N is 
much more water-soluble and volatile and 
thus tends to spread out over a larger radius 
from its sources (3). 

The biological impacts of the increasing 
N/P imbalance have already been observed 
and reported in the trophic communities of 
several continental water bodies (6), in the 
structure and function of soil communities 
(7), and in the species composition of plant 
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VIEWPOINT: COVID-19

Nervous system 
consequences 
of COVID-19
Neurological symptoms 
highlight the need to 
understand pathophysiologic 
mechanisms

By Serena Spudich1 and Avindra Nath2

A
lthough severe acute respiratory syn-
drome coronavirus 2 (SARS-CoV-2) 
is considered a respiratory patho-
gen, myriad neurologic complica-
tions—including confusion, stroke, 
and neuromuscular disorders—mani-

fest during acute COVID-19. Furthermore, 
maladies such as impaired concentra-
tion, headache, sensory disturbances, de-
pression, and even psychosis may persist 
for months after infection, as part of a 
constellation of symptoms now called 
Long Covid. Even young people with 
mild initial disease can develop acute 
COVID-19 and Long Covid neuropsychi-
atric syndromes. The pathophysiological 
mechanisms are not well understood, al-
though evidence primarily implicates im-
mune dysfunction, including nonspecific 
neuroinflammation and antineural au-
toimmune dysregulation. It is uncertain 
whether unforeseen neurological conse-
quences may develop years after initial 
infection. With millions of individuals af-
fected, nervous system complications pose 
public health challenges for rehabilitation 
and recovery and for disruptions in the 
workforce due to loss of functional capac-
ity. There is an urgent need to understand 
the pathophysiology of these disorders and 
develop disease-modifying therapies.

Initial reports of neurologic syndromes 
accompanying COVID-19 described changes 
in level of consciousness or cognitive dys-
function, weakness, and headache in hospi-
talized patients that might be attributable 
to any severe acute illness with respiratory 
and metabolic disturbances. Subsequently, 
reports of strokes and acute inflammation 

1Yale School of Medicine, New Haven, CT, USA.
 2National Institute of Neurological Diseases and Stroke, 
National Institutes of Health, Bethesda, MD, USA. 
Email: serena.spudich@yale.edu

communities (8). The impact of the imbal-
ance will continue to increase as the imbal-
ance continues to tip in the same direction. 

This increasing N/P imbalance can have 
severe consequences not only for natural 
ecosystems but also for human societies be-
cause crop production and food security will 
be affected. The resource gap in remedying 
this imbalance at the regional level may also 
broaden the economic gap between rich and 
poor countries (9). N-containing fertilizers 
have an unlimited source—the atmosphere—
from which N can be extracted through the 
Haber-Bösh reaction. This innovation has 
allowed a continuous increase in the pro-
duction and use of these N fertilizers since 
the 1950s (10). By comparison, P sources 
have largely been limited to mines and are 
concentrated in very few countries, such as 
Morocco (9), so P might eventually become 
economically inaccessible to low-income and 
food-deficient countries as these sources be-
come depleted. In the future, P-producing 
nations are likely to manage their reserves 
to maximize profit for both their domestic 
mining and farming industries, making P-
based fertilizers increasingly unaffordable 
for farmers in the poorest countries (9) and 
worsening the N/P imbalance in regions 
where the problem is the most prominent.

  Imbalanced soil N/P ratios can also affect 
the chemical composition of crops, which 
can have implications on public health. For 
example, in some regions P accumulates in 
soils and water bodies, and the N/P ratio 
decreases, as a result of an excessive use 
of inorganic and organic P fertilizers (3). 
Food produced in these environments may 
lead to an overconsumption of P in the lo-
cal population, which can have negative 
implications for their health (11). The im-
plications of this global imbalance between 
N and P could also have impacts on several 
other human infectious and noninfectious 
illnesses that are strongly associated with 
diet, such as coeliac disease (12).

Besides the imbalance observed in the 
N/P ratio, human activities also generate 
imbalances among other elements. For ex-
ample, changes in the ratio of carbon (C) 
and  N relative to iron, zinc, calcium, and po-
tassium, among others, have been observed 
in plant tissues (12). The increasing atmo-
spheric concentrations of CO

2
 are likely a 

driver of the increase of C in plants, which 
in turn have developed more compounds 
that reduce the concentrations of these 
other elements (12).  This indirectly leads to 
the displacement of the elemental composi-
tion (elementome) (13) of organisms, com-

munities, and entire ecosystems owing to 
imbalances of the anthropogenic biospheric 
inputs of C and N relative to P and other 
elements in recent decades and is likely to 
exacerbate in the coming decades.

The time has come for national and inter-
national environmental agencies and policy-
makers to recognize the risks of unbalanced 
N/P ratios and other parallel imbalances in 
elemental stoichiometry to the biosphere 
and humanity. The international environ-
mental agencies and policy-makers should 
address the problem through a coordinated 
international policy. Observations, experi-
mentation, theory, and modeling at different 
temporal and spatial scales are warranted to 
evaluate, predict, and provide possible so-
lutions to these anthropogenic nutritional 
imbalances and their effects on nature and 
humans. Among these possible solutions, 
increasing the efficiency of use and cycling 
of N and P—for example, through precision 
agriculture to avoid misuse of fertilizers, 
methods to increase plant accessibility to 
P sources, use of innovative management 
techniques and biotechnologies to improve 
nutrient-use efficiency, stimuli and subsi-
dies for recycling P through legislative regu-
lations and instruments at the national or 
regional administrative level, or reduction 
of livestock production—has been suggested 
as the most effective approach to prevent 
imbalanced N/P ratios for food production 
and reduce environmental problems that 
involve N and P. This research will deter-
mine whether these nutritional imbalances 
should be added to the planetary boundar-
ies instead of only considering N and P sepa-
rately (14). j 
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The use of nitrogen-rich fertilizers and their runoff 
into waterways are major contributors to the growing 
imbalance of nitrogen and phosphorus.
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or demyelination of the central or periph-
eral nervous system highlighted specific 
cerebrovascular and neural tissue involve-
ment. As the number of cases increased 
globally, it was recognized that SARS-CoV-2 
not only induces respiratory symptoms but 
also can affect multiple organ systems, in-
cluding the kidneys, gastrointestinal tract, 
heart, and brain.

Clinical neurological and psychiatric syn-
dromes in patients with acute COVID-19 
have been delineated by surveillance stud-
ies of hospitalized patients. A UK-wide 
study of hospitalized patients identified the 
most common neurologic conditions as an-
osmia (loss of smell), stroke, delirium, brain 
inflammation, encephalopathy, primary 
psychiatric syndromes, and peripheral 
nerve syndromes (1). Varied timing of on-
set suggests that these conditions have di-
verse pathophysiological mechanisms. For 
example, cerebrovascular complica-
tions co-occur with or even predate 
the onset of respiratory symptoms, 
whereas central inflammatory and 
peripheral nerve conditions mani-
fest on average 2 weeks later, sug-
gesting that they may result from 
peri- or postinfectious processes (2).  

Despite early speculation that 
SARS-CoV-2 may enter the cen-
tral nervous system (CNS) via migration 
through the nasal cavity and the olfactory 
pathway or trafficking across the blood-
brain barrier, analysis of cerebrospinal 
fluid (CSF) from living patients with neu-
ropsychiatric manifestations has almost 
uniformly failed to detect viral RNA by 
reverse transcription polymerase chain re-
action. Instead, the preponderance of evi-
dence from CSF and brain tissue suggests 
that immune activation and inflamma-
tion within the CNS is the primary driver 
of neurologic disease in acute COVID-19. 
Indeed, histopathological studies of brain 
tissue from patients who died with acute 
COVID-19 reveal only limited detection of 
SARS-CoV-2 nucleic acid or viral protein in 
the brain (3, 4), consistent with findings in 
CSF from live patients. Direct examination 
of autopsy brain tissue has caveats—those 
who died with acute COVID-19 had severe 
disease that may not be representative of 
the majority of those infected with SARS-
CoV-2. Many had systemic or metabolic 
derangements prior to death that may con-
tribute to pathology in a nonspecific way. 
However, when infrequently detected, in-
fected cells in human brain lack surround-
ing clusters of inflammatory cells, suggest-
ing that SARS-CoV-2 presence in the CNS 
does not incite classic viral encephalitis.

Examination of CSF samples from living 
patients reveals neuroinflammation and 

aberrant neuroimmune responses during 
acute COVID-19. CSF shows up-regulation 
in the expression of interferon-regulated 
genes in dendritic cells, along with acti-
vated T cells and natural killer (NK) cells. 
This is accompanied with an increase in 
interleukin-1 (IL-1) and IL-12, which is not 
seen in blood plasma (5). Additionally, 
CSF-specific clonal expansion of T cells 
and antibodies that recognize epitopes of 
SARS-CoV-2 spike protein that cross-react 
with neural antigens suggest compartmen-
talization of the immune response (5, 6), 
although the possibility of a persistent 
infection with restricted viral replication 
cannot be entirely excluded. During this 
acute phase, other markers of monocyte 
activation and neuronal injury can also be 
detected in CSF (7). In the following sub-
acute phase, patients with severe mani-
festations show diminished interferon re-

sponses and markers of T cell exhaustion 
in CSF (8). 

Autopsy studies of patients with acute 
COVID-19 show infiltration of macro-
phages, CD8+ T lymphocytes in perivas-
cular regions, and widespread microglial 
activation throughout the brain (3). Single-
cell analysis of brain tissue has also con-
firmed CD8+ T lymphocyte infiltration and 
microglial activation without evidence of 
SARS-CoV-2 RNA detection in cells of the 
brain parenchyma (9). The robust, gener-
alized, and SARS-CoV-2–specific immune 
responses observed in the CNS are puz-
zling in the absence of readily detectable 
virus and may suggest transient infection 
of the brain very early in infection or low 
concentrations of viral antigen in the CNS. 
Systemic activation of immune cells may 
additionally lead to up-regulated expres-
sion of cell surface markers that facilitate 
amplified trafficking into the nervous sys-
tem, even in the absence of targeted CNS 
antigens (see the figure).  

Does widespread vascular dysfunction 
contribute to nervous system complica-
tions of COVID-19? Acute COVID-19 is 
associated with heightened risk of stroke 
compared with influenza illness of similar 
severity, even after correcting for stroke 
risk factors (10). Overt cerebrovascular 
events during acute COVID-19 often occur 
in those with vulnerabilities to vascular 

disease (such as advanced age and cardiac 
disease). Increases in blood markers of vas-
cular inflammation as well as thrombosis 
and infarction in other tissues can also 
be found in patients with COVID-19 and 
stroke, suggesting that endothelial inflam-
mation and coagulopathy contribute to 
these events (11). Indeed, system-wide vas-
cular dysfunction can characterize severe 
acute COVID-19 and has the potential to 
contribute to manifestations of organ sys-
tem failure and systemic inflammation in 
those most severely ill (12). It is plausible 
that subtle forms of generalized vascular 
dysfunction, including thrombotic micro-
angiopathy (microscopic blood clots) in 
the brain, may lead to neurological symp-
toms even in the absence of clinically ap-
parent stroke. Additionally, high-field 
magnetic resonance examination of brain 
tissue demonstrates microvascular dam-

age in structures plausibly related 
to neurologic manifestations of 
COVID-19, consistent with endo-
thelial activation and widespread 
vascular injury observed in other 
organs (4).  

Since early in the COVID-19 pan-
demic, patients have described lin-
gering syndromes following acute 
infection, now called Long Covid. 

These syndromes often include predomi-
nant neurologic and psychiatric symptoms, 
such as difficulty with memory, concentra-
tion, and ability to accomplish everyday 
tasks, frequent headaches, alterations in 
skin sensation, autonomic dysfunction, in-
tractable fatigue, and in severe cases, delu-
sions and paranoia. Many people who ex-
perience neurologic symptoms that linger 
after acute COVID-19 are less than 50 years 
old and were healthy and active prior to 
infection. Notably, the majority were never 
hospitalized during their acute COVID-19 
illness, reflecting mild initial disease. Many 
of the symptoms experienced by individu-
als with Long Covid are similar to those of 
myalgic encephalomyelitis/chronic fatigue 
syndrome (ME/CFS), which is also con-
sidered to be a postinfectious syndrome 
caused by a variety of infectious agents. 
Because the pathophysiology of ME/CFS is 
poorly understood and there are no effec-
tive disease-modifying therapies available, 
it is likely that the study of Long Covid may 
benefit ME/CFS patients as well. There is 
also overlap in symptoms of post–Lyme 
disease, suggesting that there may be com-
mon host susceptibility factors that under-
lie these illnesses.   

The heterogeneity of symptoms affecting 
individuals with Long Covid and the dif-
ficulties in ascertaining which symptoms 
may be a consequence of SARS-CoV-2 in-

“Many people who experience neurologic 
symptoms that linger after acute 

COVID-19 are less than 50 years old and were 
healthy and active prior to infection.”
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fection versus aggravation of preexisting 
or coincidental conditions pose enormous 
challenges for mechanistic understanding 
and approaches to treatment. Few stud-
ies have systematically categorized or ex-
amined the natural history of Long Covid 
symptoms, let alone studied their biology. 
Of 3762 respondents in an online study 
of people with persistent symptoms after 
documented or suspected COVID-19, many 
had ongoing symptoms up to 7 months 
after initial infection, including promi-
nent neuropsychiatric syndromes (13). 
Serial imaging routinely captured in the 
UK Biobank cohort has revealed focal ar-
eas of brain atrophy in individuals after 
documented COVID-19 compared with 
a parallel group without COVID-19, sug-
gesting a potential biomarker for brain 
effects of SARS-CoV-2 (14). Studies of posi-
tron emission tomography (PET) imaging 

also show decreased metabolic activity in 
the brain in people with Long Covid (15). 
However, the pathophysiology leading to 
these symptoms and cerebral changes is 
unknown. Potential etiologies are mainly 
extrapolated from current understanding 
of nervous system pathogenesis during 
acute COVID-19. These include residual 
immune activation or persistent autoim-
mune disturbance, ongoing endothelial ac-
tivation or vascular dysfunction, or residua 
of injury accrued during acute disease. 
Systematic neurologic studies of carefully 
phenotyped individuals with neurological 
Long Covid symptoms are essential. These 
patients often also experience stigma, em-
ployment difficulties, and mental health 
challenges. Thus, diagnostic certainty and 
therapeutic interventions are needed to 
address this major public health concern.

The full extent of the long-term neuro-

logical complications of COVID-19 has not 
been realized. Observations of neuroin-
flammation and neuronal injury in acute 
COVID-19 have raised the possibility that 
infection may accelerate or trigger future 
development of neurodegenerative dis-
eases such as Alzheimer’s or Parkinson’s 
diseases. No information is yet available 
regarding neurodevelopmental trajectories 
in children, who usually experience mild 
COVID-19 and manifest few neurologic 
or psychiatric symptoms during or after 
acute illness. Those who experience the 
rare multisystem-inflammatory syndrome 
in children (MIS-C) may be at particular 
risk for neurological sequelae owing to 
widespread endothelial activation, often 
involving the brain. 

What are the host factors that account 
for the wide variability in clinical mani-
festations such that some patients develop 
acute neurologic illness, and others de-
velop persistent postinfectious complica-
tions? It will be critical to characterize 
the pattern(s) of immune dysregulation 
in Long Covid patients. Is it possible that 
persistent immune dysregulation under-
lies ongoing symptoms?  If so, this may be 
driven by host antigens with autoimmune 
responses, or a persistent viral infection 
with restricted viral replication in tissue 
reservoirs. Whether antiviral or immune-
targeted interventions early in the disease 
course or prophylactic vaccination against 
COVID-19 will alter the trajectory of neu-
rologic complications of COVID-19 is also 
unknown. Investigations that include lon-
gitudinal studies with neurological and 
psychiatric assessments and rigorous host-
pathogen studies of systemic and nervous 
system interactions have the potential to 
answer these questions. Ultimately, inter-
ventional trials based on these discoveries 
are needed to determine approaches to 
curtail or reverse nervous system effects 
of COVID-19 that are experienced by huge 
numbers of people globally. j
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Putative neuropathogenic effects of SARS-CoV-2
Infection with severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) can lead to neuropsychiatric 
effects during acute COVID-19, including confusion, stroke, and neuromuscular disorders. These may arise 
from neuroinflammation, coagulopathy, neuronal injury, and possibly viral infection in the central nervous 
system. Causes of Long Covid symptoms affecting the nervous system may result from the emergence and 
persistence of these mechanisms.
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C
ontinued expansion of human activi-
ties into digital realms gives rise to 
concerns about digital privacy and its 
invasions, often expressed in terms of 
data rights and internet surveillance. 
It may thus be tempting to construe 

privacy as a modern phenomenon—some-
thing our ancestors lacked and technologi-
cal innovation and urban growth made pos-
sible. Research from history, anthropology, 
and ethnography suggests otherwise. The 
evidence for peoples seeking to manage the 
boundaries of private and public spans time 
and space, social class, and degree of techno-
logical sophistication. Privacy—not merely 
hiding of data, but the selective opening 
and closing of the self to others—appears 
to be both culturally specific and culturally 
universal (1). But what could explain the si-
multaneous universality and diversity of a 
human drive for privacy? An account of the 
evolutionary roots of privacy may offer an 
answer and teach us about privacy’s digital 
future and how to manage it (2).  

THE EVOLUTIONARY ROOTS OF PRIVACY 
Norms about, opportunities for, and even 
definitions of privacy fluctuate over time 
and, markedly, across cultures. Yet, pri-
vacy-seeking behaviors emerge across 
peoples throughout history and across ge-
ography: from the Greek philosophers of 
the fourth century BCE “discuss[ing] the 
concept of private life” [(3), p. 120], to Chi-
nese thinkers developing “a sharp distinc-
tion between the concepts of public and 
private” by the third century BCE (p. 221); 
from lovers in ancient Rome who would 
need to “borrow the house of an indulgent 
friend” to escape the prying eyes of their 
servants [(4), p. 72], to 1950s Javanese 
culture, where little physical seclusion 
was available and people manifested their 
privacy needs through stiff social interac-
tions (5). Evidence of privacy mores even 

arises from within the ancient holy books 
of monotheistic religions—from the Quran 
to the Talmud to the Bible (6). 

The notion that a concern for privacy 
may thus have evolutionary roots—and ex-
amples supporting it—can be found in the 
writings of leading privacy scholars from 
half a century ago (5, 7). Under this account, 
what we refer to today as privacy evolved 
from physical needs for security and self-
interest. By using signals to assess threats 
and opportunities in their physical prox-
imity, humans and other species enhance 
their chance of survival and evolutionary 
success. In our past, the ability to detect 
and react appropriately to the presence of 
others would have offered an evolutionary 
advantage (for instance, distinguishing kin 
from stranger and adapting behavior ac-
cordingly—from openness to withdrawal, 
from cooperative to protective). In this 
view, the evolutionary advantage of being 
able to process and appropriately react to 
sensorial cues that suggest the presence of 
others is clear. 

Over time, in humans, evolutionary adap-
tation developed more sophisticated forms 
of social cognition. In the case of privacy, 
those developments may have followed vari-
ous possible vectors, balancing the tensions 
between individual freedom and collective 
welfare. In one of them, our ancestral abil-
ity to detect and react to the physical pres-
ence of others adapted into reputation and 
impression management. Barkow (8), for 
example, suggests that the primary evolu-
tionary function of the self could have been 
impression management.  Selecting infor-
mation about oneself to make favorable im-
pressions on others and using reticence and 
withdrawal to “reduce the risk of saying or 
doing something that others might regard 
negatively” [(9), p. 520] are instruments, 
then and now, for such management. 

There may, therefore, be a line connect-
ing the seemingly diverse manifestations 
of privacy across human history: privacy 
as the selective, self-interested opening and 
closing of the self to others (1). This dialec-
tic is a universal characteristic of the hu-
man species. And the boundaries between 
self and others take multiple forms—from 
physical to informational to regulatory. This 

explains the diversity in dimensions, defi-
nitions, and norms regarding privacy over 
time and across the literature. 

The ability to leverage sensorial cues to 
detect others and modulate appropriate re-
sponses is advantageous not just in terms 
of protection from risk, but also extraction 
of benefits. Supporting the evolutionary ac-
count, both dynamics have been observed 
in animal species (5), such as cats seeking 
seclusion under duress (protection against 
risk), and chimps lower in the social hi-
erarchy concealing mating activities or a 
coveted source of food from higher-status 
males (extraction of benefits). Both dynam-
ics are also surprisingly consistent with 
modern economic accounts of informa-
tional privacy as a self-interested process 
of selective sharing: An individual may 
rationally want to share with a marketer 
their interests and preferences, so as to get 
beneficial targeted offers (extraction of ben-
efits), but may not want to share with the 
marketer their willingness to pay for those 
interests, so as to avoid price discrimination 
(protection against risk) (10). 

Sensorial cues that indicate that other 
humans are present still influence how we 
define boundaries between public and pri-
vate. Consider the familiar feeling alerting 
us that someone is staring at us as we were 
lost in thought: a “sense” of privacy, so to 
say. In our own research, we found that par-
ticipants were less likely to divulge sensitive 
personal information in an online survey 
when they visually detected the presence 
of another person, either in the same room 
or—notably—in an adjacent room from 
which that person could not have seen what 
the participant was typing (11). 

A PRIVACY GAP 
And herein lies the problem. If people do 
in fact rely, in part, on sensorial cues to 
navigate privacy choices, the more we tran-
sition from physical to digital interactions, 
the less equipped we may be for informed 
digital privacy decisions. At the extreme, 
offline sensorial cues that we depend upon 
may, online, be absent, subdued, or even in-
tentionally manipulated through so-called 
dark patterns. Thus, privacy (and security) 
responses common in the physical world 
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may be muted or entirely unavailable on-
line. This may explain the specific hurdles 
that we face in protecting privacy online, 
and the surprising observation of seemingly 
careless online behaviors by individuals 
who claim to care about their privacy (5). In 
our nondigital life, Altman (1) noted, behav-
iors that help us manage privacy boundar-
ies are common and ubiquitous. We often 
engage in them with little conscious aware-
ness. We lower our voice during intimate 
conversations and raise it when we want a 
large audience to hear us; we cover a docu-
ment that we are reading to protect it from 
prying eyes, or raise it up and emphatically 
show it when we want to make a point. In-
stead, online, the evolutionary mechanisms 
that Westin (4) and Klopfer and Rubenstein 
(6) identified cannot help us: We do not 
see Google leaning over our shoulders to 
track our sensitive searches; we do not hear 

the US National Security Agency stepping 
closer to listen to our videoconferences. 
Yet, humans may be wired to rely in part 
on those very sensorial cues to assess the 
privacy implications of their behaviors. This 
discrepancy may create a gap, or mismatch, 
in our ability to manage privacy-sensitive 
scenarios in digital realms relative to the 
physical world—a hypothesis we have de-
veloped (11) and that Sharif, Green, and Jet-
tinghoff have also proposed (12). 

This privacy mismatch has distinctive 
features vis à vis other evolutionary mis-
matches of modernity. For example, where 
the mismatch between human-evolved 
physiology and the modern diet arises en-
tirely within physical systems, the very 
boundaries of privacy have evolved with 
the digital transition—from predominantly 
physical to predominantly informational. 
Through that transition, privacy’s role and 
relevance in society have evolved as well—

as has the value that individuals and societ-
ies can harness from personal data. 

This mismatch does not imply that online 
disclosures are inherently damaging. Nor 
should we fall into a naturalistic fallacy of 
elevating senses to be sole arbiters of pri-
vacy decision-making, even online. Rather, a 
privacy mismatch implies that, if the ability 
to regulate privacy boundaries is in an indi-
vidual’s best interest, once that evolution-
arily rooted ability is impaired, individuals 
become vulnerable, online, to new threats. 

We refer, in particular, to ubiquitous in-
stances of microlevel influence on decision-
making which, in the aggregate, shape 
portentous macrolevel dynamics. Although 
offline and online surveillance risks do dif-
fer along numerous dimensions (includ-
ing the likelihood of material harm), the 
privacy mismatch is, in fact, happening 
at the same time as ramifications of in-

formational privacy issues become conse-
quential not merely at the individual but 
at the societal level. Privacy externalities 
(13)—the collective ramifications of indi-
vidual disclosures—are becoming evident, 
as algorithmic personalization spawns filter 
bubbles, amplification of disinformation, 
and political polarization, with implications 
ranging from public health to the safety of 
democratic elections. And though the pri-
vacy mismatch arises from our transition 
to digital interactions, the consequences 
are no longer merely digital, but physical 
as well: Consider the material threats asso-
ciated with “doxxing,” or even episodes of 
genocidal violence fostered by data-driven 
personalization algorithms (14). 

An evolutionary account of privacy pro-
vides the underlying reason why a domi-
nant approach to privacy management in 
the United States—notice and consent—has 
failed to address these problems. Though 

popular with industry, overreliance on no-
tice and consent mechanisms, disjointed 
from baseline privacy safeguards, is ineffec-
tual and can backfire—because we are wired 
to react to privacy invasions viscerally, not 
just deliberatively. Those mechanisms bur-
den individuals with “responsibilization” 
for problems they did not create and cannot 
truly control. Responsibilization also cre-
ates unequal burdens, as it disadvantages 
certain groups more than others: To get the 
most out of notice and consent, for example, 
people need resources—time, education, or 
the economic leverage to not consent to 
unfair policies—which are not equally dis-
tributed across the population. Even con-
siderable regulatory interventions such as 
the General Data Protection Regulation 
(GDPR) in the European Union resulted in 
a proliferation of consent mechanisms that 
burden users with manipulative interfaces 
and implied consent (15). Notice and con-
sent approaches fail to recognize that much 
of our privacy behavior is intuitive and vis-
ceral, rendering them archaic solutions for 
a modern problem. 

USING POLICY TO FOSTER 
AND EMBED PRIVACY TECHNOLOGIES 
So, what should be done? If, as a society, 
we determine that privacy is still valuable 
to us, then to maintain it we should embed 
privacy by default into the fabric of our 
digital systems. We cannot demand that 
people overcome an evolved sense of pri-
vacy strongly reliant on sensorial cues un-
available online. Any approach that places 
not just the ability to choose, but ultimately 
the responsibility to protect, on individu-
als themselves, will—according to this ac-
count—fail. Privacy mismatches will keep 
rising in frequency and importance with 
the growth of the information economy, 
well past the point where any approach re-
lying upon individual responsibility alone 
could contain them (12). Individuals’ per-
sonal information will keep being collected 
across too many instances and vectors for 
our bounded cognitive resources to manage 
efficiently or effectively. And humans will 
keep tuning out even visible signs of elec-
tronic surveillance. 

Attempts to reproduce online the visceral 
cues of the physical world are therefore un-
likely, alone, to solve the problem: An evolu-
tionary mechanism of explanation does not 
necessarily demand an evolutionary mecha-
nism of change. For those same reasons, 
even well-meaning proposals  [such as data 
propertization from economics, nudges from 
behavioral research, and simplified notices 
from usability research (13)], though appeal-
ing, may hardly make a difference absent a 
combination of technology and policy inter-
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ventions that embed privacy safeguards into 
the core of our information systems. 

Consider an analogy. Thanks to con-
tinuous technological improvements, the 
speed and acceleration of car production 
kept growing over time. Once cars reached 
velocities that rendered drivers’ reaction 
times unreliable tools for avoiding colli-
sions, the solution was not to teach driv-
ers to develop faster reaction abilities, 
but rather to develop policy interventions 
(e.g., mandatory safety standards on cars 
for accident avoidance and damage reduc-
tion) and technological fixes (e.g., anti-lock 
braking systems, airbags) that countered 
the challenges arising from other techno-
logical progress. Better safety in cars was 
the result of deliberate policy intervention 
(driving investment in technical and infra-
structural changes), not merely of driver 
education or market forces. In the case of 
privacy, policy intervention can both instill 
baseline safeguards (such as those embed-
ded in the Organization for Economic Co-
operation and Development’s Guidelines on 
the Protection of Privacy and Transborder 
Flows of Personal Data) and foster the de-
ployment of technologies that make those 
safeguards possible without hurting mod-
ern society’s reliance on data. 

Recent decades have, in fact,  not only 
produced a burst of innovation around data 
as a critical asset for economic and societal 
development; they have also generated in-
novations in statistics, cryptography, and 
computer science that may address the chal-
lenges of creeping surveillance. Protocols 
from differential privacy to homomorphic 
encryption to federated learning point at 
the possibility of protecting individuals’ 
privacy while allowing beneficial analytics 
to advance. Tools from artificial intelligence 
and machine learning deployed in privacy 
assistants suggest a future in which com-
puterized agents may represent users’ data 
interests when they interact with services, 
help them evaluate privacy risks, and iden-
tify mismatches between users’ preferences 
and systems settings. These developments 
portend a world where privacy by design is 
possible without undermining the value of 
data. Indeed, economic research suggests 
that data protection is not inherently wel-
fare-decreasing (13), and the use of differen-
tially private algorithms to achieve the dual 
goal of producing accurate statistics while 
protecting privacy is being investigated. 

Yet, we believe that those technologies 
are unlikely to fulfill their promise unless 
they are embedded at the core of our infor-
mation infrastructures. To achieve that, we 
first need to resolve, through policy, an in-
ception problem: Without a policy interven-
tion to support their deployment, the incen-

tives for the vast array of industry players 
who control individuals’ data may be insuf-
ficient to reach a critical mass of adoption, 
and only isolated individual market agents 
would act (13). Returning to the car-safety 
analogy, the externalities of privacy call for 
regulatory intervention, similarly to how 
externalities arising from unsafe driving led 
to policy  responses. 

Privacy legal scholarship has also evolved 
with the times, expanding the notion of pri-
vacy protection from mere control over data 
flows to encompass issues of autonomy and 
protection from bias, and proposing new 
approaches, such as construing data holders 
as data “fiduciaries” who hold legal obliga-
tions to act in the best interests of their cus-
tomers. Those efforts are promising. In our 
view, any regulatory effort genuinely intent 
on addressing the challenges of privacy will 
have to be deliberate in avoiding the pitfall 
of spawning new iterations of ineffectual 
notice and consent mechanisms—which are 
easily gamed (15) and at best provide neces-
sary but insufficient conditions for privacy 
management.  The problems with recent 
legislations like GDPR make the limitations 
of this approach abundantly clear, with con-
sumers fatigued by the constant clicking of 
buttons to waive privacy rights. 

Instead, we argue for regulation that ac-
counts for the richer understanding of pri-
vacy that scholarship has produced (one 
that goes beyond mere control over data 
or user consent) and that concentrates on 
fostering mass-scale deployment of privacy 
technology. Such efforts may include man-
dating products and services c ompliance 
with user-centered privacy technologies 
(including intelligent agents representing 
user interests, and not just preferences); 
incentivizing the usage of privacy-preserv-
ing, analytics-retaining algorithms among 
data holders; and fostering corporate prac-
tices that minimize user burden and the 
likelihood of coercion and manipulation. 
Several alternative paths could achieve 
those objectives—from standards setting 
to coordinated R&D efforts; from leverag-
ing incentives to relying on penalties and 
fines for noncompliance. Regulatory initia-
tives should, therefore, be preceded and ac-
companied by a concerted policy effort to 
promote the development of these tools—by 
which we refer to efforts aimed both at im-
proving technical solutions and analyzing 
their downstream impacts at the individual, 
organizational, and societal levels. 

The history of privacy tells us that the 
drive to maintain a private space may be 
as universal as the drive to commune (and 
that the two drives are in fact intimately re-
lated)—and that humans invariably attempt 
to carve out those spaces even when the 

odds are stacked against them by surveil-
lance, whether digital or physical (13). The 
reason why concerns over privacy endure, 
despite privacy being repeatedly declared 
dead, may be in part cultural and in part 
related to visceral, evolutionary roots. The 
current state of privacy also tells us, how-
ever, that those spaces have become unques-
tionably harder for individuals to manage. 
Solutions that predominantly rely on notice 
and consent mechanisms are inadequate—
because they fail to take into account the 
visceral roots of our sense of privacy and 
thus can be easily gamed by platforms and 
service providers. Understanding and then 
accounting for those ancestral roots of pri-
vacy may be critical to secure its future. j
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FOOD SYSTEMS

B O O K S  e t  a l .

fruits, but Saladino distinguishes himself 
by exposing readers to lesser-known cor-
ners of these categories. Standouts include 
the Australian murnong root, which once 
underpinned aboriginal foodways, and rare 
local fruits lost in the sweep of globalization, 
including the Sicily vanilla orange and the 
Ugandan banana. The author then turns to 
the overlooked backbone of the food system: 
carbohydrates. Here, the reader is treated 
to an interplay of history and 
geography through crops such as 
Kavilca wheat, Orkney barley, and 
Oaxaca corn, complete with stories 
of seed vaults and landraces. 

The breadth of Eating to 
Extinction expands with the ani-
mal section, which is less com-
monly explored territory. Saladino 
reminds us that we have only do-
mesticated 14 animal species, and 
the big five—cattle, goats, pigs, 
sheep, and chickens—provide most 
terrestrial animal protein. I had never thought 
about why we do not eat zebra, but now I 
know they are too aggressive to domesticate. 

This chapter glossed over the ethical issues 
of the animal system. At this point in his-
tory, to uncritically discuss eating a sentient 
creature such as the whale falls flat. The pig 
and bison sections also felt a little rushed, 
but the book comes back to life in the fish 
section, where Saladino poses the paradox of 
the Atlantic salmon (wild fish are extremely 
rare yet farmed salmon are ubiquitous) and 
explores the cultural knowledge being threat-
ened by overfishing of the Mauritania mullet. 

The book’s exploration of vegetable crops is 
a welcome counterpoint to the better-known 

fruit species. Saladino’s discussion of the 
Geechee red pea is the best exploration of the 
interplay between culture and vegetable crops 
since Joel Denker’s The Carrot Purple. As he 
moves on to the Okinawa soybean, we are 
reminded how important soy is in the world 
food system, yet once again, a critical rare va-
riety is tended by a single farmer. 

The book’s pivot to cheese, alcohol, and 
stimulants could appear tacked on, but this 

section includes some of Saladino’s 
strongest cultural messages. 
Readers learn about the devas-
tating impact of war on crops in 
a discussion of criollo cacao and 
wild Ethiopian coffee and how 
the great leap forward in China’s 
pu-erh–producing region of south-
ern Yunnan destroyed some of the 
oldest wild tea trees on the planet. 
Here, I was reminded that I can 
enjoy a nice Stilton from Neal’s 
Yard in Borough Market with a 

sparkling glass of perry only because a hand-
ful of producers took the time and expended 
the energy to resurrect vanishing traditions. 

Eating to Extinction covers such a vast 
swath of time, space, and biology that the epi-
logue is a bit of a letdown with its call to en-
gage with the world of wild local food. There 
was room here to talk about policy and orga-
nized action to protect our culinary heritage, 
particularly at the governmental level. This is 
a minor point, however. Ultimately, Saladino’s 
latest work is an impor tant addition to the ur-
gent study of the foods we know and love and 
to the threats that imperil them. j

10.1126/science.abn1066

Biodiversity, 
food, and 
culture
A loss to one is a loss to all

By Lenore Newman

I
n northern Tanzania near the shore of 
Lake Eyasi, a bird known as the honey-
guide has struck a fruitful bargain with 
the Hadza people. The unassuming olive-
green birds find honey hidden in the 
massive baobab trees that grow nearby, 

but they are no match for the bees. Their 
human collaborators, once led there by the 
birds, smoke the bees into submission. Work-
ing together, bird and human can share the 
spoils. But will this millennia-old cooperation 
come to an end as cattle farming encroaches 
on Hadza land?

Through beautiful stories of nature and 
culture such as this, veteran BBC reporter Dan 
Sa ladino asks critical questions about bio-
diversity loss and the future of food. Eating to 
Extinction is a sprawling wander through the 
world’s food system with an urgent message. 
The modern food system rests on a persistent 
paradox: Although we depend on fewer and 
fewer breeds and cultivars for sustenance—
we source 50% of our calories from just three 
crops: wheat, rice, and corn—we require the 
variety once found in our food species for both 
resilience and joy. Eating to Extinction firmly 
links biodiversity loss to cultural loss. 

The book is a series of variations on a 
theme. After a brief (perhaps too brief ) over-
view of the history of food, it unfolds in short 
acts in which the author elegantly explores 
a food and the people who sustain it. Key 
messages emerge as this narrative unfolds: 
We are rapidly depleting the wild and histor-
ical variation in our foodstuffs, critical ele-
ments of the food system persist only thanks 
to the efforts of a few dedicated individuals, 
and initiatives to bank biological diversity 
are fraught and tenuous. 

Some territory has been covered widely 
before, such as wild foods and domesticated 

Eating to Extinction
Dan Saladino

Farrar, Straus and Giroux, 
2022. 464 pp.

The reviewer is at the Food and Agriculture Institute , 
University of the Fraser Valley, Abbotsford, BC, Canada, and 
the author of Lost Feast: Culinary Extinction and the Future 
of Food (ECW Press, 2019). Email: lenore.newman@ufv.ca

Two Hadza men eat honey from combs in the Gideru Ridge region of Tanzania.
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By Marcia Bécu1,2 and Christian F. Doeller1,2,3

A
n acquaintance comes to mind who 
gets lost after a few turns. Another 
can maintain, as if by magic, a good 
sense of orientation in any setting, 
whether a crowded metropolis or 
deep in the woods. Have you ever 

wondered why people differ so much when 
it comes to wayfinding? Or which brain 
mechanisms allow us to know where we are 
and the way to reach distant locations? 

In Dark and Magical Places, Christopher 
Kemp reviews the major discoveries that 
have built this fascinating re-
search field, from the seminal 
works of psychologist Edward 
C. Tolman, who worshipped 
mazes as the paragon of 
methods to reveal the brain’s 
navigational secrets, to de-
scriptions of the elegant cellu-
lar machinery, scattered across 
the brain, that renders naviga-
tion possible. Throughout the 
book, he tells the stories of the 
technological advances that 
accompanied relevant discov-
eries, from a simple bag of 
flour with holes in it tied to 
subjects while they navigated 
a maze to the most advanced 
virtual reality and neuroimag-
ing techniques.

Through a series of inter-
views with key researchers, 
we learn that the hippocampus, a small 
area hidden deep in the brain, is empow-
ered by place cells, which will always fire 
when we occupy a given location in space. 
By alternating between representations 
of the past (the well-known route), the 
present (where we are now), and the pos-
sible futures (paths that we have not yet 
traveled), place cells are thought to en-
able memory consolidation and mental 

projection through time. Alongside the 
hippocampus, Kemp describes the “usual 
suspects” that form our navigation hub: the 
entorhinal cortex, the metric system that 
contains grid cells, the retrosplenial cortex, 
and much more. He also provides examples 
of clinical cases that help to emphasize the 
subtlety of the brain’s spatial machinery, as 
well as what happens when one piece of the 
network fails. 

Kemp’s quest is not limited to contem-
porary neuroscientific insights; he also em-
barks on a journey through evolutionary 
time. He explains that symbolic thinking, 

long-distance trading, and social connec-
tions helped to distinguish Homo sapiens
from its early contemporaries. Through rich 
and amusing interviews with paleoneurolo-
gists and paleopsychologists, we learn that 
the spreading of modern humans across the 
planet is likely a reflection of our powerful 
spatial abilities—abilities made possible by 
the expansion of the parietal lobe. 

Guided by the need to understand his own 
navigational shortcomings, Kemp charts evi-
dence supporting the influence of both na-
ture and nurture on our wayfinding skills. 
We were not born genetically equal in spatial 
aspects, he reveals. Genetic studies on twins 
have found that spatial skills—both poor 
and strong—are highly heritable and tend to 
cluster in individuals and in single families. 

Kemp concludes with an international 
examination of how cultures, environ-
ments, and languages affect navigation. 
Here, he describes the navigational super-
powers of the Tsimane who navigate the 
Amazon rainforest and the linguistic sin-
gularities of the Tenejapan Mayans. The 
latter, we learn, do not rely on “left” and 
“right” as directional indicators but rather 
use “uphill” or “downhill,” for example, 
“Please pass the cup that is uphill.”

If you, like the author, feel as though you 
are among the “constantly lost,” this book 
will alleviate any feeling of social guilt. It 
also suggests ways to improve. First: Navi-
gate. Spatial memory obeys the “use it or 
lose it” rule, and those of us who are too 

dependent on GPS technolo-
gies may run the risk of los-
ing it. Second: Focus and look 
around. Paying attention to 
your environment is critical 
to successful navigation. Turn 
around, if you can, and have 
a look at your surroundings 
from different perspectives. 
Finally, identify a stable land-
mark and orient yourself rela-
tive to it at all times. 

This tome is no textbook. It 
is designed to be accessible to 
a large audience: Nonscien-
tists will benefit from Kemp’s 
capacity to render vivid repre-
sentations of the complexity 
of living organisms, but sci-
entists, too, are likely to gain 
something from reading this 
book. Kemp offers context, 

both historical and societal, for the sci-
entific discoveries he presents, as well as 
some behind-the-scenes stories, as told to 
him by scientists themselves. 

Spatial cognition is a rich and productive 
research domain, earning John O’Keefe, 
May-Britt Moser, and Edvard I. Moser the 
Nobel Prize in Physiology or Medicine in 
2014 and garnering more than 1000 pub-
lications in 2020, but it is a topic that is 
too prolific to be considered in its entirety. 
Kemp wisely chooses to concentrate in-
stead on the big picture, offering a poetical 
overview of the field that highlights how 
much of the magic the brain uses to rep-
resent space remains to be understood. j

10.1126/science.abn0862
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Lost and found
A lyrical meditation on wayfinding offers cultural context 
and hope for the navigationally challenged

Dark and Magical Places: 
The Neuroscience 
of Navigation
Christopher Kemp
Norton, 2022. 256 pp.

Practice can help those with a poor sense of direction improve their spatial abilities.
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Australia’s biodiversity 
crisis and opportunity
Australia is failing to meet its interna-
tional obligations to conserve its unique 
native biodiversity and ecosystems. Most 
of Australia’s plants and animals are found 
nowhere else on Earth, but since coloni-
zation about 230 years ago, at least 100 
endemic species have been driven to extinc-
tion (1), and 17 ecosystems spanning the 
continent are now showing signs of collapse 
(2). Many more species face the same grim 
fate, with more than 1900 species and eco-
logical communities currently listed as of 
conservation concern (3) under Australia’s 
centerpiece environmental legislation, the 
Environment Protection and Biodiversity 
Conservation Act 1999. Numerous reports 
(4) demonstrate that Australia is simply 
not doing enough to address key threats to 
biodiversity, including land clearing and 
urbanization, invasive species, altered fire 
regimes, pollution, disease, and climate 
change. Despite being a member of the G20, 
Australian federal and state government 
environmental spending is well short of 
what’s required (5) to reverse the nation’s 
biodiversity extinction trajectory.

Edited by Jennifer Sills

L E T T E R S

A stark example of this failure is the 
newly announced priority threatened 
species list. Just 100 threatened species 
(6)—fewer than 6% of the country’s listed 
threatened species—are earmarked for 
conservation attention and AUS $10 mil-
lion of new funding, equating to about 
$100,000 per species. Of Australia’s 
Critically Endangered or Endangered spe-
cies, only 2 of 25 frog species (8%), 
7 of 53 invertebrate species (13.2%), and 
28 of 776 plant species (3.6%) make the 
priority list (3, 6). 

Stronger environmental laws, combined 
with a substantial increase in invest-
ment in environmental and conservation 
spending, will not only benefit Australia’s 
biodiversity but also undoubtedly deliver 
substantial social, cultural, and economic 
benefits (7). The international community 
is moving to implement a new post-2020 
global biodiversity framework, and heads 
of state recently met at the United Na-
tions Climate Change Conference to chart 
a course to avert the climate change crisis 
deepening. Australia must be a leader of 
change, not a laggard.

Euan G. Ritchie
School of Life and Environmental Sciences, 
Centre for Integrative Ecology, Deakin 
University, Burwood, VIC 3125, Australia. 
Email: e.ritchie@deakin.edu.au
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Protect the Amazon’s 
Indigenous lands
The dramatic increase in the Brazilian 
Legal Amazon (BLA) deforestation rates 
since 2019 (1, 2) contrasts with Brazil’s 
goal to achieve zero illegal deforestation 
in 2028 (3). The 2021 BLA official defor-
estation rate was the highest in 15 years. 
The total deforested area in 2021 (13,235 
km2) is 69% above the average annual 
deforestation rate from 2012 to 2021 (4). 
This increase in deforestation affects 
not only private lands but also protected 
areas, including Indigenous lands. 

Indigenous lands act as “shields” 
against deforestation (5). Alarmingly, 
deforestation within these lands is 
increasing. The annual average deforesta-
tion rate within Indigenous lands in the 
past 3 years (419 km2) is 80.9% above the 
average annual rate from 2012 to 2021 (4). 

One example of this noticeable increase 
is the Apyterewa Indigenous land, located 
in the state of Pará. A deforestation 
incursion started in 2018 (6); however, no 
effective law enforcement actions were 
taken to stop land grabbers. Consequently, 
deforestation in Apyterewa spiked in 
2021, accounting for 20.7% of the defores-
tation within all Indigenous lands (4). The 
increase in mining and smoke pollution 
that follows deforestation puts at risk 
Indigenous peoples (7, 8), especially the 
isolated ones. It also violates International 
Labour Organization Convention 169, of 

The Critically Endangered spotted tree frog is not included in Australia’s priority threatened species list.
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which Brazil is a signatory. This agree-
ment guarantees the participation of 
Indigenous peoples in the management 
and conservation of their territories (9). 

The conservation of Indigenous lands 
is paramount for honoring Brazil’s legal 
commitments, maintaining Amazonian 
environmental stability, fighting climate 
change, and guaranteeing traditional 
peoples’ well-being. The existence of laws 
for preserving Amazonian remaining for-
ests and traditional peoples’ rights is not 
enough. Effective law enforcement actions 
are required to protect the last intact and 
preserved Amazon frontiers (10, 11).
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Mining and Brazil’s 
Indigenous peoples 
Mining companies have 3481 requests 
pending with Brazil’s National Mining 
Agency for permission to prospect in the 
country’s Indigenous lands, even though 
it is currently illegal (1). The companies 
submitting the requests will gain priority 
for approval if mining in these areas is 
made legal in the future. The Bolsonaro 
presidential administration has curtailed 
inspections and greatly weakened protec-
tion of Indigenous lands against invasion 
(2). The frequency and scale of assaults on 
Indigenous land, especially from mining, 

have increased greatly (3). Urgent judi-
cial action, or credible threats of judicial 
action, could stop this trend.

On 5 December 2021, investigative 
journalists discovered that Brazil’s federal 
government had authorized seven gold-
mining projects in the “Dog’s Head” (cabeça 
do cachorro), an area inhabited by 23 
Indigenous peoples in the northwestern cor-
ner of the country (4). Brazil’s federal Public 
Ministry initiated an investigation into the 
authorizations, and on 27 December the 
authorizations were canceled (5). The pros-
ecutors in the federal Public Ministry believe 
that the mining authorizations in the Dog’s 
Head were preparation for the opening of 
Indigenous lands throughout Amazonia to 
mining (6), a change that would become 
legal once the National Congress approves a 
bill that would open Indigenous land to min-
ing, dams, and agribusiness (PL 191/2020) 
(7). President Bolsonaro, who submitted 
the bill, has requested special priority for it 
from the coalition of political parties that 
supports him and now controls both houses 
of Congress (8).

More than 20,000 “wildcat” gold miners 
(garimpeiros) have invaded the Yanomami 
Indigenous land, located just northeast of 
the Dog’s Head (9). Both the Yanomami 
Indigenous land and the Dog’s Head are 
also under the threat of corporate min-
ing based on the many pending requests 
for mining licenses. Both of these areas 
contain isolated Indigenous peoples who 
are not in contact with the majority of 
Brazilian society (7). Isolated peoples are 
in particular danger given the insuf-
ficiently protective policies of Brazil’s 
agency for Indigenous affairs (10). On 
8 December 2021, Brazil’s Ministry of 
Women, Family, and Human Rights began 
a process to classify cattle ranchers and 
wildcat gold miners as “traditional peo-
ples,” which would allow them to legally 
remain in conservation units (protected 
areas for biodiversity) and, potentially, in 
Indigenous lands (11). 

Brazil’s Public Ministry must act quickly 
to obtain judicial orders revoking the 
mining clearances. Judicial orders will 
also be needed to induce the presidential 
administration to remove illegal min-
ers from the Yanomami and many other 
Indigenous lands. The countless actions 
of the Bolsonaro presidential administra-
tion in violation of Indigenous rights can 
no longer be ignored by the International 
Criminal Court in The Hague, where mul-
tiple cases remain pending (12). 
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TECHNICAL COMMENT ABSTRACTS
Comment on “The influence of juvenile dino-
saurs on community structure and diversity”
Roger B. J. Benson, Caleb M. Brown, Nicolás E. 
Campione, Thomas M. Cullen, David C. Evans, 
Lindsay E. Zanno 
Schroeder et al. (Reports, 26 February 
2021, p. 941) reported a size gap among 
predatory dinosaur species. We argue 
that the supporting dataset is skewed 
toward Late Cretaceous North America 
and that the gap was likely absent during 
other intervals in most geographic regions. 
We urge broader consideration of this 
hypothesis, with quantitative evaluation of 
preservational and dataset biases.
Full text: dx.doi.org/10.1126/science.abj5976

Response to Comment on “The influence 
of juvenile dinosaurs on community structure 
and diversity”
Katlin M. Schroeder, S. Kathleen Lyons, 
Felisa A. Smith 
The analysis of dinosaur ecology hinges 
on the appropriate reconstruction and 
analysis of dinosaur biodiversity. Benson 
et al. question the data used in our analysis 
and our subsequent interpretation of the 
results. We address these concerns and 
show that their reanalysis is flawed. Indeed, 
when occurrences are filtered to include 
only valid taxa, their revised dataset 
strengthens our earlier conclusions. 
Full text: dx.doi.org/10.1126/science.abj7383
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coronavirus 2 (SARS-CoV-2) 
strains highlights the importance 
of identifying antigen-binding 
monoclonal antibodies rapidly 
and accurately. Existing meth-
odologies are time-consuming 
and laborious. Antanasijevic et 
al. used detailed cryo–electron 
microscopy structural analysis 
of serum containing polyclonal 
antibodies binding to an HIV 
antigen in combination with next-
generation sequencing of B cell 
receptors to identify HIV-specific 
monoclonal antibodies. The novel 
sequences identified from the 
polyclonal serum were vali-
dated using antigen binding and 
structural assays. This approach 
requires that B cell receptor 
sequences are available at the 
same time that serum is collected 

MOLECULAR MOTORS

Biphasic regulation of 
kinesin-1 by MAP7
Motor proteins are differentially 
regulated by microtubule-
associated proteins (MAPs) 
to deliver intracellular cargos 
to their destinations. MAP7 
recruits the molecular motor 
kinesin-1 to microtubules and 
activates subsequent motility, 
but the underlying mechanism 
is unclear. Using cryo–electron 
microscopy, Ferro et al. deter-
mined a near-atomic structure of 
MAP7 on the microtubule. They 
found that the microtubule-
binding site of MAP7 overlaps 
with kinesin. However, by tether-
ing kinesin-1 to the microtubule, 
the MAP7 projection domain 

enabled the motor to diffuse to 
available sites on microtubules 
partially decorated by MAP7. 
These results reveal the mecha-
nistic basis of MAP7-mediated 
activation of kinesin motility 
despite their competing binding 
to tubulin. —SMH

Science, abf6154, this issue p. 326

SOLAR CELLS

Tailoring tin oxide layers
Mesoporous titanium dioxide is 
commonly used as the electron 
transport layer in perovskite solar 
cells, but electron transport layers 
based on tin(IV) oxide quantum 
dots could be more efficient, with 
a better-aligned conduction band 
and a higher carrier mobility. Kim 
et al. show that such quantum 

dots could conformally coat a 
textured fluorine-doped tin oxide 
electrode when stabilized with 
polyacrylic acid. Improved light 
trapping and reduced nonradiative 
recombination resulted in a certi-
fied power-conversion efficiency 
of 25.4% and high operational sta-
bility. In larger-area minimodules, 
active areas as high as 64 square 
centimeters maintained certified 
power conversion efficiencies of 
more than 20%. —PDS

Science, abh1885, this issue p. 302

STRUCTURAL BIOLOGY

Identifying ideal 
monoclonal antibodies
The emergence of new severe 
acute respiratory syndrome P
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Protecting connectivity 
between regions is important 

for maintaining biodiversity and 
ecosystem services in coral reefs, 

such as this one in Indonesia.

CORAL REEFS

Protecting connectivity

C
oral reefs are highly threatened by climate change and human pressure. Recent research has 
focused extensively on how to protect reefs from these impacts, but a fact that is often missed is 
that reefs are not isolated systems. Fish and coral larvae are actively exchanged across regions, 
and some reefs supply more whereas others receive more. Fontoura et al. looked at the source/sink 
dynamics of reefs globally and found that maintaining these networks, including dispersal corridors, 

is essential for biodiversity conservation and sustainable fisheries. Furthermore, they found that the 
majority of key source reefs and corridors remain unprotected. —SNV   Science, abj8432, this issue p. 336

RESEARCH
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PHASE TRANSITION

On the nucleation of 
quasicrystals
Quasicrystal structures are 
solids with symmetries of their 
atomic arrangements that are 
forbidden for periodic crys-
tals. Despite decades of active 
research on quasicrystals and 

their discovery in nature, the 
mechanism of quasicrystal 
nucleation remains unclear. 
Using high-index saddle 
dynamics applied to a Landau 
free-energy functional, Yin et al. 
obtained an interesting picture 
of critical nuclei and minimum 
energy paths that could shed 
light on how quasicrystals 

for structural analysis and will 
prove valuable in situations in 
which there is rapid development 
of antibody-escape variants to 
known pathogens such as HIV or 
SARS-CoV-2. — PAM

Sci. Adv. 10.1126/sciadv.abk2039 

(2022).

CORONAVIRUS

Veterans’ virus affairs
The US Department of Veterans 
Affairs (VA) provides life-long 
health care to military person-
nel, and VA data offer a unique 
resource for public health surveil-
lance in the United States. Cohn 
et al. examined data from over 
780,000 individuals to track the 
effects of vaccination rollout as 
the Delta variant of severe acute 
respiratory syndrome coronavirus 
2 (SARS-CoV-2) emerged in the 
United States between February 
and September of 2021. Although 
messenger RNA (mRNA) and 
viral vector vaccines have 
effectively prevented clinically 
significant disease, SARS-CoV-2 
Delta transmission has surged. 
Vaccine breakthrough infections 
have predominated in those given 
the viral vector vaccine but also 
occur among those given mRNA 
vaccines. By September 2021, 
the protection offered by the viral 
vector vaccine during the study 
declined to about 13% against 
infection and to about 50% 
against death. Unvaccinated indi-
viduals remained at the highest 
risk of infection, severe disease, 
and death. —CA

Science, abm0620, this issue p. 331

PLANT SCIENCE

Block to polyspermy
The next generation needs 
enough, but not too many, nuclear 
genomes. Zhong et al. show 
how the small mustard plant 

Edited by Caroline Ash 
and Jesse Smith

IN OTHER JOURNALS
Arabidopsis both blocks poly-
spermy and adds second-chance 
insurance when the first fertiliza-
tion effort goes awry. Signals from 
the synergid cells in the female 
gametophyte invite a nearby 
pollen tube, which secretes 
peptides to block other pollen 
tubes from tagging along. The 
blockade persists as the pollen 
tube grows to its target. If the pol-
len tube successfully releases its 
pair of sperm (plants have a dual 
fertilization system), the pollen 
tube’s signaling system fades to 
silence. If the female gametophyte 
successfully receives the sperm 
nuclei, invitational signals from 
the synergid cells also fade to 
silence. If, however, fertilization 
fails, the persistent signal from the 
synergid cells continues to attract 
pollen tubes and, because pollen 
tube rupture silenced the first 
pollen tube’s block to polytuby, 
secondary pollen tubes are able 
to give another try at fertilization. 
—PJH

Science, abl4683, this issue p. 290

CANCER

A Yes to new therapies?
Patients with hepatocellular carci-
noma (HCC) have few therapeutic 
options. The transcriptional coact-
ivators YAP/TAZ are implicated 
in HCC development, although 
mutations in their genes are not 
associated with disease. Guégan 
et al. show that the activity of the 
tyrosine kinase Yes upstream 
of YAP/TAZ promotes HCC cell 
proliferation and tumor develop-
ment in a manner dependent on 
the phosphorylation and nuclear 
translocation of YAP/TAZ. Data 
from HCC patients showed that 
increased Yes activity, rather than 
mutations in Yes or increased Yes 
abundance, was correlated with 
poor survival. —JFF

Sci. Signal. 15, eabj4743 (2022). 
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Porphyromonas gingivalis, shown here in a computer-created illustration, 
associates with periodontal disease and disrupts antiviral defenses.

HOST DEFENSE

Biting into antiviral defense?

T
he oral bacterium Porphyromonas gingivalis has been 
implicated in periodontal disease, and Rodriguez-
Hernandez et al. report that it can also interfere with 
host antiviral responses in mice. The bacterium disrupts 
interferon (IFN)-l production by oral epithelial cells 

by the downregulation of IFN-activating transcription fac-
tors. Moreover, P. gingivalis promotes insensitivity to IFN 
by enhancing the proteolytic degradation of IFN recep-
tors. Finally, P. gingivalis levels correlate with suppressed 
IFN responses in human oral tissues. Future studies will be 
needed to tease out whether P. gingivalis overabundance has 
clinically relevant effects on viral infection and transmission. 
—STS   Proc. Natl. Acad. Sci. U.S.A. 118, e2105170118 (2021).

Microscopy image of an Arabidopsis pistil fi lled with pollen tubes stretching from 
pollen grains (far right) toward individual ovules.IM
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emerge from the crystalline 
phase. The proposed methodol-
ogy is general and applicable 
to other physical systems 
undergoing first-order phase 
transitions. —YS

Proc. Natl. Acad. Sci. U.S.A. 118, 

2106230118 (2021).

CELL METABOLISM

Probing the TCA cycle
The tricarboxylic acid (TCA) 
cycle is key to cellular metabo-
lism, being responsible for 
generating ATP, the energy 
source for cellular processes. 
In addition, the TCA cycle 
produces precursors for 
synthesizing other biological 
molecules, including nones-
sential amino acids. Despite 
its central role, the conse-
quences of TCA dysfunction are 
poorly understood. Ryan et al.
investigated the consequences 
of inhibiting the TCA cycle in 

murine kidney epithelial cells by 
either inhibiting or ablating two 
key enzymes. The authors moni-
tored the effects of disruption 
using metabolomics, transcrip-
tomics, and proteomics. An 
impaired TCA cycle alters amino 
acid and redox metabolism and 
activates the integrated stress 
response of the cell to rewire 
transcription and translation 
and compensate for the amino 
acid and redox stress. —VV

eLife 11, e72593 (2021).

STEM WORKFORCE 

Retention over 
recruitment
Retention in academia 
remains a persistent barrier to 
proportional representation. 
Shaw et al. used 25 years of 
National Science Foundation 
data on the racial and 
ethnic composition of 

STEM academics, from 
undergraduates to tenured 
professors, to construct a 
null model of ethnic and 
racial representation in the 
US science community. 
Comparisons between the 
null model and current 
representation allowed them 
to measure the effects of 
retention while controlling 
for recruitment at different 
academic stages. Their results 
show that failed retention, 
occurring at different 
stages depending on race 
and ethnicity, negatively 
affected Black, Indigenous, 
and Hispanic scholars the 
most. A substantial drop in 
racial/ethnic representation 
between students (graduate 
and undergraduate) and 
researchers (postdocs and 
faculty) was found, suggesting 
that recruiting diverse students 
is not enough, and an increased 

focus on inclusion/retention is 
needed. —MMc

PLoS ONE 16, e0259710 (2021).

ORGANIC CHEMISTRY

Copper lights up 
acid coupling
Carboxylic acids are relatively 
abundant feedstocks for the 
preparation of more elaborate 
compounds in fine chemical, 
pharmaceutical, and agro-
chemical synthesis. Recently, 
transformation of these acids 
into redox-active esters has 
enabled efficient coupling 
chemistry using light-activated 
catalysts. Li et al. report that 
a simple copper salt can take 
the place of both the ester 
group and the catalyst, single-
handedly oxidizing the acid for 
decarboxylative coupling under 
blue light. A variety of sulfon-
amides, amides, and alcohols 
served as effective coupling 
partners. —JSY 

Nat. Chem. 10.1038/s41557-021-

00834-8 (2022). 

CELL TRACKING

Let ELEPHANT do 
the work
Tracking individual cells and their 
progeny through development is 
a labor-intensive and technically 
challenging task, and it often 
takes months to analyze a single 
dataset. Sugawara et al. describe 
a setup they call efficient learning 
using sparse human annota-
tions for nuclear tracking 
(ELEPHANT), which performs 
cell tracking in three dimen-
sions (3D) with minimal user 
input. ELEPHANT optimizes 
incremental deep learning using 
sparse annotations to detect 
nuclei in 3D and then links these 
nuclei through time in 4D image 
datasets. ELEPHANT success-
fully tracked cell lineages during 
embryonic development in nem-
atodes, during limb regeneration 
in a crustacean, as well as in 
human intestinal organoids and 
breast carcinoma cells. All in all, 
data analysis time was reduced 
from months to weeks. —SMH

eLife 11, e69380 (2022). A
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SOCIAL MEDIA

Does Twitter bend to the Right?

C
oncerns are increasing about political polarization and its potential for causing widespread 
social disruption in a world also facing environmental disruption. Political discussions form 
the bulk of exchanges on the social media platform Twitter. In 2016, Twitter introduced 
machine learning for ranking content tuned to individual preferences. Huszár et al. 
investigated whether this new mode of content provision selectively amplifies political 

flavors. This long-term experiment includes a control group free of algorithmic personalization. In 
tweets made by elected politicians from six of the seven countries studied, it appears the political 
Right had a louder voice than any other persuasion. Meanwhile, Levin et al. introduce recent 
interdisciplinary research, drawing inspiration from evolutionary theory and systems science, 
to explore the influences reshaping global politics in potentially dangerous directions. —CA   

Proc. Natl. Acad. Sci. U.S.A. 119, e2025334119 (2022); 118, e2116950118 (2021).

http://science.org
http://ISTOCK.COM
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CORONAVIRUS

Evasive maneuvers by 
the spike protein
Throughout the course of the 
COVID-19 pandemic, variants 
have arisen in the severe acute 
respiratory syndrome coronavi-
rus 2 (SARS-CoV-2) virus that 
increase infectivity or reduce 
its susceptibility to existing 
antibodies. Nabel et al. focus on 
mutations in the spike protein, 
which is found on the viral 
surface and is responsible for 
binding and entering host cells, 
and show that the structure 
exhibits plasticity in resisting 
neutralizing antibodies. Working 
with pseudoviruses, the authors 
identify combinatorial mutations 
that might lead to resistance. 
They identify an antibody that 
neutralizes a pseudotype with a 
highly mutated spike, but also 
show that SARS-CoV-2 can 
acquire a glycan to escape this 
neutralization. Understanding 
the consequences of changes in 
the antigenic landscape of the 
spike protein is important if we 
are to rapidly respond to new 
variants of concern. —VV

Science, abl6251, this issue p. 282

PROTEIN DESIGN

Designing dynamic 
protein complexes
Protein complexes play 
important roles in biological 
processes, and many complexes 
are dynamic, with subunits 
exchanging to facilitate dif-
ferent functions. It has been 
challenging to design stable and 
soluble monomeric proteins that 
reversibly associate into hetero-
oligomers. Sahtoe et al. used a 
strategy called implicit negative 
design to construct proteins 
with interaction interfaces that 
drive association with a selected 
partner but not self-association. 
The resulting designs are stably 
folded in solution and provide 
the modules for assembly into a 
wide variety of complexes. They 
can be functionalized, allowing 

target proteins to be displayed 
in defined geometries, and com-
plex subunits can be exchanged 
by varying the available concen-
trations of components. —VV

Science, abj7662, this issue p. 283

SYNTHETIC BIOLOGY

Building synthetic cell 
fate selection
An important goal for synthetic 
biology is to establish control 
systems that allow the direc-
tion of cells into multiple stable 
states, much like biological 
signaling systems do during 
organismal development. Zhu et 
al. devised a system that allows 
such control through designed 
zinc finger transcription factors 
that interact with one another 
through homo- and heterodi-
merization and can be regulated 
by small molecules that control 
dimerization and stability of 
the transcription factors (see 
the Perspective by Kunze and 
Khalil). Mathematical modeling 
allowed computational predic-
tion of the system’s behavior, 
and the introduction of three 
designed transcription factors 
in cultured mammalian cells 
allowed direction of the cells 
into seven distinct, stable states. 
Understanding such multistabil-
ity is useful in synthetic biology 
and can help to determine its 
roles in development and dis-
ease processes. —LBR

Science, abg9765, this issue p. 284;

see also abn6548, p. 262

ATTOSECOND SCIENCE

Coherent electron motion 
in real time
Charge transfer plays a funda-
mental role in many chemical 
and biological processes, yet 
many important questions about 
its mechanics at the electronic 
level remain unanswered. Recent 
development of attosecond x-ray 
free-electron laser sources have 
enabled site-specific valence 
excitations in molecular systems 

on a time scale shorter than 
the natural charge dynamics. 
Li et al. use this technology to 
produce coherent superposi-
tions of core-excited states in 
the model molecule nitric oxide, 
which is composed of biorel-
evant atoms. The authors map 
the time-dependent current of 
the Auger-Meitner emission by 
means of an angular streaking 
measurement. The present work 
demonstrates the ability to use 
x-ray free-electron lasers for 
exploring electronic coherences 
in the charge transfer on the 
attosecond time scale. —YS

Science, abj2096, this issue p. 285

MULTIPLE SCLEROSIS

Stronger evidence for 
viral connection
Multiple sclerosis is a chronic 
demyelinating disease of the 
central nervous system. The 
underlying cause of this disease 
is not known, but Epstein-Barr 
virus is thought to be a possible 
culprit. However, most people 
infected with this common 
virus do not develop multiple 
sclerosis, and it is not feasible to 
directly demonstrate causa-
tion of this disease in humans. 
Using data from millions of US 
military recruits monitored over 
a 20-year period, Bjornevik et al. 
determined that Epstein-Barr 
virus infection greatly increased 
the risk of subsequent multiple 
sclerosis and that it preceded 
the development of disease, 
supporting its potential role in 
the pathogenesis of multiple 
sclerosis (see the Perspective by 
Robinson and Steinman). —YN

Science, abj8222, this issue p. 296;

see also abm7930, p. 264

PEROVSKITES

Perovskite nanocrystals 
under glass
Perovskite nanocrystals (PNCs) 
such as cesium lead triiodide 
(CsPbI3) can display bright 
photoemission with narrow 

linewidths for display appli-
cations, but their long-term 
stability requires passivation 
and encapsulation steps after 
synthesis in solution. Sun et 
al. created three-dimensional 
arrays of PNCs in doped metal 
oxide glasses using ultrafast 
laser pulses that caused local 
melting and subsequent crystal-
lization. They tuned the bandgap 
of PNCs and their photolumi-
nescence between 480- and 
700-nanometer wavelengths by 
transforming the composition 
from CsPb(Cl1-xBrx)3 to CsPbI3. 
These encapsulated PNCs exhib-
ited long-term stability after 
prolonged heating or organic 
solvent and ultraviolet light 
exposure. —PDS

Science, abj2691, this issue p. 307

SOCIAL PSYCHOLOGY

A kiss tells the tale
Young humans are remarkably 
helpless, relying entirely on the 
adult humans around them for 
survival. However, not all adults 
are as invested in the care of a 
particular child, and there is ben-
efit in being able to determine 
from a very young age which 
relationships are close. Thomas 
et al. tested young children and 
infants to determine whether 
they were able to identify close, 
or “thick,” relationships based 
on whether individuals partici-
pated in activities that involve 
sharing saliva, such as eating, 
kissing, or sharing utensils (see 
the Perspective by Fawcett). The 
children expected relationships 
like these to be closer than other 
relationships, indicating that 
they can distinguish closeness 
very early in life. —SNV

Science, abh1054, this issue p. 311;

see also abn5157, p. 260

RESEARCH TECHNOLOGY

 Sorting cells by 
intracellular features
Fluorescence-activated cell 
sorting, reported in Science 52 
years ago, has revolutionized 

http://science.org
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biomedical research, giving 
us the ability to isolate cells 
according to the expression of 
labeled proteins. So far, however, 
flow cytometric cell sorting has 
been blind to spatial processes 
such as intracellular protein 
localization, which is tradition-
ally measured using microscopy. 
Schraivogel et al. combined 
ultrafast microscopy and image 
analysis with a flow cytometric 
cell sorter to unlock spatial 
phenotypes for high-throughput 
sorting applications. The authors 
show how this technology can be 
used to rapidly isolate cells with 
complex cellular phenotypes and 
how it can accelerate genome-
wide microscopy-based CRISPR 
screening. —DJ

Science, abj3013, this issue p. 315

2D MATERIALS

Following a crossover
Superfluidity in fermionic sys-
tems occurs through the pairing 
of fermions into bosons, which 
can undergo condensation. 
Depending on the strength of 
interactions between fermions, 
the pairs range from large and 
overlapping to tightly bound. 
The crossover between these 
two limits has been explored 
in ultracold Fermi gases. Liu et 
al. observed the crossover in 
an electronic system consist-
ing of two layers of graphene 
separated by an insulating 
barrier and placed in a mag-
netic field (see the Perspective 
by Morgenstern and Goerbig). 
In this two-dimensional (2D) 
system, the pairs were excitons 
formed from an electron in one 
layer and a hole in the other. The 
researchers used magnetic field 
and layer separation to tune 
the interactions and detected 
the signatures of superfluidity 
through transport measure-
ments. —JS

Science, abm3770, this issue p. 321;

see also abn2049, p. 263

T CELLS

Looping in FoxP3
The identity and function of T 
regulatory cells (Tregs) relies on 
the activity of the transcription 
factor FoxP3, but its precise 

mechanism of action in control-
ling Treg-specific gene expression 
is not well understood. Using 
chromatin conformation 
capture with immunoprecipita-
tion, Ramirez et al. mapped the 
enhancer-promoter architecture 
of conventional CD4+ T cells and 
Tregs and then identified FoxP3-
interacting enhancer-promoter 
loops (EPLs). FoxP3 interacted 
with EPLs at core Treg signature 
genes and was associated with 
increased enhancer-promoter 
connectivity, whereas genetic 
inactivation of FoxP3 resulted 
in decreased H3K27Ac looping 
at the same loci. These results 
provide insight into FoxP3’s inter-
actions with EPLs and support 
a model in which FoxP3 directly 
regulates the expression of 
many of its target genes through 
enhancer-promoter connections. 
—CO

Sci. Immunol. 6, eabj9836 (2022).

MUSCLE DISEASE

T cell–independent 
muscle loss
Although recent data suggest 
the involvement of autoimmune 
mechanisms in the pathophysi-
ology of sporadic inclusion body 
myositis (IBM), the role of T cell–
mediated autoimmunity remains 
to be elucidated. Britson et al. 
developed a humanized xeno-
graft rodent model of IBM that 
recapitulates the main hallmarks 
of the disease. The authors 
showed that T cell depletion was 
able to reduce major histocom-
patibility complex class I (MHC-I) 
upregulation within myofibers 
but did not reduce pathology of 
the transcriptional protein TDP-
43 or rimmed vacuole formation. 
The results indicate that in this 
xenograft model, loss of TDP-43 
function and muscle degenera-
tion in IBM occur independently 
of T cell infiltration. —MM

Sci. Transl. Med. 14, eabi9196 (2022).

CORONAVIRUS

Neurologic effects 
of COVID-19
Although predominantly a 
respiratory virus, it has become 

clear that severe acute respira-
tory syndrome coronavirus 2 
(SARS-CoV-2) can affect numer-
ous organ systems, including 
the brain. Those with acute 
COVID-19 report various neuro-
psychiatric syndromes that can 
persist, and new symptoms can 
develop in those with so-called 
Long Covid. In a Perspective, 
Spudich and Nath discuss the 
neurological symptoms that 
seem to come with SARS-CoV-2 
infection and the possible 
mechanisms, including neuroin-
flammation, autoimmunity, and 
vascular dysfunction, that are 
also associated with increased 
risk of stroke. It is important 
to understand the underlying 
pathology of neurological dys-
function caused by SARS-CoV-2 
infection to prevent possible 
long-term sequelae. —GKA

Science, abm2052, this issue p. 267

SEXUAL SELECTION

The power of choice
In his book The Descent of Man, 
and Selection in Relation to Sex, 
Darwin proposed the concept of 
sexual selection, specifically that 
the vagaries of choice during 
reproduction could also shape 
patterns of adaptation—and 
thus evolution. Despite this 
groundbreaking thinking, his 
Victorian ideas about women 
affected his ability to see just 
how influential mate choice, 
especially from the female side, 
could be. Rosenthal and Ryan 
review progress that has been 
made in this area in the 150 
years since Darwin first pro-
posed sexual selection, paying 
special attention to how more 
equitable thinking has led to 
significant scientific advances in 
our understanding. —SNV

Science, abi6308, this issue p. 281
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Sexual selection and the ascent of women:

Mate choice research since Darwin

Gil G. Rosenthal* and Michael J. Ryan*

BACKGROUND: Charles Darwin’s Descent of

Man, and Selection in Relation to Sex tackled

the two main controversies arising from the

Origin of Species: the evolution of humans

from animal ancestors and the evolution of

sexual ornaments.Most of the book focuses on

the latter, Darwin’s theory of sexual selection.

Research since supports his conjecture that

songs, perfumes, and intricate dances evolve

because they help secure mating partners.

Evidence is overwhelming for a primary role

of both male and female mate choice in

sexual selection—not only through premating

courtship but also through intimate interac-

tions during and long after mating.

But what makes one prospective mate more

enticing than another? Darwin, shaped by mi-

sogyny and sexual prudery, invoked a “taste for

the beautiful” without speculating on the ori-

gin of the “taste.” How to explain when the

“finalmarriage ceremony” is between two rams?

What of oral sex in bats, cloacal rubbing in

bonobos, or the sexual spectrum in humans, all

observable in Darwin’s time? By explaining de-

sire through the lens of those male traits that

caught his eyes and those of his gender and

culture, Darwin elided these data in his theory

of sexual evolution.

Work since Darwin has focused on how

traits and preferences coevolve. Preferences

can evolve even if attractive signals only pre-

dict offspring attractiveness, but most atten-

tion has gone to the intuitive but tenuous

premise that mating with gorgeous partners

yields vigorous offspring.

By focusing on those aspects of mating pre-

ferences that coevolve with male traits, many

of Darwin’s influential followers have followed

the same narrow path. The sexual selection

debate in the 1980swas framed as “good genes

versus runaway”: Do preferences coevolve with

traits because traits predict genetic benefits,

or simply because they are beautiful? To the

broader world this is still the conversation.

ADVANCES: Even as they evolve toward ever-

more-beautiful signals and healthier offspring,

mate-choice mechanisms and courter traits

are locked in an arms race of coercion and re-

sistance, persuasion and skepticism. Traits

favored by sexual selection often do so at the

expense of chooser fitness, creating sexual con-

flict. Choosers then evolve preferences in re-

sponse to the costs imposed by courters.

Often, though, the current traits of courters

tell us little about how preferences arise. Sen-

sory systems are often tuned to nonsexual cues

like food, favoring mating signals resembling

those cues. And preferences can emerge sim-

ply from selection on choosing conspecifics.

Sexual selection can therefore arise fromchooser

biases that have nothing to do with ornaments.

Choice may occur before mating, as Darwin

emphasized, but individuals mate multiple

times and bias fertilization and offspring care

toward favored partners. Mate choice can thus

occur in myriad ways after mating, through

behavioral, morphological, and physiological

mechanisms.

Likeotherbiological traits,matingpreferences

vary among individuals and species alongmul-

tiple dimensions. Some of this is likely adapt-

ive, as different individuals will have different

optimal mates. Indeed, mate choice may be

more about choosing compatible partners than

picking the “best”mate in the absolute sense.

Compatibility-based choice can drive or rein-

force genetic divergence and lead to speciation.

The mechanisms underlying the “taste for

the beautiful” determine whether mate choice

accelerates or inhibits reproductive isolation.

If preferences are learned from parents, or

covary with ecological differences like the sen-

sory environment, then choice can promote

genetic divergence. If everyone shares prefer-

ences for attractive ornaments, then choice

promotes gene flow between lineages.

OUTLOOK: Two major trends continue to shift

the emphasis away from male “beauty” and

toward how and why individuals make sexual

choices. The first integrates neuroscience, ge-

nomics, and physiology.We need not limit our-

selves to the feathers and dances that dazzled

Darwin, which gives us a vastly richer picture

of mate choice. The second is that despite per-

sistent structural inequities in academia, a

broader range of people study a broader range

of questions.

This new focus confirms Darwin’s insight

that mate choicemakes a primary contribution

to sexual selection, but suggests that sexual

selection is often tangential to mate choice.

This conclusion challenges a persistent belief

with sinister roots, whereby mate choice is all

about male ornaments. Under this view, fe-

males evolve to prefer handsome males who

provide healthy offspring, or alternatively, to

express flighty whims for arbitrary traits. But

mate-choicemechanisms also evolve for a host

of other reasons

Understanding mate choice mechanisms is

key tounderstandinghowsexual decisionsunder-

lie speciation and adaptation to environmental

change. New theory and technology allow us to

explicitly connect decision-making mechanisms

with their evolutionary consequences. A century

and a half after Darwin, we can shift our focus

to females and males as choosers, rather than

the gaudy by-products of mate choice.▪

RESEARCH

SCIENCE science.org 21 JANUARY 2022 • VOL 375 ISSUE 6578 281

The list of author affiliations is available in the full article online.

*Corresponding author. Email: gil.rosenthal@unipd.it
(G.G.R.); mryan@utexas.edu (M.J.R.)
Cite this article as G. G. Rosenthal, M. J. Ryan, Science 375,
eabi6308 (2022). DOI: 10.1126/science.abi6308

READ THE FULL ARTICLE AT

https://doi.org/10.1126/science.abi6308

Mate choice mechanisms across domains of life.

Sensory periphery for stimulus detection (yellow),

brain for perceptual integration and evaluation

(orange), and reproductive structures for postmating

choice among pollen or sperm (teal).IL
L
U
S
T
R
A
T
IO
N
:
K
E
L
L
IE

H
O
L
O
S
K
I/
S
C
IE
N
C
E

http://science.org
mailto:gil.rosenthal@unipd.it
mailto:mryan@utexas.edu
https://doi.org/10.1126/science.abi6308


REVIEW
◥

SEXUAL SELECTION

Sexual selection and the ascent of women:

Mate choice research since Darwin

Gil G. Rosenthal1,2* and Michael J. Ryan3,4*

Darwin’s theory of sexual selection fundamentally changed how we think about sex and evolution. The

struggle over mating and fertilization is a powerful driver of diversification within and among species.

Contemporaries dismissed Darwin’s conjecture of a “taste for the beautiful” as favoring particular mates

over others, but there is now overwhelming evidence for a primary role of both male and female mate choice

in sexual selection. Darwin’s misogyny precluded much analysis of the “taste”; an increasing focus on

mate choice mechanisms before, during, and after mating reveals that these often evolve in response to

selection pressures that have little to do with sexual selection on chosen traits. Where traits and preferences

do coevolve, they can do so whether fitness effects on choosers are positive, neutral, or negative. The

spectrum of selection on traits and preferences, and how traits and preferences respond to social effects,

determine how sexual selection and mate choice influence broader-scale processes like reproductive

isolation and population responses to environmental change.

O
ne hundred and fifty years ago, Charles

Darwin published his second great book,

The Descent of Man, and Selection in

Relation to Sex (1). Darwin’s book on

sexual selection is traditionally viewed

as a supplement to On the Origin of Species,

tackling two distinct topics from his theory

that were steeped in controversy. The societal

influence of The Descent of Man, and Selection

in Relation to Sex has perhaps been as far-

reaching as Darwin’s natural selection book.

Although our descent from a nonhuman an-

cestor is settled science, sexual selection—

specifically throughmate choice—continues to

fascinate (2) and frustrate (3).

Mate choice: The fuzzy center of

DarwinÕs theory

This sesquicentennial offers an appropriate

time to reevaluate “Darwin’s really dangerous

idea” (4). Darwin’s evolutionary science and

abolitionist politics (5) were animated by the

“contingent fact” of human equality (6). Pub-

lished on the heels of the US war to abolish

slavery, The Descent of Man, and Selection in

Relation to Sex (The Descent) is perhaps the

best anyone could have done on this score

given that Darwin was steeped in the struc-

tural racismof his time, tribe, and place. Darwin

believed in the manifest superiority of white

Anglo-Saxon Protestants and the inferiority of

“savages” like the Fuegians. Critically, however,

Darwin emphasizes that this superiority stems

from factors that are (largely) not immuta-

ble, but rather dependent on culture and en-

vironment. He cites his personal experiences

with Orundellico (“Jemmy Button”) and John

Edmonstone—“civilized” men from savages

and slaves—to reinforce his point that herita-

ble differences existed between ethnic groups

but were largely due to the caprices of sexual

selection acting on human populations.

As detailed in Richards (7), Darwin’s sexual

selection was a revolutionary tool to take on

both the theological racismof polygenist creat-

ionists like Louis Agassiz, who posited separate-

and-unequal Creations on each continent,

along with the pseudoscientific racism of his

white scientific contemporaries, who argued

for the essential inferiority of Black and Brown

people. In the first third of The Descent, Darwin

argues that we all share a recent common an-

cestor and that our mental and moral differ-

ences are largely the product of culture and

environment. In two chapters near the end,

he argues that our physical differences—skin

color, hair, and so forth—are just superficial

by-products of sexual selection. These two

parts of The Descent add up to a scientific case

for, if not equality among humans, enough

brotherhood amongmen to put chattel slavery

beyond the moral pale even in a forthrightly

white-supremacist society (7).

There is a lively debate over the nature and

extent of Darwin’s racism (8). By contrast,

Darwin’s essentialist misogyny—his belief that

women were immutably inferior to men—is

unambiguous. Here, Darwin argues for sexual

selection not as a force driving superficial dif-

ferences among groups, but rather as the

driving force for the biological supremacy of

males: “hence man has ultimately become

superior to woman” [1), p. 565]. As we detail

below, Darwin’s dismissal of female agency

(9) and promiscuity (10) continues to shadow

the field of sexual selection. Yet the broad logic

of Darwin’s theory stands today:

Sexual selection depends on the success

of certain individuals over others

of the same sex, in relation to the

propagation of the species, whereas

natural selection depends on the

success of both sexes, at all ages, in

relation to the general conditions of life.

The sexual struggle is of two kinds; it

is between the individuals of the same

sex, generally themales, to drive away or

kill their rivals, the females remaining

passive—while it is also the struggle

between individuals of the same sex, to

excite or charm those of the opposite

sex, generally the females, which no

longer remain passive, but select the

more agreeable partners. [(1), p. 630]

In thequote above,Darwinmakes it clear that

through mate choice, females become active

agents of sexual selection rather thanmere pas-

siveparticipants.Aswenotebelow, however, this

empowerment of females was not extended to

his ownspecies.AsRichards (7) explains,Darwin

naturalized female choice among animals and

normalized male choice among humans.

Sexual selection was revealed to Darwin in

the formof sexual dimorphism, and it is sexual

dimorphism that continues to fuel our inqui-

ries. Just as Darwin invokes sexual selection

to explain human differences, he spends 10

chapters—three on birds alone—on an encyclo-

pedic analysis of differences between the sexes

across the animal kingdom. Throughout, his

focus is on the color, song, and morphology of

males. How could these sexually dimorphic

traits evolvewhen they seemed to decrease the

survivorship of the sex that bore them? The

answer was simple: These traits were favored

because they increased the likelihood of mat-

ing, either by prevailing over rivals for access

to reproductive opportunities or by wooing

prospective partners.

Much of what we know about sexual selec-

tion is well-documented and relatively intuitive—

traits that make males more successful are

favored by selection. If selection takes the form

of intrasexual competition, males evolve weap-

ons that make it easier to fight, as well as

ornaments and behaviors used in aggressive

signaling (11). Conventional signaling theory,

whereby communication systems evolve to

minimize costs for both signalers and receivers,

provides a well-supported framework for the

evolution of sexually dimorphic traits through

male-male competition. These traits are typi-

cally “honest”; that is, variation in sexually di-

morphic signals predicts variation in signalers’

fighting ability (12).

We also know that if traits “excite or charm”

potential mates, they will give a reproductive
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advantage to courters with those traits, which

is in linewith the broad strokes ofwhatDarwin

proposed. It is this advantage that favored the

evolution of the elaborate, gaudy, and con-

spicuous traits that are often used in mate

attraction—traits that are not necessarily always

“honest” because they do not always convey

information about inherent survival attributes

of males (2, 3, 9). Although Darwin’s interest

in sexual selection was piqued by a certain

kind of dimorphism, greater expression of both

armaments and ornaments in males, we now

know that these Darwinian sex roles are often

reversed, with females battling it out for access

to males and also being subject to the vicis-

situdes of male mate choice (13, 14).

Ears, brain, clitoris: The unwhisperable

substrates of Darwin’s theory

Darwin’s radical hypothesis assigned females

a pivotal role in mate choice. His contempo-

raries scoffed at his assertion that females

actively decidedwhat is sexually attractive and

thus which males got to mate (7). Tellingly,

Darwin did not suggest the same agency in

female humans (15) and generally expressed

deeply misogynistic views on women’s roles in

themating endeavor. Throughout TheDescent,

he views women’s intellectual inferiority as a

manifest fact of nature [(1), p. 565].

Darwin’s reflexive misogyny makes for an

uncharacteristically euphemistic, muddled view

of mate-choice mechanisms. Whether human,

bird, or butterfly, Darwin’s females are allowed

neither strategy nor lust: They are charmed

or dazzled by beauty, ingénues entranced by

cameos of eligible Lords on display at the

Victoria and Albert. Darwin observes above

the waistline and at a distance, with a chaste

focus on “beautiful” plumage and song; he is

squeamish about sex and particularly about

female sexual desire. Even in butterflies, court-

ship culminates not in copulation but in a

“final marriage ceremony.”What little there is

about the “messier” aspects of sex, such as

rubbing and licking and sniffing and secret-

ing, is cloaked in euphemism or in Latin, and

some things are actively avoided, unwhisper-

able in any language: homosexuality, ejaculate

mixing, female orgasm. Darwin ignoredmulti-

ple mating and therefore all of postmating

sexual selection, including sperm competition

and cryptic female choice.

Darwin may have had little choice in adopt-

ing his prudishness in such a socially charged

environment:Even26years later,whenHavelock

Ellis tackled such topics in his Psychology of

Sex, a bookseller was charged with distribut-

ing obscene material (16). Such public outrage

also greeted Kinsey (17, 18) in the USA a half

century later.

Darwin set up another major hurdle that

had little to do with prurience or misogyny

and indeed ironically contradicted his dismis-

sal of the females of his own species: the re-

quirement for sophisticated “mental faculties”

to exercise choice. Certainly, the brain shapes

mating outcomes in species that have one,

but a brain is not required for choice. Indeed,

the oldest and most universal forms of sex-

ual selection take the form of interactions

among gametes and within the reproductive

tract (Fig. 1, areas in blue).

What Darwin couldn’t see: Postmating

sexual selection, variation among females, and

male choice

Postmating sexual selection—sperm competi-

tion among males, fertilization bias by females,

and allocation bias by both sexes—was beyond

the pale for Darwin, yet such mate choice

after mating is often a stronger agent of sexual

selection than the premating “taste for the

beautiful” (19). Yet postmating sexual selection

is only one of several avenues where Darwin’s

denial of women’s intelligence, agency, or pro-

miscuity led him astray on mate choice in

humans and nonhumans alike: not only ig-

noringmultiplemating, but ignoring variation

among choosers across scales, and the mutual

nature of mate choice and its consequences.

Although Darwin was quite interested in

variation among males, he treated females

and their preferences as uniform, rather than

as distinct individuals. Kinsey, whose earlier

career as an entomologist endowed him with

an appreciation for individual variation (6),

was an early pioneer in quantifying variation

in sexual proclivities across genders. Butmuch

research on mate choice continues to follow

Darwin’s lead in ignoring preference variation.

Preferences can be diametrically opposed in

sister species, choosers from the same popula-

tion with different experiences, and even the

same chooser over the course of ontogeny. For

example, older satin bowerbird females re-

spond positively to high-intensity male court-

ship displays, whereas their younger sisters

are startled away (20). A host of variables, from

the developmental trajectory of sensory sys-

tems (21) to diet (22), predation risk (23), path-

ogen infection (24), and maternal hormone
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transfer (25), can have marked effects on how

preferences vary [reviewed in (3), chapters 9 to

12]. Female spadefoot toads take preference

modulation to the logical extreme, flipping

their mate preferences for conspecifics versus

heterospecifics depending on climatic condi-

tions (26). Despite such notable examples, a

recent meta-analysis (27) suggests that such

adaptive plasticity in mate choice may be an

exception: Environmental context effects on

mate choice are small and inconsistent.

Darwin’s treatment of females as uniform

might have contributed to his failure to ap-

preciate the importance of male mate choice

in nonhumans: If females are all the same,

then there is no variation to choose upon. Male

mate choice is most pronounced in species

where males are a limited resource for fe-

males, like male-pregnant pipefishes; in these

cases, females compete aggressively with each

other and for the attentions of males. Even in

highly polygynous systems where males com-

pete for females, males devote more courtship

effort to more-fecund females and females

they haven’t mated previously. A recent surge

of interest in male mate choice also expands

the importance of females in sexual selection

theory (14).

Without variation in females, there is no

male mate choice; and without male mate

choice, it’s a one-way process. Darwin recog-

nized, in passing, that mate choice can be a

reciprocal process, with incompatible mates

exhibiting “mutual repugnance to pairing” [(1),

p. 182]. Yet throughout the renaissance of sex-

ual selection a century later, studies empha-

sized mate choice interactions as unilateral,

with information and stimulation flowing in

only one direction, usually between the male

courter and the female chooser. This was de-

spite the fact that contemporaneous studies of

reproductive physiology emphasized the im-

portance of interactions between individuals

during courtship (28).

Perhaps Darwin would have arrived at a

broader understanding of mate choice if he

had diverted his fascination with birds to a

wider array of systems. Despite The Descent’s

extensive survey of sexual dimorphism in dis-

play traits, Darwin swept behavior under the

rug, focusing on animals that seemed to con-

form to traditional Victorian sex roles. He did

not give much thought to sexual behavior out-

side the context of heterosexual reproduction,

nor did he address hermaphroditism. Whereas

terrestrial vertebrates and arthropods have

only one functional sex over a lifetime, se-

quential and simultaneous hermaphroditism

are widespread in fishes, flowering plants, and

mollusks, among others. With simultaneous

hermaphrodites, there is of course no sexual

dimorphism, and postmating interactions play

a primary role in sexual selection (29). With

sequential hermaphroditism, sexual selection

theory has provided the framework to under-

standwhen individuals should change sex and

in what direction (30), and how social dynam-

ics shift the timing of sex change from in-

dividual optima (31).

The fields of animal behavior, neuroscience,

and genetics have given us the tools we need

to elucidate mechanisms of sexual selection,

measure their consequences, and build quan-

titative theory. Perhapsmore notably, much of

the latter-day progress on mate choice and

sexual selection occurred because we are less

afraid to talk about mate-choice mechanisms

and mating outcomes. Using value-neutral,

gender-neutral terms—multiple mating rather

than promiscuity, arousal thresholds rather

than coyness and eagerness—helps us avoid

some of Darwin’s pitfalls.

Sexual selection research is also no longer a

Victorian patriarch’s club. The resurgence of

the study of sexual selection in the 1970s saw

queer and women scientists at the center of

the field (32–36), and studies increasingly en-

gage their entanglement with implicit bias

and public views on sexuality (37). Although

this piece comes from yet two more straight

cisgender men, our intellectual world is never-

theless shaped by perspectives that were miss-

ing in Darwin’s time.

Feminism and changing sexual mores have

eased the misogyny and prudery that clouded

Darwin’s thinking on the “taste for the beau-

tiful.” Yet like Darwin, we mostly remain

charmed by beautiful males, rather than by

the biological mechanisms that made them

beautiful (38) (Fig. 1). Nevertheless, we are

starting to learn much by focusing on the

basics of choice and preference (38). Below,

we focus on three key aspects of mate choice

that Darwin approached but that have taken

150 years to begin unraveling. We concentrate

first on the “taste for the beautiful”: the mech-

anisms that are the evolving agents of sexual

selection. We then discuss how “tastes” are

shaped by the social environment, which in

turn constrains how preferences are realized

into choices. Finally, we address how prefer-

ences come to be and return to Darwin’s ori-

ginal impetus for The Descent—namely, sexual

selection as an agent of diversification among

populations and species. Research sinceDarwin

reveals that whereas mate choice is a funda-

mental agent of sexual selection, sexual selec-

tionmay not be that important tomate choice.

What have we learned about sexual selection

since Darwin?

Mate choice can occur before, during, and

after mating. Almost any aspect of a chooser’s

biology can potentially bias matings and there-

fore serve as an agent of sexual selection.

Even a comprehensive account of more than

600 pages (3) could not encompass everything

frommembrane-bound chemoreceptors to the

muscles surrounding the vaginal wall to the

cortical circuits integrating third-party social

information with a hedonically labeled repre-

sentation of a potential mate. The fact that

nearly anything can be a mate-choice mecha-

nism is important first because each of these

mate-choice mechanisms have different his-

tories of selection in sexual and nonsexual

contexts, and different ways of covarying—or

not—with traits under selection. Second, so-

called “mental faculties” are simply the most

complex of countless factors that influence

mate choice. Yet third, mental faculties—the

brain—are the key to understanding mating

outcomes in most animals (39).

The 20th-century rise of animal communica-

tion as a field of study (40) provided a profit-

able framework for studying mating decisions

and their consequences. Although communica-

tion theory provides a framework for incorpo-

ratingmutual feedback and twoway-interactions

(28), the simplest case is where a courter emits

a signal and the signal is transmitted through

the environment. The chooser detects and

analyzes that signal, compares it to other sig-

nals, and makes a mating decision. We begin

by offering an overview of how mate-choice

mechanisms vary among species and individ-

uals at each of these stages—sensory transduc-

tion, perceptual integration, and evaluation.

The sensory periphery

The first steps in responding to a stimulus

constitute important mate-choice mechanisms.

Any communication signal must be detected

in its environment, and choosers are more

likely to favor signals that result in easier de-

tectability and greater sensory stimulation

(41, 42). Signals tend to match the tuning of

peripheral end organs, be these correlations

between signal colors and photopigments,

sounds and inner-ear tuning, or odors and

odorant receptors. How does this match come

to be? Phylogenetic analyses across the animal

kingdom suggest that whereas signal-receiver

properties (i.e., the properties of the signal and

the preferences for them) sometimes coevolve

tightly, courter traits often evolve in response

to preexisting biases, a process known as sen-

sory exploitation (43, 44). Some of these biases

may be ancient and tightly constrained. For

example, habituation and release from habit-

uation, starting at the sensory periphery and

cascading through the brain, are universal

properties of neural networks (45). Choosers

often have preferences for signals of greater

magnitude and/ormore complex signals. These

preferences might have nothing to do with

what these signals mean or do not mean or

how costly they are or are not to signalers,

but rather how they grasp and hold the re-

ceiver’s attention. Alerting signals are a good

example, as they seem to function in attract-

ing the receiver’s attention and little else (46).
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Of course, the cost of the signal to a signaler

will shape the evolution of that signal even if it

means little to the receiver.

Biases that are involved in mate choice

need not have evolved for mate choice. Often

they arise in response to ecological selec-

tion on sensory tuning and other preference

mechanisms—not because of mating decisions

but because these mechanisms function in

another context (47, 48). For example, in the

haplochromine cichlids of Lake Victoria, the

ambient light environment influences evolu-

tion of photopigment tuning, which in turn

influences female preference for male color

and, consequently, the evolution of the color

itself (49). Nevertheless, there are sense or-

gans that have evolved purely in the service

of sex (2, 3). Membrane-bound odorant recep-

tor molecules, for example, often respond nar-

rowly to conspecific pheromones. In fact,

replacing a Drosophila antennal receptor gene

with the moth gene that recognizes a moth

sex pheromone makes female flies attracted

to moth pheromones (50).

Perceptual integration

Detection is only the first step in responding

to a stimulus. Choosers must both pay atten-

tion to courters and integrate complex streams

of sensory information within or across mo-

dalities. It is pertinent to remind ourselves that

just as there are colors, sounds, and smells

that are important to other animals but im-

perceptible to us, so too is our perception of

complex signals shaped by our own biases re-

garding what’s salient and what’s attractive. A

male’s “beauty” to humans tells us little about

what his target audience cares about. During

courtship, for example, female peahens spend

more time gazing at a male’s comparatively

drab lower feathers rather than the colorful

tail feathers prized by humans (51). The same

study suggested that these ocelli serve a rather

prosaic function, to elicit a female’s attention

at a distance rather than influencing the fe-

male’s assessment of the male in close en-

counters. All else being equal, a signal that

elicits more initial attention is favored by sex-

ual selection (46).

But all else is not equal. Different signals

often interact with each other in ways not

predicted by the conspicuousness or attract-

iveness of individual components. Perfumes

and curries are enticing because of emergent

olfactory percepts that are different from their

individual components. Túngara frogs are a

well-studied example of perceptual integration

along multiple axes. First, females go beyond

just attending to a particular acoustic frequen-

cy; they are consistently choosy about the tem-

poral structure of the male’s “whine” call,

imposing strong stabilizing sexual selection.

Neurons in the female’s auditory mid-brain

exhibit greater activity in response to the mat-

ing call’s downward frequency sweep com-

pared to other stimuli (52). As choosy as they

are about thewhine, they are permissive about

acoustic accoutrements to the whine. Given

that a male makes the appropriate whine,

additional novel call components that stim-

ulate the female’s auditory systemmake him

more attractive (53). Finally, these complex

calls come with a complex visual stimulus:

inflation of a conspicuous pigmented vocal

sac. A silently inflating vocal sac is ignored by

females, but adding it to a call makes the

multimodal display more attractive and per-

haps easier to find (54). How receivers integrate

different components of signals is key to how

mate choice operates as an agent of selection.

Just as signal detection is constrained by

ecological selection, so too is perception. The

olfactory system in fruit flies is involved in

two important functions: feeding and mating.

The olfactory receptor neurons that are in-

volved in feeding project to the mushroom

body, and those involved in mating project

to the lateral horn. Males are more likely to

court in the presence of rotting fruit, which

is where females lay eggs. A specialized olfac-

tory receptor neuron that responds to volatiles

of rotting fruit enhances themale’s motivation

to court when stimulated. This neuron, unlike

others that detect rotting fruit, projects to the

fly’smating brain, the lateral horn, rather than

the mushroom body (55). Thus, not only is the

function of a food detection neuron co-opted

for mating decisions, so is its neuroanatomical

position in the brain. Understanding how and

where in the brain mating decisions are made

is a major area of investigation in sexual se-

lection and mate choice.

Just as sensory biases can favor certain sig-

nals, so too can perceptual biases that arise

from integrating sensory information within

or across modalities (44). The complex court-

ship structures of the greater bowerbird pro-

vide a spectacular example. Males arrange

objects around the bower to create a forced

perspective to make themselves appear larger

to females (Fig. 2) (56). Such illusions occur

often in courtship (57).

Evaluation and hedonic marking

Sensory and perceptual biases of receivers can

have important influences on the evolution of

mating signals, but they are certainly not the

whole story. A courter’s signal may be pro-

cessed similarly by two choosers who come

to opposite conclusions about its attractive-

ness (58, 59). Both social (see below) and en-

vironmental effects can easily cause choosers

to lose, intensify, or reverse their preferences—

even as most aspects of stimulus processing

are conserved. Recent studies of guppies (60)

and spadefoot toads (61), for example, have

shown that neural responses in brain areas

that process sensory stimuli need not predict

responses in areas of the brain involved in

decision-making. In some cases, gatekeepers

in the brain differentially influence how sen-

sory information is transferred to areas where

behavioral responses are generated (62, 63).

Not only do neural mechanisms act to filter

out unappealing stimuli, they can readily label

them “good” or “bad” (58, 59). In insects, struc-

tural changes to a single gene are sufficient to

cause a “flip” in axon targeting responsible for

attraction versus avoidance of intersexual phe-

romone cues (64). Small genetic or environ-

mental changes can thus potentially have

disjunct effects on the strength and direction

of sexual selection.

Mate choice after the brain

Observations of nature would have shown

Darwin that there is no “final marriage cere-

mony”; he was probably too mortified to write

it down. Mate choice is mutual partly because

not only males but also females mate multiply

inmany species. Genetic paternity assignments

have uncovered multiple mating throughout

the animal kingdom, and this is arguably the

greatest contribution of the molecular revolu-

tion to animal behavior. Across over 500 studies

in socially monogamous birds, for example,

fully a third of broods contain at least one

offspring from outside the pair bond (65). Get-

ting to mate is, thus, simply the end of the

beginning. In species with internal fertiliza-

tion, sexual selection continues to occur dur-

ing and long aftermating. Parker’s insight that

sperm from different males compete with

each other (66) was followed by Eberhard’s

work on cryptic female choice (67).Mechanical,

chemosensory, and somatosensory structures

within the reproductive tract serve as mate-

choice mechanisms as much as brains and

head-bound sense organs do (10). For exam-

ple, the ancestral state in mammals is that

stimulation of the clitoris—and the resultant

somatosensory input to the brain—is required

to trigger ovulation (68).

Biasing fertilization is only one example of

how mate choice can occur during and after

mating. Australian redback spiders provide a

stark example, where the male’s courtship

finale positions him between his mate’s jaws;

males eaten by a female fertilize a greater

share of her eggs (69). In birds, females will

often spendmore time feeding the offspring of

attractive males than unattractive males. This

effect persists when attractivemales are exper-

imentally rendered unattractive (70). Any time

that an individual mates with multiple part-

ners over the course of its lifetime, there is the

potential for postmating sexual selection.

Mate choice is a social process

A chooser’s “taste for the beautiful” does not

develop in a vacuum, and the way that taste

is expressed depends on a chooser’s internal
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state and external inputs. The physical envi-

ronment and ecological community can have

big effects on how preferences are organized

and expressed, and the same is true of social

interactions.

The social environment—conspecific indi-

viduals and groups of individuals interacting

with a focal actor—shapes preferences and

choices at all scales, from maternal effects

when the brain starts to develop to audience

effects at the time of mating. Third parties can

influencemating outcomes long before choosers

reach maturity and can act to reverse mating

decisions in the moment. These social effects

play a determining role in howpreferences are

shaped and, in turn, how those preferences are

realized in the individual choices that together

generate sexual selection. We can divide these

influences broadly into two general categories:

those that shape preferences before they are

expressed and those that shape how prefer-

ences map onto choices when choosers are

comparing potential mates.

Imprinting and social exposure

We know little about how cellular epigenetics

shape mate choice (71), but epigenetic mod-

ification in the broader sense is ubiquitous.

Parents and siblings frequently influence adult

preferences when choosers are still in a nest or

with a parent. Cultural imprinting on a genetic

parent acts to powerfully couple variation in

traits and variation in preferences (72). These

effects can be irreversibly specified during

early development, or they can be the flexible

consequences of short-term exposure (73).

Choosers often favor mere familiarity or, con-

versely, mere novelty in courters; these biases

act tomake sexual selection positively or nega-

tively frequency-dependent, respectively. A

special and extreme case of preference for fam-

iliarity is pair bonding in socially monoga-

mous vertebrates (74).

Sexual imprinting and pair bonding are

domain-specific and circumscribed to species

with particular life histories. A more universal

if underappreciated driver of preference var-

iation, and therefore of sexual selection, may

be associative learning. Pairing sexual reward

with an arbitrary object elicits fetishes in rats

and quail, whereby a piece of cloth, for exam-

ple, becomes required for sexual arousal (75, 76).

Just as positive interactions with a mate can

positively reinforce associations with an arbi-

trary stimulus, it is reasonable to suppose that

negative interactions with a phenotype should

lead to sexual avoidance. Notably, different re-

ceivers may label the same courter trait arous-

ing or aversive (59). As previously mentioned,

young female bowerbirds flee from the high-

intensity courtship displays that entice their

more experienced elders (77).

Genotype-by-environment interactions are

as pervasive for social effects as for everything

else and are yet another factor that biases

stimulus preferences (78); learning biases are

no exception. Marler’s “instinct to learn” (79)

means that structural differences among spe-

cies, sexes, and/or individuals act to bias the

effects of experience on mate choice. For ex-

ample, female sheepshead swordtails prefer

familiar male phenotypes, whereas their sister

species, highland swordtails, are repelled by

familiarity (80).

Mate sampling and decision-making

Numerous studies suggest adaptive flexibility

in preferences, whereby choosers becomemore

permissive as mates become scarce, risks in-

crease (81, 82), and time becomes short. Human

standards of beauty broaden over the course of

a social evening as closing time at bars ap-

proaches (83), just as do preferences in some

female fishes in the days before death (84).

Mate assessment involves comparing poten-

tial mates, and the strength of sexual selection

depends critically on how many mates an in-

dividual samples and how these individuals

are remembered and compared. Sounds are

ephemeral, and in most cases an auditory

memory is required to compare them. This is

especially true in choruses of insects and frogs

in which bouts of singing are interrupted by

periods of silence. Auditory memory can be

flexible; studies of two frog species show that

addition of call syllables (85) or a visual cue

(86) instantiates sufficient memory to exceed

intercall bout intervals.

Mating outcomes thus depend on whether

a chooser is remembering individual courters

or simply mating with anyone above a thresh-

old. Often, however, experience with multiple

courters can affect both the stringency of the

threshold and the attractiveness of courters

relative to one another. This can produce non-

linearities that complicate sexual selection.

Rational choice theory posits that the relative

attraction between A and B should be inde-

pendent of the presence of an alternative, C.

We know that this assumption is violated

quite often in humans and other animals, and

some recent studies show an effect of such

competitive decoys on mate choice (87, 88).

Finally, the decisions of individual choosers

depend on other choosers. For example, males

in internally fertilizing species tend to avoid

females with previous mates because of in-

creased sperm competition. Male Atlantic

mollies are more likely to court unattractive

females when other males are nearby (89). In

females, by contrast, mate choice copying is

ubiquitous and powerful, at least in experi-

mental settings. Dozens of studies show that a

preference for a typically more attractive ver-

sus unattractive male can be reversed if a fe-

male sees the unattractive male being courted

by another female (90, 91). Mate choice copy-

ing can also be influenced by the phenotype of

the model female (92).

In females, copying may often be favored as

long as popular males have abundant sperm

and few sexually transmitted diseases. But

there has been little success in uncovering its

fitness benefits (90). This might be because

mate choice copying need not have evolved

for mate choice, but insteadmight be a special

case of domain-general social facilitation that

evolved in another social context (93). For ex-

ample, a recent study in humans shows that

copying the decision of others has the same

magnitude of effect when they evaluate facial

attraction or attraction of hands, as well as
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Fig. 2. Forced perspec-

tive and mate choice

in bowerbirds.

(A) When two objects

are the same size but

different distances from

the viewer, the more dis-

tant object subtends a

smaller angle on the eye.

(B) In forced perspective,

as long as the width (w)

and depth (d) of the larger

object increase with dis-

tance from the viewer

(x), the larger object will

subtend the same visual

angle as the smaller

one (fw is the visible

angle). (C) This top view

of a bower shows where

the female is positioned in

the avenue (oval) when she observes the courting male in his court. The female moves her head between the walls,

leading to a predetermined field of view (dotted line). [Reprinted from (56) with permission]
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abstract art (94). Similar across-domain com-

parisons in nonhuman animals would be

worthwhile.

Mate choice has consequences for choosers,

not just courters

We saw above that preferences frequently

arise outside the context of mating decisions.

These effects of pleiotropy (95), sensory drive

(47), sensory exploitation (96), and sensory

traps (34) have notably changed the way we

think of mate choice. The brain is an impor-

tant sex organ but, for females at least, mainly

has other things on its mind (Fig. 3A).

It is only once there are choices to be made

among partners that preference mechanisms

become subject to selection in the context of

mate choice (Fig. 3B). We can ask three pri-

mary questions about the fitness consequences

of mating decisions. First, are they good, neu-

tral, or bad for a given measure of fitness (Fig.

3, B and C)? Second, are those fitness costs

(like sexually transmitted diseases) or benefits

(like protein-rich spermatophores) directly ex-

perienced by a chooser or their offspring (Fig.

3B), or are preferencemechanisms under indi-

rect selection because they are genetically cor-

related with courtship traits that are under

direct selection, and thus preferences evolve

through genetic hitchhiking (Fig. 3C)? Finally,

are fitness consequences additive, meaning

that costs and benefits from a courter are in-

dependent of who the chooser is, or are they

complementary, depending on the interaction

between courter and chooser (Fig. 3D)?

Direct selection as a result of mating out-

comes plays a major role in the evolution of

sexual and social phenotypes. There are some

systems where direct benefits are evident as

tangible resources, such as food, protection,

and parental care, but every sexual interac-

tion carries costs and benefits. Even broadcast

spawners and wind pollinators synchronize

the timing of gamete release and express mate

choice through sperm-egg interactions (97).

And there is always a downside risk tomaking

mistakes, such as initiating the acrosome re-

action in response to a nonviable sperm or

other foreign object.

Direct selection therefore has a powerful in-

fluence on mate-choice mechanisms at the

gamete level, but direct benefits and costs ap-

ply to mating decisions even when gametes

are not involved. It is useful to think about

sexual selection as a special case of social se-

lection (34, 35). In complex organisms, sex-

ual behavior is about more than exchanging

gametes, and it can have fitness consequences

that go beyond reproducing with a partner.

Consider same-sex interactions between gull

parents, or as a mediator of social hierarchies

in bonobos (3). Nonreproductive sexual behav-

ior carries similar downside risks of trauma and

pathogen transmissions as reproductive sex.

An overlooked cost of mate choice is that

associated with cognitive processing. Making

decisions takes time, energy, and neural hard-

ware. Animals can suffer cognitive overload,

especially when there is information being de-

livered in multiple sensory modalities (98).

There may be hedonic rewards to decreasing

neural computational costs—pleasure from

fluency of processing (99). In a percid fish, fe-

males prefer male visual signals that are easier

to parse (100).

Like any other trait, mate-choice mecha-

nisms evolve in response to direct selection

on both their sexual and nonsexual function.

Those mechanisms in turn drive the evolu-

tion of sexual signals. The coevolutionary dy-

namics between mating signals and mating

preferences depend not only on the direct

costs and benefits associated with mating de-

cisions but also on the indirect genetic bene-

fits ofmating outcomes. Attention has centered

on the genetic benefits of mating decisions

(Fig. 3C), specifically the additive genetic be-

nefits (Fig. 3D). These benefits (and costs) are

usually partitioned into viability—offspring

vigor and health—and offspring attractiveness.

A preference that successfully predicts off-

spring viability is favored by a so-called “good

genes” process. Preferences are favored be-

cause attractive courters sire offspring that

thrive. But preferences are also favored simply

because attractive mates produce attractive

offspring: the Fisher-Lande-Kirkpatrick pro-

cess of genetic hitchhiking (101). In both cases,

a preference evolves not because it is under

direct selection but instead because prefer-

ence genes become statistically associated

with the good genes for survival or with the

genes for attractive traits (102). These mecha-

nisms are likely episodic but ubiquitous and

may play an important role in hindering or

facilitating adaptation to new environments.

Hitchhiking happens automatically if there is

genetic variance in both sexually dimorphic

traits and preferences, whereas good genes

require that traits predict offspring viability.

Although there are few studies on preferences,

meta-analyses suggest ample genetic variance

in traits (103), whereas genetic effects on off-

spring viability (“good genes”) are generally

small and likely to have only a small effect on

preference evolution (101, 104). Sex chromo-

somes provide interesting dynamics in sexual

selection: Y chromosomes that make males

more attractive, for example, can accumulate

“bad genes” that delay maturity or reduce vi-

ability, whereas selfish W chromosomes can

select for traits that harm males but favor

daughters [(105); see also (106)].

Sexual cooperation and sexual conflict

The coevolutionary scenarios discussed so far

return us to Darwin’s emphasis onmate-choice

mechanisms as agents of selection. In the sim-

plest evolutionary scenario for sexual selection

throughmate choice, only one thingneed evolve:
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Goodeid fishes Herpes simplex

A B

C D

Mate-choice mechanisms often come

from non-sexual functions. Sensory and 

perceptual biases shape preferences.

Mating decisions are under direct selection. 

Phenotypic benefits and costs abound.

Fitness consequences are dependent on the 

interaction between chooser and courter. 

Such non-additive costs and benefits may be more 

important than those that are additive, or the same 

on average for every chooser.

Mating decisions are under indirect selection 

because they co-evolve with courters. 

Genes from attractive mates can be good, bad, 

or neutral for survival.

Beanbugs

Stalk-eyed fliesSeed beetles Mound-building mice Smooth toadlets

Bush crickets

Fig. 3. Origin and evolution of mating preferences. (A) Mating preferences can emerge from nonsexual

biases like foraging (goodeid fish) (107). (B) Once preferences are expressed as such, they are under

direct selection (herpes sore in human, spermatophore transfer in bush crickets) (142). (C) Traits and

preferences coevolve; attractive courters can have good genes (bean bugs) (143), bad genes (seed beetles)

(144), or neutral genes (stalk-eyed flies) (145) with respect to offspring viability. (D) Consequences of

mate choice are often complementary; Uperoleia laevigata frogs drown if their mate is too big (115); mound-

building mouse pairs start breeding faster if they have matching personalities (146).
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a display trait that elicits a latent “taste for

the beautiful” in choosers, whether or not that

“taste” has any heritable variation. This is the

case for the terminal yellow band of male

goodeid fishes, which evolved to elicit female

attention to a similar-looking insect larva.

The terminal yellow band was advantageous

for males, but costly for females, who lost

weight chasing after male tails rather than

food (Fig. 3A). In goodeid lineages with yellow

bands, females evolved greater sophistication,

decoupling the feeding response to insects

from the sexual response to males (107, 108).

The coevolution of the preference and trait

here is an example of sexual conflict. Males

gain fitness by increasing their mating suc-

cess at the expense of female foraging success.

Females, in turn, increase their foraging suc-

cess while making it more difficult to mate.

Sexual conflict always occurs when partners

have divergent interests in a mating interac-

tion. This is the flip side of sexual reproduction

as cooperation, where producing and/or rear-

ing offspring is to each partner’s mutual be-

nefit. In the extreme case of lifetime genetic

monogamy, there is no sexual conflict; your

partner’s lifetime reproductive success is your

own. If bothmales and females matemultiply,

sexual conflict is extreme. In Drosophila, exper-

imentally enforcing monogamy, and therefore

arresting sexual selection and sexual conflict,

eliminates genetic load by relaxing selection

on male seminal fluid proteins, which are toxic

to females, and on female resistance to toxicity,

which reduces male fertilization success (109).

Sexual conflict can take two forms. The

first is intralocus sexual conflict. Here, an al-

lele that is favored in males is disadvantaged

in females, or vice versa. A single locus, RXFP2,

is associated with much of the variation in

horn size inmale Soay sheep. One allelemakes

horns larger, giving males an advantage in

male-male competition. An alternative allele

makes smaller horns but is associated with

increased offspring viability. Similarly, male

seed beetles that succeed in sperm competi-

tion sire daughters that are less likely to sur-

vive (110).

In both cases, females are saddled with

“bad genes” when they mate with competi-

tively successful males; their offspring are less

likely to thrive, even if those sons that survive

tomaturity have a competitive advantage. Pre-

ferences for traits that confer “bad genes” can

only persist if those “bad genes” are limited to

courters. In two species of poeciliid fish, some

of the variance in male attractiveness comes

from genes on the Y chromosome. Haplotypes

that make males more attractive accumulate

mutations that reduce survival, such that fe-

males face a trade-off: Either mate with un-

attractive males who produce sons more likely

to survive but less likely to reproduce if they

do, or attractive sons who will have higher fit-

ness if they make it to maturity (111–113). Also,

if males but not females suffer reduced sur-

vivorship, and females are the heterogametic

sex, then preference for more attractive males

can be favored by selection even if they have

breeding value for lower variability (105, 106).

In contrast to intralocus sexual conflict, in-

terlocus sexual conflict follows more conven-

tional dynamics analogous to predator–prey

coevolution. Sexual cannibalism provides per-

haps more than an analogy. Where mates are

scarce, males and females cooperate; if a male

and a femalemate once, sacrifice increases the

fitness of both partners. In systems where

mates are dense andmales encountermultiple

females, they may endeavor to mate with a

female but deprive her of ameal as they search

for their next partner. Finally, if females en-

counter multiple males, they may choose to

eat a male but eschew his sperm. When male

and female interests over mating diverge, the

stage is set for antagonistic coevolution.

Most of the evolutionary dynamics discussed

so far are additive (Fig. 3): A courter’s effect on

a chooser or her offspring is independent of

that chooser. But one individual’s ideal mate is

often another’s nightmare. Such nonindepen-

dent or complementary processes constitute

major, underappreciated sources of selection

on mate choice, if not sexual selection (114).

Phenotypic compatibility, assortative mat-

ing by body size (115) or personality (116), or

synchronization of reproductive state (7, 8) are

all major outcomes of mate choice. In any sex-

ually reproducing system, compatibility is a

fundamental, yet underappreciated, force in

mate-choice evolution. Choosers benefit by

choosing partners with compatible genes (117)

such as conspecifics or individuals with com-

plementary immune genes (118, 119).

Conspecific pollen precedence and conspe-

cific sperm precedence are examples of selec-

tion favoring a preference for a compatible

genotype—in this case, a conspecific. Self-

incompatibility in plants (120) is, at the other

extreme, also a preference for a compatible

genotype.

Sexual selection and gene flow

A clearly complementary outcome is when

choosers decide between conspecifics and he-

terospecifics.Wheredo conspecificmate prefer-

ences come from, and why do choosers prefer

heterospecifics? When populations stop ex-

changing genes, they can develop incompati-

bilities in sexual communication, as a special

case of genetic incompatibilities among diver-

gent regions in the genome (121). Traits and

preferences coevolve along different trajecto-

ries in different populations. This can happen

because of stochastic processes like mutation-

order effects (122) and genetic hitchhiking

(123) and can be accelerated by ecological di-

vergence (121) or antagonistic coevolution due

to sexual conflict (124). Sexual selection can thus

accelerate divergence in allopatry, when exter-

nal barriers prevent gene flow. Darwin’s intui-

tion for differences among human groups—that

sexual selection could lead to morphological

diversification—is theoretically sound and has

received ample support in animals.

Darwin sought to explain recent divergence

among isolated populations within the same

species—humans. But what happens when

two different but closely related species come

into secondary contact? Here, selection for

compatible genes favors reinforcement, i.e.,

divergence of traits and preferences in sympa-

try. Selection against hybridization in different

locations can lead to signal-receiver diver-

gence among conspecific populations, also

known as cascade reinforcement (125).

When there is gene flow among popula-

tions, sexual selection plays an even more in-

teresting role. Environmental and social effects

on individual mating decisions, described

above, can modulate hybridization between

species (126). If traits evolve purely because

they are attractive, theory suggest that sexual

selection homogenizes populations, because

choosers will mate with genetically divergent

courters bearing a preferred trait (127). By

contrast, if display traits and/or mating biases

are subject to divergent ecological selection,

theory suggests they can reinforce reproduc-

tive isolation and divergence in sympatry (128).

“Magic traits” (129), which are defined as traits

that are involved in both reproductive iso-

lation and ecological divergence such as visual

sensitivity in Lake Victoria cichlids (49, 130),

link divergent ecological selection for different

color sensitivity to assortative mating by color.

Perhaps counterintuitively, preference-trait

combinations can contribute most easily to re-

productive isolation if preferences are learned

from genetic parents (131). In poison frogs,

imprinting on maternal phenotypes could

maintain coexistence of distinct color morphs

in sympatry through the congruent actions of

the two main mechanisms of sexual selection.

Females mate with males with their mother’s

color pattern, promoting assortative mating

by color morph. Males attack rival males with

the same pattern, giving rare color morphs an

advantage (132).

Finally, sexual selection is just beginning to

be reconciled with an emerging view of mac-

roevolution as a reticulate process heavily in-

fluenced by gene flow among divergent lineages.

Hybridization was accepted in Darwin’s time

as an important force in the evolution of

plants and microorganisms but was largely

dismissed as an aberration in animals, the

“grossest blunder in sexual preference,” ac-

cording to Fisher [(133), p. 150]. A love of racist

typology perhaps hindered the field’s apprecia-

tion of the importance of hybridization, which

we now understand to play an important role
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in adaptation (134) and speciation (135). En-

vironmental modulation of individual mating

decisions may play a key role in macroevolu-

tionary processes (126), including the evolu-

tion ofHomo; for example, howdidmate choice,

sexual coercion, and sexual combat modulate

gene flow between Neanderthals and humans?

The ascent of choice: Sexual decisions as

a linchpin of evolution

In the broadest strokes, Darwin’s theory of

sexual selection is one of the best documented

and most important contributions in evolu-

tionary biology (7). Darwin’s specific idea of

sexual selection by mate choice redefined fe-

males as not merely passive actors over which

males raise combat, but instead as the arbiters

who wield the sword of selection separating

those males who do and do not reproduce. Yet

Darwin’s idea of female empowerment evapo-

rated when applied to his own species. Darwin’s

misogyny infiltrated his understanding of hu-

man mating patterns and polluted his general

notion of the value of women in society. His

elisions on female desire and agency contrib-

uted to a caricature of Darwinian evolution

that has compromised and fragmented the

way we study sexuality. Variation among hu-

mans, the explicandum for Darwin’s long

argument about sexual selection and human

equality, has become the almost exclusive pro-

vince of the social sciences, whereas evolution-

ary psychology searches for humanuniversals (3).

Mate choice mechanisms matter

Knowing the nature of the “taste for the beau-

tiful” lets us make predictions about how sex-

ual selection should facilitate or hinder gene

flow between species. For example, an early

model of sympatric speciation through mate

choice (136) was discredited because it pos-

ited discrete flips in preference or antipathy

for courter traits. As argued above, however,

empirical studies of evaluative mechanisms

suggest that such flips may occur. Similarly,

recent theoretical models have shown that

learning from genetic parents facilitates as-

sortative mating and therefore genetic diver-

gence (137, 138). The mechanisms underlying

signal-receiver congruence, and the fitness

consequences of mate choice, are crucial to

predicting whether sexual selection acts to

promote or inhibit genetic exchange.

Mate-choice evolution is not chained to

sexual selection

The obsession over “good genes” and the “evo-

lution of beauty” hinges on genetic variation

in preferences. In a chooser-centric view, this

means heritable variation in preference mech-

anisms. Such variation remains elusive, not-

ably in female vertebrates. This is foremost

limited by the low repeatability of mating pre-

ferences, with a modal repeatability of zero in

vertebrate studies (3). At the other end of the

spectrum, preferencemechanisms under strong

stabilizing selection may be stable over dec-

ades (139), perhaps showing little opportunity

for selection. Even if we could measure stable

preference phenotypes in individuals, individ-

ual social experience and life history add an

incredible amount of variation to genotypic

effects, some of which may be adaptive. The

effect of this nongenetic variation will gener-

ally be to reduce the heritability of preference

and therefore the opportunity for genetic co-

evolution between traits and preferences. In

people as in fruit flies, it is impossible to

understand sexual selection without consid-

ering how genes interact with their environ-

ment, especially their sociocultural environment.

Darwin’s observation that mutual attraction

and mutual repugnance shape mating out-

comes deserves renewed focus now that we

understand the importance of multiple mat-

ing and mating decisions by both males and

females. Understanding mate choice as a dy-

namic process involving choices by at least

two actors has the potential to overturn in-

tuitive predictions about the evolution of

choices and sex roles. An instructive example

is lekking topi antelope females, who ag-

gressively compete for access to a preferred

male. The preferred male, sperm limited and

in demand, prefers unmated females. Being

the most preferred male topi antelope is un-

ambiguously good for male fitness, but being

themost preferred female fruit fly is not. Being

chosen can be costly as well. Attractive female

fruit flies suffer reduced fecundity as a result

of constant harassment by males (77).

Understandingmultiway interactions in their

social and ecological context is needed to tackle

Darwin’s original focus with The Descent, the

nature of diversity among humans. Human

diversity has become close to a taboo subject

in the biological study of sexual selection, with

the notable exception of a growing body of

work on the neuroendocrinology and genetics

of same-sex attraction (37). The broader sexual

spectrum deserves study, as does Darwin’s

primary conjecture that sexual selection gen-

erated differences in appearance among hu-

man populations.

We need to better understand conflict and

cooperation dynamics in sexual interactions

before we can generalize about whether sexual

selection is on the whole good or bad for

populations. Does it reinforce purifying and

ecological selection for “good genes,” those

that increase viability, or do “bad genes,” those

that decrease viability, hitchhike along with

attractiveness (129)? A recent model (140) sug-

gests that sexual conflict over reproductive in-

vestment can stabilize into cooperation over a

broad range of conditions.

Indeed, removing the opportunity for mate

choice often results in reduced population fit-

ness (141), but studies seldom disentangle the

effects of choosing compatible mates from

those of selecting the best-adapted mates. We

needmore empirical data to disambiguate the

consequences of mate choice from those of

sexual competition. In particular, we need to

distinguish consequences that are additive

from those that are complementary. Numerous

studies show a benefit of premating choice to

chooser fitness, but these conflate additive “good

genes”—choosers all picking only the best

mates—with complementary outcomes where

choosers get to pick their preferred individ-

ual partner. Complementarity of genotypes—

whether whole conspecific genomes or at

discrete loci like the major histocompatibility

complex (118, 119)—compatibility of reproduc-

tive physiological states (28), and compatibil-

ity of behavior (129) are of primary importance

to the evolution of mate-choice mechanisms.

So where are we 150 years after Darwin sug-

gested a sex-based theory to explain natural

flamboyance and human diversity? Natural

selection theory had its predecessors, such

as Darwin’s grandfather Erasmus, as well as

other scientists who focused on the same

explanation, as did Alfred Russel Wallace. But

sexual selection theory seems to have been

birthed purely by Darwin without historical

precedents and also without contemporary

support (7). Sexual selection theory is almost

purely Darwinian, and the controversy it gen-

erated 150 years ago might be different in the

details but certainly not in the societal dis-

content it continues to breed, especially in

some corners of the social sciences. The Vic-

torian prejudices that infiltrated Darwin’s

science have evolved somewhat but not gone

extinct. Our focus continues to be shaped by

the flamboyant ornaments and displays that

caught Darwin’s eye. Directional sexual selec-

tion on courter traits may well emerge as a

“spandrel” from perceptual biases, avoidance

of downside risk, and selection of the right

partner.
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INTRODUCTION:As severe acute respiratory syn-

drome coronavirus 2 (SARS-CoV-2) replicates

under selective pressure from natural and

vaccine-induced immunity, variants of con-

cern (VOCs) continue to emerge. Through

adaptative evolution, these variants acquire

mutations in the spike protein receptor bind-

ing domain (RBD) that binds the cellular re-

ceptor angiotensin-converting enzyme2 (ACE2).

The effects of spike protein mutations on im-

mune responsesmake it important tomonitor

viral variants. While previously studied VOCs

contain one to three RBD mutations that at

times overlap, the potential for composite var-

iants that contain larger numbers of mutations

is being closely monitored.

RATIONALE: As parts of the world continue to

facewaves of infection andmitigation strategies

are relaxed, viral replication in human hosts

under antibody selective pressure continues to

shape the antigenic landscapeof theSARS-CoV-2

spike protein. As variants containing composite

mutationsbegin to emerge, proactive approaches

examining the impact of variants before they

become dominant strains are critical.

RESULTS:Wedetermined the x-ray crystal struc-

ture of human ACE2 in complex with a SARS-

CoV-2 RBD that contains six substitutions that

arose duringpersistent infection of an immuno-

compromised individual. We found that struc-

tural plasticity at the RBD–ACE2 interface

allowed the RBD to tolerate a large number of

mutations while retaining ACE2 affinity. We

generated a panel of pseudotypes bearing com-

posite RBD mutations (up to seven) from im-

munocompromisedhost-derived sequences and

VOCs. Composite variantsmore adeptly evaded

therapeutic antibody neutralization than did

previously studied VOCs. After first immuni-

zation but before the second dose of anmRNA

vaccine, we observed a loss in vaccine recipi-

ent serum neutralizing activity for all variants

tested, although the severity differed depending

on the variant. However, sampling after the sec-

ond immunization revealed detectable neutral-

izing activity against all variants in the serum of

vaccine recipients, including against a pseudo-

type that contains seven composite RBD mu-

tations [denoted receptor binding mutant-2

(RBM-2)]. To identify evolutionary barriers

that restrict neutralization breadth, we used

the SARS-CoV spike protein to isolate a neu-

tralizing antibody from a COVID-19 conva-

lescent donor. Through structural analysis and

functional assays, we show thatN-linked glycan

acquisition by the SARS-CoV-2 RBD confers

pseudotype resistance to neutralization by the

isolated cross-reactive antibody and at least

one other antibody that binds a similar, other-

wise highly conserved epitope. Therefore, acqui-

sition of an N-linked glycan on the SARS-CoV-2

RBD is an additional means through which the

virus could continue to evade immune responses.

CONCLUSION: We find that accumulation of

large numbers of RBD mutations is facilitated

by structural plasticity at the RBD–ACE2 inter-

face and further erodes the activity of ther-

apeutic antibodies and serum from vaccine

recipients. Furthermore, acquisition of an

N-linked glycan on the SARS-CoV-2 RBD is an

additional neutralization escape pathway that

should be closelymonitored during viral anti-

genic drift.▪
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Immune escape at the

SARS-CoV-2 spike protein

RBD. Structural plasticity

accommodates the accumu-

lation of composite substitu-

tions in the RBD ACE2

binding site and allows the

RBD to adeptly escape

therapeutic antibodies.

Cross-neutralizing antibodies

bind the RBD core, but

acquisition of an N-linked

glycan at RBD residue

Asn370 (N370) drives further

neutralization escape. Single-

letter abbreviations for the

amino acid residues are as

follows: D, Asp; E, Glu; F, Phe;

H, His; K, Lys; L, Leu; N, Asn;

P, Pro; Q, Gln; R, Arg; S, Ser;

T, Thr; and Y, Tyr. LC, light

chain; HC, heavy chain.
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Many studies have examined the impact of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2)

variants on neutralizing antibody activity after they have become dominant strains. Here, we evaluate

the consequences of further viral evolution. We demonstrate mechanisms through which the SARS-CoV-2

receptor binding domain (RBD) can tolerate large numbers of simultaneous antibody escape mutations

and show that pseudotypes containing up to seven mutations, as opposed to the one to three found

in previously studied variants of concern, are more resistant to neutralization by therapeutic antibodies and

serum from vaccine recipients. We identify an antibody that binds the RBD core to neutralize pseudotypes

for all tested variants but show that the RBD can acquire an N-linked glycan to escape neutralization.

Our findings portend continued emergence of escape variants as SARS-CoV-2 adapts to humans.

A
s severe acute respiratory syndrome

coronavirus 2 (SARS-CoV-2) continues to

replicate in humans under selective pres-

sure from natural and vaccine-induced

immunity, variants of concern (VOCs)

with increased transmissibility or virulence

continue to emerge (1). Through adaptive evo-

lution, these variants acquire mutations in the

spike (S) protein receptor binding domain

(RBD) that binds the cellular receptor human

angiotensin-converting enzyme 2 (ACE2) (1–3).

Many of these mutations are within the RBD

receptor bindingmotif (RBM), a hypervariable

loop that mediates most of the ACE2 con-

tacts (2, 3). The RBD is the primary target of

neutralizing antibodies in naturally acquired

or vaccine-elicited humoral immunity (4, 5).

The spike protein N-terminal domain (NTD)

is also a target of neutralizing antibodies,

and VOCs have NTD mutations that include

deletions at an antigenic supersite for neu-

tralizing antibody binding (6, 7). The effects

of spike protein mutations on immune re-

sponses (8–13) make it important to monitor

viral variants.

While previously studied VOCs contain

one to three RBD mutations that at times

overlap (1), the potential for composite var-

iants is being closely monitored. For exam-

ple, the B.1.617.2 (Delta) variant can acquire

the K417NRBD mutation (Lys
417
→Asn) found

in the B.1.351 (Beta) variant, generating the

Delta AY.2 variant, for a total of three RBD

mutations (Fig. 1A). Similarly, as shown in

recently deposited sequences from samples

collected in Angola, the Beta variant can ac-

quire the L452RRBD mutation found in the

Delta and B.1.429/427 (Epsilon) variants, for

a total of four RBD mutations (Fig. 1A and

table S1). Further complicating matters, var-

iant monitoring efforts are still undersam-

pling viral evolution. For example, a virus

recently sequenced from travelers return-

ing from Tanzania contained a previously un-

documented combination of RBD mutations

(E484KRBD, T478RRBD, and R346KRBD) with

NTDdeletions that would likely alter the spike

protein antigenic surface and result in anti-

body escape (table S1).

Here, we investigate the structural plasticity

of the SARS-CoV-2 spike protein RBD and its

capacity to evade neutralizing antibodies.

Results

Structure of an evolved receptor binding

domainÐACE2 complex

Wepreviously generated twoSARS-CoV-2 spike

proteins that each contain six RBD changes

that were detected during persistent infec-

tion of an immunocompromised individual

infected with a SARS-CoV-2 strain containing

the D614GS mutation (14–16). This individual

received treatment with REGN-COV2 (17, 18),

but several of the RBD substitutions had oc-

curred even before administration of this ther-

apeutic antibody cocktail (14–16). Lentivirus

pseudotypes bearing these spike proteins,

denoted day 146* and day 152* (Fig. 1A and

table S2), were refractory to neutralization

by VH3-53 heavy chain gene–derived neutral-

izing antibodies, a potent class of neutralizing

antibodies that have been repeatedly isolated

from convalescent donors (19–25). These pseu-

dotypes were also resistant to neutralization

by components of REGN-COV2 (17, 18) and

by polyclonal immunoglobulin G (IgG) pu-

rified from the serum of COVID-19 convales-

cent donors (14). Substitutions in the day 146*

and day 152* spike proteins, noted in sam-

ples sequenced from this individual in the

spring and summer of 2020, foreshadowed

those in currently circulating VOCs at three

positions: N501RBD, E484RBD, and T478RBD
(Fig. 1A). The day 146* and day 152* spike

proteins also contain substitutions that are

not in current dominant strains but could have

serious effects if acquired. For example, the

S494PRBD substitution is a therapeutic anti-

body (LY-CoV555) escape mutation (26) that,

as of 27 September 2021, was present in more

than 12,000 human-derived SARS-CoV-2 se-

quences on public research databases (GISAID)

(27). Additionally, the Q493KRBD mutation,

which is found in more than 100 human-

derived SARS-CoV-2 sequences on GISAID as

of 27 September 2021, confers resistance to

multiple therapeutic antibodies [REGN10933,

CB6 (LY-CoV016), and LY-CoV555] and VH3-53

gene–derived antibodies (14, 16, 17, 28).

To determine the impact of their combined

mutations on human ACE2 binding, we gen-

erated recombinant RBDs for the day 146* and

day 152* spike protein mutants. The affinity

of the day 152* mutant monomeric RBD for

the monomeric ACE2 ectodomain was sub-

stantially lower (binding affinity,Kd, of 2.4 mM)

than that of wild-type (Wuhan-Hu-1) RBD

(54 nM, consistent with other reports) (3, 29),

suggesting that its mutations compromise

ACE2 binding (fig. S1 and table S3). For

comparison, the affinity we measured of the

SARS-CoVRBD for humanACE2was 0.26 mM,

about ninefold higher than the affinity for the

day 152* RBD (fig. S1 and table S3). The affinity

of the day 152*RBD for ACE2 is comparable to

that of the RBDs of some bat coronaviruses

that are closely related to SARS-CoV-2 and
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bind human ACE2 (e.g., RaTG13 virus RBD

affinity of 3.9 mM) (30). The day 146* RBD,

however, had a similar affinity (Kd of 46 nM)

for ACE2 as that of the Wuhan-Hu-1 SARS-

CoV-2 RBD (fig. S1 and table S3).

We determined the x-ray crystal structure of

the day 146* RBD bound to the human ACE2

ectodomain (Fig. 1B, fig. S2, and table S4). This

structure is similar to previously determined

structures of ACE2–SARS-CoV-2 RBD com-

plexes (2, 3), except we observed contacts be-

tween two N-linked glycans on ACE2 (attached

to N53ACE2 and N90ACE2) and the RBD (fig. S3).

Removing the N90ACE2 glycan, which interacts

with the RBD in both copies of the crystal

asymmetric unit (fig. S3), increased Wuhan-

Hu-1 SARS-CoV-2 and day 146* RBD affinity

for ACE2, although the effect was modest (fig.

S1 and table S3). This finding is consistent

with prior work implicating the N90ACE2
glycan, which is removed in a human poly-

morphism (T92IACE2), as a barrier to SARS-

CoV-2 RBD binding to ACE2 (31, 32).

The N501YRBD substitution is found in mul-

tiple VOCs (Fig. 1A); once it surfaced in the

immunocompromised individual, it was re-

tained at later time points (14–16). As also
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Fig. 1. Structure of intrahost evolved RBD bound to human ACE2. (A) Key

RBD substitutions discussed in the text and the SARS-CoV-2 variants that

contain them. Single-letter abbreviations for the amino acid residues are as

follows: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu;

M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr.

(B) Day 146* RBD–ACE2 ectodomain x-ray crystal structure. RBD residues

that are mutated in variants discussed in the text are shown. Boxed residues are

mutated in the day 146* RBD as compared with the Wuhan-Hu-1 (wild-type)

SARS-CoV-2 RBD. The Delta +3 variant contains an additional RBD mutation

that is not shown in the schematic diagram (see table S2). (C) Wild-type

RBD–ACE2 contacts near N501RBD [Protein Data Bank (PDB) ID 6M0J] (2).

(D) Day 146* RBD contacts near Y501RBD. (E) Wild-type SARS-CoV-2 RBD–

ACE2 interactions near Q493RBD. (F) Day 146* RBD interactions near K493RBD.

(G) Cryo-EM structure of the SARS-CoV-2 RBD bound to the C1C-A3

antibody Fab. RBD residues discussed in the text are labeled. LC, light

chain; HC, heavy chain.
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shown in a cryo–electronmicroscopy (cryo-EM)

structure of the SARS-CoV-2 spike protein con-

taining the N501YRBD substitution bound

to ACE2 (33), the side chain of Y501RBD in-

teracts with Y41ACE2 and K353ACE2 with no

notable structural change (Fig. 1, C and D).

E484RBD is a critical target of antibodies against

SARS-CoV-2 and is mutated in several variants

(12, 34, 35). In structures of Wuhan-Hu-1 SARS-

CoV-2 RBD bound to ACE2, E484RBD is near

but does not directly contact the receptor (Fig.

1E). In the day 146* RBD–ACE2 complex struc-

ture, the K493RBD side chain reaches over the

RBD surface to recruit the E484RBD side chain

to form a new salt bridgewith K31ACE2 (Fig. 1F).

ThenearbyY489HRBDmutation,which removes

a polar contact with ACE2, better accommo-

dates repositioning of E484RBD because the

histidine is smaller than the tyrosine side chain

and would avoid potential steric clashes with

E484RBD in this bindingmode (Fig. 1, E and F).

A second rotamer for residue H34ACE2 forms

additional RBD contacts to fill a gap created

by the reorganization of local interactions (Fig.

1, E and F). This structural plasticity may ex-

plain how the RBD tolerates an unexpectedly

large number of mutations during intrahost

evolution yet retains the ability to bind ACE2

tightly. It is also consistent with the large

sequence divergence in the RBD residues that

contact ACE2 among SARS-related corona-

viruses that share this cellular receptor.

Neutralization escape of therapeutic antibodies

RBD-targeting antibodies can be categorized

into classes on the basis of whether they bind

an overlapping footprint with ACE2 and recog-

nize only an open or both an open and a closed

RBD on the spike protein trimer (36). CB6

(equivalent to LY-CoV016 or etesevimab) is a

class 1, VH3-66–derived antibody that blocks

ACE2binding and can only bind theRBDwhen

it is open, and LY-CoV555 (bamlanivimab) is a

class 2 antibody that blocks ACE2 binding but

can bind both open and closed RBDs (21, 37).

LY-CoV016 and LY-CoV555 are used together

as a cocktail and bind epitopes that partially

overlap on the RBM such that both cannot

bind simultaneously (21, 37). REGN10933 is a

class 1 antibody, and REGN10987 is a class 3

antibody that sterically blocks ACE2 binding

but binds the RBM outside the main ACE2

binding site; both are used as a cocktail (REGN-

COV2) (17, 18).

Structural plasticity at the RBD–ACE2 inter-

face suggests that the RBD could tolerate many

more mutations than found in current VOCs.

We next generated pseudotypes for spike pro-

tein variants that contain composite muta-

tions. The Delta variant, which contains the

L452RRBD and T478KRBD substitutions, has

become a dominant strain across the globe

(38).We generated a pseudotype for the Delta

AY.2 variant, which contains the K417NRBD

mutation that is usually found in the Beta

variant, and a Delta variant containing the

N501YRBD, E484KRBD, and F490SRBDmuta-

tions usually found in the Beta, P.1 (Gamma),

and C.37 (Lambda) variants (referred to here

as “Delta +3”) (Fig. 1A and tables S1 and S2).

The set of RBD mutations for the latter strain

occurred in deposited sequences from samples

collected in Turkey (table S1). We also gen-

erated pseudotypes in which we combined

spike protein substitutions detected in the

immunocompromised host with mutations

found in the Beta variant, which we chose be-

cause this VOC is highly resistant to antibody

neutralization (10, 12, 39). Starting with a day

146* spike protein sequence, which contains

an NTD deletion, we incorporated either one

(E484KRBD) or two (E484KRBD and K417NRBD)

additional substitutions; these are referred

to as receptor bindingmutant-1 (RBM-1) and

RBM-2, respectively (Fig. 1A and table S2).

Additionally, starting with the Beta variant

spike protein sequence, we generated a var-

iant pseudotype that contains two additional

mutations associated with immune evasion

(L452RRBD and N439KRBD) (40, 41). This pseu-

dotype is referred to as RBM-3 (Fig. 1A and

table S2). An ACE2-Fc fusion protein neutral-

ized RBM-1, RBM-2, and RBM-3 pseudotypes,

suggesting that all entered cells by binding

ACE2 (Fig. 2B and fig. S4A).

We tested the activity of therapeutic anti-

bodies against Delta AY.2, Delta +3, RBM-1,

RBM-2, RBM-3, and additional variant pseu-

dotypes with known resistance profiles to serve

as comparators in the same assay (Fig. 2, A and

B, and fig. S4A). LY-CoV555 was the most

affected by escape mutations, followed by

CB6 (fromwhich LY-CoV016 is derived) (Fig. 2,

A andB, and fig. S4A). TheQ493KRBDmutation

conferred absolute resistance to LY-CoV555,

generated 80-fold resistance to CB6, and also

compromised REGN10933 activity, consistent

with previous reports (Fig. 2, A and B, and fig.

S4A) (14, 16, 17, 26). In addition to the expected

loss of activity of LY-CoV555 and CB6 against

Beta and Gamma variants (9, 11, 12, 42), LY-

CoV555 and CB6 lost all activity against day

146*, day 152*, RBM-1, RBM-2, and RBM-3

pseudotypes (Fig. 2, A and B, and fig. S4A).

Whereas the Delta variant is known to resist

neutralization by LY-CoV555 but retain sen-

sitivity to neutralization by CB6/LY-CoV016

(38), the Delta AY.2 pseudotype was resistant

to both agents (Fig. 2, A and B, and fig. S4A).

This is expected because CB6/LY-CoV016 is

derived from a VH3-66 antibody (21), and the

additional mutation the Delta AY.2 variant

contains with respect to Delta (K417NRBD) con-

fers resistance to CB6/LY-CoV16 and other

members of the VH3-53 and VH3-66 class of

neutralizing antibodies (9, 14, 16, 26, 43). The

Delta +3 pseudotype, which despite contain-

ing six RBD mutations does not contain the

K417NRBD substitution, only escaped neutral-

ization by LY-CoV555 (Fig. 2, A and B; fig. S4A;

and table S2). Although the distribution of

LY-CoV016 and LY-CoV555 was paused in the

United States in the summer of 2021 as the

prevalence of Gamma and Beta VOCs in-

creased, the distribution of this antibody cock-

tail has since been resumed with the rise

of Delta as the predominant strain. How-

ever, our findings emphasize the importance

of close monitoring of Delta AY.2 and of other

Delta variants for acquisition of the K417NRBD

mutation.

Although REGN10933 lost substantial activ-

ity against the Beta variant, which is con-

sistent with other reports (9, 12, 42), it still had

amedian inhibitory concentration (IC50) value

of <1 mg ml
−1
in our assays (Fig. 2, A and B,

and fig. S4A). However, resistance markedly

worsened with the day 146*, day 152*, RBM-1,

RBM-2, andRBM-3 pseudotypes, with 800- to

1900-fold loss of neutralizing activity (IC50 val-

ues ranging from20 to 47 mgml
−1
). REGN10987

potently neutralized many of the variant pseu-

dotypes we examined. While we observed the

expected resistance to REGN10987 neutraliza-

tion by variants containing the N439KRBD or

the adjacent N440DRBD substitutions (14, 16),

we also observed some loss of activity against

Epsilon and B.1.617.1 (Kappa), which was not

expected because none of their substitutions

fall within the REGN10987 RBD footprint (Fig.

1A and Movie 1). Nonetheless, other reports

have also noted varying degrees of modest

in vitro resistance of Epsilon and Kappa var-

iants to REGN10987 neutralization (39, 42).

Notably, the day 146* and RBM-3 pseudotypes

were the only ones to gain resistance to both

antibodies in REGN-COV2, because they con-

tain substitutions in the REGN10933 (e.g.,

Q493KRBD, or E484KRBD and K417NRBD) and

the REGN10987 binding sites (N439KRBD or

N440DRBD) (Fig. 2, A and B; fig. S4A; and

Movie 1) (14). We observed on GISAID in-

stances of “day 146*–like” viruses that would be

expected to resist neutralization by LY-CoV555,

LY-CoV016, REGN10933, and REGN10987, be-

cause they contain theQ493KRBDandN439KRBD

substitutions. One strain contains the N501YRBD,

Q493KRBD, andN439KRBDmutations (sequenced

once in SouthAfrica), and the other contains the

N501YRBD, Q493KRBD, L452RRBD, N439KRBD,

and N440FRBDmutations (sequenced once in

the United Kingdom) (table S1).

The broadly neutralizing antibody S309 (44),

a class 3 antibody that binds the RBD but does

not interfere with ACE2 binding and from

which the therapeutic antibody sotrovimab

is derived, was active against all variants we

tested (fig. S4A). However, we could not cal-

culate reliable neutralization IC50 values be-

cause of variable non-neutralizable pseudotype

fractions (fig. S4A). The presence of a non-

neutralizable fraction is unexplained but has
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been noted in other reports when human cells

overexpressing ACE2, as opposed to African

green monkey (Vero) target cells, were used to

examine S309 neutralizing activity (45, 46).

Neutralization escape of mRNA vaccine

recipient sera

Messenger RNA (mRNA)–based vaccines en-

coding the SARS-CoV-2 spike protein elicit

robust neutralizing antibody responses (47–49).

We directly compared immune evasion of the

day 146*, day 152*, and RBM-2 pseudotypes to

the B.1.1.7 (Alpha), Beta, and Gamma pseudo-

types in sera obtained from individuals who

had received a two-dose series of an mRNA

vaccine (BNT162b2 or mRNA-1273) (Fig. 2, C

and D, and fig. S5). In addition to RBD sub-

stitutions, day 146*, day 152*, RBM-1, and

RBM-2 spike proteins all contain NTD dele-

tions spanning residues 141 to 144, which are

positioned near NTDmutations in Alpha, Beta,

andDelta in a key antigenic supersite (table S2)

(6, 7). As similar NTD deletions found in Alpha,

Beta, and Delta prevent binding of some neu-

tralizing antibodies (6, 7, 46), they would be

expected to escape neutralization by some

NTD-targeting antibodies in addition to es-

caping neutralization by RBD-targeting anti-

bodies. After initial immunization but before

the second dose, we observed a loss in neu-

tralizing activity for all variants, although

the severity of this loss varied. Variants that

contain any substitution at E484RBD com-

bined with an NTD deletion (Beta, day 152*,

and RBM-2) were more effective at evading

antibody responses than variants that had an

E484RBD substitution without an NTD deletion

(Gamma) or an NTD deletion but no E484RBD
substitution (day 146*) (Fig. 2, C and D; fig.

S5; and table S2). These findings are con-

sistent with the role of E484RBD as a major

driver in neutralization escape of polyclo-

nal antibody responses to SARS-CoV-2 (35)

and observations that Beta more robustly

escapes antibody neutralization than Gamma

(9, 13). They further suggest that variants

that have an NTD supersite deletion and an

E484RBD substitution are the most concerning
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Fig. 2. Neutralization escape from therapeutic antibodies and mRNA

vaccineÐelicited serum. (A) Summary of neutralization IC50 values for lentivirus

pseudotypes with the indicated monoclonal antibodies. (B) Tabulated IC50

values for lentivirus pseudotypes with the indicated monoclonal antibodies and

an ACE2-Fc fusion protein (ACE2). (C) Mean ID50 neutralization titers for the

indicated variant pseudotypes at the time of the second immunization but before

vaccination (“dose 1”), or 28 days after second immunization (“dose 2”) with

mRNA-1273 or BNT162b2. The fold change of the mean ID50 neutralization titer with

respect to D614GS pseudotype is shown in each panel. Each experiment was

performed twice independently in triplicate (n = 6). Wilcoxon matched-pairs signed

rank test; ****P < 0.0001. (D) Tabulated fold change of mean ID50 neutralization

titers for the indicated pseudotypes as compared with D614GS pseudotype.
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when it comes to resistance to polyclonal

antibodies.

One-quarter of sampled individuals had no

detectable activity against the Beta andRBM-2

pseudotypes after a single immunization

(Fig. 2, C and D). However, sampling at 7 and

28 days after the second immunization re-

vealed detectable neutralizing activity against

all variants in all vaccine recipients, including

against the RBM-2 pseudotype, which con-

tains seven RBD mutations (Fig. 2, C and D,

and fig. S5). Thus, repeated administration of

an mRNA vaccine encoding constructs of the

SARS-CoV-2 spike protein used in current for-

mulations may provide sufficient neutralizing

antibody breadth and potency to yield base-

line serum neutralizing activity against var-

iants that are more extensively mutated than

the current dominant strains.

Identification of SARS-CoV

cross-reactive antibodies

The RBD is also the major target of neutraliz-

ing antibodies against SARS-CoV,which caused

a small outbreak of viral pneumonia from

2003 to 2004, although with a much higher

case fatality rate (50, 51). Polyclonal antibody

responses against SARS-CoV-2 poorly cross-

neutralize SARS-CoV (52, 53). To identify bar-

riers that restrict neutralization breadth, we

performed single memory B cell sorting with

the SARS-CoV spike protein to mine themem-

ory B cell repertoire of a COVID-19 convales-

cent individual (“C1”). Polyclonal IgG from C1

plasma neutralized SARS-CoV-2 pseudotype

but hadweak activity against SARS-CoVpseudo-

type (fig. S6A). From C1 peripheral blood

mononuclear cells, using a prefusion stabi-

lized SARS-CoV spike protein (S2P) (54), we

cloned 17 cross-reactive antibodies. Of these,

11 antibodies bound both the SARS-CoV and

the SARS-CoV-2 spike protein in an enzyme-

linked immunosorbent assay (ELISA) (fig. S6C

and table S5). Only two RBD-binding anti-

bodies, C1C-A3 (“A3”) and C1C-C6 (“C6”), neu-

tralized SARS-CoV-2 pseudotypes in our assays

(Figs. 2B and 3A and fig. S6F). Despite binding

to the SARS-CoV spike protein and RBD by

ELISA, A3 and C6 did not neutralize SARS-CoV

pseudotype (fig. S6, F andG).We also included

C1A-A6 (“A6”) in these assays, a SARS-CoV-2

neutralizing antibody we previously isolated

from the C1 donor using prefusion stabilized

SARS-CoV-2 S2P in single B cell sorting exper-

iments (14). Unlike A3 and C6, A6 neutralized

SARS-CoV pseudotypes (Figs. 2B and 3A and

fig. S6F). We determined Fab RBD binding af-

finities using biolayer interferometry (BLI)

(fig. S7 and table S3) and confirmed A3 and

Nabel et al., Science 375, eabl6251 (2022) 21 January 2022 5 of 10

Fig. 3. Neutralization of SARS-CoV-2 variants by an RBD coreÐtargeting antibody. (A) Summary of

neutralization IC50 values for pseudotypes and the indicated antibodies. (B) Summary of the results of

BLI-based competition assays. (C) Superposition of the CR3022 (PDB ID 6W41) (55) and S309 (PDB ID

6WPS) (44) structures onto the C1C-A3Ðbound RBD structure. Antibody Fabs are shown as ribbon diagrams,

and the RBD is shown in surface representation. Antibody footprints are shown on the RBD surface. (D) RBD

footprint of C1C-A3. (E) RBD footprint of S309 (PDB ID 6WPS) (44). (F) RBD footprint of CR3022 (PDB

ID 6W41) (55). In panels (D) to (F), key RBD residues discussed in the main text are highlighted.

Movie 1. Antibody footprints on an evolving

SARS-CoV-2 RBD. Antibodies are classified

according to Barnes et al. (36). PDB IDs are listed in

parentheses. Key RBD residues discussed in the

main text are highlighted.
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A6 activity against infectious SARS-CoV-2 in a
plaque reduction neutralization assay (fig. S4B).
A3 neutralized almost all SARS-CoV-2 vari-

ant pseudotypes with a neutralization IC50
value of <1 mg ml−1, including Beta, Gamma,
Delta AY.2, Delta +3, RBM-1, RBM-2, and
RBM-3 pseudotypes; the Epsilon variant was
the only exception, with an IC50 value of 1.9 mg
ml−1 (Figs. 2B and 3A and fig. S4A). C6 and A6
also broadly neutralized variants, but with
higher baseline IC50 values, even against
D614GS pseudotypes (ranging from 2.0 to
11.4 mg ml−1) (Figs. 2B and 3A and fig. S4A).
To determinewhere on the RBDA3, C6, and

A6 bind, we carried out competition studies
withC1A-B12 (14), a class 1 antibody;REGN10987
(17, 18) and S309 (44), two class 3 antibodies;
and CR3022 (55), a class 4 antibody (Fig. 3B,
fig. S8, andMovie 1). A3 competedwith CR3022
and REGN10987 for RBD binding, C6 com-
peted with CR3022, and C6 and A6 competed
with each other (Fig. 3B and fig. S8). A6 did
not compete with any of the other antibodies
tested. Among A3, C6, and A6, only A3 com-
petedwithbinding of anACE2-Fc fusionprotein,
suggesting that A3 blocks cellular attachment.

Antibody C1C-A3 binds the conserved RBD core

We determined the 3.1-Å cryo-EM structure of
the A3 Fab bound to the SARS-CoV-2 spike

protein ectodomain (Fig. 4A, figs. S9 and S10,
and table S6). A3 binds the RBD core with the
spike protein trapped in the three open RBD
conformation (Fig. 4A). In agreement with com-
petition assays (Fig. 3B), A3 interacts with
RBD residues that overlap significantly with
those of CR3022 (Fig. 3, C, D, and F, and
Movie 1). A3 is therefore a class 4 antibody, a
class that includes CR3022, S2A4, S304, S2X35,
H014, COVA1-16, S2X259, and DH1047 (4, 56–59)
(Movie 1 and fig. S11). Although the A3 and
S309 footprints on the RBD do not overlap,
and S309 (a class 3 antibody) can bind the
closed spike protein trimer (44), both anti-
bodies contact the N-linked glycan attached to
N343RBD but approach it from different faces
(Fig. 3C and Movie 1).
The A3 Fab avoids the RBD–ACE2 interface,

which contains the majority of key antibody
escape mutations, but, like other class 4 anti-
bodies, nonetheless binds the RBD in a man-
ner that would sterically interfere with ACE2
binding (Fig. 4, B to E, and fig. S11). On the
basis of its epitope, in addition to retaining
activity against all variants we tested, A3
would also have activity against emergent
and preemergent SARS-CoV-2 variants; these
include a variant sequenced from travelers
from Tanzania that contains the E484KRBD,
T478RRBD, and R346KRBD mutations, and

B.1.621 (Mu), a variant detected early in 2021
in Colombia that has since spread internation-
ally and contains the E484KRBD, N501YRBD,
and R346KRBD mutations (Figs. 1G and 4D
and table S1). The R346KRBD mutation falls
within the RBD core and is in the S309 bind-
ing site but is not within A3’s footprint (Fig. 3,
D and E, and Movie 1). However, S309 would
likely retain activity against SARS-CoV-2 var-
iants that contain the R346KRBD mutation,
as the residue that is at the position analo-
gous to SARS-CoV R346RBD is a lysine in
SARS-CoV, and S309 neutralizes both SARS-
CoV and SARS-CoV-2 (44, 60).

RBD core glycan addition drives

neutralization escape

Despite A3’s breadth against SARS-CoV-2 var-
iant pseudotypes (Figs. 2B and 3A), A3 does
not neutralize SARS-CoV pseudotype (fig. S6,
F and G). The A3 epitope is highly conserved
between SARS-CoV-2 and SARS-CoV; however,
N370RBD is a site of N-linked glycosylation in
SARS-CoV (N357RBD in SARS-CoV numbering)
and in animal coronaviruses but not in SARS-
CoV-2 (Fig. 5, A to C and F) (61). An N-linked
glycan attached to SARS-CoV-2 N370RBDwould
introduce steric clashes with the A3 antibody
heavy and light chains (Fig. 5D). Further-
more, calculations of antibody-accessible
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Fig. 4. Structural basis for C1C-A3 neutralization. (A) Cryo-EM structure of the
C1C-A3–Fab SARS-CoV-2 spike protein complex. Two of the three spike protein
protomers are shown in surface representation. One protomer is shown as a ribbon
diagram with labeled subdomains. The trimer model shown was generated by
superposition of an RBD–C1C-A3 Fab model generated by subparticle classification
of the RBD region onto the coordinates of the trimeric spike protein–C1C-A3 Fab
complex (see materials and methods). SD1, subdomain 1; SD2, subdomain 2;
FP, fusion peptide; HR1, heptad repeat 1; CD, connector domain; S2, additional portions

of S2 subunit. (B) Surface representation of the SARS-CoV-2 day 146* RBD showing
the ACE2 footprint, including surfaces contacted by ACE2 N-linked glycans. Key RBD
positions discussed in the text are labeled. (C) Surface representation of ACE2,
showing the day 146* RBD and RBM footprints. (D) Surface representation of the
RBD highlighting C1C-A3 Fab and ACE2 footprints. (E) Overlay of the C1C-A3
Fab–RBD complex with the day 146* RBD–ACE2 complex. Atoms within 1.54 Å of each
other are shown in yellow surface representation to highlight steric clashes. Key
RBD residues discussed in the text are labeled in (B) and (D).

RESEARCH | RESEARCH ARTICLE



surface areas using molecular dynamic trajec-

tories of a fully glycosylated SARS-CoV-2 spike

protein with a modeled N370RBD glycan sug-

gest that its addition would restrict A3 epitope

access and could also affect binding of other

class 4 antibodies (fig. S12) (61, 62).

Partial occupancy of the glycan attached to

SARS-CoV N357RBD in recombinant protein

preparations may explain why we observed

spike protein and RBD binding but a lack of

SARS-CoV pseudotype neutralization (fig. S6,

F and G). In surface plasmon resonance bind-

ing assays, A3 IgG bound tightly to the SARS-

CoVRBDonlywhen theRBDwas enzymatically

deglycosylated (fig. S13 and table S7). Consist-

ent with the role of the SARS-CoV N357RBD
N-linked glycan as a barrier to A3 neutraliza-

tion, introducing a substitution that would

prevent its addition (T359ARBD) sensitized

SARS-CoV pseudotypes to A3 neutralization

(IC50 value of 5 mg ml
−1
) (Fig. 2B and fig. S4A).

The A372S/TRBD mutations, which would

introduce an N-linked glycosylation motif and

allow formodification of N370RBD in the SARS-

CoV-2 spike protein, are found in human-

derived SARS-CoV-2 sequences (GISAID) (27),

including on sequences for VOCs Alpha and

Delta, without apparent geographic restriction

(48 sequence counts as of 10 October 2021 and

detected in at least 14 countries) (Fig. 5F and

table S8). Although the mutations are current-

ly rare, their presence in sequence databases

suggests that SARS-CoV-2 strains containing

these mutations can replicate in humans. To

confirm that an N-linked glycan could be

added toN370RBD, we conducted glycan analy-

sis on recombinant SARS-CoV-2 RBD contain-

ing the A372SRBD substitution and observed

90% occupancy of an N-linked glycan at po-

sition N370RBD (fig. S13B).

Because acquisition of a putative N-linked

glycan at N370RBD was the most frequent on

the Alpha variant at the time of our initial

analysis, we generated an Alpha pseudotype

that contains the A372TRBD substitution (Alpha

A372T). We tested the effect of this substitu-

tion on three class 4 antibodies: A3, the anti-

body we isolated here; S2A4, an antibody that

does not cross-react with the SARS-CoV RBD

(4); and COVA1-16, an antibody that has weak

cross-neutralizing activity against SARS-CoV

(57). The mutation resulted in eightfold greater

resistance to A3 neutralization (IC50 value of

1.1 mgml
−1
, as comparedwith 0.14 mgml

−1
with

the Alpha pseudotype) and complete resist-

ance to S2A4 neutralization (Figs. 2B, 3A, and

5, G and H, and fig. S4A). S2A4 and COVA1-16

neutralized variants with potency that was

overall comparable to A3 in most cases (Figs.

2B and 3A and fig. S4A). COVA1-16, probably

because it has some activity against SARS-CoV

[above the limit of detection in our assays, but

29 mg ml
−1

as reported by Liu et al. (57)], re-

tained activity against Alpha A372T pseudo-

type (Figs. 2B, 3A, and 5H, and fig. S4A). The

Fab binding pose of certain class 4 antibodies,

therefore, may allow them to avoid steric

hindrance from an N-linked glycan attached

to N370RBD (S2X259 is one such antibody)

(Movie 1) (56).

Antibody C1C-A3 neutralizes a

related coronavirus

Coronaviruses that circulate in animals and

have spike protein RBDs that can bind human

ACE2 are a continued threat. RaTG13 virus,

which is closely related to SARS-CoV-2 phylo-

genetically, is one example (63). The RaTG13
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Fig. 5. Structural basis for immune evasion of a RBD coreÐtargeting anti-

body. (A and B) C1C-A3 antibody contacts with the SARS-CoV-2 RBD core.

(C) C1C-A3 contacts with the N343RBD glycan with structural superposition of

the SARS-CoV RBD (PDB ID 6NB6) (78). N-linked glycans found at N330RBD and

N357RBD in SARS-CoV and the analogous N343RBD and N370RBD positions in

SARS-CoV-2 are highlighted. (D) Superposition of the C1C-A3 Fab–SARS-CoV-2

RBD structure with the SARS-CoV RBD (PDB ID 6NB6) (78) showing that a

glycan attached at SARS-CoV N357RBD may interfere with antibody binding. The

SARS-CoV-2 RBD is not shown for clarity. (E) Superposition of the C1C-A3–

SARS-CoV-2 RBD with the RaTG13 virus RBD (PDB ID 7CN4) (79) showing that

a glycan attached at RaTG13 virus N370RBD would be more readily accommodated

because the helix that contains it would be rotated away from the Fab. The

SARS-CoV-2 RBD is omitted for clarity. (F) Sequence alignment of the RBD core

region contacted by C1C-A3. SARS-CoV-2 numbering is shown at the top of

the alignment, and SARS-CoV numbering is shown at the bottom. Circles indicate

antibody contacts. (G) C1C-A3 neutralization curves for the indicated lentivirus

pseudotypes. Data are plotted as the mean ± standard deviation of the mean.

The experiment was performed twice in triplicate (n = 6). For some data points,

error bars are smaller than symbols. (H) Tabulated neutralization IC50 values

for the indicated pseudotypes.
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virus spike protein contains a threonine at

RBD position 372, which would allow for

N370RBD glycosylation (Fig. 5F). Despite the

presence of the N-linked glycan, A3 potently

neutralized RaTG13 virus pseudotype (neu-

tralization IC50 value of 21 ng ml
−1
), suggest-

ing that A3 neutralization breadth extends

to preemergent coronaviruses that are closely

related to SARS-CoV-2 (Fig. 5, G andH). Struc-

tural superposition reveals that the N370RBD
glycan on the RaTG13 RBD is positioned in a

manner that may not block A3 epitope access

but could interfere with binding of other anti-

bodies that bind nearby epitopes on the RBD

core (Fig. 5E).

Discussion

As variants containing composite mutations

begin to emerge, continued SARS-CoV-2 im-

mune evasion will remain a big concern. We

found that accumulation of large numbers of

RBD mutations, which mimics accelerated

spike protein evolution occurring in a per-

sistently infected immunocompromised host

(14–16), is facilitated by structural plasticity

at the ACE2–RBD interface (Fig. 1, B to F).

The severity of the phenotypes we observed

in vitro suggests that further evolved variants

will more adeptly escape therapeutic antibody

neutralization than currently circulating VOCs,

with potential resistance to two-component

antibody cocktails (Fig. 2, A and B).

After twomRNA vaccine immunizations and

as early as 7 days after the second dose, all

mRNA vaccine recipients had detectable neu-

tralizing activity against pseudotypes contain-

ing an NTD supersite deletion and RBDs with

six to sevenmutations (e.g., day 146*, day 152*,

and RBM-2), with mean neutralization ID50

values decreased by 2.3- to 6.1-fold (Fig. 2, C

and D, and fig. S5). While the precise epitopes

targeted by this residual vaccine-elicited serum

neutralizing activity remain to be determined,

we surmise that antibodies targeting the RBD

core (e.g., those that bind away from the RBM)

at least in part account for some of this ac-

tivity. As the RBD is a major target of vaccine-

elicited and naturally acquired humoral

immunity to SARS-CoV-2 (4, 5), and the RBM

is a critical site of potent neutralizing antibody

binding (19, 21–25, 64) that is themost antibody-

accessible and the least masked by glycan and

conformational shielding (fig. S12), continued

RBM evolution may guide antibody responses

toward more conserved neutralizing epitopes

on the RBD core.

Wemined genome sequences in the GISAID

database for substitutions that would intro-

duce additionalN-linked glycans onto theRBD.

This analysis identified D364NRBD as an addi-

tional mutation that would introduce a putative

N-linked glycosylation site in a surface-exposed

loop in the footprint of some class 4 anti-

bodies (Movie 1). The independent acquisition

of N-linked glycosylation sites (through the

A372S/TRBD and D364NRBD substitutions) on

the same surface of the RBD core, but not on

other RBD sites, suggests that this region may

be a target of immune selective pressure.

While glycan addition may allow neutrali-

zation escape, this change could come at a

cost to viral fitness and infectivity. Indeed,

the A1114G:T372A mutation that removed the

glycan in the SARS-CoV-2RBDappeared under

selective pressure, and addition of the glycan

decreases viral replication in human lung epi-

thelial (Calu-3) cells by more than 60-fold (65).

A recent molecular dynamics study suggests

that introducing the glycan at N370RBD in

SARS-CoV-2 would favor the closed conforma-

tion with the N370RBD glycan stabilizing the

closed RBD structure on the trimeric spike pro-

tein (66). A lack of a glycan at positionN370RBD,

therefore, may increase SARS-CoV-2 ACE2-

binding and infectivity by favoring the open

state but may also make SARS-CoV-2 more

vulnerable to neutralizing antibodies that can

only bind the RBD in the open conformation.

Although addition of the N370RBD glycan

may be associated with a cost to viral fitness,

should the selective immune pressure be con-

siderable at this site over a long enough time

scale, this may also afford the virus an oppor-

tunity to acquire permissive secondary mu-

tations during evolution that restore viral

fitness, as is observed in influenza virus drug

resistance (67). Such compensatory mutations

would be ones that promote ACE2 binding

and RBD opening; for example, the D614GS

mutation (68), which favors the open confor-

mation, and the N501YRBD mutation, which

introduces more favorable interactions with

ACE2 (Fig. 1D).

As parts of the world continue to face waves

of infection and mitigation strategies are re-

laxed, viral replication in human hosts under

antibody selective pressure will continue to

shape the antigenic landscape of the SARS-

CoV-2 spike protein. With vigorous variant

monitoring efforts underway to help design

next-generation antibody-based therapeutics,

and with mRNA- or DNA-based vaccines that

can be updated to rapidly adapt to new var-

iants, proactively examining the consequences

of further viral evolution before the next high-

ly antibody resistant strain emerges is of ut-

most importance.

Materials and methods summary

We isolated monoclonal antibodies from the

blood of a COVID-19 convalescent individual

using single B cell sorting with prefusion-

stabilized SARS-CoV spike protein ectodo-

main as bait and using established protocols

(14, 54). We obtained venous blood samples

from healthy mRNA-1273 and BNT162b2 vac-

cine recipients. We produced recombinant

glycoproteins and antibodies or Fabs in tran-

siently transfected mammalian cells grown in

suspension culture and purified these proteins

using affinity-basedmethods.We used ELISAs

to measure antibody binding and BLI or sur-

face plasmon resonance to determine kinetic

parameters of binding. We packaged lentivi-

rus pseudotypes by transient transfection of

HEK293T cells, as previously described (14).

We used HEK293T cells expressing human

ACE2 in pseudotype neutralization assays or

Vero E6 cells in plaque reduction neutraliza-

tion tests, as previously described (14). We col-

lected x-ray diffraction data on crystals of

a day 146*–SARS-CoV-2 RBD complex at

the Advanced Photon Source (APS, Argonne,

IL) NE-CAT beamline and used established

procedures for data processing, molecular

replacement, atomic model building, and re-

finement (69–73). We used mass spectrome-

try to perform glycopeptide analysis. After

data collection on a Titan Krios cryo–electron

microscope equippedwith a Gatan K3 camera,

we used single-particle cryo-EM to determine

the structure of a prefusion-stabilized SARS-

CoV-2 spike protein ectodomain (7) complexed

with C1C-A3 Fab complex using established

procedures for image processing, atomic mod-

el building, and refinement (72–77).
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Reconfigurable asymmetric protein assemblies
through implicit negative design
Danny D. Sahtoe†, Florian Praetorius†, Alexis Courbet, Yang Hsia, Basile I. M. Wicky,

Natasha I. Edman, Lauren M. Miller, Bart J. R. Timmermans, Justin Decarreau,

Hana M. Morris, Alex Kang, Asim K. Bera, David Baker*

INTRODUCTION: For many current challenges

in synthetic biology, it would be desirable to

have bio-orthogonal andmodular sets of inter-

acting proteins that are folded and soluble

when alone but rapidly and specifically asso-

ciate whenmixed. Although pairs of proteins

with these properties are found in nature, with

the exception of single-helix coiled-coil peptides

that are not folded in isolation, it has been very

challenging to generate new bio-orthogonal

pairs by design. This is because designed, large-

ly nonpolar interfaces that drive association

between two different chains can alsomediate

self-association of individual chains into large

oligomers or aggregates that disassociate very

slowly. For example, designed heterodimeric

helical bundles with specific and orthogonal

interfaces do not readily assemble from indi-

vidually purified monomers but require coex-

pression, thermal or chemical denaturation, or

incubation for more than a week for assembly

from individually prepared components.

RATIONALE:We sought to design heterodimers

that (i) spontaneously assemble upon mixing

of stable and soluble individual components,

(ii) allow dynamic exchange of components,

and (iii) are amenable to rigid fusion to enable

the assembly of higher-order hetero-oligomeric

complexeswith defined structures.We reasoned

that these properties could be achieved with

rigid designed protomerswith exposed b sheet

edges that associate to forma continuous b sheet

in the heterodimer (see the figure): Any off-

target interaction that does not allow for strand-

pair formation should be highly unfavorable

because of the high thermodynamic cost of the

burial of backbonepolar groupsaway fromwater

in the absence of compensating hydrogen-

bonding interactions, thus reducing the prob-

ability of undesired homo-oligomerization.

RESULTS: We designed 12 a-b heterodimers

that readily assemble from individually ex-

pressed and purified monomers. By rigidly

fusing two different protomers to designed

helical repeat proteins, we generated bivalent

connector proteins that can bind two different

partners. Using one or more of these bivalent

connectors, we successfully assembled linear

heterotrimers, heterotetramers, heteropen-

tamers, and a heterohexamer with distinct

shapes (see the figure). We further assembled

branched heterotetramers using trivalent con-

nectors that can bind three different partners

in defined orientations. By rigidly fusing our

protomers topreviouslydesignedhomoligomers,

we created hubs that can bind three or four

copies of the same binding partner. Using

symmetry-aware helical fusion, we designed a

closed C4-symmetric ring. All of these hetero-

oligomeric complexes readily assemble from

individually prepared components. The com-

ponents function as designed in living cells,

mediating the assembly of liquid-liquid con-

densates ormore static aggregates depending

on the interaction affinities, and designed

assemblies can be reconfigured by addition of

components providing access to lower free-

energy states (see the figure).

CONCLUSION: Our reversible heterodimeric

assemblies open the door to many exciting

new synthetic biology and nanomaterial ap-

plications. Bivalent connectors can be used to

induce interaction between otherwise mono-

meric proteins to modulate biological function,

and symmetric hubs can present multiple

copies of ligands or antigens to cluster cell-

surface receptors. Bio-orthogonal signaling

systems can be constructed by using the het-

erodimer components in synthetic receptors

and ligands. Reconfigurable higher-order

nanomaterials—one-dimensional (1D) fibers,

2D lattices, and 3D nanocages and crystals—

can be created using our designed components

to drive geometrically precise association be-

tween the material components.▪

RESEARCH

SCIENCE science.org 21 JANUARY 2022 • VOL 375 ISSUE 6578 283

The list of author affiliations is available in the full article online.
*Corresponding author. Email: dabaker@uw.edu
†These authors contributed equally to this work.
Cite this article as D. D. Sahtoe et al., Science 375, eabj7662
(2022). DOI: 10.1126/science.abj7662

READ THE FULL ARTICLE AT

https://doi.org/10.1126/science.abj7662

A

Individually soluble monomers Heterodimer

Heterohexamer

B

C

Schematic representation of reconfigurable protein assemblies. (A and B) Formation of a heterodimer

(A) or heterohexamer (B) from monomers that are stable and soluble in isolation. (C) Two components A

(orange) and C (green) are monomeric and do not interact. Addition of a bivalent connector B (blue)

brings them in close proximity. Subsequent addition of component B′ (yellow) leads to the formation of a

symmetric B4B′4 ring and release of free A and C.
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Reconfigurable asymmetric protein assemblies
through implicit negative design
Danny D. Sahtoe1,2,3†, Florian Praetorius1,2†, Alexis Courbet1,2,3, Yang Hsia1,2, Basile I. M. Wicky1,2,

Natasha I. Edman1,2,4,5, Lauren M. Miller1,2, Bart J. R. Timmermans1,2, Justin Decarreau1,2,

Hana M. Morris1,2, Alex Kang1,2, Asim K. Bera1,2, David Baker1,2,3*

Asymmetric multiprotein complexes that undergo subunit exchange play central roles in biology but

present a challenge for design because the components must not only contain interfaces that enable

reversible association but also be stable and well behaved in isolation. We use implicit negative design to

generate b sheetÐmediated heterodimers that can be assembled into a wide variety of complexes.

The designs are stable, folded, and soluble in isolation and rapidly assemble upon mixing, and crystal

structures are close to the computational models. We construct linearly arranged hetero-oligomers with

up to six different components, branched hetero-oligomers, closed C4-symmetric two-component

rings, and hetero-oligomers assembled on a cyclic homo-oligomeric central hub and demonstrate that

such complexes can readily reconfigure through subunit exchange. Our approach provides a general

route to designing asymmetric reconfigurable protein systems.

D
ynamic reconfigurable multiprotein

complexes play key roles in central bio-

logical processes (1). The subunits are

generally monomeric in isolation, al-

lowing the assemblies to reconfigure

by successive addition or removal of one or

more components. Such modulation is essen-

tial to their function; for example, subunit loss

and addition underlie the molecular mecha-

nisms of protein complexes that drive DNA

replication and transcription (2, 3). The abil-

ity to de novo design such multicomponent

reconfigurable protein assemblies would en-

able the realization of sophisticated new func-

tions. Previous design efforts have generated

cyclic oligomeric and higher-order symmetric

nanostructures such as icosahedral nano-

cages with as many as 120 subunits and two-

dimensional (2D)–layers with many thousands

of regularly arrayed components (4–8). Essen-

tial to this is the symmetry and cooperativity

of assembly, which strongly favors just one of a

large number of possible states. Once formed,

these assemblies are therefore typically quite

static and exchange subunits only on long time

scales, which is advantageous for applications

such as nanoparticle vaccine design andmulti-

valent receptor engagement (9).

The design of reconfigurable asymmetric

assemblies ismore challenging, because there

is no symmetry “bonus” favoring the target

structure (as is attained, for example, in the

closing of an icosahedral cage) and because

the individual subunits must be stable and

soluble in isolation in order to reversibly as-

sociate. Reconfigurable asymmetric protein

assemblies could, in principle, be constructed

using a modular set of protein-protein in-

teraction pairs (heterodimers), provided that

first, the individual subunits are stable and

monomeric in isolation so that they can be

added and removed; second, the interacting

pairs are specific; and third, they can be rigidly

fused through structured connectors to other

components. Rigid fusion, as opposed to fu-

sion by flexible linkers, is important to program

the assembly of structurally well-defined com-

plexes; most higher-order natural protein com-

plexes have, despite their reconfigurability,

distinct overall shapes that are critical for

their function. Although there are designed

orthogonal sets of interacting proteins that

have one of these properties, designed proteins

that have all of these properties are lacking.

The components of designed helical-hairpin

heterodimers (10, 11) on their own formhomo-

dimers or other higher-order homomeric ag-

gregates that disassemble on very long time

scales (10, 12), making them unsuitable for

use in constructing reconfigurable higher-

order assemblies. Heterodimeric coiled coils

assemble from peptides that are soluble and

monomeric, but the monomers are unfolded

before binding their partners (13, 14), com-

plicating their use in structurally defined

rigid fusions.

We set out to design sets of interacting pro-

tein pairs for constructing reconfigurable as-

semblies (Fig. 1A). The first challenge is the

systematic design of proteins with interaction

surfaces that drive association with cognate

partners but not self-association. Hydrophobic

interactions drive protein complex assem-

bly, but these same hydrophobic interactions

can also promote homomerization. Previous-

ly designed heterodimeric helical bundles

featured, in addition to hydrophobic inter-

actions, explicit hydrogen-bond networks that

contribute to binding specificity and make the

interface more polar. However, the individual

protomers, either helical hairpins or individual

helices, lack a hydrophobic core and are thus

flexible and unstable as monomers, allowing

a wide range of potential off-target homo-

oligomers to form (Fig. 1B). Explicit negative-

designmethods favor one state by considering

the effect of amino acid substitutions on the

free energies of both states (15–17). How-

ever, such methods cannot be readily applied

to disfavor self-association, because there

are, in general, a large number of possible self-

associated states that cannot be systematically

enumerated.

We instead sought to use implicit negative

design (18) by introducing three properties

that collectively make self-associated states

unlikely to have low free energy: First, in con-

trast to the flexible coiled coils and helical

hairpins used in previous designs, we aimed

for well-folded individual protomers stabilized

by substantial hydrophobic cores; this prop-

erty limits the formation of slowly exchanging

homo-oligomers (Fig. 1B). Second, we con-

structed interfaces in which each protomer

has a mixed a-b topology and contributes

one exposed b strand to the interface, giving

rise to a continuous b sheet across the hetero-

dimer interface (19–21) (Fig. 1C). The exposed

polar backbone atoms of this “edge strand”

limit self-association to arrangements that

pair the b edge strands; most other homomeric

arrangements are unlikely because they result

in the energetically unfavorable burial of the

polar backbone atoms on the b edge strand

(Fig. 1C). Third, taking advantage of the re-

strictions in possible undesired states result-

ing from the two properties noted above, we

explicitlymodeled the limitednumber of homo-

oligomeric states and designed in additional

elements that were likely to sterically occlude

such states (Fig. 1D).

Results

To implement these properties, we chose to

start with a set of mixed a-b scaffolds that

were designed by Foldit players (22). The

selected designs contain sizable hydrophobic

cores, exposed edge strands required for b sheet

extension (19), and one terminal helix (either N

or C) available for rigid helical fusion (Fig. 1E)

(23). Using blueprint-based backbone building

(24, 25), we designed additional helices at the

other terminus for a subset of the scaffolds to
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enable rigid fusion at both theN and C termini

(fig. S1). Heterodimers with paired b strands

across the interface were generated by super-

imposing one of the two strands from each of

a series of paired b strand templates onto an

edge b strand of each scaffold (Fig. 1E, top)

and then optimizing the rigid body orientation

and the internal geometry of the partner b

strand of the template to maximize hydrogen-

bonding interactions across the interface

(Fig. 1E, second row). This generates a series of

disembodied b strands that form an extended

b sheet for each scaffold; for each of these, an

edge b strand from a second scaffold was

superimposed on the disembodied b strand to

form an extended b sheet (Fig. 1E, third row).

The interface side chainÐside chain interactions

in the resulting protein-protein docks were

optimized using Rosetta combinatorial sequence

design (26). To limit excessive hydrophobic inter-

actions, we generated explicit hydrogen-bond

networks across the heterodimer interface (11)

or constrained the amino acid composition to

favor polar residues while penalizing buried

unsatisfied polar groups (27). This resulted in

interfaces that, outside of the polar hydrogen

bonding of the b strands, contained both hy-

drophobic interactions and polar networks.

To further disfavor unwanted homodimeric

interactions (Fig. 1D, right), we rigidly fused
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Fig. 1. Strategies for the design of asymmetric hetero-oligomeric complexes.

(A) Many design efforts have focused on cooperatively assembling symmetric

complexes (left) with little subunit exchange. In this study, we sought

to create asymmetric hetero-oligomers from stable heterodimeric building

blocks that can modularly exchange subunits (right). Design strategies for

preventing subunit self-association are illustrated in the following panels.

(B) Protomers that have a substantial hydrophobic core (right rectangles)

are less likely to form stable homo-oligomers than protomers of previously

designed heterodimers that lack hydrophobic monomer cores. (C) In

b sheet extended interfaces, most homodimer states that bury non–hydrogen-

bonding polar edge-strand atoms are energetically inaccessible. Potential

homodimers are more likely to form by b sheet extension. These are

restricted to only two orientations (parallel and antiparallel) and a limited

number of offset registers. Arrows and ribbons represent strands and

helices, respectively; thin lines indicate hydrogen bonds; and red stars

indicate unsatisfied polar groups. (D) By modeling the limited number

of b sheet homodimers across the b edge strand, structural elements may be

designed that specifically block homodimer formation or make it unlikely

because of small interfaces but still allow heterodimer formation. Circles

indicate helices, rectangles indicate b strands, and stars indicate steric

clashes. (E) To design reversible heterodimers, b strands are docked to the

edge strands of hydrophobic core–containing protein scaffolds [in this paper,

from Foldit (22)], a second scaffold is superimposed on the docked strand

creating a protein-protein complex, the amino acids at the protein-protein

interface are optimized for high affinity and specificity binding, and

finally DHRs are fused to the terminal helices.
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designed helical repeat proteins (DHRs) to ter-

minal helices (23, 28). Because these DHRs

have different shapes, they also serve to di-

versify building-block shapes for subsequent

higher-order assembly design. Designed het-

erodimers were selected for experimental char-

acterization on the basis of binding energy, the

number of buried unsatisfied polar groups,

buried surface area, and shape complemen-

tarity (see Materials and methods).

We coexpressed the selected heterodimers

in Escherichia coli using a bicistronic expres-

sion system that encodes one of the two pro-

tomers with a C-terminal polyhistidine tag

and the other protomer either with no tag or

with a green fluorescent protein (GFP) tag at

the N terminus. Complex formation was ini-

tially assessed using nickel affinity chroma-

tography; designs for which both protomers

were present in SDS–polyacrylamide gel elec-

trophoresis (PAGE) after nickel pulldown were

subjected to size exclusion chromatography

(SEC) and liquid chromatography–mass spec-

trometry (LC-MS). Of the 238 tested designs,

71 passed the bicistronic screen and were se-

lected for individual expression of protomers.

Of these, 32 formed heterodimers from indi-

vidually purified monomers as confirmed by

SEC, native MS, or both (Fig. 2A and figs. S2

and S3A). In SEC titration experiments, some

protomers were monomeric at all injection

concentrations, whereas others self-associated

at higher concentrations (fig. S4). Both LHD101

protomers and their fusions were monomeric

even at injection concentrations greater than

100mM(fig. S4). LHD275A,LHD278A,LHD317A,

and a redesigned version of LHD29 with a

more polar interface (LHD274) were also pre-

dominantly monomeric (figs. S4 and S5).

Designs for which isolated protomers were

poorly expressed, polydispersed in SEC, or

did not yield stable, soluble, and functional

rigid DHR fusions were discarded along with

designs that were very similar to other designs

but otherwise stable and soluble. The remain-

ing 11 heterodimers span three main struc-

tural classes [Fig. 2A, fig. S2, and data S1 (LHD

components)]. In class one, the central extended

b sheet is buttressed on opposite sides by helices

that contribute additional interface interactions

(LHD29 and LHD202 in Fig. 2A); in class two,

the helices that provide additional interactions

are on the same side of the extended central

sheet (LHD101 and LHD206 in Fig. 2A); and

in class three, both sides of the central b sheet

extension are flanked by helices (LHD275 and

LHD317 in Fig. 2A).

We monitored the kinetics of heterodimer

formation and dissociation through biolayer

interferometry (BLI) (Fig. 2A, fig. S2, and table

S1) by immobilizing individual biotinylated

protomers onto streptavidin-coated sensors

and adding the designed binding partner.
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Fig. 2. Designed heterodimer characterization. (A) Characterization of six designed heterodimers. Design models are shown in the top row; the color scheme

for the different designs is maintained throughout the paper. Normalized SEC traces of individual protomers (A and B) and complexes (AB) are shown in the middle

row and kinetic binding traces with global kinetic fits of in vitro biolayer interferometry binding assays in the bottom row. (B and C) Crystal structures

(in colors) of the designs LHD29, LHD29A53/B53, and LHD101A53/B4 overlayed on design models (light gray). Colored rectangles in the full models (top row) match

the corresponding detailed views (bottom row). Sequences and models for all proteins are provided in data S1.
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Unlike previously designed heterodimers,
binding reactions equilibrated rapidly, with
affinities ranging from micromolar to low
nanomolar (fig. S3C and table S1). Association
rateswere quite fast and ranged from106M−1 s−1

for the fastest heterodimer to 102M−1 s−1 for the
slowest heterodimer LHD29, which is still an
order ofmagnitude faster than the fastest asso-
ciating designed helical hairpin heterodimer
DHD37 (10) (Fig. 2A, fig. S6A, and tables S1
and S2). For LHD101 and LHD206, we inde-
pendently determined the equilibriumdissoci-
ation constant (Kd) with a split luciferase-based
binding assay in E. coli lysates and obtained
very similar values, indicating that heterodimer
association is not affected by high concentra-
tions of noncognate proteins (fig. S6, D and E,
and table S3).
We determined the crystal structures of

two class-one designs, LHD29 (2.2 Å) and
LHD29A53/B53 (2.6 Å) in which both proto-
mers are fused toDHR53 (Fig. 2B and table S4).
In the central extended b sheet, the LHD29
design closely matches the crystal structure
(red and green boxes in Fig. 2B and table S5).
Aside from backbone b sheet hydrogen bonds,
this part of the interface is supported by pri-
marily hydrophobic packing interactions be-
tween the side chains of each interface b edge
strand. The two flanking helices on opposite
sides of the central b sheet (blue and orange
boxes in Fig. 2B) contribute predominantly
polar contacts to the interface and are also sim-
ilar in the crystal structure and designmodel.
Apart fromcrystal contact–induced subtle back-
bone rearrangements in strand two of LHD29B
that promote the formation of a polar interac-
tion network (blue box in Fig. 2B), most inter-
face side chain–side chain interactions agree
with the designmodel. As for unfused LHD29,
the interface of LHD29A53/B53 resembles the
designed model; at the fusion junction and
repeat protein regions, deviations are slightly
larger (table S5).
We also determined the structure of a class-

two design, LHD101A53/B4 (2.2 Å), in which
protomer A is fused toDHR53 and B toDHR4
(Fig. 2C and tables S4 and S5). The crystal
structure agrees well with the design model
at both the interface and fusion junctions, as
well as the repeat protein regions. In class-two
designs, the interface b strand pair is reinforced
by flanking helices that, unlike in class-one
designs, are in direct contact with both each
other and the interface b sheet. The solvent-
exposed side of the b interface consists pri-
marily of electrostatic interactions (purple
box in Fig. 2C), whereas the buried side con-
sists exclusively of hydrophobic side chains.
Together with apolar side chains on the flank-
ing helices of both protomers, these residues
form a closely packed core interface (brown
box in Fig. 2C) that is further stabilized by
solvent-exposed polar interactions between

the flanking helices. Notably, the designed
semiburied polar interaction network cen-
tered on Tyr173 is recapitulated in the crystal
structure (gray box in Fig. 2C).
As described above, the third of our implicit

negative-design principles was to incorporate
structural elements incompatible with b sheet
extension in homodimeric species (Fig. 1D).
To assess the utility of this principle, we took
advantage of the limited number of possible
off-target edge-strand interactions that can
form (Fig. 1C); we docked all protomers against
themselves on the edge strand that participates
in the heterodimer interface and calculated the
Rosetta binding energy after relaxation of the
resulting homodimeric dock (fig. S7). Homo-
dimer docks of the protomers that chromato-
graphed asmonomers in SEC had unfavorable
energies compared with those that showed
evidence of self-association in agreement with
our initial hypothesis (Fig. 1D), and visual in-
spection of these docks suggested that homo-
dimerization was likely prevented by the
presence of sterically blocking secondary-
structure elements (fig. S7).
Twenty-eight additional rigid fusion pro-

teins that were generated using the 11 base
heterodimers and LHD274 (Fig. 3A) retained
both the oligomeric state and binding activity
of the unfused counterparts, indicating that
the designed heterodimers are quite robust
to fusion (figs. S3D, S6E, and S8). There are
74 different possible heterodimeric complexes
that can be assembled from these fusions, each
with different shapes. Most of the fusions in-
volve protomers of LHD274 and LHD101; fu-
sions to LHD101 protomers alone enable the
formation of 30 distinct heterodimeric com-
plexes (fig. S9).
Larger multicomponent hetero-oligomeric

protein assemblies require subunits that can
interact withmore than one binding partner at
the same time. To this end,we generated single-
chain bivalent connector proteins. Designed
protomers that share the same DHR as the
fusion partner and have compatible termini
can be simply spliced together into a single
protein chain on overlapping DHR repeats
(Fig. 3B).Mixing a linear connector (“B”) with its
two cognate binding partners (“A” and “C”)
yields a linearly arranged heterotrimer (“ABC”)
inwhich the two terminal capping components
A and C are connected through component B
but otherwise are not in direct contact with
each other (Fig. 3C). We analyzed the assem-
bly of this heterotrimer and controls by SEC
(Fig. 3C) and observed stepwise assembly
of the ABC heterotrimer with clear baseline
separation from AB and BC heterodimers, as
well as frommonomeric components (Fig. 3C).
Using experimentally validated linear connec-
tors created using the above-describedmodular
splicing approach (Fig. 3D, fig. S10A, and data
S1), we assembled 20 heterotrimers in total,

including one verified by negative-stain elec-
tron microscopy (nsEM) (figs. S10B and S11).
The absence of off-target complexes in these
assemblies corroborates the orthogonality of
the heterodimer interfaces (fig. S12).
By using more than one connector subunit,

larger linear hetero-oligomers can be gener-
ated. We constructed and confirmed assem-
bly of ABCA and ABCD heterotetramers, each
containing two different linear connectors (B
and C) and either one or two terminal caps
(two A or A and D), an ABBA heterotetramer
using a homodimeric central connector (two
B) and one terminal cap (two A), and a nsEM-
verified heteropentamer (ABCDE) containing
three different linear connectors and two caps
(Fig. 3D and figs. S13 and S14). We followed
the assembly of an ABCDEF heterohexamer in
SEC by GFP-tagging one of the components
and monitoring GFP absorbance. The full as-
sembly, as well as subassemblies generated as
controls, eluted as monodisperse peaks, with
elution volumes agreeing well with expected
assembly sizes (Fig. 3E). nsEM reconstruction
of the hexamer confirmed that all components
were present (Fig. 3E and fig. S15A). Deviation
of the experimentally observed shape from the
design model likely arises from small devia-
tions from themodel in one of the components
that cause a lever-arm effect (Fig. 2B).
In total, by combining the bivalent con-

nectors with each other and withmonovalent
terminal caps, we constructed 36 hetero-
oligomers with up to six different chains and
confirmed their assembly by SEC and EM
[Fig. 3, C and E; figs. S10, S11, S13, and S15; and
data S1 (experimentally_validated_assemblies)].
This number can be readily increased to 489
by including all available components [Fig.
3A, fig. S10A, and data S1 (all_theoretical_
assemblies)]. Because all fusions have struc-
tured helical linkers, the overall molecular
shapes of the complexes and the spatial ar-
rangement of individual components are well
defined, which should be useful for scaffold-
ing and other applications. Our linear assem-
blies resemble elongatedmodular multiprotein
complexes found in nature (fig. S15B), like
the Cullin RING E3 ligases (29) that mediate
ubiquitin transfer by geometrically orienting
the target protein and catalytic domain.
We next sought to go beyond linear assem-

blies and build branched and closed assem-
blies. Trivalent connectors can be generated
from heterodimers in which one protomer has
both N- and C-terminal helices (LHD275A,
LHD278A, LHD289A, and LHD317A). Such
protomers can be fused to two helical repeat
proteins and spliced together with different
halves of other heterodimer protomers via a
commonDHR repeat (Figs. 3, A andB, and 4A).
The resulting branched trivalent connectors
(“A”) are capable of binding the three cog-
nate binding partners (“B, “C,” and “D”)
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simultaneously and conceptually resemble

Ste5 and related scaffolding proteins that

organize mitogen-activated protein (MAP)

kinase signal transduction pathways in euka-

ryotes (30). Through SEC analyses, we veri-

fied the assembly of two different tetrameric

branched ABCD complexes, each containing

one trivalent branched connector bound to

three terminal caps (Fig. 4A and fig. S16). For

one of these, the complex was confirmed by

nsEM class averages and 3D reconstructions,

which indicate not only that all binding part-

ners are present but also that the shape close-

ly matches the designed model (Fig. 4A and

fig. S16A).

A different type of branched assemblies are

“star shaped” oligomerswith cyclic symmetries,

akin to natural assemblies formed by immuno-

globulin M (IgM) and the inflammasome

(31, 32). Using the alignment approach de-

scribed above (Fig. 3B), we fused our building

blocks (Fig. 3A) to previously designed homo-

oligomers (23, 33) that terminate in helical

repeat proteins (Fig. 4, B and C). Such fusions

yield central homo-oligomeric hubs (“A_n”)

that can bindmultiple copies of the same bind-

ing partner (“n*B”). We generated C3- and

C4-symmetric “hubs” that can bind three or

four copies of their binding partners, respec-

tively (Fig. 4, B and C). In both cases, the

oligomeric hubs are stable and soluble in iso-

lation and readily form the target complexes

when mixed with their binding partners,

as confirmed by SEC, nsEM class averages,

and 3D reconstructions (Fig. 4, B and C,

and figs. S17 to S19). For the C4-symmetric

hub, in the absence of its binding partner,

we observed an additional concentration-

dependent peak on SEC (Fig. 4C and figs.

S18A and S19A), indicating formation of a

higher-order complex. This is likely a dimer

of C4 hubs, because the C4 hub contains the

redesigned protomer LHD274B that, despite

its reduced homodimerization propensity

compared with parent design LHD29B, still

weakly homodimerizes (fig. S5). Addition of

the binding partner drives reconfiguration

of this higher-order assembly into the on-

target octameric (A4B4) complex (Fig. 4C).

In addition to linear and branched as-

semblies, we designed closed symmetric

two-component assemblies. Designing these

presents a more complex geometric challenge,

because the interaction geometry of all pairs

of subunits must be compatible with a single

closed 3D structure of the entire assembly. We

used architecture-aware rigid helical fusion

(7, 34) to generate two bivalent connector pro-

teins from the crystal-verified fusions of LHD29

and LD101 (Fig. 2B) that allow assembly of a

perfectly closedC4-symmetrichetero-oligomeric

two-component ring (Fig. 4D). Individually

expressed and purified components are stable

and soluble monomers in isolation, as con-

firmed by SEC, multiangle light scattering

(MALS) and native MS (Fig. 4D and fig. S20).

Upon mixing, the components form a higher-

order complex that, by native MS and MALS,

comprises four copies of each component.
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Fig. 3. Design of higher-order assemblies. (A) Schematic overview of

experimentally validated heterodimer-DHR fusions. In the colored circle at the

center, the inner ring represents the heterodimer, the middle ring the protomer

chain that is fused, and the outer ring the DHR (28) fusion partner. In the design

model cartoons outside the colored circle, the patterning of the DHRs (in gray) is

consistent throughout the paper. (B) Schematic representation of the design-free

alignment method used to generate bivalent connectors from heterodimer-DHR

fusions. Shown are LHD274B fused to the N terminus of DHR53 (274B53) (top

left), LHD101A fused to the C terminus of DHR53 (101A53) (top right), and

bivalent connector DFB0 (bottom). (C) Representations of a heterotrimer (top)

comprising the bivalent connector in (B) (“B”) and two of the rigid fusions shown

in (A) (“A” is 274A53 and “C” is 101B62) and SEC traces for all possible

combinations of the trimer components (bottom). Abs 230, absorbance at

230 nm; mAU, milli–arbitrary units. (D) Schematic representations of three

examples of bivalent connectors (see fig. S10A for a full list) and experimentally

validated higher-order assemblies (see figs. S10 and S11). (E) Shown on

the left is an overlay of the heterohexamer design model (in colors) and nsEM

density (light gray). Shown on the right are SEC traces of partial and full

mixtures of the hexamer components (“A” is 284A82, “B” is DF284, “C” is

DFA-GFP, “D” is DF206, “E” is DF275A, and “F” is 275B). Absorbance was

monitored at 473 nm to follow the GFP-tagged component C. Sequences,

models, and chain-to-construct mapping are provided in data S1, affinities

of individual interactions in tables S1 and S3, and the mapping of schemes to

names for individual components in fig. S25.
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nsEM confirmed that this higher-order com-

plex is similar to the designed C4-symmetric

ring (Fig. 4D and fig. S21).

To determine whether our components

function as designed in living cells, and to

evaluate their use in constructing conditional

assemblies, we fused one heterodimer pro-

tomer to a previously designed GFP-tagged

C5 homo-oligomer (7) and a second protomer

of a different heterodimer to an untagged C5

homo-oligomer. Transient expression of the

two constructs in HeLa cells led to a distrib-

uted and diffuse GFP signal throughout the

cell (Fig. 5A and fig. S22), suggesting that the

components do not interact with each other

or self-associate. However, when a bivalent

connector (Fig. 3B) designed to link the two

homo-oligomers was also expressed, the GFP

signal redistributed into discrete puncta con-

sistent with the expected three-component

extended meshwork (Fig. 5A and fig. S22).

Notably, changing just one of the two hetero-

dimer interfaces in the assembly from a high-

to a low-affinity interface had a notable effect

on the morphology of the puncta. When both

interfaces had nanomolar affinity (system 1 in

Fig. 5A), there were many small puncta, where-

as substitution with a micromolar affinity

heterodimer with a more rapid dissociation

rate led to large droplet-like puncta (system 2

in Fig. 5A). These results show that, as de-

signed, the components of the heterodimers

are well behaved in isolation and assemble

when combined in cells. The morphology

differences further suggest that the ability to

modulate dissociation rates and affinities of

designed components could be advantageous

for probing phase transitions in cells.

Because our designed building blocks are

stable in solution and not kinetically trapped

in off-target homo-oligomeric states, the as-

semblies they form can, in principle, recon-

figure, as outlined in Fig. 1A and observed for

the C4-symmetric hub shown in Fig. 4C. To

examine reconfiguration dynamics, we con-

structed an ABC linear heterotrimer in which

the B connector component is one of the two

components of the ring shown in Fig. 4D and

the A and C capping components are tagged

with split luciferase fragments. In the absence

of B, components A and C do not interact, and

luciferase activity is not reconstituted (Fig. 5B).

Upon addition of B, the heterotrimer forms,

resulting in luciferase activity (Fig. 5B). Addi-

tion of the other ring component (B′) to the

preformed ABC trimer leads to a rapid de-

crease in luciferase activity, consistent with
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Fig. 4. Design of branched and

closed hetero-oligomeric

assemblies. Schematic

depictions of designs are

shown in the first column,

SEC binding data in the

second column, and designed

models in colors overlayed

on a nsEM reconstruction

in the third column. (A) A

trivalent connector (“A” is

TF10) binds three different

binding partners (“B” is

274A53, “C” is 317B, and

“D” is 101B62). (B) The

C3-symmetric hub presenting

three copies of LHD101B

(chain A) binds three copies

of its binding partner (“B” is

101A53). (C) The C4-symmetric

hub presenting four copies

of LHD274B binds its cognate

binding partner (274A53).

Representative nsEM class

averages are shown on the right.

(D) C4-symmetric closed ring

comprising two components

(A and B) assembles from
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A representative nsEM class

average is shown on the right.

Scale bars, 10 nm.
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disassembly of the trimer and formation of

the ring (Fig. 5B and fig. S23, A to C). Because

ring formation is cooperative owing to the ad-

ditional interactions made upon ring closure,

we reasoned that the concentration depen-

dence of ABC trimer dissociation would be

steeper upon addition of B′ than with un-

tagged A and C. To investigate this, we titrated

B′ and non–luciferase-tagged variants of A and

C into the preformed trimer. There was a steep

concentration dependence to the loss in lu-

ciferase signal upon addition of B′with aHill

coefficient of 4.1 (Fig. 5C and fig. S23D), con-

sistent with the cooperative formation of a

symmetrically closed ring (B4B′4). By con-

trast, the loss of luciferase signal upon addi-

tion of nontagged A and C had aHill coefficient

close to 1, as expected for formation of a non-

cooperative linear assembly (Fig. 5C and fig.

S23D). In both cases, reconfiguration occurred

on the several-minute time scale (fig. S23, B

and C). We also observed reconfiguration of

heterotrimers using SEC and BLI (fig. S24).

This behavior, although common in naturally

evolved protein complexes, has been difficult

to achieve by design, because it requires that

the individual components not self-associate

on their own. Our design principles pave the

way for the design of functions requiring recon-

figurable multiprotein complexes.

Discussion

Our implicit negative-design principles enable

the de novo design of heterodimer pairs for

which the individual protomers are stable in

solution and readily form their target hetero-

dimeric complexes upon mixing, unlike pre-

viously designed assemblies. Rigid fusion of

components through structured helical linkers

enables the design of higher-order asymmetric

multiprotein complexes in which individual

subunits have well-defined positions relative

to each other. Although rigidly fused building

blocks may still exhibit flexibility (molecular

breathing), fusion with structured connectors

allows more control of subunit orientation

than can be achieved by flexible linker fusion

and enables fine-tuning of protein complex

geometries. Because of the small sizes of our

unfused protomers (between 7 and 15 kDa

without DHR or tags), complexes can readily

be functionalized through genetic fusion of

subunits with proteins of interest. Our bivalent

or trivalent connectors can then be used to

colocalize and geometrically position two or

three such target protein fusions, respectively,

and our symmetric hubs can be used to co-

localize and position multiple copies of the

same target fusion. Because of themodularity

of our system, the same set of target fusions

can be arranged in multiple different arrange-

ments with adjustable distances, angles, and

copy numbers by simply using different com-

ponents (fig. S25). Because of the solubility

and stability of the designs in isolation, com-

plexes can be assembled stepwise (see, for

example, Fig. 5A). The asymmetric complexes

generated with our components will, in gen-

eral, have low assembly cooperativity, so the

fraction of fully assembled complex will be

sensitive to the concentrations of the individ-

ual components over a broad range, enabling
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Fig. 5. Inducible and reconfigurable assemblies. (A) Cross-linking of

homopentamers by bivalent connectors in cells. Schematic representations of the

components are at the top and in the first column, and fluorescence microscopy

images of cells expressing different combinations of the components are in the

second and third columns. High-affinity system 1 (second column) uses LHD101

and LHD275; low-affinity system 2 (third column) uses LHD101 and LHD321. See

fig. S22 for additional control images. Scale bars, 5 mm. (B) Schematic

representation of an ABC heterotrimer (top) with split luciferase activity (yellow

shapes) undergoing subunit exchange through addition of non–luciferase-tagged

components. Real-time luminescence measurements (bottom) of samples

containing the mixture ABC shown at the top left. The gray bar indicates

the addition of either buffer (gray trace), component RingB, or non–luciferase-

tagged components LHD29A and LHD101B. AU, arbitrary units. (C) Titration of

either component RingB or non–luciferase-tagged components LHD29A and

LHD101B to the preformed ABC heterotrimer. Data are fitted to the Hill equation.

Error bars represent SD.
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subunit exchange and complex reconfigura-

tion in response to signal inputs for synthetic

biology and other applications. Because the

thermodynamics and kinetics of our designed

interfaces are not altered by fusion, the frac-

tion of full assemblies and subassemblies, as

well as assembly dynamics, can, in principle,

be predicted based on the properties of the

individual interfaces (fig. S23A). We expect

that the design approach and components

presented here will lead to a new generation

of reconfigurable protein assemblies for a

wide range of applications, including intra-

cellular control for synthetic biology, design

of protein logic gates, reprogramming cells

from the outside by arraying receptor binding

modules with specific geometries, processive

multienzyme complexes, and designed molec-

ular machines.

Materials and methods

Protein design

Docking procedure

As scaffolds for generating edge-strand heter-

odimers, we usedmixed a-b proteins designed

by citizen scientists (22) and variants of the

Foldit scaffolds that were either expanded

with additional helices (see backbone gen-

eration methods) and/or fused to designed

helical repeat (DHR) proteins (28). Edge-

strand docking was performed as described

previously (19). Exposed edge strands suit-

able for docking were identified by calcu-

lating the solvent-accessible surface area of

the b sheet backbone atoms in all the scaf-

folds used in the docking procedure. Next,

the Ca atoms of each strand of short two-

stranded parallel and antiparallel b sheet

motifs were aligned to the exposed edge

strand, yielding an aligned clashing strand

and free docked strand. After removal of the

aligned clashing strand, the docked strand

was trimmed at the N and/or C terminus to

remove potential clashes and subsequently

minimized using Rosetta FastRelax (35) to

optimize backbone-to-backbone hydrogen

bonds. Docks that failed a specified thresh-

old value (typically −4 using ref2015) for the

backbone hydrogen-bond score term inRosetta

(hbond_lr_bb) were discarded. The mini-

mized docked strands were then geometri-

cally matched to the scaffold library using the

MotifGraftMover to create a docked protein-

protein complex (36).

Interface design

The interface residues of the docked hetero-

dimer complexes were optimized using Rosetta

combinatorial sequence (37–40) design using

“ref2015,” “beta_nov16,” or “beta_genpot” as

score functions (41). The interface polarity of

the docked heterodimer complexes were fine-

tuned in several ways (see supplementary

materials for a description of the design xml’s).

First, the HBNetMover (11) was used to install

explicit hydrogen-bond networks that con-

tained at least three hydrogen bonds across

the interface. Later design rounds consisted of

two separate interface sequence-optimization

steps. First, interface residueswere optimized

without compositional constraints, yielding

a substantial number of hydrophobic inter-

actions in the interface. The best designs were

subsequently selected, andhydrophobic residue

pairs with the lowest Rosetta energy interac-

tions across the interface were stored as a seed

hydrophobic interaction hotspot (42). In a sec-

ond round, a polar-interaction network was

designed around the fixed hydrophobic hot-

spot interaction using compositional con-

straints that favor polar interactions (27).

Designs were filtered on interface properties

such as binding energy, buried surface area,

shape complementarity, degree of packing,

and presence of unsatisfied buried polar atoms.

A final selectionwasmade by visual inspection

of models.

Homodimer self-docking

In later design rounds, the propensity for

homodimerization was explicitly assessed in

silico. Each individual chain of a heterodimer

was docked onto itself through edge-strand

docking (19) (see also the Docking procedure

section). This creates a set of disembodied

strands that pair with the scaffold edge strand

that also participates in the heterodimeric

complex. Homodimer docks were generated

by aligning the heterodimerizing edge strand

of a second copy of the scaffold back onto the

disembodied docked strand (see fig. S7A).

Docks with different b register offsets and

orientations (parallel and antiparallel) were

created. Docks were next converted to poly-

glycine and clash-checked. Docks where the

repulsive Rosetta scoreterm (fa_rep) was higher

than 250 (scorefunction ref2015) were discarded

(i.e., no homodimer possible). Surviving

docks were converted to full atom models

and minimized using FastRelax (35) followed

by scoring and assessing of homodimer

interface metrics such as binding energy,

buried surface area, shape complementarity,

degree of packing, and presence of unsatisfied

buried polar atoms.

Backbone generation and scaffold design

De novo designed protein scaffolds created

by Foldit players (22) were expanded with

C-terminal polyvaline helices using blueprint-

based backbone generation (24, 25). The

amino acid identities of the newly built

helices and their surrounding region were

optimized using Rosetta combinatorial se-

quence design using a flexible backbone. The

resulting models were folded in silico using

Rosetta folding simulations, and trajecto-

ries that converged to the designed model

structure without off-target minima were

selected for rigid fusion and heterodimer

design.

Design of rigid fusions

To generate rigid fusions of scaffolds or het-

erodimers to DHRs, we adapted the HFuse

pipeline (7, 23): Fusion junctionswere designed

using the Fastdesign mover to allow backbone

movement, and additional filterswere included

to ensure sufficient contact between the DHR

and the fusion partner. When fusing to het-

erodimers, an additional filter was used to

prevent additional contacts between the DHR

and the other protomer of the dimer. Bivalent

connectors were generated by aligning two

proteins that share the same DHR along

their shared helical repeats and subsequently

splicing together the sequences. To build the

C3-symmetric hub, we used a previously pub-

lished crystal structure of a 12-repeat toroid

ring (33). The starting structure was relaxed,

its z axiswas aligned, and it was cut into three

C3 symmetric chains. Then the HFuse soft-

ware (7, 23) was used to sample DHR fusions

to the exposed helical C termini, and the newly

created interfaces were redesigned using

RosettaScripts. For the C4-symmetric hub,

we used a previously published C4 symmetric

homo-oligomer that already contained a

N-terminal DHR. Both DHR-containing hubs

were fused to LHDprotomers in the sameway

as described above for the bivalent connectors.

Design of C4 rings

Using the relaxed crystal structures of LHD29

and LHD101 fused to their respective DHRs,

the WORMS software (7, 9, 34) was used to

fuse the two heterodimers into cyclic symmet-

rical rings. Because one construct has exposed

N termini and the other has exposed C termini,

they were able to be fused head to tail without

introduction of further building blocks. Briefly,

the first three repeats of each repeat protein

were allowed to be sampled as fusion points

to ensure that the heterodimer interface was

not altered. After fusion into cyclic structures,

fixed backbone junction design was applied

to the new fusion point using RosettaScripts

(39), optimizing for shape complementarity

(43). One design from each symmetry—C3,

C4, C5, and C6—was selected for experimen-

tal testing.

Protein expression and purification

Synthetic genes encoding designedproteins and

their variantswere purchased fromGenscript or

Integrated DNA technologies (IDT). Bicistronic

genes were ordered in pET29b, with the first

cistron being either without tag or with an

N-terminal sfGFP tag followed by the inter-

cistronic sequence TAAAGAAGGAGATATCA-

TATG. The second cistron was tagged with a

polyhistidine His6× tag at the C terminus.
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Plasmids encoding the individual protomers

were ordered in pET29b with an N-terminal

polyhistidine His6× tag followed by a TEV

cleavage site, N-terminal polyhistidine His6×

tag followed by a snac cleavage site or C-

terminal polyhistidine His6× tag preceded

by a snac tag. For enzymatic biotinylation re-

actions, an Avi-Tag was included at either the

N or C terminus (see data S1 for detailed con-

struct information). Proteins were expressed

in BL21 LEMO E. coli cells by autoinduction

using TBII media (Mpbio) supplemented with

50x5052, 20 mM MgSO4, and trace metal

mix or in almost TB media containing 12 g

of peptone and 24 g of yeast extract per liter

supplemented with 50x5052, 20 mMMgSO4,

trace metal mix, and 10× phosphate buffer.

Proteins were expressed under antibiotic se-

lection at 37°C overnight or at 18°C for 24 hours

after initial growth for 6 to 8 hours at 37°C.

Cells were harvested by centrifugation at

4000g and lysed by sonication after resus-

pension of the cells in lysis buffer (100 mM

Tris pH 8.0, 200 mMNaCl, 50 mM imidazole

pH 8.0) containing protease inhibitors (Thermo

Scientific) and Bovine pancreas DNaseI (Sigma-

Aldrich). Proteins were purified by immobi-

lized metal affinity chromatography (IMAC).

Cleared lysates were incubated with 2 to

4 ml of nickel–nitriloacetic acid (NTA) beads

(Qiagen) for 20 to 40 min before washing

beads with 5 to 10 column volumes of lysis

buffer, 5 to 10 column volumes of high-salt

buffer (10 mM Tris pH 8.0, 1 M NaCl), and

5 to 10 column volumes of lysis buffer. Pro-

teins were eluted with 10 ml of elution buffer

(20 mM Tris pH 8.0, 100 mMNaCl, 500 mM

imidazole pH 8.0).

Designs were finally polished using SEC

on either Superdex 200 Increase 10/300GL or

Superdex 75 Increase 10/300GL columns (GE

Healthcare) using 20mMTris pH 8.0, 100mM

NaCl or 20 mM Tris pH 8.0, 300 mM NaCl.

Cyclic assemblies of C3 and C4 symmetries

were purified using a Superose 6 increase

10/300GL (GE Healthcare). The two compo-

nent C4 rings were purified by SEC in 25mM

Tris pH 8.0, 300 mM NaCl. Peak fractions

were verified by SDS-PAGE and LC/MS and

stored at concentrations between 0.5 and

10 mg/ml at 4°C or flash frozen in liquid

nitrogen for storage at −80°C. Designs that

precipitated at low concentration upon stor-

age at 4°C could, in general, be salvaged by

increasing the salt concentration to 300 to

500 mM NaCl.

For structural studies, designs with a poly-

histidine tag and TEV recognition site were

cleaved using TEV protease (his6-TEV). TEV

cleavage was performed in a buffer containing

20 mM Tris pH 8.0, 100 mM NaCl, and 1 mM

TCEP using 1% (w/w) his6-TEV and allowed to

proceed overnight at room temperature. Un-

cleaved protein and his6-TEV were separated

from cleaved protein using IMAC followed

by SEC. Designs carrying a C-terminal SNAC-

polyhistine tag [GGSHHWGS(...)HHHHHH]

were cleaved chemically by on-bead nickel-

assisted cleavage (44): Nickel-bound designs

were washed with 10 column volumes of lysis

buffer followed by 5 column volumes of 20mM

Tris pH 8.0, 100 mM NaCl. Proteins were sub-

sequently washed with 5 column volumes of

SNAC buffer (100 mM CHES, 100 mM acetone

oxime, 100mMNaCl, pH 8.6). Beadswere next

incubated with 5 column volumes of SNAC

buffer with 2mMNiCl2 for more than 12 hours

at room temperature on a shaking platform

to allow cleavage to take place. Next, the flow-

through that contained cleaved protein was

collected. The flow-throughs of two additional

washes (SNAC buffer/SNAC buffer with 50mM

Imidazole) of 3 to 5 column volumes were also

collected to harvest any remaining weakly

bound protein. Cleaved proteins were finally

purified by SEC.

For mammalian cell expression, synthetic

genes encoding designed proteins were pur-

chased from Genscript and cloned into mam-

malian expression vectors. LHD101B-C5 was

cloned into theKpnI-XbaI site of pCDNA3.1+N-

eGFP in framewith enhancedGFP (eGFP). Both

LHD275B_53_0_LHD101A and LHD321B_53_

LHD101A were cloned into the NheI-XbaI

site of pCDNA3.1+C-HA. LHD275A-C5 and

LHD321A-C5 were cloned into the KpnI-XbaI

site of pCDNA3.1+N-HA.

Cell culture and transient transfections

HeLa cells (ATCC CCL-2) were cultured in

Dulbecco’s modified Eagle’s medium (DMEM)

(Gibco) that was supplemented with 1 mM

L-glutamine (Gibco), 4.5 g/liter D-glucose

(Gibco), 10% fetal bovine serum (FBS), and (1×)

nonessential amino acids (Gibco). Cells were

cultured at 37°C and 5% CO2 and passaged

twice per week. To passage, cells were disso-

ciated using 0.05% trypsin EDTA (Gibco) and

split 1:5 or 1:10 into a new tissue culture (TC)–

treated T75 flask (Thermo Scientific ref 156499).

HeLa cellswere plated at 20,000 cells perwell

in Cellview cell culture slides (Greiner Bio-One

ref 543079). Twenty-four hours later, cellswere

transiently transfected at a concentration of 187.5

ng total DNA per well and 1 mg/ml PEI-MAX

(Polyscience) mixed with Opti-MEM medium

(Gibco). Transfected cells were incubated at

37°C and 5% CO2 for 24 to 36 hours before

being imaged.

Fluorescence microscopy and image processing

3D images were acquired with a commercial

OMX-SR system (GE Healthcare). A 488-nm

Toptica diode laser was used for excitation.

Emission was collected on a PCO.edge scien-

tific complementarymetal-oxide semiconductor

(sCMOS) camera using anOlympus 60× 1.42NA

PlanApochromat oil immersion lens. Images

were acquired in a 1024 by 1024 field of view

(pixel size 6.5 mm) with no binning. Acquisi-

tion was controlled with AcquireSR acquisi-

tion control software. Z-stacks were collected

witha step sizeof 500nmand15 slicesper image.

Images were deconvolved with an enhanced

ratio using SoftWoRx 7.0.0 (GEHealthcare). Cell

images were sum-projected using Fiji v2.1.0.

Scale bars equal 5 mm.

Enzymatic protein biotinylation

Avi-tagged (GLNDIFEAQKIEWHE; see sup-

plementary materials) proteins were purified

as described above. The BirA500 (Avidity, LLC)

biotinylation kit was used to biotinylate 840 ml

of protein from the IMAC elution in a 1200 ml

(final volume) reaction according to the man-

ufacturer’s protocol. Reactions were incu-

bated at 4°C overnight and purified using

SEC on a Superdex 200 10/300 Increase GL

(GE Healthcare) or S75 10/300 Increase GL

(GE Healthcare) in SEC buffer (20 mM Tris

pH 8.0, 100 mM NaCl).

Biolayer interferometry

Biolayer interferometry experiments were

performed on an OctetRED96 BLI system

(ForteBio,MenloPark, CA). Streptavidin-coated

biosensors were first equilibrated for at least

10 min in Octet buffer (10 mMHEPES pH 7.4,

150 mMNaCl, 3 mM EDTA, 0.05% surfactant

P20) supplementedwith 1mg/ml bovine serum

albumin (SigmaAldrich). Enzymatically bio-

tinylated designs were immobilized onto the

biosensors by dipping the biosensors into a

solution with 10 to 50 nM protein for 30 to

120 s. This was followed by dipping in fresh

octet buffer to establish a baseline for 120 s.

Titration experiments were performed at 25°C

while rotating at 1000 rpm. Association of de-

signs was allowed by dipping biosensors in

solutions containing designed protein diluted

inoctet buffer until equilibriumwas approached

followed by dissociation by dipping the bio-

sensors into fresh buffer solution tomonitor the

dissociation kinetics. Steady-state and global

kinetic fits were performed using the manu-

facturer’s software (Data Analysis 9.1) assuming

a 1:1 binding model.

SEC binding assays

Complexes and individual components were

diluted in 20 mM Tris pH 8.0, 100 mMNaCl.

After overnight equilibration of the mix-

tures at room temperature or 4°C, 500 ml of

sample was injected onto a Superdex 200 10/

300 increase GL (dimers, linear assemblies)

or Superose 6 increase 10/300 GL (symmetric

assemblies) (all columns from GE healthcare)

using the absorbance at 230 or 473 nm (for

GFP-tagged components) as readout. Dimers

were mixed at monomer concentrations of

5 mM or higher. Trimer and ABCD tetramer

mixtures contained 5 mM of the bivalent
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connector and 7.5 mM of each terminal cap.

(Lower absolute concentrations with the same

ratios were used for some trimers.) ABCA

tetramer mixtures contained 5 mM per bivalent

connector and 15 mMterminal cap. Thehexamer

mixture contained 3 mM of components C and

D, 3.6 mM of B and E, and 4.4 mM of A and F.

The branched assembly shown in Fig. 4A con-

tained 2.8 mM of the trivalent connector and

4 mM of each cap. For the exchange experi-

ment shown in fig. S24A, the ABC trimer was

preincubated at concentrations of 6 mMB and

9 mM each of A and C. C′ was then added to

reach a final concentration of 2 mM B, 3 mM

each of A and C, and 6 mM C′.

Native mass spectrometry

Sample purity, integrity, and oligomeric state

were analyzed by on-line buffer exchangeMS in

200mMammonium acetate using a Vanquish

ultra-high performance LC system coupled

to a Q Exactive ultra-highmass range Orbitrap

mass spectrometer (Thermo Fisher Scientific).

A self-packed buffer exchange column was

used (P6 polyacrylamide gel, BioRad) (45). The

recorded mass spectra were deconvolved with

UniDec version 4.2+ (46).

Crystal structure determination

For all structures, starting phases were ob-

tained bymolecular replacement using Phaser

(47). Diffraction images were integrated using

XDS (48) or HKL2000 (49) and merged and

scaled using Aimless (50). Structures were

refined in Phenix (51) using phenix.autobuild

and phenix.refine or Refmac (52). Model build-

ing was performed using COOT (53).

Proteins were crystallized using the vapor

diffusionmethod at room temperature. LHD29

crystals grew in 0.2 M sodium iodide, 20%

PEG3350; LHD29A53/B53 crystals in 3.2 M

ammonium sulfate, 0.1 M citric acid pH 4.0;

and LHD101A53/B4 crystals in 2.4M sodium

malonate pH 7.0. Crystals were harvested and

cryoprotected using 20% PEG200 for LHD29,

20% PEG400 for LHD29A53/B53, and 20%

glycerol for LHD101A53/B4 before data was

collected at the Advanced Light Source (Berkeley,

USA). The structures were solved by molecular

replacement using either computationally de-

signed models of individual chains A or B or

the full heterodimer complex as search models.

The root mean square deviation (RMSD),

TMscore, and local distance difference test

(LDDT) metrics between the designed models

and corresponding crystal structures were

calculated as described previously (54, 55).

Protein structure graphics were prepared using

PyMOL (Schrödinger).

Electron microscopy

SEC peak fractions were concentrated before

nsEM screening. Samples were then immedi-

ately diluted 5 to 150 times in Tris-buffered

saline (TBS) buffer (25mMTris pH8.0, 25mM

NaCl) depending on sample concentration. A

final volume of 5 ml was applied to negatively

glow discharged, carbon-coated 400-mesh

copper grids (01844-F, TedPella,Inc.) and then

washed with Milli-Q Water and stained using

0.75% uranyl formate as previously described

(56). Air-dried gridswere imaged on a FEI Talos

L120C TEM (FEI Thermo Scientific, Hillsboro,

OR) equipped with a 4K × 4K Gatan OneView

camera at a magnification of 57,000× and pixel

size of 2.51. Micrographs were imported into

CisTEMsoftware or cryoSPARC software, and a

circular blob picker was used to select particles

that were then subjected to 2D classification.

Ab initio reconstruction and homogeneous

refinement in Cn symmetry were used to gen-

erate 3D electron density maps (57, 58).

Constructs for luciferase assays

Split luciferase reporter constructs were or-

dered as synthetic genes from Genscript. Each

designwasN-terminally fused to a superfolder

GFP (sfGFP) (for protein quantification in

lysate) and C-terminally fused to either smBiT

or lgBiT of the split luciferase components. A

Strep-tag was included at the N terminus for

purification, and a glycine-serine (GS)–linker

was inserted between the design and the split

luciferase component.

Expression for multiplexed luciferase assay

Plasmids were transformed into Lemo21(DE3)

cells (New England Biolabs) and grown in

96-deep-well plates overnight at 37°C in 1 ml

of LB containing 50 mg/ml of kanamycin sul-

fate. The next day, 100 ml of overnight cul-

tures were used to inoculate 96-deep-well

plates containing 900 ml of TBII medium

(MP Biomedicals) with 50 mg/ml of kanamy-

cin sulfate, and the cultures were grown for

2 hours at 37°C before induction with 0.1 mM

isopropyl-b-D-thiogalactopyranoside (IPTG).

Protein expression was carried out at 37°C

for 4 hours before the cells were harvested by

centrifugation (4000g, 5 min). Cell pellets were

resuspended in 100 ml of lysis buffer (10 mM

sodium phosphate, 150 mM NaCl, pH 7.4,

1 mg/ml lysozyme, 0.1 mg/ml DNAse I, 5 mM

MgCl2, 1 tablet per 50ml of cOmplete protease

inhibitor (Roche), 0.05% v/v Tween 20), and

cells were lysed by performing three freeze-

thaw cycles (1 hour incubations at 37°C fol-

lowed by freezing at −80°C). The lysate was

cleared by centrifugation (4000g, 20 min),

and the soluble fraction was transferred to a

96-well assay plate (Corning, cat. no. 3991).

Concentrations of the constructs in soluble

lysate were determined by sfGFP fluorescence

using a calibration curve.

Lysate production for multiplexed luciferase assay

Neutral lysate for preparing serial dilutions

was prepared by transforming Lemo21(DE3)

with the pUC19 plasmid. Transformations

were used to inoculate small overnight cul-

tures, which were used to inoculate 0.5-liter

TBII cultures (all cultures contained 50 mg/ml

of carbenicillin). Cells were grown for 24 hours

at 37°C before being harvested. Pellets were

resuspended in the same lysis buffer, followed

by sonication. The lysate density was adjusted

with lysis buffer to have its OD280 (optical

density at 280 nm) match that of pUC19 con-

trol wells from the 96-well expression plate.

Expression and purification of

luciferase constructs

Plasmids were transformed into Lemo21 (DE3)

cells and used directly to inoculate 50 ml of

autoinduction media (TBII supplemented

with 0.5% w/v glucose, 0.05% w/v glycerol,

0.2% w/v lactose monohydrate, and 2 mM

MgSO4, 50 mg/ml kanamycin sulfate). The

cultures were incubated at 37°C for 20 to

24 hours before harvesting the cells by cen-

trifugation (4000g, 5 min). Cells were resus-

pended in 10 ml of lysis buffer [100 mM Tris,

150 mM NaCl, pH 8, 0.1 mg/ml lysozyme,

0.01 mg/ml DNAse I, 1 mM phenylmethylsul-

fonyl fluoride (PMSF)] and lysed by sonication.

The insoluble fraction was cleared by centrifu-

gation (16,000g, 45 min), and the proteins were

purified from the soluble fraction by affinity

chromatography using Strep-Tactin XT Super-

flow High-Capacity resin (IBA Lifesciences).

Elutions were performed with 100 mM Tris,

150 mM NaCl, 50 mM biotin, pH 8, and the

proteins were further purified by SEC using a

Superdex 200 10/300 increase column equili-

brated with 20mM sodium phosphate, 100mM

NaCl, pH 7.4, 0.05% v/v Tween 20.

Luciferase binding assays

All assays were performed in 20 mM sodium

phosphate, 100 mM NaCl, pH 7.4, 0.05% v/v

Tween 20. Depending on the source of the pro-

tein used in the assay (purified components or

lysate), soluble lysate components were also

present. Reactions were assembled in 96-well

plates (Corning, cat. no. 3686) in the presence

ofNano-Glo substrate (Promega, cat. no.N1130)

and diluted 100× or 500× for kinetics and

endpoint measurements, respectively, and the

luminescence signal was recorded on a Synergy

Neo2 plate reader (BioTek).

Kinetic binding assayswere performedunder

pseudo first-order conditions, with the final

concentration of one protein at 1 nM and the

other at 10 nM. Stock solutions weremixed in

a 1:1 volume ratio in the presence of substrate,

and the dead-time between mixing and start-

ing the measurement (typically 15 to 30 s) was

added during data processing. For long kinetic

measurements (fig. S6A), the proteins were

premixed and kept in a sealed tube at room

temperature over the course of the experiment.

Aliquots were taken at regular intervals, mixed
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with substrate, and immediately recorded. All

kinetic measurements were fitted to a single

exponential decay function:

S = A*exp(−kobs*t) + B

where t is time (the independent variable)

and S is the observed luminescence signal

(the dependent variable) and the fitted pa-

rameters are the amplitude A, the observed

rate constant kobs, and the endpoint lumi-

nescence B.

Equilibrium binding assays were performed

with one component kept constant at 1 nM

while titrating the other protein. Serial dilu-

tions curves were prepared over 12 points,

with a one-quarter dilution factor between

each step. The concentration of protein in the

soluble lysate provided the highest concentra-

tion point of the curve. To avoid serial dilution

of the other lysate components, all stocks were

prepared with neutral lysate. The assembled

plates were incubated overnight at room tem-

perature before adding substrate and imme-

diately measuring luminescence. The data

was fitted to the following equation to obtain

Kd values:

S = S0 + S1*fAB + a2*BT*S2

fAB = [AT + BT + Kd − (AT + BT + Kd)
2
−

4ATBT]/2AT

where AT and BT are the total concentrations

of each species (the independent variables,

AT = 1 nM, BT is the titrated species) and S is

the observed signal (the dependent variable).

The fitted parameters are the pre-saturation

baseline S0, the postsaturation baseline S1,

and the correction terms a2 and S2.

Ternary complex equilibrium binding ex-

periments were performed with pure protein,

using the concentration indicated in fig. S23

for the constant components, and titrating B.

After assembly, the plates were incubated over-

night before adding substrate and immediately

measuring luminescence.

Ternary complex reconfiguration kinetics

(Fig. 5B and fig. S23) were measured with

pure proteins. Components A (1 nM) and C

(100 nM) were briefly preincubated in the

presence of substrate (1/500 dilution) before

adding component B (50 nM) to start the re-

action. Once the association reactions were

complete, the assay plate was briefly taken out

of the plate reader; out-competing protein(s)

(100 nM each in Fig. 5B and fig. S23B and

1000 nM each in fig. S23C) were added to the

reactions; and data acquisition was resumed.

Ternary complex thermodynamic out-

competitions (Fig. 5C and fig. S23D) were

measured with purified proteins. Final con-

centrations of components A-smBiT, B, and

C-lgBiT were 1, 50, and 100 nM final, respec-

tively. The out-competitor(s) (B′ or untagged

A+C)were titrated from 10 uMdown to about

1 pM over 24 points, with a one-half dilution

factor between each step. Reactions were in-

cubated at room temperature for 2 to 5 hours

before adding substrate (1/500 dilution) and

measuring luminescence. The averages of four

experiments were fitted to the Hill equation:

S = S0 + (S1 − S0)/[1 + (K/L)
n
]

where L is the total concentration of the out-

competitor(s) (the independent variable) and

S is the observed signal (the dependent varia-

ble). The fitted parameters are the presatura-

tion baseline S0, the postsaturation baseline

S1, the transition midpoint K, and the Hill

coefficient n.

Simulation of ternary complex

Systems of ordinary differential equations

describing the kinetics of interactions between

the species involved in the formation of the

ternary complex (fig. S23A) were numerically

integrated using scipy.integrate.odeint as im-

plemented in Scipy (version 1.6.3). Steady-state

valueswere used to determine the distribution

of species at thermodynamic equilibrium.

The ternary system is composed of the fol-

lowing species: A, B, C, AB, BC, and ABC. The

following set of equationswas used to describe

the system:

d[A]/dt = −k1[A][B] + k
−1[AB] −

k1[A][BC] + k
−1[ABC]

d[B]/dt = −k1[A][B] + k
−1[AB] −

k2[B][C] + k
−2[BC]

d[C]/dt = −k2[B][C] + k
−2[BC] −

k2[AB][C] + k
−2[ABC]

d[AB]/dt = k1[A][B] − k
−1[AB] +

k
−2[ABC] − k2[AB][C]

d[BC]/dt = k2[B][C] − k
−2[BC] +

k
−1[ABC] − k1[A][BC]

d[ABC]/dt = k1[A][BC] − k1[ABC] +

k2[AB][C] − k
−2[ABC]

where ki describes bimolecular association

rate constants and k
−i represents unimolecular

dissociation rate constants. K1 = k
−1/k1, and

K2 = k
−2/k2 describe the affinity of the A:B

and B:C interfaces, respectively.
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Synthetic multistability in mammalian cells
Ronghui Zhu, Jesus M. del Rio-Salgado, Jordi Garcia-Ojalvo, Michael B. Elowitz*

INTRODUCTION: Multistability allows geneti-

cally identical cells to exist in thousands of

molecularly distinct and mitotically stable

states. Building synthetic multistable circuits

could provide insight into the minimal cir-

cuitry sufficient formultistability and establish a

foundation for exploiting multicellularity in

engineered cell therapies. However, efforts in

mammalian cells have been limited to two-

state systems or have used architectures that

cannot be easily expanded. Beyond generat-

ing long-term multistability, an ideal syn-

thetic architecture would also recapitulate key

properties of natural cell fate control sys-

tems, including the ability to switch cells

among states with transient external inputs,

control the stability of particular states, and

generate irreversible state transitions. De-

spite much work on identifying key genes

and regulatory interactions in many natu-

ral cell fate control systems, it has remained

unclear what circuit architectures could pro-

vide these capabilities.

RATIONALE: Natural cell fate control systems

exhibit two prevalent features: positive auto-

regulation and combinatorial protein-protein

interactions. We designed a minimal circuit

architecture based on similar principles, called

MultiFate, in which a set of transcription

factors competitively homo- and heterodimer-

ize, with only the homodimers activating the

expression of their own gene. Mathematical

modeling showed that MultiFate can produce

diverse types of multistability, support con-

trolled state switching, and enable irreversible

state transitions. Critically, the use of hetero-

dimerization to implement cross-inhibition

allows the expansion of MultiFate to larger

numbers of states simply by adding new tran-

scription factors, without the need to reengi-

neer existing components. These properties

suggest that MultiFate could provide an ideal

synthetic architecture for multistability.

RESULTS: To create MultiFate circuits, we first

engineered a set of zinc finger transcription

factors that enable homodimer-dependent

self-activation and heterodimer-dependent

inhibition. We then constructed a minimal

circuit termed MultiFate-2 (comprising two

of these factors), stably integrated it into

CHO-K1 cells, and obtained several mono-

clonal MultiFate-2 cell lines. Flow cytometry

and time-lapse imaging showed that Multi-

Fate-2 cells could exist in three distinct ex-

pression states, expressing predominantly one

factor, the other, or both. Each of these states

was stable for extended time scales of weeks or

more. Using external inducers, wewere able to

switch cells among states. Finally, consistent

with model predictions, reducing protein sta-

bility resulted in a tristable-to-bistable bi-

furcation, selectively destabilizing the state

expressing both factors while preserving states

expressing single factors. Cells exiting the

destabilized state did not return even when

protein stability was restored, recapitulating

irreversible state transitions observed inmany

natural fate control systems.

To test the expandability of the MultiFate

design, we integrated a third transcription

factor into aMultiFate-2 cell line. As predicted

by the model, the resulting MultiFate-3 cells

could stably exist in seven distinct states for

more than 18 days. Progressively reducing

protein stability repeatedly bifurcated the sys-

tem from septastability through hexastability

to tristability, further recapitulating the

progressive loss of cell fate potential in natural

cell differentiation systems. Modeling indicates

that theMultiFate system should be expandable

beyond three transcription factors to generate

hundreds of robust stable states.

CONCLUSION: Recently, single-cell transcrip-

tomic approaches have revealed a stunning

diversity of natural cellular states, making

the question of how such multistability is

generated and controlled more urgent than

ever. MultiFate demonstrates how a rela-

tively simple, naturally inspired architecture

can produce several hallmarks of natural

multistability: They generate long-termmul-

tistability through combinations of tran-

scription factors; they allow controlled state

switching using external inducers; and they

permit modulation of state stability, which

allows hierarchical and irreversible cellular

transitions. Because MultiFate can be readily

expanded to generate more states by adding

new transcription factors, it provides a scal-

able foundation for exploring circuit-level

principles of multistability and enables multi-

cellular applications in synthetic biology.▪
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MultiFate supports long-term, controllable, and expandable multistability. Left: In MultiFate, transcription factors (TFs) homodimerize to self-activate and

mutually inhibit one another through heterodimerization. Cross-inhibition through heterodimerization allows circuit expansion by adding additional transcription

factors without modifying existing components. Center: This circuit design supports state switching, modulation of state stability, and expansion of states.

Right: A MultiFate-3 circuit with three transcription factors generates seven stable states (attractors in phase diagram). Experiments show that these seven

states, indicated by distinct transcription factor combinations (colors), are stably maintained as cells grow into colonies.
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In multicellular organisms, gene regulatory circuits generate thousands of molecularly distinct,

mitotically heritable states through the property of multistability. Designing synthetic multistable

circuits would provide insight into natural cell fate control circuit architectures and would allow

engineering of multicellular programs that require interactions among distinct cell types. We created

MultiFate, a naturally inspired, synthetic circuit that supports long-term, controllable, and expandable

multistability in mammalian cells. MultiFate uses engineered zinc finger transcription factors that

transcriptionally self-activate as homodimers and mutually inhibit one another through

heterodimerization. Using a model-based design, we engineered MultiFate circuits that generate as many

as seven states, each stable for at least 18 days. MultiFate permits controlled state switching and

modulation of state stability through external inputs and can be expanded with additional transcription

factors. These results provide a foundation for engineering multicellular behaviors in mammalian cells.

M
ultistability allows genetically iden-

tical cells to exist in thousands of

molecularly distinct and mitotically

stable cell types or states (1, 2). Un-

derstanding natural multistable cir-

cuits and engineering synthetic ones have

been long-standing challenges in develop-

mental and synthetic biology (3–14). Building

synthetic multistable circuits could provide

insight into the minimal circuitry sufficient

for multistability and would establish a founda-

tion for exploitingmulticellularity in engineered

cell therapies. However, efforts in mammalian

cells have been limited to two-state systems or

have used architectures that cannot be easily

expanded to larger numbers of states (5–7). An

ideal syntheticmultistable systemwould allow

cells to remain in any of a set of distinct ex-

pression states over many cell cycles, despite

biological noise. In addition, it would provide

three key capabilities exhibited by its natural

counterparts (Fig. 1A): (i) It would permit

transient external inputs to switch cells be-

tween states, similar to the way in which sig-

naling pathways direct fate decisions (15, 16).

(ii) It would support control over the stability

of different states and would enable irrever-

sible transitions, similar to those that occur

during natural differentiation (13, 14). (iii) It

would be expandable by introducing additional

components without reengineering an existing

functional circuit, analogous to the expansion

of cell types during evolution (17).

Naturalmammalianmultistable circuits pro-

vide inspiration for sucha synthetic architecture.

In many natural fate control systems, tran-

scription factors positively autoregulate their

own expression and competitively interact with

one another to form a variety of homodimers,

heterodimers, and higher-order multimeric

forms (Fig. 1B) (18–24). For example, during

myogenesis, muscle regulatory factors such

as MyoD heterodimerize with E proteins to

activate their own expression and the broader

myogenesis program, while Id family proteins

disrupt this process through competitive dimer-

ization (23, 24). Similarly, during embryogene-

sis, Sox2 and Sox17 competitively interact with

Oct4 to control fate decisions between pluri-

potency and endodermal differentiation (21, 22).

Related combinations of positive autoregulation

and cross-inhibition could extend multistabil-

ity behaviors beyond bistability and generate

bifurcation dynamics that explain the partial

irreversibility of cell differentiation (9, 12).

Nonetheless, it remains unclear whether these

natural architectures could be adapted to enable

synthetic multistability. Here, we show how a

syntheticmultistable systembased on principles

derived from natural cell fate control systems

can generate robust, controllable, expandable

multistability in mammalian cells.

MultiFate generates diverse types

of multistability through a set of

promiscuously dimerizing, autoregulatory

transcription factors

Inspired by natural fate control circuits, we

designed a new synthetic multistable system

called MultiFate. In MultiFate, transcription

factors share a common dimerization domain,

allowing them to competitively form both

homodimers and heterodimers. The promoter

of each transcription factor gene contains

binding sites that can be strongly bound

only by their own homodimers, allowing

homodimer-dependent self-activation. By

contrast, heterodimers do not efficiently

bind to any promoter in this design. Hetero-

dimerization thus acts to mutually inhibit the

activity of both constituent transcription

factors.

Mathematical modeling shows how the

MultiFate architecture provides each of the

desired capabilities described above (Fig. 1A)

in physiologically reasonable parameter re-

gimes (Box 1 and table S1) (25). A MultiFate

circuit with just two transcription factors,

designated MultiFate-2, can produce diverse

types of multistability containing two, three,

or four stable fixed points, depending on

protein stability and other parameter values

(Fig. 1C and fig. S1A). In particular, a regime

designated type II tristability is analogous to

multilineage priming in uncommitted pro-

genitor cells, with the double positive state

playing the role of a multipotent progenitor

(26–28). Transient expression of one transcrip-

tion factor can switch cells between states

(fig. S3 and movie S1). Reducing the protein

stability of transcription factors can cause

bifurcations that selectively destabilize cer-

tain states (Fig. 1C and fig. S1A). Finally, the

model is expandable: Addition of a new

transcription factor to the MultiFate-2 model

generates a MultiFate-3 circuit that supports

additional stable states with the same param-

eter values (Fig. 1D and fig. S2A). Together,

these modeling results suggest that the Multi-

Fate architecture can support a rich array of

multistable behaviors.

Engineered zinc finger transcription factors

enable homodimer-dependent self-activation

and heterodimer-dependent inhibition

Synthetic zinc finger (ZF) transcription factors

provide an ideal platform to implement the

MultiFate circuit. They can recognize and

activate a promoter containing target DNA

binding sites with high specificity (29, 30).

Further, engineered ZF DNA binding domains

containing three fingers bindweakly asmono-

mers to 9–base pair (bp) target sites but can

bind much more strongly as homodimers to

18-bp tandem binding-site pairs (31, 32). This

property allows homodimer-dependent tran-

scriptional activity and potentially allows in-

hibition through heterodimerization.

To engineer ZF transcription factors, we

fused the ErbB2 ZF DNA binding domain to

a GCN4 homodimerization domain and a

VP48 transcriptional activation domain to

create the synthetic transcription factor, termed

ZF-GCN4-AD (Fig. 2A) (31). A transcription

factor (ZF-AD) lacking GCN4 was used as a

monomeric control. To assay their transcrip-

tional activity, we constructed a reporter con-

taining 18-bp homodimer binding sites driving

the expression of Citrine (31). We then cotrans-

fected each transcription factor, together with the

reporter and anmTagBFP2 (33) cotransfection
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A   Ideal capabilities for a synthetic multistable circuit
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Fig. 1. The naturally inspired MultiFate architecture generates diverse types of

multistability in the model. (A) A hypothetical synthetic multistable circuit is

represented by colored cell cartoons (top) and attractors in a transcription factor

phase space (bottom; axes represent transcription factor concentrations of TF A, TF

B, and TF C). An ideal synthetic multistable circuit should generate multiple stable

states, support control of state switching (left) and state stability (center), and

allow easy expansion of states by addition of more transcription factors (right).

(B) Competitive protein-protein interactions and autoregulatory feedback are

prevalent in natural multistable circuits that control myogenesis (left) and

endodermal differentiation (right), as shown by these simplified and abridged

diagrams. Blue arrows indicate competitive protein-protein interactions, which can

involve higher-order multimerization. Orange dashed arrows indicate direct or

indirect positive transcriptional feedback. (C and D) Models of the MultiFate-2 circuit

and MultiFate-3 circuit (Box 1) (25) generate diverse types of multistability in

different parameter regimes (indicated above plots). In the model of the MultiFate-3

circuit, low protein stability generates four stable states (type I quadrastability), but

the state in which all transcription factors are minimally expressed is unstable in

the presence of biological noise (fig. S22), consistent with experimental results in

Fig. 5B, low-TMP columns. See figs. S1 and S2 for complete lists of multistability

regimes. All models used here are symmetric and nondimensionalized, with rescaled

dimerization dissociation constant Kd = 1 and Hill coefficient n = 1.5 (Box 1). In both

(C) and (D), each axis represents the dimensionless total concentration of each

transcription factor. Note that in the nondimensionalized model, changing protein

stability is equivalent to multiplying a and b with the same factor (Box 1).
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Fig. 2. Engineered transcription factors enable homodimer-dependent auto-

regulation and heterodimerization-based inhibition. (A) ZF transcription factors

enable homodimer-dependent activation. Left: Design of test constructs in which

ErbB2ZF (31) (red circle), fused to VP48 (AD) and in some cases GCN4 (blue squiggle)

domains, binds to target sites (red pads) to activate Citrine expression. Activators were

expressed from a constitutive CAG promoter (52). Right: R-to-A mutations in ZF-

modulated reporter activation by ZF-GCN4-AD and ZF-AD. The R2AR39A variant was

selected because of high ZF-GCN4-AD activation and minimal ZF-AD activation. Fold

activation is defined in fig. S4A. WT, wild-type variant. (B) Left: Design of test constructs in

which FKBP12F36V (FKBP, light cyan partial box), fused to BCRZFR39A (red circle) and

VP48 (AD), binds to target sites (red pads) to activate Citrine expression in the presence of

AP1903 (cyan circle). Right: This design allows dose-dependent control of activation by

AP1903. (C) Transcription factor self-activation can be controlled by TMP and AP1903.

Left: Design of the controllable self-activation circuit. IRES, internal ribosome entry site;

PEST, constitutive degradation tag (53). Center: Stable polyclonal cells showed bimodal

mCitrine distribution upon circuit activation. An empirical threshold at mCitrine = 104

separates the distribution into two fractions, and the normalized mCitrine+ fraction was

used to quantify the self-activation strength (25). Right: Colored arrows indicate data

from the center panel. AP1903+ samples had 100 nM AP1903. (D) Self-activation was

inhibited by proteins with a different ZF and matching dimerization domains. Two

monoclonal stable lines could spontaneously self-activate in media containing AP1903

and TMP (fig. S5B). Each perturbation construct is introduced by stable integration (25).

The integrated construct in the “None” group did not express any perturbation protein.

Red circle denotes 42ZFR2AR39AR67A; green circle denotes BCRZFR39A. In all

panels, each dot represents one biological replicate, and each red line or bar indicates the

mean of replicates. Lists of constructs and cell lines are in tables S2 and S3.
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Fig. 3. MultiFate-2 generates multiple stable states. (A) The experimental

MultiFate-2 design uses two self-activation cassettes differing only in their

fluorescent proteins and their ZF DNA binding domains and binding sites. Each

cassette expresses FKBP-ZF-VP16-DHFR-IRES-FP-PEST, where ZF represents either

BCRZFR39A or 37ZFR2AR11AR39AR67A and FP represents either mCherry or

mCitrine, for A and B, respectively. Detailed construct maps and differences

among MultiFate-2 lines are shown in tables S2 and S3. (B) MultiFate-2.1 cells

spontaneously activate A, B, or both cassettes upon addition of 100 nM AP1903

and 10 mM TMP. Cell percentages in OFF, A-only, B-only, and A+B states were

quantified and plotted as a square with four colored circles (31); a.u., arbitrary

units. (C) Three MultiFate-2 lines all exhibited type II tristability in the high-TMP

condition and bistability in the low-TMP condition. In all conditions, we added

100 nM AP1903. Exact concentrations of TMP are shown in figs. S9 to S11. Unstable

states, defined by states having more than 10% cells escaping their initial states

after 18 days, were marked in pink rectangles. Each square represents the mean

fractions of three biological replicates. Initial A-only, B-only, and A+B cells were

sorted from a population of cells in different states, while initial OFF cells came from

cells in regular CHO media without any inducers. (D) A-only, B-only, and A+B states

were each stable during growth from single MultiFate-2.3 cells into colonies over

5 days (119 hours) under a time-lapse microscope. Left: We first sorted mixed

MultiFate-2.3 cell populations to separate cells in three different states. Then

we seeded cells in these three states at equal ratio in the same well and performed

time-lapse imaging (25). Scale bars, 500 mm for the wide-field image, 100 mm for

zoomed-in images. “High TMP” = 100 nM AP1903 + 10 mM TMP.
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B   External inducers switch cells between states

A   Modulating TF stability destabilizes specific states and allows irreversible transitions
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Fig. 4. MultiFate-2 supports modulation of state stability and allows

state switching. (A) Escape from the destabilized A+B state was irreversible,

as shown by both modeling and experiments that used MultiFate-2.1 cells.

Top: The model used here is symmetric and nondimensionalized, with rescaled

dimerization dissociation constant Kd = 1 and Hill coefficient n = 1.5 (Box 1).

The x and y axes are total dimensionless concentrations of TF A and TF B,

respectively. Simulated cells on phase portraits were calculated using the Gillespie

algorithm (25, 54). Note that in the nondimensionalized model, changing protein

stability is equivalent to multiplying a and b with the same factor (Box 1).

Bottom: Throughout the experiment, we added 100 nM AP1903. Exact concen-

trations of TMP are shown in fig. S9. (B) MultiFate-2.3 cells can be switched

between states by transient 4-OHT (25 nM) or Dox (500 ng/ml) treatment. In

all conditions, we added 100 nM AP1903. Exact concentrations of TMP are

shown in fig. S16. In all panels, initial A-only, B-only, and A+B cells

were sorted from a population of cells in different states. Each square repre-

sents the mean fractions of three biological replicates.
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Box 1. Design of the MultiFate circuit.

Here we introduce the mathematical model of the MultiFate circuit and show how it can be used to design the experimental system and predict its behavior. For simplicity, we

focus on a symmetric MultiFate-2 circuit whose two transcription factors share identical biochemical parameters and differ only in their DNA binding site specificity. A similar

analysis of systems with more transcription factors and asymmetric parameters is presented in (25).

We represent the dynamics of protein production and degradation using ordinary differential equations (ODEs) for the total concentrations of the transcription factors A

and B, denoted [Atot] and [Btot], respectively. We assume that the rate of production of each protein follows a Hill function of the corresponding homodimer concentration,

[A2] or [B2], with maximal rate b, Hill coefficient n, and half-maximal activation at a homodimer concentration of KM. A low basal protein production rate, denoted a, is

included to allow self-activation from low initial expression states. Finally, each protein can degrade and be diluted (as a result of cell division) at a total rate d, regardless of

its dimerization state. To simplify analysis, we nondimensionalize the model by rescaling time in units of d–1 and rescaling concentrations in units of KM (25), and obtain

d Atot½ �
dt

¼ aþ b A2½ �n
1þ A2½ �n � Atot½ �

d Btot½ �
dt

¼ aþ b B2½ �n
1þ B2½ �n � Btot½ �

Here, Hill coefficient n only represents ultrasensitivity introduced by transcriptional activation. See (25) for a more detailed discussion on additional ultrasensitivity provided by

homodimerization and molecular titration.

Because dimerization dynamics occur on a faster time scale than protein production and degradation (49), we assume that the distribution of monomer and

dimer states remains close to their equilibrium values. This generates the following relationships between the concentrations of monomers, [A] and [B], and

dimers, [A2], [B2], and [AB]:

A½ �2 ¼ Kd A2½ �
B½ �2 ¼ Kd B2½ �

2 A½ � B½ � ¼ Kd AB½ �

Because the two transcription factors share the same dimerization domain, homo- and heterodimerization are assumed to occur with equal dissociation constants

Kd. Additionally, conservation of mass implies that [Atot] = [A] + [AB] + 2[A2], with a similar relationship for B. Introducing the equilibrium equations given above into

this conservation law produces expressions for the concentrations of the activating homodimers in terms of the total concentrations of A and B:

A2½ � ¼ 2 Atot½ �2
Kdþ4 Atot½ �þ Btot½ �ð Þþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

K2
d
þ8 Atot½ �þ Btot½ �ð ÞKd

p

B2½ � ¼ 2 Btot½ �2
Kdþ4 Atot½ �þ Btot½ �ð Þþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

K2
d
þ8 Atot½ �þ Btot½ �ð ÞKd

p

Inserting these expressions into the differential equations for [Atot] and [Btot] above, we obtain a pair of coupled ODEs with only [Atot] and [Btot] as variables.

To understand the behavior of this system in physiologically reasonable parameter regimes (table S1), we used standard approaches from dynamical systems

analysis (25, 50). We first generated a phase portrait of variables [Atot] and [Btot] based on ODEs (labeled “TF A” and “TF B,” which are dimensionless total TF A or B

concentrations), where the linewidth of a vector (Fig. 1C, gray arrows) at any point is proportional to the speed of that point. On the phase portrait, we plotted the

nullclines (Fig. 1C, solid lines), defined by setting each of the ODEs above to zero. We then identified fixed points at nullcline intersections and determined their

linear stability (Fig. 1C, black and white dots) (50). Finally, we delineated the basins of attraction for each stable fixed point (Fig. 1C, shaded regions).

Using this analysis, we identified parameter values that support type II tristability, a regime that minimally embodies the developmental concept of multilineage

priming (26–28) (Fig. 1C and fig. S1B). Stronger self-activation (higher values of b) was more likely to produce type II tristability (fig. S1B, b row and column).

Too much leaky production (high a) allowed both transcription factors to self-activate, reducing the degree of multistability, whereas too little (low a) stabilized

the undesired OFF state (fig. S1B, a column). Strong dimerization (low Kd) was essential for type II tristability (fig. S1B, Kd row and column). Finally, a broad

range of Hill coefficients n ≥ 1 were compatible with type II tristability. Although higher values of n led to a reduced sensitivity to other parameters and allowed

the system to tolerate higher values of a, they also stabilized the OFF state (fig. S1B, n row and column). Together, these results suggested that an ideal design

would maximize b, minimize Kd, and use intermediate values of a and n.

On the basis of these conclusions, we incorporated multiple repeats of the homodimeric binding sites to maximize b, used strongly associating FKBP12F36V

homodimerization domains (36) to minimize Kd, and modified the promoter sequences to allow some leaky expression to optimize a (fig. S24) (25). Finally,

although we did not directly control n, we expected that the repeated homodimeric binding sites should lead to some ultrasensitivity (51). These design choices

produced the selected type II tristability in the experimental system (Fig. 3C).

A key feature of the MultiFate design is its ability to qualitatively change its multistability properties through bifurcations in response to parameter changes. In

particular, the mathematical model predicts that protein stability can control the number of stable fixed points in phase space. In the nondimensionalized model, the

protein degradation rate, d, does not appear explicitly but enters through the rescaling of a and b by (dKM)
–1 (25). Thus, tuning protein stability is equivalent to

multiplying both a and b by a common factor, which we term the “protein stability factor.” Reducing protein stability shifts the nullclines closer to the origin, causing the

two unstable fixed points to collide with the stable A+B fixed point in a subcritical pitchfork bifurcation (Fig. 1C) (50). The result is a bistable system with A-only and

B-only stable fixed points at somewhat lower concentrations (Fig. 1C). To experimentally realize this bifurcation, we designed the circuit to allow external control

of transcription factor protein stability using the drug-inducible DHFR degron (Fig. 2C) (37). As predicted, reducing protein stability destabilized the A+B state

but preserved the A-only and B-only stable states (Fig. 3C). In this way, model-based design enabled us to rationally engineer tristability as well as externally

controllable transitions to bistability in the experimental system.
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Fig. 5. MultiFate architecture is expandable to include three and potentially

even more transcription factors. (A) The experimental MultiFate-3 design uses

three self-activation cassettes differing only in their fluorescent proteins and their

ZF DNA binding domains and binding sites. Each cassette expresses FKBP-ZF-

VP16-DHFR-IRES-FP-PEST, where ZF represents either BCRZFR39A, 37ZFR2AR11-

AR39AR67A, or ErbB2ZFR2AR39A and FP represents either mCherry, mCitrine, or

mTurquoise2 for A, B, and C, respectively. See table S2 for detailed construct

maps. (B) The MultiFate-3 line exhibited type II septastability, hexastability, and

tristability in three different TMP conditions. Top: State percentages in each octant

were quantified and plotted as eight colored circles (25). Bottom: High-TMP

condition = 100 nM AP1903 + 100 nM TMP; intermediate-TMP condition = 100 nM

AP1903 + 40 nM TMP; low-TMP condition = 100 nM AP1903 + 10 nM TMP. Except

for OFF-state cells, cells in different initial states were sorted from a mixed

population of cells in the high-TMP condition. Initial OFF cells came from cells in

regular CHO media without any inducers. Each plot represents the mean

percentage of three biological replicates. (C) Cells in each of the seven states were

stable during growth from single cells into colonies over 6 days under a time-lapse

microscope. We sorted cells and seeded an equal ratio of cells in seven states

using the same method as in Fig. 3D. Scale bars, 500 mm for the wide-field image,

100 mm for zoomed-in images. (D) MultiFate is expandable. The number of

robust stable fixed points grows monotonically with the number of transcription

factor species (N) in the model. A robust stable fixed point is defined as a

stable fixed point that has fewer than 10% of cells escaping at the end of

stochastic simulations (25). The parameter set provided above the plot (with

Kd = 1 and n = 1.5) is the same nondimensionalized parameter set used in

MultiFate-2 and MultiFate-3 models under high protein stability.
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marker, into Chinese hamster ovary K1 (CHO-

K1) cells and analyzed Citrine expression by

flow cytometry 36 hours later (Fig. 2A and fig.

S4A) (25). The wild-type (WT) ZF-GCN4-AD

factors strongly activated the reporter, as de-

sired, whereas ZF-AD exhibited weaker, but

still undesirable, basal activity (Fig. 2A and fig.

S4B). Following previous work (29, 34, 35), we

incorporated arginine-to-alanine mutations at

key positions in the ZF known to weakenDNA

binding, which decreased monomeric activity

without reducing homodimer activity (Fig.

2A, red square). Replacing the GCN4 with

the FKBP12F36V (FKBP) homodimerization

domain (36) allowed us to achieve dose-

dependent control of dimerization with the

small molecule AP1903 (Fig. 2B). Finally, we

repeated this general design to engineer a

set of additional homodimer-dependent ZF

transcription factors with orthogonal DNA

binding specificities (fig. S4, B and C).

The MultiFate circuit design requires that

each transcription factor positively autoregu-

lates its own expression in a homodimer-

dependentmanner. To validate this capability,

we designed a self-activation construct (Fig.

2C, left) in which a transcription factor with

an FKBP dimerization domain is expressed

from a promoter containing its own 18-bp

homodimer binding sites (table S2). This

construct allowed independent doxycycline

(Dox)–inducible activation through upstream

Tet3G (Takara Bio) binding sites. It also

incorporated a dihydrofolate reductase (DHFR)

degron (37), which can be inhibited by trimeth-

oprim (TMP), permitting control of protein

stability. Finally, we incorporated a destabi-

lized mCitrine for dynamic readout of construct

expression. We integrated this construct into

Tet3G-expressing CHO-K1 cells, generating a

stable polyclonal population for further anal-

ysis (table S3) (25).

To test for self-activation, we transiently

induced transcription factor expression for

24 hours with Dox, and then withdrew Dox

and checked whether cells could sustain cir-

cuit activation when dimerization strength and

protein stability were varied by AP1903 and

TMP, respectively. In the presence, but not the

absence, of AP1903, cells exhibited a bimodal

distribution ofmCitrine fluorescence, withwell-

separated peaks (Fig. 2C, center), consistent

with homodimer-dependent self-activation in

a subset of cells. TMP, by stabilizing transcrip-

tion factors, also promoted self-activation in a

dose-dependentmanner (Fig. 2C and fig. S5A).

Thus, a single dimer-dependent transcription

factor can self-activate and sustain its own ex-

pression in a controllable manner.

MultiFate’s final requirement is the ability

of one transcription factor to effectively inhibit

another through heterodimerization. To test

this, we selected monoclonal cell lines with

the self-activating circuits, and then stably

integrated constructs expressing proteins with

a different ZF DNA binding domain and a

matching or mismatching dimerization do-

main to generate a polyclonal cell population

for each perturbation construct (tables S2

andS3) (25). Consistentwith inhibition through

heterodimerization, the proteins with match-

ing dimerization domains strongly inhibited

the self-activating transcription factor, whereas

similar proteins with nonmatching dimeriza-

tion domains exhibited much weaker inhibi-

tion, possibly through nonspecificmechanisms

(Fig. 2D and fig. S5B). Taken together, these

results provided a set of engineered ZF tran-

scription factors that exhibited controlla-

ble homodimer-dependent activation and

heterodimer-dependent inhibition.

The MultiFate-2 circuit generates tristability

To construct a complete MultiFate circuit, we

selected two dimer-dependent transcription

factors, designated A and B, with distinct

DNA binding specificities but the same FKBP

homodimerization domain. Their expressions

were driven by promoters containing multiple

repeats of their corresponding 18-bp homo-

dimer binding sites (Fig. 3A and table S2).

The promoters also incorporated Tet3G or

ERT2-Gal4 response elements (38) to allow

independent external activation of transcription.

Factors A and B were transcriptionally coex-

pressed with destabilized mCherry or mCitrine

fluorescent proteins, respectively, each placed

after an internal ribosome entry site (IRES),

allowing fluorescent readout of transcription

rates in individual cells (fig. S6). We stably

integrated both genes simultaneously in CHO-

K1 cells expressing Tet3G and ERT2-Gal4

proteins, and then selected and further char-

acterized three stable monoclonal cell lines,

designated MultiFate-2.1, MultiFate-2.2, and

MultiFate-2.3, with different promoter con-

figurations (fig. S7A and table S3) (25).

To test whether MultiFate circuits support

multistability, we activated the circuit by

transferring MultiFate-2.1 cells to media con-

taining AP1903 and TMP to allow dimeriza-

tion and stabilizing the transcription factors.

As expected in the regime of type II tristability

(Fig. 1C), cells went from low expression of

both transcription factors (OFF state) to one

of three distinct states, with either A, B, or

both transcription factors highly expressed

(Fig. 3B). We designated these states A-only,

B-only, and A+B, respectively. The three states

were well separated by differences in either

mCherry or mCitrine expression by a factor

of ~25 to 50, and cells grew at similar rates

among states (fig. S8). To assess their stability,

we sorted cells from each of these states and

cultured them continuously for 18 days (25).

Strikingly, nearly all cells remained in the

sorted state for this extended period (Fig. 3C,

MultiFate-2.1 high-TMP columns, and fig. S9),

despite gene expression noise (observable from

the spread of cellular fluorescence on flow cy-

tometry plots). This showed that cells were

attracted to these states. Stability required posi-

tive autoregulation, as withdrawal of AP1903

and TMP collapsed the expression of both fac-

tors within 2 days (fig. S9). Similar overall be-

havior was also observed in MultiFate-2.2 and

MultiFate-2.3 (Fig. 3C and figs. S10 and S11).

All threeMultiFate-2 cell lines thus exhibited dy-

namics consistentwith type II tristability (Fig. 1C).

Time-lapse imaging provided a more direct

view of multistability. We cultured an equal

ratio of single cells sorted from three different

initial states in the samewell and imaged them

as they developed into colonies (Fig. 3D) (25). In

almost all colonies (132 of 134), all cells main-

tained their initial states for the full duration of

themovie, at least 5 days or seven to eight cell

cycles (Fig. 3D, figs. S12AandS13A, andmovieS2).

Togetherwith the flowcytometry analysis, these

results demonstrate that all three MultiFate-2

lines can sustain long-term tristability.

MultiFate-2 supports modulation of state

stability and allows controlled state switching

The ability of a transient stimulus to destabi-

lizemultipotent states and trigger an irreversible

fate change is a hallmark of many cell fate

control systems (12–14). In the model, reducing

protein stability can eliminate the A+B state

while preserving the A-only and B-only states

(Fig. 1C). As a result, cells initially occupying the

A+B state transition to A-only or B-only states

(Fig. 4A, top).When protein stability is restored

to its initial value, the A+B attractor reappears.

However, for the parameter sets analyzed here,

cells remain within the attractor basins of

A-only and B-only states and therefore do

not return to the A+B state (Fig. 4A, top).

Stochastic simulations of single-cell dynamics

confirmed this irreversible (hysteretic) behav-

ior (Fig. 4A, top, and movie S3).

To test whether similar bifurcation and hys-

teretic dynamics occur in the experimental

system, we transferred A-only, B-only, and

A+B cells from media containing high TMP

concentrations (“high TMP”) to similar media

with reduced TMP concentrations (“low TMP”),

which decreased protein stability by permitting

degron function. As predicted, reducing protein

stability selectively destabilized the A+B state,

but not the A-only and B-only states, shifting

cells from the A+B state to the A-only or B-only

states (Fig. 3C, low-TMP columns, and Fig. 4A,

bottom). Different MultiFate-2 cell lines ex-

hibited different transition biases, reflecting

clone-specific asymmetries in the experimen-

tal MultiFate-2 systems (Fig. 3C and figs. S9 to

S11), in a manner consistent with an asym-

metric MultiFate model (movie S3 and figs.

S14 and S15) (25). Escape from the destabilized

A+B statewas irreversible, as cells remained in

the A-only or B-only state even after they were
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transferred back to the high-TMP media (Fig.

4A, bottom, and fig. S9). Thus, MultiFate’s

ability to support irreversible transitions al-

lows it to produce behaviors resembling stem

cell differentiation.

Finally, we asked to what extent we could

deliberately switch cells from one state to

another through transient perturbations. We

used MultiFate-2.3, in which the A and B

genes can be independently activated by

4-hydroxy-tamoxifen (4-OHT) and Dox, re-

spectively, to address this question. In this

line, the response elements for the inducers

are adjacent to the homodimer binding sites.

Therefore, the addition of inducers increases

A or B expression up to, but not substantially

beyond, the level produced by self-activation

(Fig. 2C and fig. S16). In the bistable regime,

transient induction of either transcription

factor switched cells into the corresponding

state, where they remained in the absence of

further induction (Fig. 4B, left, and figs. S3A

and S16A). In the tristable regime, the model

predicted, and experiments confirmed, that

transient induction of B by Dox could switch

A-only cells to the A+B state, but not beyond it

to the B-only state (Fig. 4B, top right; fig. S3B,

first row; and fig. S16B). Combining transient

Dox addition to induce B expressionwith TMP

reduction to destabilize the A+B state success-

fully transitioned cells from the A+B to the

B-only state (Fig. 4B, right second row, and

fig. S3B, second row). The reciprocal experi-

ments, in which we induced A expression with

4-OHTwith or without reduced TMP, produced

equivalent results (Fig. 4B, right column, lower

two rows). Taken together, these results demon-

strate that MultiFate-2 circuits allow modula-

tion of state stability, irreversible cell state

transitions, and direct control of state switch-

ing with transient external inducers.

MultiFate is expandable

Because the MultiFate system implements

mutual inhibition among transcription factors

through heterodimerization, it can be expanded

by adding additional transcription factors with-

out reengineering existing components. In the

model, adding a third transcription factor to a

MultiFate-2 circuit produces a range of new

stability regimes containing three, four, six, seven,

or eight stable fixed points, depending on

parameter values (Fig. 1D, fig. S2, andmovie S4)

(25). To test whether experimental MultiFate-2

circuits can be similarly expanded, we stably

integrated a third ZF transcription factor, denoted

C, containing the same FKBP dimerization

domain as A and B, coexpressed with a third

fluorescent protein, mTurqoise2, into the

MultiFate-2.2 cell line to obtain the MultiFate-3

cell line (Fig. 5A, fig. S7B, and table S3) (25).

After the addition of AP1903 and TMP,

MultiFate-3 cells went from low expression of

all genes (OFF state) to one of seven distinct

expression states, termed A-only, B-only, C-

only, A+B, A+C, B+C, and A+B+C states (Fig.

5B), consistent with a type II septastability

regime (Fig. 1D and fig. S2A). Most cells

occupied the B-only state (79.5 ± 0.3%), re-

flecting asymmetries within the circuit (figs.

S14 and S15). To assess the stability of these

states, we sorted cells from each of the seven

states and continuously cultured them in

media containing AP1903 and TMP, analyzing

the culture every 3 days by flow cytometry

(25). Remarkably, each of the seven states was

stable for the full 18-day duration of the ex-

periment (Fig. 5B, high-TMP columns, and fig.

S17). Long-term stability required AP1903 and

TMP, as expected (fig. S18). Finally, cells from

each state could be reset by withdrawal of

AP1903 and TMP and then redifferentiated

into all seven states when AP1903 and TMP

were added back (fig. S18). This indicates

that the observed stability is not the result of

a mixture of clones permanently locked into

distinct expression states.

To directly visualize the septastable dynamics

of MultiFate-3, we cocultured single cells sorted

from each of the seven states and performed

live imaging as they grew into colonies (25).

Consistent with the flow cytometry results, cells

retained their initial states for the full 6-day

duration of the experiment in almost every

colony (153 of 157) (Fig. 5C, figs. S12B and

S13B, and movie S5).

LikeMultiFate-2, the number and stability of

different states in MultiFate-3 can be modu-

lated. In the model, reducing protein stability

repeatedly bifurcates the system from type II

septastability (seven stable states) through

hexastability (six stable states) to tristability

(three stable states) (Fig. 1D). This process

resembles the progressive loss of cell fate

potential during stem cell differentiation (39).

To experimentally test this prediction, we

transferred cells in each of the seven states

cultured under the high-TMP (100 nM) con-

dition (high protein stability) to similar media

with intermediate-TMP (40 nM) or low-TMP

(10 nM) conditions. As predicted by themodel,

the intermediate-TMP condition destabilized

only the A+B+C state, but not the other six

states (Fig. 5B, intermediate-TMP columns,

and fig. S19), whereas the low-TMP condition

destabilized all multiprotein states, preserving

only the A-only, B-only, and C-only states (Fig.

5B, low-TMP columns, and fig. S20). Consist-

ent with themodel, these transitionswere also

irreversible: Restoring high TMP concentra-

tions did not cause cells to repopulate previ-

ously destabilized states (fig. S21 and movie

S6). Taken together, these results demonstrate

that the MultiFate-3 circuit supports septa-

stability and allows controlled bifurcations to

produce irreversible cell state transitions.

Can theMultiFate architecture be expanded

beyond three transcription factors? To un-

derstand higher-order systems, we modeled

MultiFate circuits containing up to N = 11

transcription factors (25). Using the same

parameter values established for MultiFate-2

and MultiFate-3, the number of attractors

reached a maximum of 256 at N = 9. Analysis

of attractor escape rates in stochastic simu-

lations revealed that most of these attractors

were robust to gene expression noise (Fig. 5D

and fig. S22) (25, 40). The number of attractors

grew more slowly than the theoretical limit

of ~2
N
because stable attractors could only

sustain high levels of up to four transcrip-

tion factors at a time (fig. S23, middle row).

This limitation reflects the diminishing share

of the active homodimers relative to all

dimers. Similarly, the combined basal expres-

sion of all transcription factors suppressed

homodimer formation, resulting in a decline

in the number of attractors for systems con-

taining more than nine transcription factors

(Fig. 5D and fig. S23, middle row). Finally, we

note that the precise values of the maximum

number of stable attractors can be modulated

up or down by parameters that affect overall

gene expression (fig. S23). Together, these re-

sults indicate that the MultiFate architecture

can be expanded to generate large numbers of

robust stable states.

Discussion

The astonishing diversity of cell types in our

own bodies underscores the critical impor-

tance of multistable circuits and provokes the

fundamental question of how to engineer a

robust, controllable, and expandable synthetic

multistable system. We took inspiration from

two ubiquitous features of natural multistable

systems, namely competitive protein-protein

interactions and transcriptional autoregulation,

to design a synthetic multistable architecture

that operates in mammalian cells. The Multi-

Fate circuits exhibit many of the hallmarks of

natural cell fate control systems. They generate

as many as seven molecularly distinct, mitot-

ically heritable cell states (Figs. 3 and 5). They

allow controlled switching of cells between

states with transient transcription factor ex-

pression (Fig. 4B), similar to fate reprogram-

ming (16). They support modulation of state

stability (Figs. 3 and 5) and permit irreversible

cellular transitions through externally control-

lable parameters such as protein stability (Fig.

4A and fig. S21), similar to the irreversible loss of

cell fate potential during stem cell differentia-

tion (12). Finally, implementing cross-inhibition

at the protein level makesMultiFate expand-

able by “plugging in” additional transcription

factors without reengineering the existing cir-

cuit, a useful feature for synthetic biology. The

same design principle may play a related role

in natural systems, allowing the emergence

of new cell states through transcription fac-

tor duplication and subfunctionalization
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in a manner analogous to the stepwise expan-

sion of MultiFate circuits demonstrated here

(21, 22, 41, 42).

A remarkable feature of this circuit is its

close agreement with predictions from a dy-

namical systems model (Box 1). Despite a lack

of precise quantitative parameter values for

many molecular interactions, the qualitative

behaviors possible with this circuit design

can be enumerated and explained from sim-

ple properties of the components and their

interactions. More precise measurements of

effective biochemical parameters and stochas-

tic fluctuations could help to explain, elim-

inate, or exploit asymmetries and provide a

better understanding of the time scales of

state transitions.

MultiFate has a relatively simple structure,

requiring a small number of genes, all of the

same type, yet exhibits robust memory be-

haviors, scalability, and predictive design.

Future work should extend MultiFate into a

full-fledged synthetic cell fate control system.

Coupling MultiFate to synthetic cell-cell com-

munication systems such as synNotch (43, 44),

MESA (45), synthekines (46), engineered GFP

(47), and auxin (48) should enable naviga-

tion of cells through a series of fate choices,

recapitulating cell behaviors associated with

normal development. MultiFate could also

allow engineering of multicellular cell ther-

apeutic programs. For example, one could

engineer a stemlike state that can either self-

renew or “differentiate” into other states that

recognize and remember different input sig-

nals and communicate with one another to

coordinate complex response programs. Such

strategies will benefit from the ability of

MultiFate to allow probabilistic differentia-

tion into multiple different states in the same

condition (fig. S14). In this way, we anticipate

that the MultiFate architecture will provide a

scalable foundation for exploring the circuit-

level principles of cell fate control and will

enable new multicellular applications in syn-

thetic biology.

Methods summary

We performed all tissue culture experiments

with CHO-K1 cells (ATCC). For flow cytometry

experiments characterizing ZF transcription

factors (Fig. 2, A and B, and fig. S4), we

cotransfected CHO-K1 cells with mTagBFP2

(as cotransfection marker), reporter, and ZF

transcription factor (table S2). Cells were

harvested after 36 hours and cell fluores-

cence was measured by flow cytometry. For

experiments characterizing ZF transcription

factor self-activation (Fig. 2C and fig. S5A),

we stably integrated each self-activation

construct (table S2) into polyclonal Tet3G-

expressing CHO-K1 cells via PiggyBac (Systems

Biosciences) to make a polyclonal cell line

(table S3). We transiently activated the inte-

grated self-activation cassettes in each poly-

clonal line by adding Dox (Sigma-Aldrich) for

24 hours, then washed out Dox and trans-

ferred cells into different combinations of

AP1903 and/or TMP (Sigma-Aldrich). After

another 72 hours, cells were harvested and

analyzed by flow cytometry. To test inhibi-

tion through competitive dimerization (Fig.

2D and fig. S5B), we selected two monoclonal

self-activation lines with 42ZFR2AR39AR67A

DNA binding domain and either GCN4 or

FKBPdimerization domain.We stably integrated

plasmids constitutively expressing different

perturbation transcription factors in each

monoclonal line, then transferred cells in

media containing AP1903 and TMP to permit

self-activation. The inhibition strength was quan-

tified as the reduction of self-activation cell

fractions.

We constructed MultiFate-2 lines by stably

integrating corresponding constructs into

polyclonal ERT2-Gal4-P2A-Tet3G–expressing

CHO-K1 cells (table S3). We then used fluores-

cence-activated cell sorting to sort stable A+B

cells in media containing AP1903 and TMP

as single cells into 384-well plates to obtain

monoclonal MultiFate-2 lines. We constructed

MultiFate-3 cells by stably integrating the TFC

self-activation cassette intoMultiFate-2.2 cells,

then used a similar sorting method to obtain

the MultiFate-3 monoclonal cells (fig. S7).

For flow cytometry experiments character-

izing state stability (Figs. 3C and 5B) and

state-switching dynamics (Fig. 4), we sorted

cells from each state into media containing

the corresponding inducers. We continuously

cultured these cells by trypsinizing cells and

transferred 4% of cells into fresh media con-

taining corresponding inducers every 3 days.

The remaining 96% of cells were suspended in

the flow cytometry buffer and analyzed by

flow cytometry. For time-lapse imaging (Fig.

3D, Fig. 5C, and movies S2 and S5), we sorted

cells from each state, mixed them with equal

ratio, and sparsely plated cell mixture in the

same well with media containing AP1903 and

TMP. After 6 to 12 hours, we changed media

and began imaging.

Mathematical models of MultiFate circuits

are summarized in Box 1 and supplementary

text (25). All data, computational and analysis

codes, and sequence files are available at

data.caltech.edu/records/1882. Full materials

and methods are available in (25).
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Attosecond coherent electron motion in
Auger-Meitner decay
Siqi Li1,2†, Taran Driver1,3,4†, Philipp Rosenberger1,3,5,6, Elio G. Champenois3, Joseph Duris1,

Andre Al-Haddad7, Vitali Averbukh4, Jonathan C. T. Barnard4, Nora Berrah8, Christoph Bostedt7,9,

Philip H. Bucksbaum2,3,10, Ryan N. Coffee1,3, Louis F. DiMauro11, Li Fang11,12, Douglas Garratt4,

Averell Gatton1, Zhaoheng Guo1,10, Gregor Hartmann13, Daniel Haxton14, Wolfram Helml15,

Zhirong Huang1,2, Aaron C. LaForge8, Andrei Kamalov1,2,3, Jonas Knurr3, Ming-Fu Lin1,

Alberto A. Lutman1, James P. MacArthur1,2, Jon P. Marangos4, Megan Nantel1,2, Adi Natan3,

Razib Obaid1,8, Jordan T. OÕNeal2,3, Niranjan H. Shivaram1,16, Aviad Schori3, Peter Walter1,

Anna Li Wang3,10, Thomas J. A. Wolf1,3, Zhen Zhang1, Matthias F. Kling1,3,5,6,

Agostino Marinelli1,3*, James P. Cryan1,3*

In quantum systems, coherent superpositions of electronic states evolve on ultrafast time scales (few

femtoseconds to attoseconds; 1 attosecond = 0.001 femtoseconds = 10−18 seconds), leading to a time-

dependent charge density. Here we performed time-resolved measurements using attosecond soft

x-ray pulses produced by a free-electron laser, to track the evolution of a coherent core-hole excitation in

nitric oxide. Using an additional circularly polarized infrared laser pulse, we created a clock to time-

resolve the electron dynamics and demonstrated control of the coherent electron motion by tuning

the photon energy of the x-ray pulse. Core-excited states offer a fundamental test bed for studying

coherent electron dynamics in highly excited and strongly correlated matter.

I
nterference is a pillar of quantum physics

and a manifestation of one of its most

profound consequences: the wavelike nature

of matter. A quantum system can exist in a

superposition of energy states whose relative

quantum phases progress in time. This behavior

can cause the states to interfere constructively

or destructively as the system evolves, causing

physical observables (e.g., charge density) to

oscillate in time. Such oscillations are known

as quantum beats and have a period of TQB ¼

h=DE, where h is Planck’s constant and DE is

the energetic separation between the states

(1–5). To display a quantum beat, two con-

ditions must be satisfied: First, the quantum

system must be prepared in a superposition

of two or more different energy states that

have a well-defined (or coherent) relationship

between their individual quantumphases,which

remains stable over the beat period between the

relevant phases. Second, the physical observable

must be sensitive to the difference between the

quantumphases of the energy states forming the

coherent superposition.

In this work, we demonstrated the creation

and observation of coherent superpositions of

core-excited states in molecules using atto-

second x-ray pulses. These molecules decayed

nonradiatively via the Auger-Meitner (AM)

mechanism—a multielectron process in which

the core vacancy created by an x-ray pulse is

filled by one electron from a valence orbital,

and another valence electron is emitted to

conserve energy. The AM process is the domi-

nant mechanism for relaxation following x-ray

absorption in most biologically relevant mole-

cules, and in any molecules composed of light

atoms such as carbon, oxygen, and nitrogen.

We demonstrated how coherence in short

x-ray pulses is imprinted on excited electronic

states in x-ray–matter interaction and how

this coherence affects the attosecond evolution

of the excited electronic wave packet. To this

end, we measured the time-dependent AM

yield and found that it was sensitive to the

quantum coherence of the electronic wave

packet, as well as the differences in the excited

state populations. The coherence of the wave

packet was manifested as femtosecond modu-

lations (orquantumbeats) in the time-dependent

electron yield. The effect of the wave packet

coherence on the relaxation process could have

implications for a broad class of other ultrafast

experiments in which the need for high tem-

poral resolution necessitates the use of broad-

bandwidth x-ray pulses.

Time-resolvedmeasurements of any correlated

electron interaction (including AMdecay) are

challenging because of the extreme time scale

(few to subfemtosecond) on which electron-

electron interactions occur. Previous time-

resolvedmeasurements have extracted a single

parameter (G ) to characterize the decay of a

core-excited system (6–9). In the case of short

excitation or ionization pulses, G corresponds

to the lifetime of the core-excited state, but for

long pulses the extracted decay constant is

altered by interferences with the excitation

process (9–11). Our distinct combination of

short excitation pulses and a sufficiently long

observation window allowed for a direct time-

resolved measurement of the AM emission

process. We measured a quantum beat, dem-

onstrating the creation and observation of

electronic coherence in a core-excited molecu-

lar system. Our technique ofmapping coherent

electronic motion to the AM decay profile

offered a distinctive test-bed for studies of

electronic coherence in highly excited and

strongly correlated systems.

Measurement

Our experimental setup is shown in Fig. 1A.

Isolated soft x-ray attosecond pulses from a

free-electron laser (12), tuned near the oxygen

1s→ p resonance in nitric oxide (NO) (∼530 to

540 eV), irradiated a gas target in the presence

of a circularly polarized, 2.3mm,5� 1012W/cm
2

laser field. The momentum distribution of the

resultant photoelectrons was recorded by a

coaxial velocity map imaging spectrometer

(c-VMI) (13). Interaction with the x-ray pulse

produced electrons from several different

photoionization channels: direct ionization of

nitrogen K-shell electrons, KLL AM emission

resulting from the nitrogen K-shell vacancy,

and resonant oxygen AM emission following

O1s→ pexcitation. These channels are labeled

in Fig. 1B, which shows the electron momen-

tum distribution recorded without the 2.3-mm

laser field. The 1s→ p excitation in nitric oxide

corresponds to the promotion of an oxygen 1s

electron to the degenerate 2pmolecular orbital,

which is already partially occupied by an un-

paired valence electron. The resonantAMemis-

sion following this excitation has a dominant

feature corresponding to channels where one
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of the degenerate 2p electrons participates in

the decay, leading to excited cationic states.

There is a small contribution from the channel

where both 2p electrons participate, resulting

in a2p0 ground configuration of the cation (14).

The circularly polarized laser field maped the

temporal profile of the electron emission on

to the momentum measured at the detector.

When electrons were released from the mole-

cule following interaction with the x-ray pulse,

their trajectory was altered by the presence of

the infrared (IR) laser field, similar to the prin-

ciple of a time-resolving streak camera (15, 16).

This interaction altered (or “streaked”) the final

electron momentum, which was measured at

the detector. In a semi-classical approxima-

tion, the final momentum of an ionized elec-

tron is given by

p
→

t→ ∞ð Þ ¼ p
→

0 þ eA
→

t0ð Þ ð1Þ

where A
→

t0ð Þ ¼ �∫t0�∞E
→

L t′ð Þdt′ is the vector po-
tential of the circularly polarized laser field,

EL tð Þ, at the time of ionization t0,e is the charge

of an electron (1 atomic unit), and p
→

0 is the

momentum of the electron in the absence of

the IR laser field. All the quantities are ex-

pressed in atomic units.

In our measurement, the temporal duration

of the circularly polarized “streaking” laser

field (∼100 fs) was much longer than the laser

period (TL ¼ 7:7 fs). This fact implies that

over the time scale of a single laser period, the

vector potential had nearly constant ampli-

tude ( A
→

�
�
�

�
�
�) but a direction that rotated with

constant angular velocity 2p=TL . Thus, Eq. 1

describes how the streaking technique encodes

the temporal evolution of the electron emission

rate onto the electronmomentum spectrum:An
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Fig. 1. Experimental observation of Auger-Meitner emission. (A) NO gas is

ionized by an attosecond x-ray free-electron laser (XFEL) pulse (∼530 to

540 eV, central photon energy) in the presence of a 2.3-mm circularly

polarized streaking field. The resultant photoelectron momentum distribution

is measured by a coaxial velocity map imaging spectrometer (c-VMI) (13). The

streaking field maps the instantaneous ionization rate onto the measured

photoelectron momentum distribution. (B) Single-color electron momentum

spectrum projected along the axis of the c-VMI in the absence of the

streaking field. Atomic units are denoted here and throughout as “a.u.” We

define px to lie along the x-ray polarization axis. (C) Applying an inverse Abel

transform to this image, we retrieve the electron kinetic energy distribution

(“arb.” denotes arbitrary units). (D) Change in the projected momentum

distribution as the direction of the streaking laser vector potential (A
→

0,

light-gray line pointing along 0 fs of the stopwatch face) is varied. The projected

momentum distribution is presented as a difference image where the

electron momentum shown in (B) is used as a background. To observe the

temporal evolution of AM emission, we monitor the AM yield in a small (15°)

region of the detector [black box shown in the panels of (D); energetic

position also shown in pale red in (C)]. The time dependence of this yield

is shown in black dots in (E) (dashed red line shows trace with high-frequency

noise filter applied; see supplementary materials for further details).

The AM yield in (E) is plotted as a function of angle between the streaking

laser vector potential at the time of ionization and the angle of the detection

box, which is shown as a gray shaded area in (D). E
→

shows the direction of

rotation of the electric field. The red error bars have a total length of four

times the SEM of the measured electron yield, T2s�x.
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electron emitted at ti will experience a mo-

mentum shift in the direction ofA
→

tið Þ. Because
the periodTL of the circularly polarized laser is

well known, if two photoemission features are

found to have momentum shifts that differ by

an amount Dq, this difference implies that

the photoemission events were separated by

a time Dt:

Dt ¼
Dq

2p
� TL ð2Þ

This mapping of angle-to-time resembles

the face of a clock, which has led to the term

“attoclock” being used to describe this type of

time-resolved measurement (17–19).

Ourmethod for extracting the temporal pro-

file of the AM electron yield is illustrated in

Fig. 1, D and E. Figure 1D shows the var-

iation in the differential electron yield for

measurements with three different x-ray ar-

rival times, or directions of the streaking laser

vector potential, A
→

0 . The differential images

show the difference between the averaged

electron image when the vector potential of

the IR laser was chosen to lie along the line

labeled A
→

0 on the figure (and labeled as “0 fs”

on the clock face) and the averaged electron

image where the IR laser was intentionally

mistimed with the x-rays to ensure that there

was no effect from the streaking field. To

extract the time-dependent emission rate of

resonant AM electrons, we monitored a small

angular region on the detector (black wedge

in Fig. 1D) and plot this yield as a function

of streak angle, or the angle between the

observation bin and the streaking laser vector

potential, in Fig. 1E. The observation region

was chosen to be slightly higher in momen-

tum than the center of the field-free resonant

emission spectrum shown in Fig. 1B. The elec-

tron yield in this radial bin therefore mapped

to the number of electrons released into the

continuum at the time the vector potential

A
→

0 tð Þ is pointed in the angular direction of

the observation region. The lower momentum
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Fig. 2. Model for Auger-Meitner emission. (A) Schematic representation of

the model used for AM emission. Subfemtosecond x-ray pulses coherently

excite four resonances (labeled 2Sþ;
2S�, and a doubly degenerate 2D).

In addition to the resonant pathway, electrons can be directly ionized by the

x-ray pulse, leading to interfering paths from the ground state to the field-

dressed continuum [although the direct ionization pathway is a minor channel

(14)]. (B) Calculated photoelectron momentum spectrum for 0:5-fs x-ray

pulses centered at 533-eV photon energy in the presence of a 2:3-mm laser

field. The blue arrow shows the direction of IR laser vector potential, A(t), at

the x-ray arrival time, t0. (C) Kinetic energy distribution of the continuum

electron as a function of time in the absence of the streaking laser field.

(D) Time-dependent ionization rate for this wave function, summed over electron

kinetic energy, for a central photon energy of 533 eV (red), 534:5 eV (green),

and 536 eV (blue). (E) Total population of the core-excited states as a

function of time delay for the same photon energies as in (D). (F) Time

evolution of the electron density of the bound electronic states. The three-

dimensional contour is drawn at 20% of the maximum electron density,

and its transparency represents the overall bound-state population, which

decays via AM emission. The blue and red dots in the rightmost panel show

the positions of the nitrogen and oxygen atoms, respectively.
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limit of this region is ∼6.4 atomic units, and

the upper limit extends to include all electrons

at higher momenta. Equation 2 can be used to

convert the streak angle into a time delay, and

this value is used to label the clock face in Fig.

1D and the lower horizontal axis in Fig. 1E.

At the Linac Coherent Light Source (LCLS),

the synchronization of the streaking laser and

x-ray pulse has a jitter of roughly ∼500 fs (20),

which is orders of magnitude below the re-

quired precision for directly timing the AM

process. Thus, to produce the images shown in

Fig. 1D, wemust use a single-shot diagnostic of

the relative arrival time between the x-rays

and laser pulse. As described above, in addi-

tion to driving resonant excitation near the

oxygen K-edge, the attosecond x-ray pulse

ionized electrons from the nitrogen K-shell

of the NOmolecule (see Fig. 1, B and C). This

direct photoionization process produced high

energy (∼120 eV) electrons. The photoionization

delay between the arrival of the x-ray pulse and

the appearance of these fast photoelectrons in

the continuum was negligibly small (≲ 5 as)

compared to the streaking laser period TL of

7.7 fs (21–23). Therefore, the momentum shift

observed for the nitrogenK-shell photoemission

feature provided an accurate, single-shot mea-

surement of the direction of the streaking laser

vector potential A
→

0 at the time of arrival of

the x-ray pulse.

Wemonitor the AM yield in a small angular

region of the detector to avoid introducing

artifacts in the extracted time-dependent trace

due to angular anisotropy in the AM emission

(24). The period of the streaking field was

chosen to be longer than the dominant time

scale of the AM process. This fact simplifies

interpretation of the streaking measurement

by limiting the effect of “wrapping,” where

electrons released into the continuum at time

t and tþ TL experience a similar momentum

kick from the streaking field.

The time-dependent electron yield shown

in Fig. 1E shows a maximum at t = 0, when

A
→

0 was directed along the detection direction

and the the core-excited population (and AM

emission rate) was at a maximum. In addition

to an exponentially decaying electron emis-

sion rate, we observed a revival in the time-

dependent emission rate at t = 3.5 fs.

Model

We modeled our measurement according to

the theory of attosecond streaking of multiple

Fano resonances described byWickenhauser et al.

(25, 26). Our model, illustrated in Fig. 2A, in-

cluded a ground state that is doubly degenerate

and was resonantly coupled to four bound

states, one of which (2D) is also doubly de-

generate, and thus is labeled as a single state

in the figure. These bound states were also

coupled to a single, structure-less continuum,

whichwas dressed by the circularly polarized,

2:3�mm streaking laser field. The coupling

between the bound and continuum states was

the result of electron correlation interactions

and drove the AM decay process. The bound

states had excitation energies of 531:5 eV (2S�),

532:6 eV (2D), and 533:5 eV (2Sþ ), which re-

presented the core-excitation spectrumof nitric

oxide (27). The continuum coupling constant
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Fig. 3. Comparison between model and experimental results for resonant

Auger-Meitner emission. (A) Measurement of time-resolved Auger-Meitner

emission from core-excited NO. The left panel shows the experimentally

measured time-dependent AM yield for the various central XFEL photon energies

(black dots). Colored error bars have a total length of four times the SEM

of the measured electron yield, T2s�x. This measurement is compared with the

results of the model shown in Fig. 2 (solid colored lines). The right panel shows

total electron yield, which decreases as the central photon energy moves away

from the center of the 1 s→ p resonance (bars). The time-dependent yields

change by a factor of 2 between the minimum (normalized to 0) and maximum

(normalized to 1) values. The coherent bandwidth of the attosecond XFEL pulse

spans ∼5 eV, as illustrated by a Gaussian curve of equivalent full width at half

maximum at each central photon energy. The black line shows the O1s→ p

feature reported in (27), comprising the 2S�, 2D, and 2Sþ electronic states. The

revival at t ∼ 3.5 fs, marked by the black vertical arrow, is due to the rephasing

(constructive interference) of the AM emission from the core-excited states

(2S and 2D) populated by the x-ray pulse. The coherent revival is suppressed as

the photon energy moves above the 1 s→ p resonance and the contribution

from the direct photoionization channel increases. The photon energy–

dependence of the quantum beat is shown in the magnified image in (B), for

experiment (left) and simulation (right). The shaded area represents the streak-

angle–dependent yield with corresponding error bar T2s�x, and the solid line

shows this electron yield after application of a high-frequency filter along the

time axis (see supplementary materials for further details). The color of the

curves corresponds to the central photon energies shown on the left side of (A).

(C) Comparison between two different models where core-excited states are

populated coherently (deep red) and incoherently (pale red) at 533-eV central

photon energy. The experimental measurement is shown in black dots with error

bars T2s�x. Coherent interaction between the core-excited states is required to

account for the measured data.
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(G ¼ 170 meV) was consistent with previous

x-ray absorption measurements (27). The rela-

tive amplitude between transitions to the

bound, core-excited states and direct photo-

ionization of valence electrons to the continuum

was represented by the Fano parameter, qi (see

supplementary materials) (28). We choose the

value for qi according to the measured absorp-

tion spectrum of NO (27).

The coherent bandwidth of the exciting x-ray

source was ∼5 eV (12), which was sufficient to

span all core-excited bound states in themodel.

Symmetry constraints did not allow for the

coherent population of the 2
S
� and 2

S
þ states

because the 2
S
� and 2

S
þ states each coupled to

a different component of the doubly degenerate

ground state (14). Moreover, each component of

the ground state coupled to a different compo-

nent of the degenerate 2
D state (14). Thus, the

model only included coherence between the
2
S
� and one of the 2

D states and the 2
S
þ and

the other 2
D state, but not the 2

S
� and 2

S
þ

states. In both simulation and experiment, we

tune the central wavelength of the x-ray source

across the 1s→ 2pp resonance (red, green,

and blue shaded curves in Fig. 3, bandwidth

drawn to scale with energetic separation of

core-excited states).

In the simulation, we could calculate the

energy-resolved continuum wave function in

the absence of the streaking-field, shown in

Fig. 2D, demonstrating the build-up of reso-

nant features. The rate of electron emission

(integrated over electron kinetic energy) is

shown in Fig. 2E), and we clearly observe an

oscillatory emission rate. Finally, in Fig. 2F

we show the population of each core-excited

state as a function of time, which again shows

oscillatory behavior. The periodicmodulation

of the electron emission rate resulted from

the coherent population of the two pairs of

excited states 2
S
� and 2

D, and 2
D and 2

S
þ .

Electronic coherence between the pairs of

excited states resulted in consecutive minima

or maxima in the time-dependent ionization

rate, owing to destructive or constructive in-

terference between emission from the core-

excited states. Because the core-excited wave

packet consisted of states with different an-

gular momentum projections along the mo-

lecular axis, the excited state wave packet

produced an excited electron density that

rotated around the molecular axis, as shown

in Fig. 2C.

Results

We directly modeled our experimental observ-

able by computing the asymptotic (t→∞) mo-

mentumdistribution of ionized electronswithin

the strong-field approximation (SFA) (26) (Fig.

2B) and performing the same analysis routine

as the one we applied to the experimental

data. The asymmetry parameters describing

emission from the oxygen1s→ 2
S
�, O1s→ 2

D,

and O 1s→ 2
S
þ excitations were expected to be

different for each of the electronic states (24)

and have not previously beenmeasured, mean-

ing the contribution of each channel to emis-

sion in the direction of our observationwindow

was not well defined. We fit the simulation to

the experimental data using the lower kine-

tic energy limits of the small detector region

defined in Fig. 1E, and the relative contribu-

tion from each decay channel at the precise

region on the detector, as free parameters.

With a separate measurement taken concur-

rent with the presented data, we determined

an error distribution of s = 30° for single-shot

vector potential determination. We accounted

for this experimental error by convolution

of the time-dependent electron yield with a

Gaussian kernel of s = 30°. Further details are

provided in the supplementary materials. We

also accounted for the possibility of a small

systematic error in t0 determination between

experiment and theory, resulting from the

finite temporal profile of the reference nitro-

gen K-shell photoline produced by the atto-

second x-ray pulse (12). We identified an offset

of ∼1.7% of the full detector angle.

Figure 3A shows the vector-potential direction–

dependent electron yieldmeasured at different

x-ray excitation energies (black dots) compared

with the simulated yield (solid line). The tran-

sient revival at t∼3:5 fs resulting from electronic

coherence in the core-excited state is indicated

by the black arrow and is observed in both ex-

periment and simulation. This feature is a

quantum beat, occurring at the moment when

the quantum phases of the coherently excited
2
S
� and 2

D excitations realigned. This align-

ment caused constructive interference between

the two core-excited states, and an increase in

AM emission rate. The feature at ∼1.3 fs mea-

sured at central photon energy 536 eV was

possibly due to the temporal build-up of the

Fano interference between the resonant and

direct excitation channels and has been qual-

itatively reproduced in further simulation.

Analysis of the energetic positions of the

Rydberg series converging to the oxygen K-edge

(27) was not consistent with the interpretation

that thismodulationwas due to further coherent

excitation involving Rydberg states.

Figure 3B shows a magnified image of the

revival feature. By tuning the central x-ray

photon energy away from the center of the

1s→ 2pp resonance, we could suppress the

quantum beat in both experiment (left) and

simulation (right), demonstrating control over

the coherent evolution of the core-excited states.

The beat was suppressed at higher photon en-

ergy because of an increased relative contri-

bution from the direct channel versus the

coherently excited resonant decay pathways.

In Fig. 3C, we compare our measurement, for

a central x-ray excitation energy of 533 eV, to

our simulation, including (deep red) and ex-

cluding (pale red) the coherence between the

core excited states. As expected, the revival

feature could be reproduced only by including

the coherence between thedifferent core-excited

electronic states. The result from incoherent

summation of the AM emission from the dif-

ferent core-excited states failed to reproduce

the feature at 150° streaking angle.

Conclusion

This work reports the real-time measurement

of electronic coherence in the temporal evolution

of a core-excited molecule. Electronic coherence

imparted a modulation in the time-dependent

emission rate of AM electrons, driven by an

isolated attosecond soft x-ray pulse from a free-

electron laser. The AM emission occurred on a

few-femtosecond time scale, and we time-

resolved it using angular streaking. Our mea-

surement provides a testbed for exploring the

effect of electronic coherence in the photo-

excitation dynamics and subsequent photo-

chemical behavior of molecular systems. The

existence of this electronic coherence provides

the opportunity to explore interatomic site

electronic wave packet coupling, which can

reveal interactions between different parts of

an extended system (29–31). Measuring this

coupling can reveal important information on

the system’s fundamental physical properties

(32, 33). For example, the spectral makeup of

the observed modulations provides rich infor-

mation on the composition of the excited super-

position state. This information opens the

possibility for resolving in time the evolution

and decay of coherent electronic states, as they

evolve and couple to subsequent nuclear mo-

tion in the first stages of a photochemical

reaction (34–37).
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PLANT SCIENCE

RALF peptide signaling controls the polytubey block
in Arabidopsis
Sheng Zhong1†, Ling Li1†, Zhijuan Wang1†, Zengxiang Ge1†‡, Qiyun Li1†, Andrea Bleckmann2,

Jizong Wang1, Zihan Song1, Yihao Shi1, Tianxu Liu1, Luhan Li1, Huabin Zhou3, Yanyan Wang3, Li Zhang1,

Hen-Ming Wu4, Luhua Lai3, Hongya Gu1,5, Juan Dong6, Alice Y. Cheung4,

Thomas Dresselhaus2, Li-Jia Qu1,5*

Fertilization of an egg by multiple sperm (polyspermy) leads to lethal genome imbalance and

chromosome segregation defects. In Arabidopsis thaliana, the block to polyspermy is facilitated

by a mechanism that prevents polytubey (the arrival of multiple pollen tubes to one ovule).

We show here that FERONIA, ANJEA, and HERCULES RECEPTOR KINASE 1 receptor-like kinases

located at the septum interact with pollen tubeÐspecific RALF6, 7, 16, 36, and 37 peptide ligands

to establish this polytubey block. The same combination of RALF (rapid alkalinization factor)

peptides and receptor complexes controls pollen tube reception and rupture inside the targeted ovule.

Pollen tube rupture releases the polytubey block at the septum, which allows the emergence

of secondary pollen tubes upon fertilization failure. Thus, orchestrated steps in the fertilization

process in Arabidopsis are coordinated by the same signaling components to guarantee and

optimize reproductive success.

S
eed plants rely on tightly regulated fer-

tilization mechanisms to secure fertility

and reproductive success. Like in animals,

the entrance of supernumerary sperm

into a single egg—i.e., polyspermy—is

restricted to ensure chromosomal balance and

progeny health (1, 2). Fertilization in angio-

sperms is more complex because two sperm

cells are carried by one pollen tube that grows

in the maternal pistil tissues and ultimately

releases its sperm cell cargo inside the ovule

(3). Although hundreds of pollen tubes may

grow into the transmitting tract of a pistil,

usually only a single tube, in response to at-

tractants, emerges from the septum in the

vicinity of each ovule to target the ovule (Fig. 1A)

(4). The block to polytubey (i.e., the emer-

gence of multiple pollen tubes targeting an

ovule) prevents the occurrence of polyspermy.

This polytubey block is likely further reinforced

by successful gamete fusion that triggers prog-

rammed cell death (PCD) of the persistent syn-

ergid cell, which leads to the elimination of

pollen tube attractants. Thus, the first pollen

tube that emerges from the septum will have

the privilege of fertilizing the female gametes,

providing a precondition for conspecific pol-

len precedence (i.e., the preferential use of

pollen from the same species for fertilization)

(5). If the first pollen tube fails, however, fer-

tilization success will be ensured by fertili-

zation recovery (6, 7), in which the polytubey

block is suspended to allow the emergence of

secondary pollen tubes for another chance of

fertilization. Therefore, plants can (i) restrict

polyspermy by enforcing the polytubey block

at the septum under normal circumstances

and (ii) salvage fertility by removing the poly-

tubey block when fertilization fails. Here, we

report the molecular mechanisms by which

the polytubey block is implemented or sus-

pended, when needed.

FERONIA, ANJEA, and HERCULES RECEPTOR

KINASE 1 receptor kinases are required to

establish the polytubey block

To identify factors that may establish the poly-

tubey block, we conducted RNA sequencing

(RNA-seq) analysis using transmitting tract

and septum tissues and searched for candi-

date receptors that may perceive signals from

the pollen tube.We found that sevenmalectin-

like domain-containing receptor-like kinase

(MLD-RLK) (also known as Catharanthus

roseus RLK1-LIKE or CrRLK1L) genes were

highly expressed [verified by real-time quanti-

tative polymerase chain reaction (qPCR); fig.

S1, A and B]. Transcriptional and translational

markers showed that three of these genes—

FERONIA (FER), ANJEA (ANJ), andHERCULES

RECEPTORKINASE1 (HERK1)—wereexpressed

in the ovule, transmitting tract, and septum

epidermis (Fig. 1B and fig. S2). We further
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realized that a polytubey phenotype can be (i)

caused by the failure of establishing the block

at the septum or (ii) triggered by fertilization

recovery at the later stage. To distinguish be-

tween these polytubey phenotypes, we ex-

ploited the hap2/gcs1 mutant that is defective

in gamete fusion and triggers fertilization

recovery (8, 9). By CRISPR-Cas9, we obtained

the loss-of-function mutant hap2−/− (fig. S3)

and determined that, when depositing hap2−/−

pollen on wild-type (WT) pistils, the polytubey

phenotype occurs at ~7 hours after pollination

(HAP) (Fig. 1, C and D). To determine when

the polytubey block occurs at the septum, we

observed the growth behavior of WT pollen

tubes in semi–in vivo assays (10). It takes a

pollen tube 3.5 ± 0.4 hours (n = 3 repeats of

three to five pollen tubes each) to grow along

the funiculus into the ovule and burst (Fig. 1,

E and F). Therefore, pollen tubes would emerge

in vivo from the septumat ~4HAP. According-

ly, a polytubey phenotype at the septum should

be detectable at 4 HAP in vivo. Thus, we exam-

ined the emergence of polytubey at 5, 6, and 7

HAP, contrasting with 12 HAP, that has pre-

viously been used for characterizing fer-4

(11, 12) and/or anj herk1 mutants (13). Aniline

blue staining showed that at 5 to 7 HAP, mul-

tiple pollen tubes emerged with comparable

growth rates in the receptormutants fer-4 (11),
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Fig. 1. FER, ANJ, and HERK1 control the polytubey block. (A) A WT pistil

pollinated by WT pollen showing that each ovule is targeted by a single pollen tube at

12 HAP. Scale bar, 200 mm. (B) Cross sections of pistils showing promoter:reporter

expression pattern of FER, ANJ, and HERK1. Arrows indicate the septum epidermal

layer. Scale bars, 100 mm. NLS-mCit, mCitrine with nuclear localization sequence.

(C) Aniline blue staining showing multiple pollen tubes emerging at the septum at

5 HAP in fer-4, anj herk1, and fer anj herk1 pistils pollinated with WT pollen, but rarely in

WT pistils pollinated with WT pollen and hap2−/− pollen. Asterisks indicate multiple

pollen tubes. The analysis was repeated at least three times. Scale bars, 100 mm.

(D) Statistical analysis of multiple pollen tube ratios, as indicated. “n” refers to the

number of pistils. Data are mean values ± SDs; ***P < 0.01 (Student’s t test).

(E) Semi–in vivo assay to determine the duration time of pollen tube growth along

the funiculus until rupture in the embryo sac (white arrow heads indicate pollen

tubes labeled with LAT52pro:GFP). Dashed dots show position of the pollen tube.

Scale bar, 20 mm. GFP, green fluorescent protein. (F) Statistics of (E). Data are

mean values ± SDs. (G) Scanning electron microscopy images of ovules of WT

pistils pollinated with WT pollen and hap2−/− pollen and fer-4, anj herk1, and fer anj

herk1 pistils pollinated with WT pollen at 5 HAP. Scale bars, 20 mm.
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anj herk1, and fer anj herk1 (13). This was much

more frequent compared with the hap2−/−

mutant (Fig. 1, C and D, and figs. S4 and

S5A). Scanning electron microscopy demon-

strated that at 5 HAP, multiple pollen tubes

grew at the funiculus of fer-4, anj herk1, or fer

anj herk1 ovules. This was rarely observed

in WT or hap2−/− (Fig. 1G). The compara-

ble polytubey ratios of fer anj herk1 and fer-4

indicated that FER and/or ANJ and HERK1

receptors may form a receptor complex re-

quired for establishing the polytubey block

at the septum, which occursmuch earlier than

the initiation of fertilization recovery in the

ovule (6, 7).
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Fig. 2. Pollen-specific RALF6, 7, 16, 36, and 37 peptides control the polytu-

bey block and pollen tube reception. (A) Promoter:GUS plants of five RALF

genes show GUS signals in the pollen tubes (black arrowheads). Scale bars,

500 mm. (B) GFP signals in pollen tubes of plants containing RALF-GFP fusion

proteins expressed by their native promoter. Scale bar, 10 mm. (C) Schematic

diagram of RALF6, 7, 16, 36, and 37 peptide structures showing the positions

of conserved cysteine residues and their CRISPR-Cas9–edited mutant structures

in ralf6 ralf7 ralf16 triple (abbreviated as r6 r7 r16), ralf36 ralf37 double (r36 r37),

and ralf6 ralf7 ralf16 ralf36 ralf37 quintuple (r6 r7 r16 r36 r37) mutants. SP,

signal peptide; C, conserved cysteine residue. Gray boxes indicate missense

sequences resulting from frame shift mutations. (D) Aniline blue staining

showing multiple pollen tubes emerging at the septum at 5 HAP in WT pistils

pollinated with ralf triple, double, and quintuple mutant and hap2−/− mutant

pollen. Asterisks indicate multiple pollen tubes. The analysis was repeated at

least three times. Scale bars, 100 mm. (E) Statistical analysis of multiple pollen

tube emergence as observed in WT and (D). “n” refers to the number of

pistils. (F) Aniline blue staining showing pollen tube overgrowth at the micropyle

(white arrowheads) in WT pistils pollinated with WT pollen and ralf triple, double,

and quintuple mutant pollen at 48 HAP. Arrowheads indicate overgrown pollen

tubes. The analysis was repeated at least three times. Scale bars, 100 mm.

(G) Statistical analysis of the pollen tube (PT) overgrowth phenotype in pistils

shown in (F). Data are mean values ± SDs; ***P < 0.01 (Student’s t test).
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Five RALF peptides from pollen tubes trigger

the polytubey block

Peptides of the rapid alkalinization factor

(RALF) family function upstream of MLD-RLK

receptors in plant development, immunity re-

sponse, pollen tube perception, and rupture

(12–17). To identify candidate RALF peptides

involved in establishing the polytubey block,

we examined the pollen-specific MYB tran-

scription factormutant,myb97myb101myb120,

which showed similar pollen tube reception

defects as those observed in fer-4 and anj

herk1 mutants (18, 19). We found that the

emergence of multiple pollen tubes can be ob-

served at 5 to 7 HAP in WT pistils when pol-

linated by myb triple mutant pollen (fig. S6),

which indicates the compromised polytubey

block at the septum.We thus conductedRNA-seq

analysis ofmybmutant pollen tubes and iden-

tified five RALF genes with expression levels

that were lowered or absent in themyb triple

mutant (fig. S7). They are RALF6 (At1g60625),

RALF7 (At1g60815), RALF16 (At2g32835), and

two noncanonical RALF36 (At2g32785) and

RALF37 (At2g32788) (20), which cluster into

two subclades (fig. S7). Their expression in pol-

len and pollen tubes was further confirmed

(Fig. 2, A and B).

Next,weusedCRISPR-Cas9 to generate ralf36

ralf37double, ralf6 ralf7 ralf16 triple, and ralf6

ralf7 ralf16 ralf36 ralf37 quintuple mutants.

They all showed normal vegetative growth be-

havior (Fig. 2C and figs. S8 and S9). WhenWT

pistils were pollinated with mutant pollen, all

three ralfmutants showed the polytubey pheno-

type at 5 to 7 HAP (Fig. 2, D and E, and fig. S5B),

resembling what was observed in fer-4, anj

herk1, or fer anj herk1 mutant pistils polli-

nated by WT pollen. The higher polytubey

ratio caused by ralf quintuple than by ralf

double or triple mutations suggests that the

five RALF genes function collectively to estab-

lish a polytubey block. Therefore, we hypothe-

sized that the five RALF peptides are pollen

tube–produced signalmolecules that are likely

perceived by the FER-ANJ-HERK1 receptor

complex at the septum to establish a polytubey

block.
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Fig. 3. FER, ANJ, and HERK1 receptors interact with RALF6, 7, 16, 36, and

37 peptide ligands. (A to F) Pull-down assays between 6×His-tagged [(A) to (C)]

and MBP-tagged [(D) to (F)] ectodomains of FER, ANJ, and HERK1 and

biotinylated RALF6, 7, 16, 36, and 37 and elf24. (G to I) Pull-down assay between

HA-tagged FER, ANJ, and HERK1 ectodomains and biotinylated RALF36

obtained by elevating the concentration of RALF36. (J) Binding affinity as

indicated by MST analysis. CVY1 and RALF36, FER and elf24, and FER only were

used as controls. (K and L) Interaction between 6×His-tagged ectodomains of

FER and HA-tagged ectodomains of ANJ and HERK1 by pull-down assays in the

presence or absence of RALF6, 36, and 37 peptides.
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Fig. 4. Pollen tube rupture removes the polytubey block and coordinates fer-

tilization recovery. (A) Immunofluorescence imaging of RALF36 and 37 on the

surface of intact pollen tubes. (B and C) Shortly after pollen tube burst (2 min),

RALF36- and RALF37-derived fluorescence signal on the pollen tube surface

decreased substantially (B) and could scarcely be detected at 15 min (C). Cytosolic

RALF36 and 37 (red arrows) were released after pollen tube burst at the tip. The

analysis was repeated at least three times. Scale bars, 10 mm. (D and E) Quantification

of immunofluorescence intensity along the shank of the pollen tube surface at stages

shown in (A) to (C). Intact pollen tubes and pollen tubes 2 and 15 min after burst

(MAB) were measured (n = 17, 18, and 23 for anti-R36, and n = 22, 20, and 18 for anti-

R37). a.u., arbitrary units. (F) Aniline blue staining of pollen tube emerging status in

fer+/−, anj+/−herk1−/−, and anj−/−herk1+/− pollinated with WT pollen and WT pistil

pollinated with hap2−/− pollen at 5 HAP. The analysis was repeated at least three

times. Scale bars, 100 mm. (G) Statistical analysis of the multiple pollen tube ratio at

stages indicated in pistils shown in WT and (F). “n” refers to the number of pistils.

(H) Aniline blue staining of self-crossed fer+/− and hap2−/− mutants 2 days after

anthesis. White arrowheads indicate overgrown pollen tubes, white arrows mark single

pollen tubes in the self-crossed fer+/− mutant, and red arrowheads point toward

multiple pollen tubes in the self-crossed hap2−/−mutant. The analysis was repeated at

least three times. Scale bars, 100 mm. (I) Statistical analysis of multiple pollen tubes

ratio in pistils shown in (H). (J) Aniline blue staining of self-crossed aca9−/− mutant

2 days after anthesis. White arrow indicates the single pollen tube, and white asterisk

indicates blocked pollen tube. Scale bar, 100 mm. (K) Statistical analysis of multiple

pollen tubes ratio in pistils shown in (J). (L) Model of how pollen-specific RALFs act on

female tissue located at FER, ANJ, and HERK1 receptor complexes to jointly coordinate

establishment, maintenance, and removal of the polytubey block during fertilization

progression. TT, transmitting tract; SC, synergid cell; EC, egg cell; CC, central cell; Zyg,

zygote; En, endosperm. Data are mean values ± SDs; ***P < 0.01 (Student’s t test).
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Because the FER-ANJ-HERK1 receptor com-

plex also controls pollen tube reception at the

micropyle (12–14, 21), we next investigated

whether the five RALF peptides are also re-

quired for pollen tube reception. We observed

that in WT pistils pollinated by ralf double

and quintuple mutant pollen grains, higher

ratios of pollen tube overgrowth (failures in

reception) occurred at the micropyle [28.7 ±

7.4% (n = 30), 31.1 ± 7.5% (n = 30), and 49.2 ±

12.8% (n= 22) for ralf36 ralf37-1, ralf36 ralf37-2,

and the ralf quintuple mutant, respectively]

(Fig. 2, F and G). Consistently, fertility analysis

showed that male defects led to obviously re-

duced fertility in the ralfdoublemutants (70.8 ±

7.8%, n = 30, and 68.5 ± 7.7%, n = 30, respec-

tively) and more severely in the ralf quintuple

mutant (57.1 ± 10.9%, n = 22, P < 0.01 versus

ralf36 ralf37mutants) (fig. S10). These defects

were similar to those observed in fer-4, anj

herk1, or fer anj herk1mutants (fig. S11) (12–14).

These findings suggest that RALF6, 7, 16, 36, and

37 are likely the long-pursued ligands of FER

and ANJ-HERK1 receptors required for pollen

tube reception (12, 13). As both the establish-

ment of a polytubey block at the septum and

pollen tube reception in the ovule appear to

require the same signaling components, an in-

depth mechanistic study on their precisely

controlled interaction was necessary.

FER, ANJ, and HERK1 physically interact with

RALF6, 7, 16, 36, and 37 peptide ligands

In vitro pull-down assays showed that biotinyl-

ated RALF6, 7, 16, 36, and 37 bind to 6×His-

tagged ectodomains of FER, ANJ, and HERK1

purified from insect cells or corresponding

maltose-binding protein (MBP)–tagged ecto-

domains purified from Escherichia coli (Fig. 3,

A to F). These interactions were strengthened

in a peptide dose–dependent manner (Fig. 3,

G to I). Microscale thermophoresis (MST) analy-

sis further revealed that both canonical RALF6

and noncanonical RALF36 interact with FER,

ANJ, and HERK1 with low equilibrium disso-

ciation constants (Kd) (Fig. 3J), which demon-

strates that these RALFs are ligands of FER,

ANJ, and HERK1. Moreover, in vitro pull-down

assays showed that the addition of RALF6, 36,

and 37 promoted the interactions between FER

and ANJ-HERK1 receptors (Fig. 3, K and L),

which suggests that the RALF6, 36, and 37 pep-

tidesmay facilitate the formation of larger FER-

ANJ-HERK1 heteromeric receptor complexes.

Pollen tube rupture releases the polytubey

block and coordinates fertilization recovery

Because the emergence of secondary pollen

tubes ensures reproductive success in cases of

fertilization failure, the mechanism regulating

the polytubey block has to be adjustable. We

therefore investigatedwhen and how the poly-

tubey block is removed. After perception by

the receptive synergid, the pollen tube bursts to

release two sperm cells for double fertilization

within ~20 min (4, 22–26). FER-mediated pol-

len tube reception and production of reactive

oxygen species (ROS) in the filiform apparatus

region of the ovule have been shown to be

required for pollen tube rupture (21). We hy-

pothesized that the presence of RALF peptides

is required not only for establishing but also

for maintaining the polytubey block at the

septum. Thus, pollen tube rupture that natu-

rally terminates the production of RALF pep-

tides would weaken or remove the polytubey

block. To test this hypothesis, by using anti-

bodies against RALF36 and 37, we detected

immunofluorescence signals in the cell wall of

the whole shank region in intact WT pollen

tubes but not in the ralf36 ralf37mutant (Fig. 4,

A, D, and E, and fig. S12). This indicates that

the polytubey block can bemaintained as long

as the pollen tube grows inside the ovule. How-

ever, the intensity of RALF36 and 37 signals in

the cell wall declined rapidly 2 min after pol-

len tube rupture (Fig. 4, B, D, and E) and was

no longer detectable after 15 min (Fig. 4, C, D,

and E), whereas released pollen tube content

showed strong immunofluorescence (Fig. 4, B

and C). Thus, pollen tube rupture results in the

loss of RALF peptides that are required tomain-

tain the polytubey block at the septum and al-

lows secondary pollen tubes to exit the septum.

To genetically test this hypothesis, we exam-

ined the receptor mutants fer+/− (11), anj−/−

herk1+/−, and anj+/− herk1−/− (13). Like WT,

these heterozygous mutants should be able to

establish and maintain the polytubey block at

the septum. Compared with the hap2−/− con-

trol, none of the three heterozygous mutant

pistils exhibited significant emergence of mul-

tiple WT pollen tubes at 5 to 7 HAP (Fig. 4, F

and G, and fig. S5C). Absence of FER or ANJ-

HERK1 in synergids was previously reported

to result in failure of pollen tube rupture and

impaired fertility, and pollen tube overgrowth

can be easily visualized in the mutant ovule

(12, 13, 21). We therefore investigated whether

selfed heterozygous receptor mutants would

show a polytubey phenotype that is triggered

by fertilization recovery. Two days after an-

thesis, in those ovules with failed events of

pollen tube rupture (i.e., pollen tube over-

growth), only low levels of polytubey were ob-

served [fer+/−, 24.3 ± 11.8% (n = 28); anj−/−

herk1+/−, 28.6 ± 10.5% (n = 16); and anj+/−

herk1−/−, 27.9 ± 9.8% (n = 21)], which were

much lower than that of the hap2−/−mutant

(76.4 ± 5.2%, n = 12) (Fig. 4, H and I), indi-

cating that the removal of the polytubey block

required for fertilization recovery was com-

promised.Wenext investigated anothermutant,

aca9 [autoinhibited calcium adenosine triphos-

phatase (ATPase) 9], which showed defects in

pollen tube rupture in the ovule (27) (Fig. 4J).

Like the receptor mutants, aca9 did not pro-

duce an increased level of polytubey 2 days

after anthesis [3.8 ± 6.4% (n = 20)] (Fig. 4, J

and K). This further confirms that the re-

moval of the polytubey block at the septum

depends on pollen tube rupture in the em-

bryo sac. Taken together, the FER, ANJ, and

HERK1 receptor complexes not only mediate

pollen tube–synergid recognition and sub-

sequent pollen tube rupture in the embryo

sac (12, 13), but also function to trigger the

removal of the polytubey block at the septum

for fertilization recovery.

Discussion

Here, we have elucidated a molecular mech-

anism of how FER, ANJ, and HERK1 receptor

complexes located at the septum interact with

pollen tube–produced RALF6, 7, 16, 36, and

37 peptide ligands to coordinately establish,

maintain, and terminate the polytubey block

and thus regulate the emergence of pollen

tubes to ultimately prevent polyspermy and to

ensure reproductive success. On the basis of

this and previous studies, we suggest the fol-

lowing model (Fig. 4L): (i) Pollen tube attrac-

tants secreted from the synergid cells trigger

the nearest pollen tube to exit the transmitting

tract. (ii) RALFs secreted from this pollen tube

activate FER, ANJ, and HERK1 signaling in

septum epidermal cells to establish the poly-

tubey block that prevents the emergence of

additional pollen tubes. This male-female joint-

ly established polytubey block remains acti-

vated during pollen tube growth into the ovule

as a result of the continuous production of

RALF peptides by the first-emerged pollen

tube. (iii) After successful recognition by the

same receptor complex (FER-ANJ-HERK1) in

synergid cells, the pollen tube ruptures to re-

lease two sperm cells, fertilization will be com-

pletedwithin 20min (21–26), and the polytubey

block is then removed as RALFs quickly dis-

appear from the ruptured pollen tube. (iv)

Once fertilization is successful, the persistent

synergid cell undergoes fertilization-dependent

PCD and fuses with the fertilized central cell.

Pollen tube attractants are dispersed, modi-

fied, and degraded (11, 28–30), which reduces

the attraction of further pollen tubes from the

septum despite the release of the polytubey

block. Polyspermy is thus prevented. (v)When

gamete fusion fails, the persistent synergid cell

remains alive and continues to produce pollen

tube attractants. Because the polytubey block

is removed shortly after pollen tube rupture,

secondary pollen tubes are able to emerge

from the septum to salvage fertilization. The

secondary pollen tube reestablishes the poly-

tubey block, which also explains the low rate

of tertiary pollen tubes (6, 23, 30).

This study demonstrates how Arabidopsis

regulates the emergence of a single pollen tube

at the septum to target each ovule and how

fertilization success and recovery are intercon-

nected with the activity of the same receptor
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complexes. It will now be essential to elucidate

the downstream mechanism or mechanisms

that block the emergence of secondary pollen

tubes at the septum. Further components of

this polytubey block may include nitric oxide

(11); secretion of cell wall components; and

ROS that mediate FER-controlled pollen tube

rupture (21), pollen hydration (31), and self-

incompatibility (32).
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MULTIPLE SCLEROSIS

Longitudinal analysis reveals high prevalence of
Epstein-Barr virus associated with multiple sclerosis
Kjetil Bjornevik1†, Marianna Cortese1†, Brian C. Healy2,3,4, Jens Kuhle5, Michael J. Mina6,7,8,

Yumei Leng6, Stephen J. Elledge6, David W. Niebuhr9, Ann I. Scher9,

Kassandra L. Munger1‡, Alberto Ascherio1,10,11*‡

Multiple sclerosis (MS) is a chronic inflammatory demyelinating disease of the central nervous

system of unknown etiology. We tested the hypothesis that MS is caused by Epstein-Barr

virus (EBV) in a cohort comprising more than 10 million young adults on active duty in the

US military, 955 of whom were diagnosed with MS during their period of service. Risk of

MS increased 32-fold after infection with EBV but was not increased after infection with other

viruses, including the similarly transmitted cytomegalovirus. Serum levels of neurofilament

light chain, a biomarker of neuroaxonal degeneration, increased only after EBV seroconversion.

These findings cannot be explained by any known risk factor for MS and suggest EBV as the

leading cause of MS.

M
ultiple sclerosis (MS) is a chronic in-

flammatory demyelinating disease of

the central nervous systemof unknown

etiology. The demyelination in the

brain and spinal cord is an immune-

mediated process (1) possibly triggered by a

viral infection (2). Among the putative causal

agents, the top candidate is Epstein-Barr virus

(EBV) (3). EBV is a human herpesvirus that

after infection persists in latent form in B lym-

phocytes throughout the life of the host (3).

A causal role of EBV is supported by the in-

creased MS risk after infectious mononucleo-

sis (4), elevated serum antibody titers against

EBV nuclear antigens (EBNAs) (5), and by the

presence of EBV in MS demyelinated lesions

reported in some (6–8), but not all (9), path-

ological studies. Evidence of causality, how-

ever, remains inconclusive.

Causality implies that some individuals who

developed MS after EBV infection would not

have developed MS if they had not been in-

fected with EBV. Ruling out a randomized

trial, the gold standard to study this coun-

terfactual occurrence is an “experiment of

nature,” a longitudinal investigation of MS

incidence in a cohort of EBV-negative indi-

viduals, some of whom will be infected with

EBV during the follow-up and some who will

not. The ubiquitous nature of EBV, which in-

fects ~95% of adults, and the fact thatMS is a

relatively rare disease, has until now impeded

such an investigation. Over the course of a

20-year collaboration with the US military,

we have identified cases of MS in a cohort

composed of active-duty US military per-

sonnel between 1993 and 2013, a racially

diverse population of >10million individuals.
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Active-duty members are screened for HIV

at the start of military service and biennially

thereafter, and residual serum from these

tests (>62million serum samples) is archived

in the Department of Defense Serum Reposi-

tory (DoDSR) (10). We used samples stored

in the DoDSR to determine EBV status at

time of first sample and the relation between

EBV infection and MS onset during the pe-

riod of active duty. In a preliminary study,

we found that 5.3% of individuals were EBV-

negative at the time of first sample (11), cor-

responding to hundreds of thousands of

EBV-negative young adults at risk of EBV

infection and MS.
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Fig. 1. Study design. (A) Residual serum samples from the DoDSR were

obtained from 810 MS patients and 1577 matched controls. We assessed

whether individuals were seropositive for EBV and CMV in up to three serum

samples per person. We measured sNfL in those who were EBV-negative in the

first serum sample. VirScan was used to profile the virome in a subset of MS

cases with serum samples collected shortly before and after symptom

onset. (B) Density plot of age at onset among MS patients who were

EBV-negative at time of first serum sample. The dashed line marks median

age at onset. (C) Box plots of the time to first MS symptoms according

to the serum sample.
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We documented 955 incident MS cases

among active-duty military personnel [includ-

ing 315 cases from our preliminary study (11)].

For each MS case, we identified up to three

serum samples collected before the date of

MS onset (the first available, the last collected

before disease onset, and one in between).

Cases were matched to two randomly selected

individuals without MS of the same age, sex,

race/ethnicity, branch of military service, and

dates of collection of blood samples who were

on active military duty when the case was

diagnosed (Fig. 1A and fig. S1). There were

801MS cases and 1566 controls with samples

available to assess EBV infection status. Most

of the individuals in our study were <20 years

of age at the time of their first blood collection

(Fig. 1B), and those who developed MS had

symptom onset amedian of 10 years after time

of first sample (Fig. 1C).

Only one of the 801 MS cases occurred in

an individual who was EBV-negative in the

last sample, which was collected at a median

of 1 year before MS onset [hazard ratio (HR)

for MS comparing EBV-positive versus EBV-

negative = 26.5; 95% confidence interval (CI):

3.7 to 191.6; P = 0.001, conditional logistic

regression]. At baseline, 35 MS cases and

107 controls were EBV-negative. All but one of

these 35 EBV-negative MS cases became in-

fected with EBV during the follow-up, and all

seroconverted before the onset of MS (fig. S3).

The median time from the first EBV-positive

sample to MS onset was 5 years (range: 0 to

10 years), and the median time from esti-

mated EBV seroconversion, defined as the

midpoint between the last seronegative sam-

ple and the first seropositive sample, to MS

onset was 7.5 years (range: 2 to 15 years).

The high seroconversion rate among indi-

viduals who developed MS during follow-up

(97%) contrasts with the 57% rate of serocon-

version observed among individuals who did

not develop MS (Fig. 2A), a rate consistent

with previous reports among EBV-negative

young adults (12). The HR for MS compar-

ing EBV seroconversion versus persistent EBV

seronegativity was 32.4 (95% CI: 4.3 to 245.3,

P < 0.001) (Fig. 2C).

Behavioral, environmental, or personal

characteristics may correlate with a predis-

position to both infection and MS. To as-

sess this possibility, we measured antibodies

against cytomegalovirus (CMV), a herpesvirus

that, like EBV, is transmitted through the sa-

liva. CMV displays socioeconomic and racial/

ethnic disparities in age at infection in the US

population (13) similar to those of EBV (14),

thus constituting an ideal negative control

(15). Among those who were CMV-negative

at baseline, seroconversion for CMV oc-

curred at a similar rate in those who later

developed MS and those who did not (Fig.

2B). MS risk was lower among CMV-positive

than among CMV-negative individuals (Fig.

2D), consistent with a previous report and

with suggestions that the immune response

to CMV attenuates the adverse effects of

EBV (16).

Similar to other neurological diseases, the

pathological mechanisms underlying MS like-

ly start several years before the first symptoms

appear (17). To further elucidate the temporal

relation between EBV infection and MS, we

measured serum concentrations of neuro-

filament light chain (sNfL), a sensitive, albeit

not disease-specific, biomarker of ongoing

neuroaxonal degeneration (18), using an ultra-

sensitive single-molecule assay (19) in the

samples from those who were EBV-negative

at baseline. We have previously reported that

sNfL levels increase as early as 6 years before

clinical MS onset andmay be amore accurate

marker of the time of initiation of the disease

process (20). sNfL levels in individuals who

were EBV-negative at baseline andwent on to

develop MS were similar to those of non-MS

controls before and around the time of EBV

infection but increased after EBV infection

(Fig. 3, A to C, and fig. S4). Thus, there were

no signs of neuroaxonal degeneration before

EBV seroconversion in individuals who later

developed MS, indicating that EBV infection

preceded not only symptom onset but also the

time of the first detectable pathological mech-

anisms underlying MS.

To further explore whether immune dys-

regulation during the preclinical phase could

increase susceptibility to viral infections more
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Fig. 2. EBV infection precedes MS onset and is

associated with markedly higher disease risk.

(A) Proportion of individuals who were EBV-positive

at the time of the first, second, and third sample.

The figure is restricted to those who were EBV-

negative at baseline and with EBV measurement in

three samples (33 of 35 MS patients and 90 of

107 controls). A significantly higher proportion of

individuals who later developed MS were EBV-

positive in the second (28 of 33 MS patients) and

third (32 of 33 MS patients) sample compared

with individuals who did not develop MS (second

sample: 40 of 90 controls; third sample: 51 of

90 controls). ****P < 0.0001, two-sided Fisher’s

exact test. (B) Proportion of individuals who were

CMV-positive at the time of the first, second, and

third sample collected in the study. The figure is

restricted to those who were CMV- and EBV-negative

at baseline. The proportion who were CMV-positive

was similar in the second (two of 23 MS patients

versus four of 60 controls) and third sample (three

of 23 MS patients versus seven of 60 controls). All

P > 0.05, two-sided Fisher’s exact test. (C) Risk ratio

for MS according to EBV status. EBV seroconversion

by the time of the third sample and EBV seropositivity

at the time of the first sample were associated with

a 32-fold and 26-fold increased risk of developing MS, respectively, in matched analyses. **P < 0.01 and ***P < 0.001, two-sided univariable conditional logistic regression

model. (D) Risk ratio for MS according to CMV status. **P < 0.01, two-sided univariable conditional logistic regression model.
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generally, we randomly selected 30 MS cases

and 30matched controls with serum samples

collected shortly before (median: 1 year, range:

0 to 3) and soon after symptom onset (median:

1 year, range: 0 to 2) and conducted a com-

prehensive agnostic search of the antivirome

antibody response using VirScan, an assay

based on a T7 phage-display immunopre-

cipitation and sequencing technology (21),

which encodes the full proteome of most

known human pathogenic viruses (~200 spe-

cies, ~110,000 peptides) in 56–amino acid pep-

tides with 28–amino acid overlap between

adjacent peptides. VirScan thus enables com-

prehensive unbiased detection of antibodies

raised against all linear peptides encoded in

the genomes of viruses known to infect hu-

mans. The overall antibody response to viral

peptides was similar in cases and controls at

both time points, except for EBV (Fig. 4, A to

D), arguing that the preclinical and early clin-

ical phases in MS are not associated with

immune dysregulation affecting general sus-

ceptibility to infections. Using a Z score of

>3.5 as an enrichment cutoff for identifying

the presence of a peptide-specific antibody

(22), the number of antibody-recognized EBV

peptides with a nominally significant differ-

ence between MS cases and controls clearly

stood out, both in the pre-onset (Fig. 4, E and G,

and table S1) and post-onset (Fig. 4, F and H,

and table S2) samples, which supports the

specificity of the association between EBV

and MS and argues against a second hit

from another virus playing a major role in

MS etiology.

A causal interpretation of our results re-

quires ruling out the possibility that systematic

differences between individuals who serocon-

verted and those who remained EBV-negative

explain the results. These differences can be

grouped into two categories: (i) confounding

by known or unknown factors and (ii) reverse

causation.

Confounding by known factors is virtually

ruled out by the strength of the association.

To explain a 32-fold increase in MS risk, any

confounder would have to confer a >60-fold

increase in risk of EBV seroconversion and

a >60-fold risk ofMS (23). None of the known

or suspected risk factors for MS has such

strong associations. The next strongest known

risk factor for MS, homozygosity for the HLA-

DR15 allele, which confers a threefold in-

crease in MS risk (24), is not associated with

EBV positivity (25) and thus cannot explain

the EBV-MS association. Rather, there is

epidemiological (26) and experimental (27)

evidence that EBV infection and HLA-DR15

may act synergistically in causing MS. En-

vironmental factors are also far too weak to

materially confound the EBV-MS association

(28). The existence of a still unknown fac-

tor that increases the risk of both EBV infec-

tion andMS by >60-fold is rather implausible

and there are no good candidates, even hy-

pothetical ones. This conclusion would be

robust even in the very unlikely case that

EBV seroconversion in one of the MS cases

SCIENCE science.org 21 JANUARY 2022 • VOL 375 ISSUE 6578 299

Fig. 3. EBV infection precedes

elevation of sNfL before the onset

of MS. (A) Box plots of sNfL levels

before, around, and after the time of

EBV infection. *P < 0.05, two-sided

multivariable linear regression model

adjusted for age and sex. (B) Within-

person increase in sNfL levels in

MS cases around and after time of EBV

infection compared with before EBV

infection. **P < 0.01, two-sided linear

mixed-effects regression model.

(C) Within-person increase in sNfL

levels in controls around and after

time of EBV infection compared with

before EBV infection. Error bars in (B)

and (C) are 95% CIs. sNfL levels

increased significantly more in MS

cases than in controls in the sample

collected after time of EBV infection

compared with before EBV infection

(P < 0.001, two-sided linear mixed-

effects regression model).
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Fig. 4. Antibodies against EBV peptides in MS cases detected using virome-

wide screening. (A to D) Scatter plots showing the mean Z scores of serum

antibody enrichment against the entire viral peptidome in cases and controls

in the pre- and post-onset samples. Each point represents one peptide.

(E and F) Number of viral peptides with nominally significantly different antibody

binding between cases and controls in the pre- and post-onset samples

(using a Z score >3.5 as an enrichment cut-off; compared using two-sided

FisherÕs exact test) and their mapping to viral species. (G and H) Mapping of

the statistically significant EBV peptides to EBV antigens (for details, see

tables S1 and S2).
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was a false-positive result, in which case EBV

infection would confer a 16-fold increase in

MS risk.

Reverse causation could occur if the im-

mune dysregulation during the preclinical

phase of MS increases the susceptibility to

EBV infection. In our agnostic search of the

entire human virome during the preclinical

phase of MS, we did not find other system-

atic differences in the antibody response to

any pathogen except EBV that was related

to previous infections in MS cases and con-

trols, which makes it unlikely that immune

dysregulation during this phase increases

susceptibility to infections. This is consistent

with previous studies reporting no difference

in the frequency of infections in the 5 years

preceding MS onset (29) or in individuals

with untreated MS (30). Although in one

study, hospitalizations for bacterial infections

in adolescence were associated with MS risk,

this association was modest and therefore

cannot explain our study results (31). Addi-

tional arguments against reverse causality

are that EBV seroconversion occurs before

elevation of sNfL levels, which is an early

marker of preclinical MS, and the long lag

time (median: 7.5 years) between EBV infec-

tion andMS clinical onset. The increasedMS

risk 15 years or longer after infectious mono-

nucleosis (32) and the observation that anti-

EBNA antibodies are a strong and consistent

predictor of MS risk in EBV-positive indi-

viduals up to 15 to 20 years later (33) provide

further and independent evidence against

reverse causation. Collectively, these find-

ings strongly suggest that the occurrence

of EBV infection, detectable by the elicited

immune response, is a cause and not a con-

sequence of MS.

One MS case was EBV-negative in the last

sample, obtained 3 months before MS onset,

which could suggest that EBV was not the

cause of disease in this patient. This indi-

vidual could have been infected with EBV

after the last blood collection, could have

failed to seroconvert in response to infec-

tion (an uncommon but nevertheless regular

phenomenon seen after infections and vac-

cines), or could have been misdiagnosed.

Another explanation is related to etiological

diversity, which is common for any clinically

defined disease. For example, all cases of

paralytic poliomyelitis are by definition

caused by poliovirus, but rare cases of acute

flaccid paralysis, clinically indistinguishable

from poliomyelitis, can be caused by other

enteroviruses (34). The extremely low MS

risk in EBV-negative individuals suggests

that by far most MS cases are caused by EBV

and could thus potentially be prevented by

a suitable vaccine. The addition of MS to

the list of diseases that an EBV vaccine could

target strengthens the rationale to accel-

erate ongoing research with the primary goal

of preventing infectious mononucleosis and

posttransplantation lymphoproliferative dis-

ease (35).

One of the most effective treatments for

MS is anti-CD20 monoclonal antibodies,

which deplete circulating memory B cells,

the primary site of persistent latent EBV in-

fection (36). This, and preliminary results

obtained with EBV-specific T cell therapy

(37), suggest that EBV, in addition to caus-

ing MS, contributes to MS clinical course,

which could thus be potentially modified

by antivirals. Directly targeting EBV could

have major advantages compared with anti-

CD20–based therapies, which have to be ad-

ministered by intravenous infusion and may

increase the risk of infections (36).

REFERENCES AND NOTES

1. D. S. Reich, C. F. Lucchinetti, P. A. Calabresi, N. Engl. J. Med.

378, 169–180 (2018).

2. N. L. Fransen et al., Brain 143, 1714–1730 (2020).

3. D. A. Thorley-Lawson, Nat. Rev. Immunol. 1, 75–82

(2001).

4. E. L. Thacker, F. Mirzaei, A. Ascherio, Ann. Neurol. 59, 499–503

(2006).

5. L. I. Levin et al., JAMA 293, 2496–2500 (2005).

6. B. Serafini et al., J. Exp. Med. 204, 2899–2912

(2007).

7. M. A. Moreno et al., Neurol. Neuroimmunol. Neuroinflamm. 5,

e466 (2018).

8. A. Hassani, J. R. Corboy, S. Al-Salam, G. Khan, PLOS ONE 13,

e0192109 (2018).

9. H. Lassmann, G. Niedobitek, F. Aloisi, J. M. Middeldorp;

NeuroproMiSe EBV Working Group, Brain 134, 2772–2786

(2011).

10. C. L. Perdue, A. A. Eick-Cost, M. V. Rubertone, Mil. Med. 180

(suppl.), 10–12 (2015).

11. L. I. Levin, K. L. Munger, E. J. O’Reilly, K. I. Falk, A. Ascherio,

Ann. Neurol. 67, 824–830 (2010).

12. D. H. Crawford et al., Clin. Infect. Dis. 43, 276–282

(2006).

13. J. B. Dowd, A. E. Aiello, D. E. Alley, Epidemiol. Infect. 137,

58–65 (2009).

14. H. H. Balfour Jr. et al., J. Infect. Dis. 208, 1286–1293

(2013).

15. M. Lipsitch, E. Tchetgen Tchetgen, T. Cohen, Epidemiology 21,

383–388 (2010).

16. V. Grut et al., Eur. J. Neurol. 28, 3072–3079 (2021).

17. H. Tremlett, R. A. Marrie, Mult. Scler. 27, 6–12

(2021).

18. M. Khalil et al., Nat. Rev. Neurol. 14, 577–589 (2018).

19. B. Delcoigne et al., Neurology 94, e1201–e1212

(2020).

20. K. Bjornevik et al., JAMA Neurol. 77, 58–64 (2020).

21. G. J. Xu et al., Science 348, aaa0698 (2015).

22. M. J. Mina et al., Science 366, 599–606 (2019).

23. T. J. VanderWeele, P. Ding, Ann. Intern. Med. 167, 268–274

(2017).

24. S. Sawcer et al., Nature 476, 214–219 (2011).

25. W. J. Jabs, M. Paulsen, H. J. Wagner, H. Kirchner, H. Klüter,

Clin. Exp. Immunol. 116, 468–473 (1999).

26. T. Olsson, L. F. Barcellos, L. Alfredsson, Nat. Rev. Neurol. 13,

25–36 (2017).

27. H. Zdimerova et al., Eur. J. Immunol. (2020).

28. A. Ascherio, K. L. Munger, Semin. Neurol. 36, 103–114

(2016).

29. J. M. A. Wijnands et al., Eur. J. Neurol. 26, 1032–1036

(2019).

30. W. A. Sibley, C. R. Bamford, K. Clark, Lancet 1, 1313–1315

(1985).

31. Y. Xu et al., Brain 144, 2390–2400 (2021).

32. T. R. Nielsen et al., Arch. Neurol. 64, 72–75 (2007).

33. G. N. DeLorenze et al., Arch. Neurol. 63, 839–844

(2006).

34. K. Messacar et al., Lancet 385, 1662–1671

(2015).

35. J. I. Cohen, Adv. Exp. Med. Biol. 1045, 477–493

(2018).

36. S. L. Hauser et al., N. Engl. J. Med. 376, 221–234

(2017).

37. M. P. Pender et al., JCI Insight 3, e124714 (2018).

38. Data for: K. Bjornevik et al., Longitudinal analysis reveals high

prevalence of Epstein-Barr virus associated with multiple

sclerosis, Harvard Dataverse (2021); https://doi.org/10.7910/

DVN/KYH9SF.

ACKNOWLEDGMENTS

We thank M. Rubertone and A. Cost of the Armed Forces Health

Surveillance Center, Silver Spring, MD, for control and sample

identification and retrieval; N. Howard, Department of the

Navy, Secretary of the Naval Council of Review Boards, Washington,

DC, for MS case identification in the US Navy and Marines;

D. Armitage, US Army Physical Disability Agency, Washington,

DC, and L. Kent, SAIC, US Army Physical Disability Agency,

Washington, DC, for MS case identification in the US Army;

L. R. Hodge, US Air Force Personnel Center, San Antonio, TX,

for MS case identification in the US Air Force; S. Bernstein,

Uniformed Services University of the Health Sciences,

Bethesda, MD, for project coordination and management;

and D. Leppert, University of Basel, Basel, Switzerland,

for serum neurofilament measurements and interpretation of

results. The views expressed are those of the authors and

should not be construed to represent the positions of the

Department of the Army, Department of the Navy, Department

of Defense, Department of the Air Force, or Uniformed Services

University of the Health Sciences. Funding: This work was

supported by grants NS046635, NS042194, and NS103891 from

the National Institute of Neurological Disorders and Stroke,

National Institutes of Health (NIH); National Multiple Sclerosis

Society award PP-1912-35234 and German Research

Foundation (DFG) research fellowship CO 2129/1-1 to M.C.; and

NIH Directors Early Independence Award DP5-OD028145 to

M.J.M.. S.J.E is an investigator with the Howard Hughes Medical

Institute. The content is solely the responsibility of the

authors and does not necessarily represent the official views of

the NIH. Author contributions: Conceptualization: K.B., M.C.,

K.L.M., A.A.; Data curation: D.W.N., A.I.S.; Investigation: J.K,

M.J.M., Y.L., S.J.E.; Writing: K.B., M.C., K.L.M., A.A., B.C.H.,

J.K., M.J.M., Y.L., S.J.E., D.W.N., A.I.S. Statistical analysis: K.B.,

M.C., B.C.H.; Supervision: K.L.M., A.A. Competing interests:

B.C.H. has received research support from Analysis Group,

Celgene (Bristol-Myers Squibb), Verily Life Sciences,

Merck-Serono, Novartis, and Genzyme. J.K. has received

speaker fees, research support, travel support, and/or served

on advisory boards of the Swiss MS Society, Swiss National

Research Foundation (320030_189140/1), University of Basel,

Progressive MS Alliance, Bayer, Biogen, Celgene, Merck,

Novartis, Octave Bioscience, Roche, and Sanofi. M.J.M. is on the

advisory board of ImmuneID and an adviser to Detect and

Quantum-SI. S.J.E. is a founder of TSCAN Therapeutics, MAZE

Therapeutics, Mirimus, and ImmuneID., S.J.E. serves on the

scientific advisory board of Homology Medicines, TSCAN

Therapeutics, MAZE, and ImmuneID, and is an adviser for

MPM, none of which affect this work. S.J.E is an inventor on a

patent application filed by the Brigham and Women's Hospital

(US20160320406A) that covers the use of the VirScan library to

identify pathogen antibodies in the blood. K.B., Y.L., A.I.S.,

D.W.N., A.A., K.L.M., and M.C. declare no competing interests.

Data and materials availability: All data needed to evaluate

the conclusions in this study are present in the main paper or

the supplementary materials and have been deposited at the

Harvard Dataverse (38).

SUPPLEMENTARY MATERIALS

science.org/doi/10.1126/science.abj8222

Materials and Methods

Figs. S1 to S4

Tables S1 and S2

References (39–52)

Data S1

MDAR Reproducibility Checklist

3 June 2021; accepted 2 December 2021

10.1126/science.abj8222

SCIENCE science.org 21 JANUARY 2022 • VOL 375 ISSUE 6578 301

RESEARCH | REPORTS

https://doi.org/10.7910/DVN/KYH9SF
http://science.org/doi/10.1126/science.abj8222
http://science.org
https://doi.org/10.7910/DVN/KYH9SF


SOLAR CELLS

Conformal quantum dotÐSnO2 layers as electron
transporters for efficient perovskite solar cells
Minjin Kim1†, Jaeki Jeong2†, Haizhou Lu2†, Tae Kyung Lee3, Felix T. Eickemeyer2, Yuhang Liu2,

In Woo Choi1, Seung Ju Choi1, Yimhyun Jo1, Hak-Beom Kim1, Sung-In Mo1, Young-Ki Kim4,

Heunjeong Lee5, Na Gyeong An6, Shinuk Cho5, Wolfgang R. Tress7, Shaik M. Zakeeruddin2,

Anders Hagfeldt8, Jin Young Kim6, Michael Grätzel2*, Dong Suk Kim1
*

Improvements to perovskite solar cells (PSCs) have focused on increasing their power conversion

efficiency (PCE) and operational stability and maintaining high performance upon scale-up to module

sizes. We report that replacing the commonly used mesoporous–titanium dioxide electron transport

layer (ETL) with a thin layer of polyacrylic acid–stabilized tin(IV) oxide quantum dots (paa-QD-SnO2)

on the compact–titanium dioxide enhanced light capture and largely suppressed nonradiative

recombination at the ETL–perovskite interface. The use of paa-QD-SnO2 as electron-selective contact

enabled PSCs (0.08 square centimeters) with a PCE of 25.7% (certified 25.4%) and high operational

stability and facilitated the scale-up of the PSCs to larger areas. PCEs of 23.3, 21.7, and 20.6% were

achieved for PSCs with active areas of 1, 20, and 64 square centimeters, respectively.

E
fforts to realize metal halide perovskite

solar cells (PSCs) with power conver-

sion efficiencies (PCEs) of >23% have fo-

cused on formamidinium-rich lead iodide

(FAPbI3) formulations (1–7) because their

narrower bandgap is closer to the Shockley-

Queisser optimum than for methylammonium-

based or mixed-halide perovskites (8). By fully

using the broad absorption spectrum of FAPbI3,

a certified PCE of 25.21% with a short-circuit

current density (Jsc) of >26 mA/cm
2
was ob-

tained for the mesoporous-structure PSCs (7).

However, the mesoporous-TiO2 (m-TiO2) elec-

tron transport layer (ETL) may show un-

wanted photocatalytic effects under ultraviolet

(UV) light illumination, and the low electron

mobility of m-TiO2 limits the charge trans-

port (9–11).

Among alternative metal oxide ETLs (10–17)

for PSCs, SnO2-based PSCs could potentially

be more efficient and stable given that SnO2 is

UV resistant and has a higher carrier mobility

than TiO2, which facilitates electron extraction

and transport (10–12). Several techniques, such

as spin coating (11, 16), atomic layer deposition

(1), and chemical bath deposition (CBD) (12, 17),

have been used to deposit the SnO2 ETLs.

Spin-coated SnO2 ETL from a SnO2 colloidal

quantum dot (QD-SnO2) solution onto the

indium-doped tin oxide (ITO) substrate enabled

a certified PCE of >23% for the corresponding

planar-structure PSCs (2, 16). Recently, a thin

SnO2 ETL on fluorine-doped tin oxide (FTO)

deposited with a well-controlled CBD method

enabled PSCs with a certified PCE of 25.19%,

because of the improved carrier properties of

SnO2 ETL (17). However, compared with the

m-TiO2–based PSCs, the SnO2-based PSCs still

suffered froma relatively low Jsc of <26mA/cm
2
,

which is attributed to the optical losses arising

from reflection and destructive interference of

the incident light waves at the interfaces.

One approach to reduce these optical losses

is to use the textured surface of FTO as the

front contact that scatters the incoming radia-

tion, destroying the coherence of the incoming

light and affording light trapping by increas-

ing the optical path length (18). The enhanced

light absorption by the perovskite benefits the

photocurrent delivered by the photovoltaic

(PV) cell. Similar strategies have been used

for textured crystalline silicon–based PSCs

(19). However, early efforts to deposit a thin,

uniform, and high-quality SnO2 ETL using a

solution process were incompatible with the

underlying textured FTO surface (1, 12, 20–22),

causing optical losses. The highest reported Jsc

of SnO2-based PSCs of ~25.2 mA/cm
2
(17, 20)

still limits the overall PV performance.

Here we introduce an architecture for the

ETL of PSCs that consists of a compact-TiO2

(c-TiO2) blocking layer covered by a thin layer

of polyacrylic acid (PAA)–stabilized QD-SnO2

(paa-QD-SnO2) deposited in a contiguous and

conformal manner on the textured FTO. The

uniform bilayer of paa-QD-SnO2@c-TiO2 largely

improved the perovskite’s absorption of sunlight

and formed an outstanding electron-selective

contact with the perovskite film. The quantum

size effect increased the bandgap of the QD-

SnO2 from 3.6 eV for bulk SnO2 to ~4 eV

(21, 23) and produced a corresponding upward

shift of its conduction band edge energy. This

shift aligned it well with the conduction band

edge of the perovskite so that electron capture

by the SnO2-based ETLproceededwithminimal

energy losses (5, 11, 16, 21).

PAA, a polymer binder, was added to the

SnO2 QD solution to attach the colloidal QD-

SnO2 firmly to the c-TiO2 surface, providing a

contiguous, thin, and conformal SnO2 layer

that fully covered the c-TiO2 layer under-

neath. The carboxyl groups of PAA undergo

strong hydrogen and coordinative bonding

with the metal oxide surface, facilitating the

lamination process, especially for production

on a large scale (24–26). By choosing FTO

substrates with suitable diffuse transmittance

and reflectance, the textured paa-QD-SnO2@c-

TiO2 bilayer enabled a PCE of 25.7% (certified

25.4%) with a Jsc of 26.4 mA/cm
2
and high

stability for the corresponding PSCs. We further

demonstrate that the paa-QD-SnO2@c-TiO2

bilayer could be applied to realize large PSC

modules with an active area up to 64 cm
2
while

maintaining a PCE of >20%.

We investigated the microstructures of the

spin-coatedQD-SnO2 layer on the c-TiO2 using

commercially available SnO2 colloidal QDs with

and without PAA. Unless otherwise noted, the

QD-SnO2 solution was diluted by deionized

water (1:20) in this study. Figure S1, A to C,

shows the top-view scanning electron micro-

scope (SEM) images of the c-TiO2, QD-SnO2@c-

TiO2, and paa-QD-SnO2@c-TiO2, respectively.

Because of the textured surface, the c-TiO2

layer was not fully covered by the spin-coated

QD-SnO2 (fig. S1B). In contrast, a uniform,

conformal paa-QD-SnO2 layer was formed (fig.

S1C). Atomic force microscopy images (fig. S1,

D to F) further confirmed the uniform mor-

phology of the paa-QD-SnO2@c-TiO2 (fig. S1F),

which is different from that of theQD-SnO2@c-

TiO2 (fig. S1E).

Figure 1, A and B, shows the cross-sectional

transmission electronmicroscopy (TEM) images

of the QD-SnO2@c-TiO2 and paa-QD-SnO2@c-

TiO2 bilayers on FTO substrates, respectively.

The QD-SnO2@c-TiO2 bilayer presented an un-

uniform distribution over the FTO surface with

a thickness that varied from ~30 (vertex region)

to ~70 nm (valley region), while the paa-QD-

SnO2@c-TiO2 bilayer had a uniform and con-

formal distribution over the FTO surface with

a uniform thickness of ~30 nm. The different

distribution between QD-SnO2 and paa-QD-

SnO2 layers can also be seen clearly from the

cross-sectional SEM images (fig. S2, A and B),
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suggesting that PAA played a key role in form-

ing the uniform and contiguous layer of paa-

QD-SnO2 ETL, as shown in fig. S3.

Element mapping with energy-disperse x-ray

spectroscopy of Ti (Fig. 1, C and D) and Sn

(Fig. 1, E and F) revealed a coverage of TiO2

and SnO2 over the FTO surface for both QD-

SnO2@c-TiO2 and paa-QD-SnO2@c-TiO2 bi-

layers. The selected-area electron diffraction

generated by TEM for the paa-QD-SnO2@c-

TiO2 bilayer (fig. S4) showed that both QD-

SnO2 and c-TiO2 were polycrystalline. The paa-

QD-SnO2 had a particle size of ~4 nm (fig. S4C),

which is also confirmed by the TEM images

(fig. S5, A to C) and dynamic light scattering

analysis (fig. S5, D and E).

The interactions between PAA and QD-SnO2

were studied by the x-ray photoelectron spec-

troscopy (XPS) (fig. S6) and Fourier transform

infrared spectroscopy (FTIR) measurements

(fig. S7). It is clear from the XPSmeasurements

that both QD-SnO2@c-TiO2 and paa-QD-

SnO2@c-TiO2 bilayers showed characteris-

tic peaks attributed to Sn (fig. S6A); however,

the Sn 3d peaks of paa-QD-SnO2 shifted to

high binding energy by ~0.2 eV compared

with that of QD-SnO2, indicating that PAAwas

bonded to theQD-SnO2. No obvious difference

was observed for the O 1s characteristic peaks

(fig. S6, B to D). FTIR measurements showed

SCIENCE science.org 21 JANUARY 2022 ¥ VOL 375 ISSUE 6578 303

Fig. 1. Microstructures of the ETLs.

(A and B) The cross-sectional TEM images

of QD-SnO2@c-TiO2 (A) and paa-QD-SnO2@

c-TiO2 (B) over the FTO substrates. Scale

bars, 0.1 mm. (C and D) EDS elemental

analysis of Ti for both QD-SnO2@c-TiO2 (C)

and paa-QD-SnO2@c-TiO2 (D) over the FTO

surface. Scale bars, 100 nm. (E and F) EDS

elemental analysis of Sn for both QD-SnO2@

c-TiO2 (E) and paa-QD-SnO2@c-TiO2 (F) over

the FTO surface. Scale bars, 100 nm.
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Fig. 2. Characterization of the PSCs. (A) The J-V curves of the PSCs with different ETLs measured under the QSS-IV method. (B) A statistical distribution of the

PCE for PSCs with different ETLs. (C to F) The EQE and integrated Jsc (C), steady-state PL spectral photon flux (D), EQEEL (E), and the light-dependent Voc (F) for the

PSCs with different ETLs.

RESEARCH | REPORTS

http://science.org


peaks at ~2954 and ~1716 cm
−1
that arise from

C–H and C=O stretching vibrations of PAA

(fig. S7A) and a characteristic peak at ~574 cm
−1

of the Sn-O vibration (fig. S7B). The Sn-O peak

shifted to ~594 cm
−1
for the paa-QD-SnO2, and

the C–H and C=O stretching vibrations shifted

to ~3012 and ~1628 cm
−1
, respectively (fig. S7C),

demonstrating that PAA interacted with QD-

SnO2 (27).

We chose FAPbI3 as the perovskite layer,

and details of its fabrication can be found in

the supplementary materials (SM) or a previ-

ous report (3). Top-view SEM images of the

FAPbI3 films spin-coated on different ETLs, in-

cluding c-TiO2, m-TiO2@c-TiO2, QD-SnO2@c-

TiO2, and paa-QD-SnO2@c-TiO2, are shown in

fig. S8, A to D, respectively. Compact and

dense surface morphologies were observed

for all the perovskite films. Figure S9A showed

identical x-ray diffraction (XRD) peak posi-

tions for all samples at 14.1° and 28.2°, which

correspond to the (001) and (002) crystal planes

of a-FAPbI3 (3–5). All the perovskite films had

identical full width at half maximum for the

main (001) peak (fig. S9B). We conclude that

the morphology and crystallinity of the perov-

skite films are not affected substantially by the

different ETLs.

The PSCs with an active area of 0.08 cm
2

were fabricated in a conventional n-i-p structure,

FTO/ETL/perovskite/OAI/spiro-MeOTAD/Au,

where OAI is octylammonium iodide and

spiro-MeOTAD is 2,2′,7,7′-tetrakis[N,N-di(4-

methoxyphenyl)amino]-9,9′-spirobifluorene. We

performed thequasi-steady-state current-voltage

(QSS-IV) measurement (Fig. 2A), which was

used for the certification of PSCs by the Na-

tional Renewable Energy Laboratory (NREL)

and Newport Inc. Details of the QSS-IV mea-

surements are given in the SM. All the PSCs

were fully aged in the ambient condition for

100 hours before the measurements.

The c-TiO2–based cell had a low PCE of

17.27% under the QSS-IV measurement. For

the m-TiO2@c-TiO2–based PSC, a PCE of

23.74% with a Jsc of 25.74 mA/cm
2
, an open-

circuit voltage (Voc) of 1.142 V, and a fill factor

(FF) of 80.79% was obtained, which are con-

sistent with the previous reports (3, 7). Com-

pared with the mesoporous-structured devices,

the QD-SnO2@c-TiO2–based cell had a higher

Voc of 1.164 V but a lower Jsc of 25.12 mA/cm
2
,

resulting in a PCE of 23.29%. The Jsc of the

QD-SnO2@c-TiO2–based PSC is similar to

the values reported for the SnO2-based cells

in the literature (17, 20). With the paa-QD-

SnO2@c-TiO2 ETL, the PSC exhibited a high

PCE of 25.18% with a considerably improved

Jsc of 26.28 mA/cm
2
, Voc of 1.177 V, and FF of

81.49%, matching the 25.39% efficiency cer-

tified by Newport Inc. (figs. S10 and S11).

The conventional J-V measurements under

both forward and reverse scans were also per-

formed (fig. S12). The detailed PV parameters

are summarized in table S1. A substantially

different PV value was obtained for the

c-TiO2–based cell under QSS-IV (Fig. 2A)

and conventional J-Vmeasurements (fig. S12A),

whereas the other cells showed similar PV

results, indicating that the c-TiO2–based cell is

unstable and that the single c-TiO2 layer is not

a proper ETL for PSCs (28, 29). The con-

trasting feature of the c-TiO2–based cell com-

pared with the other cells in Fig. 2A and fig.

S12A is discussed in note 1 of the SM. Hereafter,

the c-TiO2–based cells will not be discussed.

A statistical distribution of the PCE of all the

PSCs (Fig. 2B) shows that the paa-QD-SnO2@c-

TiO2–based PSC had the highest averaged

values. Details of the statistical PV parameters

of all different ETL-based cells are shown in

fig. S13. The paa-QD-SnO2@c-TiO2–based cell

is the target of the discussions that follow.

The Jsc of the PSCs measured under the

solar simulator was verified with external

quantum efficiency (EQE) measurements. The

target cell had slightly higher EQE than the

m-TiO2@c-TiO2–based PSC over the entire

absorption spectrum (Fig. 2C), resulting in a

higher integrated Jsc of 26.01 mA/cm
2
; how-

ever, a relatively lower integrated Jsc of

25.06mA/cm
2
was obtained for theQD-SnO2@c-

TiO2–based device than for the m-TiO2@c-

TiO2–based cell (25.69 mA/cm
2
). The high Jsc

of the target cell was attributed to the desired

light scattering that prolongs the optical

length, enhancing the light absorption by the

perovskite with the conformal structured paa-

QD-SnO2@c-TiO2 bilayer over the FTO sub-

strate. This is confirmed with the highest

diffuse transmittance (haze) of paa-QD-SnO2@c-

TiO2when comparedwith the other ETLs shown

in fig. S14A. The higher transmittance of paa-

QD-SnO2@c-TiO2 than the QD-SnO2@c-TiO2

(fig. S14B) may be traced back to the thinner

film thickness, as shown in the optical sim-

ulations (fig. S14, C and D), which could also

contribute to the high Jsc. We further compared

the Jsc obtained for the paa-QD-SnO2@c-TiO2–

based PSCs using different substrates (fig.

S15). The Asahi FTO glass with high diffuse

transmittance was the most suitable substrate

for achieving a high Jsc.

The effect of the ETL composition on the

photon flux emitted by the PSCs measured

in steady state at an excitation photon flux

equivalent to 1 sun is shown in Fig. 2D. The

investigated devices were complete solar cells

without the Au back contact. Compared with

the m-TiO2@c-TiO2– and QD-SnO2@c-TiO2–

based devices, the target cell had much higher

photoluminescence (PL) intensity, reaching a

PL quantum yield (PLQY) of 7.5%. This in-

dicates a reduced nonradiative recombination

at the interface between perovskite and paa-

QD-SnO2ETL. Details of themeasurements and

calculations of PLQY are shown in SM note 2.

From the PLQY measurements, we derived

the quasi-Fermi level splitting (DEF) in the

perovskite under 1 sun illumination (SM note

3) and compared the (DEF) with the Vocmea-

sured from the same device. DEF and Voc

showed the same trend, indicating that the

Voc increase can be partly attributed to the re-

duced nonradiative recombination. The DEF/

q−Voc offset (where q is the elementary charge),

however, is different. For the target cell, it is

10 mV lower than that of the m-TiO2@c-TiO2–

based cells, indicating a better energetic align-

ment at the interfaces (30).

Ultraviolet photoelectron spectroscopy (UPS)

measurements on the surface of different ETLs

(fig. S16) showed that the conduction band of

paa-QD-SnO2 matched better with perovskite

than the m-TiO2@c-TiO2, which could facilitate

the charge transfer from perovskite to the ETL

(fig. S17). Detailed analysis of the UPS data is

shown in SM note 4. Figure S18, A and B,

shows the time-resolved PL (TRPL) spectra of

the perovskite films on different ETLs mea-

sured from both the perovskite and the glass

sides. The perovskite film deposited on paa-

QD-SnO2@c-TiO2 had the fastest decay among

all the samples. Because it has a low non-

radiative recombination rate, the fast decay is

dominated by the favored interfacial electron

transfer. The electron mobility measurements

(fig. S18C) revealed that the paa-QD-SnO2@c-

TiO2 layer had the highest carrier mobility. All

these results indicate a superior charge extrac-

tion from perovskite to the paa-QD-SnO2 ETL.

Regarding the reduced nonradiative recom-

bination, we determined the EQE of electro-

luminescence (EQEEL) on representative PSC

devices. Figure 2E shows an EQEEL of 12.5%

for the target cell at an injection current

density of 26 mA/cm
2
corresponding to the

Jsc under 1 sun illumination, whereas the

m-TiO2@c-TiO2– and QD-SnO2@c-TiO2–based

cells have an EQEEL of 2.5 and 8.3%, respec-

tively, under the same conditions. Thus, the

nonradiative recombination rate in the PSC

was reduced by 80% simply by replacing the

m-TiO2with a paa-QD-SnO2 electron-selective

contact layer. The highest obtained Voc of

1.22 V (fig. S19), which is near the Voc pre-

dicted from EQEEL according to the recipro-

city theorem (31, 32), measured without the

metal mask reached 98% of the radiative limit

Voc (1.25 V) (2, 5). We also conducted tran-

sient photovoltage measurements for the PSCs

(fig. S20A). The target cell showed a slower

Voc decay than the reference cells, indicating a

slower charge recombination rate. The dark

J-V curves (fig. S20B) showed the lowest reverse

saturation current for the target cell, pushing

the onset of the dark current to the highest

voltages, which also reflected the lowest inter-

facial nonradiative recombination.

Figure 2F shows the light intensity–

dependent Voc measurements for the PSCs.

For both the reference and target cells, the
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measured Voc was linearly dependent on the

logarithm of the light intensity. The diode

ideality factor nid, deduced from the slope de-

scribed by nidkBT/q, where kB is the Boltzmann

constant and T is temperature, was 1.83,

1.79, and 1.46 for the m-TiO2@c-TiO2– and

QD-SnO2@c- TiO2–based cells and the target

cell, respectively. The reduced nid contributed

to the increased FF of the target cell, as the FF

critically depends on the nid (33). The reduced

nid is also consistent with the PLQY, TRPL,

EQEEL, transient photovoltage decay, and dark

J-Vmeasurements, unambiguously supporting

the conclusion of reduced nonradiative recom-

bination of the target PSC using paa-QD-SnO2

ETL. The decreased nonradiative recombina-

tion manifests itself by much stronger photo-

and electroluminescence (Fig. 2, C and D) as

well as a lower ideality factor (Fig. 2E) en-

abling very high fill factor of 83.8% to be

reached by our target device (table S2). Fur-

ther strong support for our conclusion comes

from the observation of a slower transient

photovoltage decay (fig. S20A) and higher elec-

tron mobility (fig. S20B) as well as the dark J-V

measurements of the paa-QD-SnO2@c-TiO2–

based cell compared with the control devices.

The substantial reduction of the trap-assisted

nonradiative recombination is the main rea-

son for the reduced Voc deficit of our target

cell of ~310 mV as compared with ~350 mV

for the mesoporous-structure cell [bandgap

of our perovskite film was calculated to be

1.53 eV (3)], which is one of the lowest values

reported in the field of PSCs.

Scale-up of the PSCs to module size is

another requirement for their commercial

exploitation. We used paa-QD-SnO2@TiO2

ETL to fabricate perovskite solar mini-modules

with active areas up to 64 cm
2
. Details of the

fabrication process for the solar modules can

be found in the SM and movie S1. Figure 3A

shows the J-V curves and images of the

perovskite mini-modules with different active

areas. The highest PCEs achieved for the PSCs

with active areas of 1, 20, and 64 cm
2
were

23.3, 21.7, and 20.6%, respectively. Movie S2

shows a typical measurement for the 64 cm
2

perovskite solar modules. Figure S21A illus-

trates a solar module with subcells connected

in series with a magnified view of the contact

connections, and a geometrical FF (GFF) was

calculated to be 95.6% according to the SEM

images (fig. S21B) of the interconnections.

Details of the PV parameters are summarized

in table S2. The decrease of the PCE with

increased device size is mainly caused by a

decreased FF. The Voc of the module (table S2)

divided by the number of stripes is 18.5 V/16 =

1.156 V, which is equal to the Voc of the 1 cm
2

cell. Hence, there is no additional Voc loss in

the module. Therefore, we attribute the FF

decrease to the increased series resistance,

including transport layer resistances, contact

resistances, and interconnect resistance. We

sent the PSC modules to an independent lab-

oratory (OMA Company, Republic of Korea)

for certification. PCEs of 21.66% (fig. S22)

and 20.55% (fig. S23) were confirmed for the

PSC mini-modules with active areas of 20

and 64 cm
2
, respectively, which agreed well

with the measurements in our laboratory, and

are compared with other reported values in

fig. S24.

We further compared the statistical distri-

bution of the PCEs for the mesoporous-based

(Fig. 3B) and target (Fig. 3C) perovskite mini-

modules. For the perovskite modules with the

same active area (1, 20, or 64 cm
2
), the target

modules had higher averaged PCE and nar-

rower PCEdistributions than themesoporous-

basedmodules. The averaged PCE of the 64 cm
2

PSC module increased by ~30% by simply

replacing the m-TiO2 with paa-QD-SnO2,

indicating that the paa-QD-SnO2 could be

uniformly coated on the large-size substrates.

The statistical distribution of the PV parame-

ters (fig. S25) further revealed that the Voc and

FF of the mesoporous-based modules de-

creased significantly more than that of the

target PSC modules. The shunt resistance

of our solar modules retained a typical value

of >4000 ohms·cm
2
(table S3), indicating that

losses from leakage currents across shunts
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produced during scale-up are negligible. We

attribute the small decrease of Voc and FF for

the target PSC modules to the low contact

resistance (fig. S26, A and B) because of the

easier laser scribing as well as low series

resistance and low interfacial defects of the

paa-QD-SnO2@c-TiO2 bilayer.

Figure 4A shows the 1000-hour shelf life

tested with unsealed devices in ambient air at

25% relative humidity (RH) and 25°C. The

target PSC retained 80% of the maximum

PCE (25.7%) after 1000-hour storage, whereas

the m-TiO2@c-TiO2– and QD-SnO2@c-TiO2–

based PSCs decreased to almost 30 and 40%

of the initial efficiency, respectively, indicat-

ing that the target cell is more resistant to the

moisture and oxygen than the widely used

mesoporous structured PSCs. We also per-

formed the operational stability test for the

unsealed devices in a N2 environment under

maximum power point (MPP) tracking con-

ditions using a light-emitting diode lamp with

a calibrated light intensity of 100 mW/cm
2
.

More details about theMPP tests can be found

in the SM and in previous reports (5, 7). Figure

4B shows that the target cell had higher PCE

than the reference cell during the 350-hour

MPP tracking test. From the detailed PV

parameters during theMPP trackingmeasure-

ments (fig. S27), it is clear that the higher

performance of the target PSC is due to the

higher and rather stable Voc, which decreased

less compared with the reference cells. The

main degradation of the target cell is the de-

cline of FF (fig. S27), which is attributed to the

de-doping of lithium from the hole-transport

layer (HTL) (5, 34).

We further tested the sealed devices under

ambient conditions. Figure S28 shows that

70.5% of the initial efficiency of the target cell

was retained after 700-hour light-soaking test,

whereas the efficiency of the m-TiO2@c-

TiO2–based cell declined 45% over the same

testing time. To assess the suitability of the

cells for real applications, we performed an

MPP stability test for the encapsulated target

cell under ambient conditions. Figure S29 shows

that 95% of the initial efficiencywas retained for

the sealed target cell after 100 hours MPP track-

ing and 2 hours dark recovery under ambient

conditions. The substantial decline of FF is

still the main reason for the performance

loss. Future studies of additive-free HTLs will

be conducted to enhance the stability of PSCs.
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PEROVSKITES

Three-dimensional direct lithography of stable
perovskite nanocrystals in glass
Ke Sun1†, Dezhi Tan2*†, Xinyuan Fang3,4†, Xintao Xia1, Dajun Lin3,4, Juan Song5, Yonghong Lin6,

Zhaojun Liu6, Min Gu3,4, Yuanzheng Yue7, Jianrong Qiu1,8*

Material composition engineering and device fabrication of perovskite nanocrystals (PNCs) in

solution can introduce organic contamination and entail several synthetic, processing, and

stabilization steps. We report three-dimensional (3D) direct lithography of PNCs with

tunable composition and bandgap in glass. The halide ion distribution was controlled at the

nanoscale with ultrafast laser–induced liquid nanophase separation. The PNCs exhibit notable

stability against ultraviolet irradiation, organic solution, and high temperatures (up to 250°C).

Printed 3D structures in glass were used for optical storage, micro–light emitting diodes,

and holographic displays. The proposed mechanisms of both PNC formation and composition

tunability were verified.

C
ompositional tuning of the optical prop-

erties of perovskites (1, 2) is usually per-

formed in solution to creatematerials for

high-performancedeviceswith long-term

stability (3–5), such as mixed chloride-

bromide and bromide-iodide perovskites for

spectrally stable and high-efficiency blue and

red light-emitting diodes (LEDs), respectively

(5, 6). Despite recent advances in optoelec-

trical performance, low structural stability

has been an obstacle for practical perovskite

devices (6), and numerous strategies such as

surface passivation or device encapsulation

have been developed (7). In these approaches,

stabilization requires additional processing

steps at the thin film or device level and is

not integral to tuning the nanocrystal (NC)

properties.

The postsynthetic incorporation of NCs into

glass has led to advanced photonic function-

alities (8, 9). However, the three-dimensional

(3D) tailoring of the chemical composition

and the bandgap of NCs inside glass, and, in

turn, the tuning of the functionalities of NC-

based photonic devices, is challenging. Re-

cently, an ultrafast laser has been used to

fabricate 3D functional structures in transpar-

ent solids (10–13), but the internal compo-

sition tunability of functional structures is

rather limited.

We report a different strategy for engineer-

ing the local chemistry of NCs. Specifically,

ultrafast-laser pulses inject energy within an

ultrashort amount of time, which leads to

strong thermal accumulation and thereby

increases the local pressure and temperature

above the liquidus of the studied glass system

to induce localized liquid nanophase separa-

tion (14–16), so that 3D direct lithography of

composition-tunable perovskite NCs (PNCs)

inside glass is realized (Fig. 1A). The mech-

anism of the composition tuning of PNCs

through liquid nanophase separation was

clarified. In addition, our approach enabled

the PNCs to be well protected against high-

power ultraviolet (UV) light irradiation, or-

ganic solution, or temperatures up to 250°C.

We used oxide glasses containing cesium,

lead, and halide elements as our medium

for direct lithography of PNCs. As a typical

oxide glass, borophosphate glass with the

molar composition of 40B2O3-15P2O5-10Al2O3-

10ZnO-5Na2O-5K2O-7Cs2O-3PbX2-5NaX (where

X is Cl, Br, or I) was prepared using a melt-

quenching method. The high mobility of ce-

sium, lead, andhalide ions promotes perovskite

nanophase separation from the glass matrix

and the subsequent formation of composition-

ally tunable PNCs (4, 5, 16). We achieved the
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Fig. 1. Direct lithography of

composition-tunable PNCs in

glass. (A) Schematic illustration

of direct lithography of colored

PNCs and patterns. (B) PL spectra

of CsPb(Br1−xIx)3 PNCs written in

one piece of glass. SPA to SPG
represent the samples of

CsPb(Br1−xIx)3 written with differ-

ent laser parameters that are

shown in table S1. a.u., arbitrary

units. (C) Optical images (top)

and PL mappings (bottom) of

CsPb(Br1−xIx)3 NCs. The scale bar

is 10 mm, and the excitation

wavelength is 405 nm.
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desired ultrafast-laser direct lithography pro-

cess by optimizing the pulse duration, repetition

rate, and pulse energy (table S1). The photo-

luminescence (PL) of the as-prepared PNCs

was tuned across the wavelength range from

520 to 690 nm (Fig. 1B). The light emissions at

520 and 690 nmwere attributed to the exciton

recombination in CsPbBr3 and CsPbI3 NCs, re-

spectively, and the emissions between these

two wavelengths originated from the mixed

halide CsPb(Br1−xIx)3 NCs (1, 2), where xwas

determined using Vegard’s law (fig. S1). The

presence of PNCs was confirmed by both the

transmission electron microscopy images (fig.

S2) and Raman spectra (fig. S3), and the mean

size of the PNCs was determined to be between

1 and 4 nm.

We realized control over the dynamical pro-

cess of liquid nanophase separation by adjust-

ing the ultrafast-laser irradiation time (ti)

(Fig. 2A). Here, the halide ion migration rate

depends on the complexation between Pb
2+

and halide ions and the radius and weight of

ions (17, 18). In comparison with I
−

, a greater

complexation between Pb
2+

and Br
−

, lighter

ionic weight, and smaller radius allowed for

faster diffusion of Br
−

and easier formation of

Br-rich liquid perovskite through nanophase

separation. Continuous irradiation allowed

more I
−

ions to diffuse into the liquid perov-

skite region from the liquid-glass domains and

enabled tuning of the emission of the final

PNCs (Fig. 2B and supplementary text S2) from

green to red by extending ti.

To validate our approach, CsPb(Cl1−xBrx)3
NCs were generated in glass, and the emission

was tuned across awidewavelength range from

450 to 514 nm (fig. S4) by controlling the laser

parameters (table S3). Furthermore, we suc-

ceeded in engineering the composition and

bandgap of PNCs in the Cl
−

-Br
−

-I
−

codoped

glass. Thus, the full-color printing of PNCs

(fig. S5) with PL tuned in a range from 480 to

700 nm was achieved (Fig. 2C) and reflected

the transformation of CsPb(Cl1−xBrx)3 into

CsPbI3, thus confirming the PNC composition

engineering. The PL of PNCs written in both

Cl
−

-Br
−

(fig. S6) doped glasses and Cl
−

-Br
−

-I
−

(fig. S7) doped glasses (fig. S7) were contin-

uously modulated by changing ti, and, spe-

cifically, the main PL peak shifted to longer

wavelengths with an increase in ti. Regulation

of the halide ion distribution in PNCs in glass

was not possible through a conventional ho-

mogeneous heat treatment (fig. S8).

Phase separation occurs in glass-forming

systems if a chemical potential gradient exists.

Based on our experimental findings, here we

propose the mechanism of PNC formation

through nanophase separation by taking Br
−

-I
−

doped glass as an example (Fig. 2A). First, for-

mation of immiscible phases resulted in liquid

phase separation at the nanoscale level. Thus,

separation of the Br-rich halide phase from the

glass matrix phase occurred at temperatures

above the liquidus temperature of the glass

composition (19). Second, continuous ultrafast-

laser irradiation not only increased the size

of the liquid perovskite domains (fig. S9) but

also induced the site exchange of I to Br owing

to the chemical potential gradient (Fig. 2A)

(20). As the laser irradiation proceeded, I
−
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Fig. 2. Dynamical control over

the halide ion migration and

full-color printing of PNCs.

(A) Schematic of ultrafast

laserÐinduced liquid nanophase

separation and formation of

CsPb(Br1−xIx)3 NCs in the Br−-I−

doped glass. (B) PL mappings and

PL spectra of CsPb(Br1−xIx)3 NCs

as a function of ti. The ultrafast-

laser repetition rate is 125 kHz,

the pulse duration is 885 fs, and

the pulse energy is 400 nJ.

(C) PL mappings and PL spectra

of PNCs written in the

Cl−-Br−-I− codoped glass. Sa to Si

represent the PNC samples writ-

ten in the Cl−-Br−-I− codoped

glass with different laser parame-

ters that are shown in table S2.
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ions gradually diffused from the surrounding

liquid to the relatively ordered liquid perovskite

domains, finally leading to the formation of

I
−

-containing liquid perovskite nanodomains.

The nanophase separation lowered the energy

barrier for formation of the domains with a

preordered perovskite-like structure (21).

Third, the preordered liquid perovskite do-

mains became more ordered and created the

crystallization nuclei that subsequently grew

into PNCs through diffusion and reaction in

a confined manner during the cooling pro-

cess (22).

During ultrafast-laser direct lithography, the

temperature of the laser-impacted domains

increased rapidly with the number of pulses

and remained stable at themaximum after sev-

eral tens of pulses (typically less than 100 pulses

that correspond to a ti of 1 ms for a 100-kHz

ultrafast laser). A quenching process occurred

after shutting off the ultrafast-laser irradiation

(23). The ultrafast laser–induced temperature

(>1000°C; fig. S10) in the modified area is

above the liquidus of the glass composition

(fig. S11). Thus, the dependence of the emis-

sion wavelength of PNCs on ti verified the

occurrence of liquid nanophase separation.

Themean size of CsPb(Br1−xIx)3NCs increased

from 1.9 to 3.6 nm with an increase in ti from

350 to 1200ms (fig. S9), which provided a clear

signature of the continuous localized liquid

nanophase separation.

The distinct evolution of PNCs (Fig. 2B and

figs. S12 to S14) with adjusted ultrafast-laser

parameters could be related to the differences

in temperature (fig. S10), pressure, and irradi-

ance of the ultrafast laser. For example, the

phase diagram depended on the pressure, and

the liquid phase separation could be facilitated

by increasing the pressure up to a gigapascal

level (14–16, 24, 25). These features account,

in part, for why ultrafast-laser heating could

drive liquid nanophase separation, whereas

the normal heat treatment could not.

The instability of PNCs can occur through

chemical- and thermal-induced decomposition

as well as light-induced phase segregation

(7, 17, 26). We investigated the stability of

PNCs against UV irradiation, heat treatment,

or solvent (ethanol) exposure. All of the PNCs

that emitted green, yellow, orange, and red

PL were stable, and no change in PL intensity

was observed after UV irradiation for 12 hours

(Fig. 3A). Furthermore, there was also no PL

peak shift when CsPb(Br1−xIx)3 NCs were ir-

radiated by UV light with the power density

(IUV) of 2 W/cm
2
(Fig. 3B) and even 32 W/cm

2

(figs. S15 and S16), implying an absence of

phase segregation. As a reference, UV light

with an IUV of 0.1 W/cm
2
can induce substan-

tial phase segregation in mixed-halide perov-

skites (4, 5, 17).

The PNCs remained stable when dispersed

in ethanol without a change in the PL quan-

tum yield after 6 months (Fig. 3C). The PL in-

tensity and position of PNCs also remained

as the initial characteristics after they were

heat-treated at 85°C for 960 hours (Fig. 3D

and fig. S17) and even after heat treatment

at 250°C for 2 hours under atmospheric con-

ditions (fig. S18). The high stability of PNCs

originates from the effective protection of

the glass matrix that prevents the as-written

PNCs from being attacked by molecules in

the surrounding environment at various tem-

peratures (supplementary text S5) (7). Further-

more, the factors, such as nanoconfinement,

ultrafast laser–induced residual strain, high

surface-to-volume ratio, high cohesive energy,

and limited carrier diffusion length given the

small size of PNCs could lead to strong sup-

pression of the ion diffusion and UV light–

induced phase segregation (10, 17, 27, 28).

Writing composition-tunable PNCs allows

for applications in multidimensional informa-

tion encoding and anticounterfeiting (Fig. 1A

and fig. S19). For example, green, yellow, and

red logos of Zhejiang University were di-

rectly written in glass (Fig. 4, A to C). Figure 4,

D and E, shows the colorful patterns that are

produced with CsPb(Br1−xIx)3 NCs and CsPb

(Cl1−xBrx)3NCs, respectively, in the correspond-

ing glasses. We also demonstrated full-color

printing of PNCs in the Cl
−

-Br
−

-I
−

codoped

glass (Fig. 4F) and 3Dmicrohelix PNCpatterns

(Fig. 4G).

Micrometer-scale LEDs (m-LEDs) for high-

resolution display have been fabricated with

wet chemistry–derived NCs (29, 30). For stan-

dard NC-based devices, dots with different

emission wavelengths were printed or trans-

ferred on substrates, and the NC preparation

and device manufacturing were complicated

(29). Thus, the cost of device fabrication is high,

the stability of NCs can be low, and NC pat-

terning is difficult. These drawbacks severely

limit thewide applications ofNC-baseddevices.

In addition, although considerable efforts were

made to exploit glasses as light-emittingmate-

rials and devices (10, 31, 32), it has not been
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Fig. 3. Stability of CsPb(Br1−xIx)3 NCs. (A) PL intensity of CsPb(Br1−xIx)3 NCs illuminated for 12 hours

by UV laser with an IUV of 2 W/cm2. (B) PL spectra of SPD NCs before and after irradiation. (C) PL quantum

yields (QYs) of CsPb(Br1−xIx)3 NCs dispersed in ethanol after 6 months. Error bars represent standard

deviation. (D) PL spectra of SPD NCs after heat treatment at 85°C for 960 hours.
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possible to endow a single glass chipwithwide-

ly and continuously tunable colors or to print

NC-based devices such as m-LEDs and displays

inside solids (5, 29).

The PNC-based glass can be used as the

key component of photonic devices, not just

as a transparent protection layer or substrate

(33). We demonstrated one-step 3D print-

ing of colored PNC patterns with a dot size

<10 mm (fig. S20) that can be used for build-

ing micrometer-sized devices. Combining com-

mercially available UV or blue LED arrays, this

technology could apply to the fabrication of

m-LEDs (fig. S21), high-resolution displays, and

evenwhite LEDs (figs. S22 and S23) (2, 29, 34).

Moreover, the PNC arrays were used as a holo-

graphic display device. Through the switching

of holograms, the dynamic holographic dis-

play based on such a PNC-based device was

achieved (Fig. 4H, fig. S24, and movie S1).

Three holographic images (letters “Z,” “J,” and

“U”)were further reconstructed simultaneously

in multiple planes along the light propagation

direction, indicating that the excitation of spe-

cific PNC patterns enabled realization of a 3D

holographic display (fig. S25).

Because liquid nanophase separation only

occurs at a local position inside glass, the 3D

direct lithography represents a completely

dry fabrication technique that advances the

fabrication of structures and devices with high

throughput and high scalability. It excludes

contamination with organic components (re-

agents and solvents) duringmaterial synthesis

and device processing. Furthermore, the high-

temperature stability indicates that the PNC

glass-based devices can be applied for long-

term applications (35). The present study dem-

onstrates that the composition and bandgap of

PNCs could be tailored over the entire tunable

range in one single solid chip.
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Fig. 4. Direct lithography of PNC patterns and devices. (A to C) Zhejiang University logos based on

CsPb(Br1−xIx)3 NCs with varied compositions in one piece of glass. (D to F) Typical PL images of the multicolor

patterns produced with CsPb(Br1−xIx)3 NCs in the Br−-I− doped glass (D), CsPb(Cl1−xBrx)3 NCs in the Cl−-Br− doped

glass (E), and CsPb(Cl1−x−yBrxIy)3 NCs in the Cl−-Br−-I− codoped glass (F). The colorful patterns were produced by

adjusting the parameters during writing. (G) 3D microhelix CsPb(Br1−xIx)3 NC arrays. The patterns were excited

by UV light. (H) Demonstration of a dynamic holographic display. The letters at the top left represent the images

shown at different times (t = 3, 6, 9, 24, 27, and 33 s, respectively) in the demonstration of a dynamic holographic

display. The excitation wavelength is 532 nm. Scale bars in (A) to (F) are 100 mm.
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SOCIAL PSYCHOLOGY

Early concepts of intimacy: Young humans use saliva
sharing to infer close relationships
Ashley J. Thomas1,2,3*, Brandon Woo1,3, Daniel Nettle4, Elizabeth Spelke1,3, Rebecca Saxe2,3

Across human societies, people form “thick” relationships characterized by strong attachments,

obligations, and mutual responsiveness. People in thick relationships share food utensils, kiss, or

engage in other distinctive interactions that involve sharing saliva. We found that children, toddlers,

and infants infer that dyads who share saliva (as opposed to other positive social interactions) have

a distinct relationship. Children expect saliva sharing to happen in nuclear families. Toddlers and

infants expect that people who share saliva will respond to one another in distress. Parents confirm

that saliva sharing is a valid cue of relationship thickness in their children’s social environments.

The ability to use distinctive interactions to infer categories of relationships thus emerges early in life,

without explicit teaching; this enables young humans to rapidly identify close relationships, both

within and beyond families.

T
o become a competent member of so-

ciety, humansmust learn how the people

around them are related to each other

(1–3). Across cultures, people distinguish

a special category of relationships, which

we will call “thick” (4–7). Thick relationships

feature strong levels of attachments, obliga-

tions, mutual responsiveness, and a feeling of

oneness that is conceived in terms of shared

bodily substance (5–7); they are often, but not

always, between close genetic relatives (8–12).

The fact that only some relationships are thick

presents young humanswith a problem:How

do they identify which ones? For older chil-

dren, distinct relationship categories can be

explicitly verbally labeled (13). Anthropologists

have claimed that younger children and even

infants must be sensitive to how relationships

are embodied in distinctive interactions (14, 15).

For example, interactions that involve deliber-

ate consensual transfer of saliva, such as kissing

or sharing food utensils, distinctively occur in

thick relationships (16–18). Here, we applied

experimental techniques from developmen-

tal science to test whether young children,

toddlers, and infants do indeed infer that two

individuals who share saliva are likely to be in

a thick relationship.

In a first experiment, when presented with

interactions between cartoon people, young

children (experiment 1, N = 113, 5 to 7 years

old, from an American urban environment)

predicted that sharing utensils, or licking the

same food item, would occur within nuclear

families, whereas sharing toys and partition-

able food would occur equally within friend-

ships and families (c
2
= 72.74, P < 0.001; Fig. 1)

(18–20). Thus, young children recognize that

saliva-sharing interactions distinctively occur

within nuclear families.

In the next experiments, we tested whether

toddlers and infants would predict that when

two individuals have shared saliva, those in-

dividuals will bemore emotionally responsive

in future interactions (1). This experimental

design was inspired by classic studies of vervet

monkeys who heard a familiar juvenile in dis-

tress and looked toward that juvenile’s mother,

as if expecting her to respond (21). We used this

design to test whether young humans use a

brief observation of saliva sharing to infer a

thick relationship between novel individuals

whose genetic relatedness is unknown.

Toddlers (experiment 2A, N = 26, 16.5 to

18.5 months old) and infants (experiment 2B,

N = 20, 8.5 to 10 months old) saw a central

puppet alternately eat from the same orange

slice with one actress (implying saliva sharing)

and play ball with another actress (Fig. 2).

Then they saw the puppet seated between

the two actresses, expressing distress.Wemea-

suredwhich actress participants looked toward

first, and longer, as though expecting the ac-

tress to react to the puppet’s distress. Both

toddlers and infants looked first, and longer,

toward the actress who had shared food and

saliva with the puppet [first look: 2A toddlers,

20/26, BF10 (Bayes factor) = 10.796; 2B infants,

16/20, BF10 = 10.306; proportion look: 2A

toddlers, mean = 0.774, BF10 = 149.377; 2B
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Fig. 1. Materials and results for experiment 1. Top: Sample images and text for one item of the storybook

task. Bottom: Solid dots are average probability estimates of choosing family as opposed to friend in

each condition. The bars are 95% credible intervals for each condition (controlling for multiple comparisons

and participant age). Open dots are response rates from each individual child. Note that there were

four items in each food condition and two items in each toy condition.
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infants, mean = 0.675, BF10 = 6.084]. These

results were replicated in an independent sam-

ple of toddlers in the test condition of exper-

iment 2C (N = 23) and an independent sample

of infants in the test condition of experiment

2D (N = 24) (first look: 2Ctest toddlers, 19/23,

BF10 = 39.471; 2Dtest infants, 22/24, BF10 =

2431; proportion look: 2Ctest toddlers, mean =

0.788, BF10 = 3853; 2Dtest infants, mean = 0.734,

BF10 = 132).

Further experiments revealed that toddlers

and infants looked toward the food- and

saliva-sharing actress (i) only when the central

puppet expressed distress and (ii) only when

the puppet in distress was the actress’ own

thick relation. When the central puppet was

removed, leaving only the two actresses, tod-

dlers and infants looked at both actresses

equally (Fig. 2) (18). When the central puppet

was replaced by a new puppet, who then ex-

pressed distress, neither infants nor toddlers

looked first or longer at the food sharer (first

look: 2Ccontrol toddlers, 11/26, BF01 = 3.108;

2Dcontrol infants, 12/25, BF01 = 4.03; propor-

tion look: toddlers, mean = 0.496, BF01 =

4.903; infants, mean = 0.470, BF01 = 4.46).

These results suggest that toddlers’ and

infants’ expectations concern the relation-

ship, not the individuals’ traits.

For experiment 2E, we recruited a larger,

more economically, geographically, and racially

diverse sample of toddlers (N = 118; age 14.5 to

19 months) (18). The familiarization events

were the same. Then, the central puppet either

expressed distress as before (2Etest) or asked

for the ball (2Econtrol). When the central puppet

expressed distress, toddlers looked first, and

longer, toward the food sharer rather than the

ball passer (2Etest, first look: 35/48, BF10= 59.5;

proportion look: mean = 0.65, BF10 = 1002).

By contrast, when the puppet requested the

ball, toddlers looked first and longer at the

ball passer (2Econtrol, first look: 13/52, BF10 =

267; proportion look: mean = 0.37, BF10 =

54). These conditions differed decisively (first

look: BF10 > 1000; proportion of time: BF10 >

1000). Thus, toddlers from a diverse range of

households expect that two people who share

food and saliva will respond to each other’s

distress, but not that they will be socially

more responsive to one another in general.

In experiment 3, we isolated sharing saliva,

without food, as the visible evidence of a thick

relationship. Interacting with one puppet, a

central actress put her finger inher ownmouth,

rotated it, put her finger in the puppet’s mouth,

rotated it, and finally returned her finger to her

own mouth. When interacting with a second

puppet, the actress performed the same rotat-

ing finger actions touching her own and the

puppet’s forehead. We then measured which

puppet infants and toddlers looked toward,

when the central actress expressed distress.

Toddlers (age 16.5 to 18.5 months) looked

first, and longer, toward the puppet from the

mouth-to-mouth interaction when the actress

expressed distress (experiment 3A,N= 26, first

look: 20/26, BF10 = 10.796; proportion look:

mean = 0.746, BF10 = 477.6) (Fig. 3). These
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Fig. 2. Displays and results

for experiment 2. (A) Experi-

mental design flowchart

and stills from videos used

in experiment 2. The order of

the familiarization trials (i.e.,

food sharing or ball passing

first) and the identity of

the food sharer were counter-

balanced across participants.

Participants were randomly

assigned to the test or control

condition. (B and C) Left:

Percentage of participants who

looked first toward the food

sharer (orange) or ball passer

(gray). Center: Proportion of

time spent looking at the food

sharer during the pause.

Black diamonds are means;

bars are medians. Right:

Proportion of time that partic-

ipants spent looking at the

food sharer during the peek-a-

boo trial. ***Bayes factor

of >10. **Bayes factor of >8.
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results were replicated in an independent

sample of toddlers (3Ctest,N = 31, first look:

25/31, BF10 = 91.15; proportion look: mean =

0.748, BF10 = 14,856). Infants’ (age 8.5 to

10months) first looks were distributed equally

between both puppets (3B, N = 21, first look:

11/21, BF01 = 3.700; replication 3Dtest N = 26,

14/26, BF01 = 3.886). Yet infants did look

longer toward the puppet from the mouth-to-

mouth interaction while the actress expressed

distress (3B, mean = 0.631, BF10 = 1.55; repli-

cation 3Dtest, mean = 0.716, BF10 = 26.812).

Further experiments revealed that toddlers

and infants looked toward themouth-to-mouth

puppet (i) only when the actress in distress was

the person in the initial interactions, and

(ii) only when the central actress expressed

distress. In the control conditions of experi-

ments 3C (N = 23) and 3D (N = 22), the

actress was replaced by a new actor who ex-

pressed distress. Here infants and toddlers

seemed to expect that the other puppet, who

had the forehead-to-forehead interaction with

the first actress, was more likely to react

(toddlers 3Ccontrol, first look: 6/23, BF10 = 3.462;

proportion look: mean = 0.364, BF10 = 1.023;

infants 3Dcontrol, first look: 8/23, BF01 =

1.403; proportion look: mean = 0.252, BF10 =

88.72). An independent group of toddlers (ex-

periment 3E) (18) looked toward the mouth-

to-mouth puppet when the central actress

expressed distress (3Etest, first look: 40/52,

BF10 = 823; proportion look: mean = 0.690,

BF10 = 71,669), but not when the actress uttered

a nonsense word (3Econtrol, first look:18/45,

BF01 = 2.43; proportion look: mean = 0.426,

BF01 = 0.84). These two conditions differed de-

cisively (first look: BF10 = 418; proportion look:

BF10 > 1000). Thus, toddlers from a wide range

of households expect saliva sharing to selec-

tively predict responses to distress.

The results of experiments 2 and 3 suggest

that when toddlers and infants observe two

unfamiliar individuals sharing saliva, they

infer that those people are in a thick relation-

ship. A separate survey of parents (N = 129,

experiment 4) (18) of infants and toddlers

(age 8 to 19 months) from the same popula-

tion suggested that this inference would be

valid. The parents expressed comfort with their

child having positive social interactions (e.g.,

playing, reading, hugging) with people in

many different relationships, but they ex-

pressed comfort with saliva-sharing inter-

actions (i.e., sharing a utensil, drinking from

the same cup, kissing on the face) only in rela-

tionships the participants assessed as thick

(BF10 > 1000; Fig. 4). In summary, saliva-sharing

interactions provide externally observable

cues of thick relationships, and young humans

can use these cues to make predictions about

subsequent social interactions.

Substantial prior research has shown that

infants have an “intuitive psychology,” support-

ing inferences about individuals’ traits (e.g.,

cooperative, fair) (22–24), mental states (e.g.,

goals, perceptions) (25–27), and groupmember-

ship (e.g., ethnicity, language) (28–32). By con-

trast, representations of social relationships
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Fig. 3. Displays and results

for experiment 3. (A) Experi-

mental design flowchart and

stills from videos used in

experiment 3. (B and C) Left:

Percentage of participants

who looked first toward the

puppet and who had engaged

in the mouth-to-mouth interac-

tion (green) or forehead-to-

forehead interaction (gray).

Center: Proportion of time

spent looking at the mouth-to-

mouth puppet during the

pause. Black diamonds are

means; bars are medians.

Right: Proportion of time that

participants spent looking

at the mouth-to-mouth puppet

during the “hi baby, hi” trial.

***Bayes factor of >10.

RESEARCH | REPORTS

http://science.org


and social structures, which are a central con-

cern of sociology and anthropology, have been

relatively understudied using experimental

techniques in infants (33–35). The key distinc-

tion revealed here, between thick and thin

relationships, may be one foundation of in-

fants’ “intuitive sociology” (1, 2).

School-aged children’s judgments about saliva

sharing are likely reinforced by explicit prohib-

itions (particularly during a pandemic), but

similar intuitions appear to originate earlier

and to generalize beyond the content of verbal

rules motivated by hygiene (18). We hypothe-

size that an early intuitive distinction between

thick and thin relationships allows infants to

rapidly learn the distinctive behaviors that

occur in these relationships in their social en-

vironment (14, 15). These rapidly bootstrapped

representations would be useful for parsing

the small set of thick, intimate relationships

from the larger set of thin, cooperative rela-

tionships in typical human social networks

(14, 15).

Our experiments have limitations. We have

not established whether thick and thin rela-

tionships are conceived as qualitatively dis-

tinct categories [e.g., (5, 7, 36)] or as ends of

a continuum, with close friends or confidants

having a mixture of features (37, 38). Saliva

sharing is likely only one example of the set

of interactions that children and infants can

use to distinguish thick relationships from

other cooperative relationships. Interactions

distinctively occurring in thick relationships

include confiding and emotional comforting,

consensual exchange of blood, and touching

of genitals (15). Infants may also have expect-

ations about the social categories of the people

in thick relations [for example, older women

may be more likely than older men to be in

thick relationships with infants (39)]. Con-

versely, some interactions involving transfer

of saliva are aggressive and demeaning, such

as spitting on a person (18). We have not es-

tablished whether toddlers and infants can

distinguish between saliva-sharing interac-

tions that are consensual versus coercive.

Our evidence that young children, toddlers,

and infants make distinctive inferences about

thick relationships has broad theoretical im-

plications. Anthropologists have stressed that

thick relationships, characterized by strong

attachment, obligation and mutual respon-

siveness, have highly variable mappings onto

genetic relatedness (10, 40). We have iden-

tified a proximal psychological mechanism

that might allow infants to parse this variabil-

ity (1, 3). A consistent inferential mechanism,

operating in diverse social and ecological set-

tings, could enable young humans to rapidly

acculturate to their local and culturally spe-

cific relationship and kinship structures. In

sum, children, toddlers, and infants recognize

saliva-sharing interactions as distinctive evi-

dence of a thick relationship. The pattern of

who does, andwho does not, share salivamay

help infants to distinguish those who are kin

(e.g., parents, siblings, grandparents) versus

non-kin (e.g., daycare teachers, nannies) among

their many caregivers (41, 42). Young humans

may use observations of saliva sharing to in-

form their earliest understanding of the con-

ceptual structure of family.
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High-speed fluorescence imageÐenabled cell sorting
Daniel Schraivogel1, Terra M. Kuhn2†, Benedikt Rauscher1†, Marta Rodríguez-Martínez1†,

Malte Paulsen3‡, Keegan Owsley4, Aaron Middlebrook4, Christian Tischer5, Beáta Ramasz3,

Diana Ordoñez-Rueda3, Martina Dees2, Sara Cuylen-Haering2*, Eric Diebold4*, Lars M. Steinmetz1,6,7*

Fast and selective isolation of single cells with unique spatial and morphological traits remains a

technical challenge. Here, we address this by establishing high-speed image-enabled cell sorting (ICS),

which records multicolor fluorescence images and sorts cells based on measurements from image

data at speeds up to 15,000 events per second. We show that ICS quantifies cell morphology and localization

of labeled proteins and increases the resolution of cell cycle analyses by separating mitotic stages. We

combine ICS with CRISPR-pooled screens to identify regulators of the nuclear factor kB (NF-kB) pathway,

enabling the completion of genome-wide image-based screens in about 9 hours of run time. By assessing

complex cellular phenotypes, ICS substantially expands the phenotypic space accessible to cell-sorting

applications and pooled genetic screening.

F
luorescence microscopy and flow cytom-

etry are instrumental technologies used

in almost all areas of biological and bio-

medical research. Although flow cytomet-

ric cell sorting simplifies the isolation of

cells in a rapid, sensitive, and high-throughput

manner, it is limited to a low-dimensional

parameter space and lacks subcellular resolu-

tion (1). This method is therefore unable to

capture phenotypes associated with processes

involving varying signal localization, such

as protein trafficking, cellular signaling, or

protein mislocalization during disease (2, 3).

Fluorescence microscopy, on the other hand,

enables high-resolution readouts of cellular

morphology and protein localization but lacks

the ability to isolate cells with specific pheno-

types at high speed (4). Combining the spatial

resolution of fluorescence microscopy with

flow cytometric cell sorting has broad implica-

tions and would inspire new experimental

strategies through the rapid identification and

isolation of cells with specific (sub)cellular

phenotypes.

Although flow- andmicrofluidics-based cyto-

meters with imaging capabilities have been

developed, these approaches were unable to

sort cells, camewith drastically reduced through-

put, or depended on nonhuman interpretable

pattern recognition from raw data without im-

age reconstruction (5–14). Furthermore, image-

enabled cell sorting has so far relied on tech-

nically challenging and custom-built solutions.

To date, no system has been developed that

integrates traditional flow cytometry and mi-

croscopy, operates at speeds compatible with

genetic screening approaches and short-lived

dynamic phenotypes, and can be operated in

nonspecialized laboratories.

Here, we present a fully integrated image-

enabled cell sorter (ICS) by combining (i) fluo-

rescence imaging using radiofrequency–tagged

emission (FIRE), a fast fluorescence imaging

technique (15), with (ii) a traditional cuvette-

based droplet sorter and (iii) new low-latency

signal processing and sorting electronics (Fig. 1,

A and B; for a detailed description and char-

acterization of ICS technology, please see the

materials and methods and fig. S1; for a de-

scription of the performance attributes of ICS,

please see the supplementary text). To enable

blur-free imaging at a high nominal flow speed

of 1.1 m/s, ICS uses the FIRE approach to pro-

duce an array of 104 laser spots across 60 mm

within the core stream of the sorter cuvette,

each modulated at a unique radiofrequency

(Fig. 1A). The array of spots excites modulated

fluorescent and scattered light from particles

or cells as they flow through the optical inter-

rogation region in the cuvette. Emitted light

is collected, and the signal output is digit-

ized and processed using low-latency, field-

programmable gate arrays, allowing real-time

image analysis and image-derived sort de-

cisions. This is different from other image-

enabled flow cytometers without cell-sorting

capabilities (5–8, 11–13) (see the supplemen-

tary text for a comparison between technolo-

gies). To reconstruct a row of pixels from the

FIRE signal for visualization of the event, the

amplitude of the signal at a unique modula-

tion frequency is assigned to a pixel value in a

specific horizontal coordinate in the cuvette;

in the direction of flow, the pixels are assigned

a vertical location based on their temporal

value, which forms a two-dimensional image

of an event (Fig. 1A). The system collects

scatter and fluorescent signals, as well as a

light loss signal (analogous to bright-field

images produced by traditional microscopes),

which allows visualization of events in real
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time. This contrasts with ghost cytometry,

which is unable to reconstruct images from

raw data in real time (10). The combination

of FIRE with a cuvette-based droplet-sorter

design, along with the integrated low-latency

electronics, enables sorting rates at speeds of

up to 15,000 events/s (fig. S1, A to C), which is

comparable to traditional cell sorters and ap-

proximately one order ofmagnitude faster than

image-activated cell sorting (9, 14). Image ac-

quisition and high sorting rates allow imme-

diate human interpretation of the generated

data, the capture of dynamic short-lived

spatial phenotypes, and the retrieval of suffi-

cient cell numbers for downstream assays

such as genome-scale screens.

To illustrate the utility of ICS for blur-free

visualization of fast-flowing cells and subcellu-

lar protein distribution, we imaged a range

of well-known organelles and structures of

different sizes, shapes, and distributions. We

were able to visualize the cell membrane, cyto-

plasm,membrane-enclosed organelles (nucleus,

endoplasmic reticulum, Golgi apparatus, and

mitochondria), and small membrane-less orga-

nelles (P bodies, Cajal bodies, and centrosomes)

(Fig. 1C and fig. S2). We further demonstrated

imaging of 13 cell lines of variable size and

origin (fig. S3), showing the broad applicabil-

ity of ICS.

For cell sorting, a set of intuitive spatial

image parameters were extracted in real time

from each image channel (Fig. 1B; for details

of the image parameters, please see the mate-

rials andmethods and fig. S4A). Image param-

eters were treated identically to conventional

pulse parameters (area, width, and height) by

the sorting electronics, allowing the combina-

tion of spatial information and traditional flow

cytometry features for analysis and sorting. We

demonstrate the ability of ICS parameters to

quantify spatial features and to differentiate

cells in a variety of applications that previously

could only be distinguished using microscopy.

We were able to separate cells with single or

multiple/enlarged nucleoli (Fig. 2A and fig.

S4C), single or multiple nuclei (Fig. 2B and fig.

S4D), and distinguish cells based on cellular
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Fig. 1. Functionality of the ICS. (A) Schematic representation of the ICS optical

and flow hardware components. Excitation beam path: The acousto-optic deflector

(AOD) splits a single laser beam (l = 488 nm) into an array of beamlets, each

having different optical frequency and angle. A second AOD tunes the optical

frequency of a reference beam, which is then overlapped with the array of beamlets.

The overlapping beams intersect the flow cell (FC) of a cuvette sorter. Inset left

side: The array of FIRE beams (dark cyan) are shown overlapping with the reference

beam (light cyan). Because of their differing optical frequencies, the overlapping

beams exhibit a beating behavior, which causes each beamlet to carry a sinusoidal

modulation at a distinct frequency f1Ðn. Emission beam path: Images are generated

from digitized signals on a per-event basis and include light loss, forward scatter (FSC),

and side scatter (SSC) images, and four different fluorescent channels. Example

images: HeLa cells expressing the Golgi marker GalNAcT2-green fluorescent protein

(GFP) (green) were stained with cell surface marker CD147 PE-CF594 (orange)

and DRAQ5 nuclear dye (red). FSC, SSC, and light loss images are shown in grayscale.

BS, beam splitter; M, mirror; Obj, objective; DP, deflection plates; OB, obscuration

bar; P, pinhole; L, lens; BP, band pass; PMT, photomultiplier tube; PD, photodiode.

Scale bar, 20 mm. (B) Overview of the ICS low-latency data-processing pipeline. Each

photodetector produces a pulse with high-frequency modulations encoding the

image (waveform). Fourier analysis is performed to reconstruct the image from the

modulated pulse. An image-processing pipeline produces a set of image features

(image analysis), which are combined with features derived from a pulse-processing

pipeline (event packet). Real-time sort classification electronics then classify the

particle on the basis of image features, producing a sort decision that is used to

selectively charge the droplets (dotted gray line in A). (C) ICS-based imaging of HeLa

cells expressing GFP- or mNG-tagged fluorescent proteins or stained with organelle-

specific green fluorescent dyes. One representative image is shown per organelle;

the full datasets containing 10,000 images each are shared as described in the data

and materials availability section. The following dyes or protein fusions were used:

cell membrane (Cellmask dye), cytoplasm (GFP fused to HIV Rev nuclear export

sequence), mitochondria (Mitotracker dye), nucleus (H2B-mNG), Golgi apparatus

(GalNAcT2-GFP), endoplasmic reticulum (ER, ERtracker dye), nucleolus (eGFP-Ki-67),

nuclear envelope (LamB1-GFP), P bodies (eGFP-DDX6), Cajal bodies (eGFP-COIL),

and centrosomes (anti-pericentrin antibody). P bodies and Cajal bodies were recorded

from fixed cells, centrosomes from fixed and metaphase-stalled cells; fixation

resulted in decreased contrast in the light loss (LL) image. Scale bar, 20 mm.
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Fig. 2. ICS measurements quantify spatial cellular processes and isolate

phenotypes of interest. (A) HeLa cells expressing eGFP-Ki-67 were gated for

singlets and live cells, and the ICS size parameter of the eGFP-Ki-67 signal was

used to distinguish between cells with single small nucleoli and those with

multiple or large nucleoli. Size is defined by the number of pixels above a user-

defined threshold. n, nucleolus. Scale bar, 20 mm. (B) HeLa cells stained with

the nuclear dye DyeCycle Green were gated for singlets and live cells, and the

radial moment of DyeCycle Green was used to differentiate cells with single or multiple

nuclei. Radial moment is the mean-square distance of the signal from the centroid.

n, nucleus. Scale bar, 20 mm. (C) HeLa cells were gated for singlets and live cells,

and the eccentricity calculated from the side scatter image was used to distinguish

round from elongated cells. Eccentricity was computed by first finding the

magnitudes of the spread along the two principal components of the image, then

taking their ratio. Scale bar, 20 mm. (D) HeLa cells expressing the Golgi marker

GalNAcT2-GFP were gated for singlets and live cells and either treated with brefeldin

A (BFA) or left untreated. The maximum intensity of the GalNAcT2-GFP channel

was used to distinguish treated from untreated cells, whereas the overall GFP

intensity (y axis) was largely unaffected by the treatment. Maximum intensity is

the value of the brightest pixel. A, area. Scale bar, 20 mm. (E) HeLa cells expressing

RelA-mNG were treated with TNFa or left untreated and stained with the cell-

permeable nuclear dye DRAQ5. Cells were then gated for singlets and live cells, and

the correlation between RelA-mNG and DRAQ5 was used to differentiate between

the treated (nuclear RelA) and untreated (cytoplasmic RelA) conditions. Correlation

is the Pearson’s correlation score between the intensities of the pixel values from

two imaging channels. Scale bar, 20 mm. (F) HeLa cells expressing H2B-mNG were

synchronized to increase the frequency of raremitotic stages and released intomitosis

without chemical perturbation. Then, cells were fixed for labeling with an antibody

recognizing phosphorylated serine 10 on histone H3 (pS10H3) to allow microscopic

validation after sorting. Samples were stained with 4′,6-diamidino-2-phenylindole

(DAPI) for univariate cell cycle analysis. Representative images of individual cells within

the G2/M population reveal captures of major mitotic stages. LL, light loss. Scale bar,

20 mm. (G) A decision tree model was trained to distinguish the mitotic stages of

manually classified datasets (n = 100 per stage, three replicate recordings and

classifications). Shown are the results of a feature importance analysis of ICS

measurements representing the summarized reduction in the loss function attributed

to each feature at each split in the tree. RM, radial moment; ecc, eccentricity; MI,

maximum intensity. (H) Feature values from (G) were standardized, and median

values for cells and from three replicates of classified datasets are shown as a

heatmap. Only features that vary between the mitotic stages are shown [variable

importance >0 in (G)]. (I) On the basis of the identified features in (H), a hierarchical

gating strategy was built that enriches for interphase, prometaphase, metaphase,

anaphase, and telophase stages. (J) A total of 5000 cells were sorted for microscopic

validation based on the gating strategy established in (I), and manual classification

from confocal z stacks of the sorted cells was performed. Shown are mean

percentages of three independent replicates. Prometaphase cells were generated by

two consecutive sorts (see the materials and methods). interph., interphase.

(K) Representative single-slice confocal fluorescence microscopy images from sorted

cells from (J) with bright-field/H2B-mNG overlays as inlays. Scale bar, 50 mm.
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image-enabled cell sorting
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Fig. 3. ICS detects the effects of CRISPR perturbations and enables

pooled genetic screens of protein localization. (A) Effects of individual

CRISPR perturbations on RelA nuclear translocation. HeLa cells with Tet-

inducible Cas9 and stably expressing RelA-mNG were transduced with gRNA-1,

gRNA-2, and gRNA-3 targeting the core NF-kB pathway proteins IKBKG, IKBKA,

and MAP3K6, respectively, or with nontargeting (nt) control gRNAs. gRNA

expression was induced with doxycycline (Dox) or left uninduced. Correlation

between RelA-mNG and DRAQ5 was quantified using ICS as a measurement for

RelA nuclear translocation in the presence or absence of TNFa. (B) Overview

of the pooled CRISPR screening setup and readout using ICS. Positive regulators

of RelA nuclear translocation are enriched in the lower bin and depleted from

the upper bin. Tet::Cas9, tetracycline/doxycycline–inducible Cas9. (C to E) Results

of the ICS-based CRISPR screen using an NF-kB pathway–focused library (n =

1068 genes). (C) The screen was performed at different library coverages,

and reads from collected samples were combined in silico to a high-coverage

(359 cells per gRNA per sorted bin) dataset. Hits were called using the software

MAUDE (26). Genes are ranked by their statistical significance and selected

positive/negative regulators are highlighted. The horizontal dashed lines indicate

an FDR of 1%, whereas genes with FDR <1% are marked in cyan and orange,

respectively. (D) Comparison of phenotypes measured in individual perturbation

experiments from (A) (x axis) or the pooled screen (y axis) using the same

gRNAs. For the pooled screen, differences in gRNA abundance in the upper (top

panel) and lower (bottom panel) sorted bins compared with the input sample

were determined from the high-coverage dataset in (C). R values represent
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shape (Fig. 2C and fig. S4E). We also demon-

strate the ability of ICS to reveal drug-induced

organelle responses, such as the effect of

brefeldin A on Golgi integrity (Fig. 2D and

fig. S4F). Finally, we demonstrate the advan-

tage of multicolor fluorescence imaging for

quantification of protein localization through

spatial correlation of two signals. We quanti-

fied the translocation of the nuclear factor kB

(NF-kB) pathway component RelA from the

cytoplasm to the nucleus upon tumor necrosis

factor a (TNFa)–induced pathway activation,

as detected by an increase in correlation be-

tween RelA and the nuclear dye DRAQ5 (Fig.

2E and fig. S4G). These experiments illustrate

the utility of ICS parameters for quantifica-

tion, and ultimately sorting, of a broad spec-

trum of phenotypes.

To demonstrate the cell-sorting functional-

ity of the ICS, we applied it to the mitotic cell

cycle, a dynamic process associated with mul-

tiple complex phenotypic changes. Traditional

flow cytometry can separate three cell cycle

stages, G1, G2/mitosis, and S phase, but fails to

distinguish cells in different mitotic stages. Al-

though chemicals that block mitosis can be

used to enrich certain stages (notably exclud-

ing anaphase and telophase) (16–18), these

approaches can alter gene expression and post-

translational modifications. We demonstrate

that ICS can isolate the mitotic stages of HeLa

cells by using H2B-mNeonGreen (mNG) to

visualize chromatin and the intensity of phos-

phorylated serine 10 on histoneH3 (pS10H3) as

a marker associated with mitotic chromatin

condensation (19). We investigated cells from

the G2/mitosis phases of the univariate cell

cycle and created a training dataset by man-

ually classifying 100 cells from each stage

throughout mitosis (Fig. 2F; for a description

of the criteria used to distinguishmitotic stages,

please see the materials and methods). Clas-

sified events were organized on a trajectory in

chronological order (fig. S5A). We used this

training dataset to identify the most differ-

ing image-, scatter- and intensity-based param-

eters between stages by fitting a decision tree

model and performing feature importance

analysis (20) (Fig. 2G and fig. S5B). Image-

derived parameters dominated the most dif-

ferentiating parameters, such as maximum

intensity, radial moment, and eccentricity of

theH2B-mNG signal that differentiated among

metaphase, anaphase, and telophase cells (Fig.

2H). We used these features to establish a hier-

archical gating strategy for cell sorting and per-

formed independent microscopic validation of

the isolated populations (Fig. 2I). We found

that ICS isolated highly pure populations, in-

cluding G2 interphase (96% purity), prometa-

phase (64%),metaphase (78%), anaphase (94%),

and telophase (93%) (Fig. 2, J and K, and fig.

S5, C to E). With these advances, we increased

the resolution of flow cytometric cell cycle

analyses to the level of distinguishing indi-

vidual mitotic stages (including the thus-far

inaccessible anaphase and telophase stages),

yielding a method for robust enrichment of

high numbers of cells in the absence of chem-

ical blockers and from the same source sam-

ple. Isolated cells can be used in numerous

downstream applications, such as the compar-

ison of stage-specific changes in transcriptome,

chromatin architecture, or proteinmodifications.

Pooled functional genomic screens with mi-

croscopic readouts have so far been limited in

throughput and depended on technically chal-

lengingmethods (21–25). ICS allows high-speed

cell isolation based on fluorescence spatial in-

formation, and therefore has the potential to

increase the scale and speed of microscopy-

based screens and reduce technical complexity,

duration, and cost. We tested the compatibility

of ICS with pooled CRISPR screens by exam-

ining the nuclear translocation of RelA upon

NF-kB pathway activation, a process that is

invisible to traditional flow cytometry. To mea-

sure RelA translocation upon CRISPR-mediated

perturbation, we quantified RelA-mNG/DRAQ5

spatial correlation (Fig. 2E) in HeLa cells ex-

pressing Tet-inducible Cas9 and fluorescently

tagged RelA (23) (HeLa RelA) (fig. S6, A to C).

We validated the approach using individual

CRISPR knockouts of three core NF-kB path-

way components, IKBKA, IKBKG, andMAP3K7,

and found consistent defects in RelA nuclear

translocation upon gene knockout, demon-

strating that ICS sensitively captures the ef-

fects of these perturbations (Fig. 3A and fig.

S6D). Next, we proceededwith a pooled screen

in which a population of Cas9-expressing cells

is transduced with a mixture of guide RNAs

(gRNAs). We transduced HeLa RelA cells with

an NF-kB pathway–focused library targeting

1068 genes, including 37 NF-kB core canonical

pathway components. Cells were then treated

with TNFa, and the 5% lower (cytoplasmic

RelA) and upper (nuclear RelA) bins of the

RelA-mNG/DRAQ5 correlation parameter were

isolated (Fig. 3B and fig. S7A). Sorting was

conducted with an average event rate of

4000 events/s, a speed comparable to current

flow-based technology for large cells such as

HeLa, enabling a 100× coverage of a 1000 gRNA

library in <9 min. Bulk sorts were performed at

different library coverage to determine optimal

library coverage and gRNA number per gene.

We generated a “ground-truth” high-coverage

(359-fold) dataset by pooling all reads from the

differently sized samples, followed by gRNA

hit calling (26). Among the most significant

hits, we identified knownNF-kB pathway com-

ponents, demonstrating that ICS can identify

bona fide regulators of the NF-kB pathway

(Fig. 3C and table S1). We found strong corre-

lation between the individual and pooled per-

turbations, indicating that both perturbation

strategies rank genes similarly (Fig. 3D and fig.

S7B). Next, we investigated how the number

of gRNAs per gene and library coverage af-

fect hit-calling performance. High performance

[area under the precision recall curve (AUPRC)

>0.7; 70% of hits detected at <1% false dis-

covery rate (FDR)] was achieved with only

100 cells per gRNA and three gRNAs per

gene (Fig. 3E and fig. S7, C and D). Perform-

ance increased with library coverage and num-

ber of gRNAs per gene, because sporadic false

SCIENCE science.org 21 JANUARY 2022 • VOL 375 ISSUE 6578 319

Pearson correlation coefficients. FC, fold change. (E) Screen hits as determined

at different library coverages (12 to 155 cells per gRNA per sorted bin) using

between one and six gRNAs per gene were compared with a high-coverage

reference sample (359×, six gRNAs per gene) by precision-recall analysis.

Heatmap shows AUPRC values for different levels of library coverage and

different numbers of gRNAs per gene. (F to J) Results of the ICS-based genome-

wide screen (n = 18,408 genes). (F) Scatter plot of fold changes visualizing gRNA

abundance changes in upper (x axis) and lower (y axis) sorted bins compared

with the plasmid library. Cyan and orange dots indicate statistically significant positive

and negative regulators, respectively (FDR <1% according to MAUDE). (G) Genome-

wide CRISPR screen identified core canonical NF-kB pathway components. Left

panel: Schematic of the core canonical NF-kB signaling pathway. Right top panel:

Distribution of the gRNA Z-score for the whole genome-wide library. Right panels:

gRNA Z-score for individual gRNAs per gene overlaid with a gradient (grayscale)

depicting overall Z-score distribution. Right bar chart: Gene essentiality as

determined by the log2 FC of the gRNA abundance in the unsorted cell population

compared with the plasmid library. (H) GO network of hits with FDR <1%, colored

by modules identified from protein–protein interactions using STRING-db (45).

Gray lines connect associated GO terms, edges represent GO terms. Names of

individual edges were omitted, clusters that were not associated with immune

signaling or chromatin modification were collected in a third class called “others.”

(I) Screen results for SAGA and INO80 protein complex components. Left panel:

Schematic illustration of the SAGA and INO80 protein complexes. Right panels:

As described in (G). (J) Selected hits from the genome-wide screen (one gRNA

per gene; we picked the gRNA that showed the strongest Z-score in the pooled

genetic screen) were validated using two orthologous methods (individual validation

using ICS, and individual validation using microscopy). The top row in the heatmap

shows the phenotypes measured in the genome-wide screen (MAUDE Z-score).

The phenotype in the second and third rows of the heatmap represents the

standardized difference in signal medians between the knockout and control gRNA

cell populations. Nuclear RelA abundance was quantified using microscopy by

measuring the correlation between RelA-mNG and DRAQ5.
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hits caused by gRNA dropouts in the low-

coverage samples decreased (fig. S7, E and F).

Independent screen replicates showed high

reproducibility (0.77 ≤ R ≤ 0.87; fig. S7G).

To fully exploit the high-speed capabilities

of ICS, we next sought to identify NF-kB path-

way regulators globally in a genome-wide

screen. We generated a new genome-wide

CRISPR/Cas9 library targeting 18,408 protein-

coding genes with fully adjustable numbers of

gRNAs per gene (fig. S8 and supplementary

text). Using six gRNAs per gene and a 100×

library coverage, we identified 169 hits (FDR

<1%), encompassing 133 positive and 36 nega-

tive regulators (Fig. 3F, fig. S9A, table S2, and

supplementary text). A down-sampling–based

analysis confirmed that three gRNAs per gene

ranked genes similarly to the full library of

six gRNAs (fig. S9, B and C). Among these hits,

we identified all core canonical NF-kB path-

way components except for three pathway

genes, TRAF5, TAB1, and NFKB1, consistent

with previous reports of these genes not being

essential for pathway functionality (23, 27–29)

(Fig. 3G). To identify potential new regulators,

we performed a Gene Ontology (GO) term–

based network analysis, which showedmarked

enrichment of a cluster of processes centered

around chromatin modification (Fig. 3H).

Among the underlying genes, we identified the

histone deacetylase HDAC3, which induces

RelA nuclear export during pathway shut-

down (30). We also found previously unknown

regulators including multiple components of

the SAGA chromatin-acetylation complex (31)

and the INO80 chromatin-remodeling com-

plex (32), indicating a previously unknown role

of these complexes in NF-kB pathway regu-

lation (Fig. 3I and supplementary text). For hit

validation, we assessed the top 10 previously

unknown positive and negative candidates,

the 10 identified members of the SAGA and

INO80 complexes, and three known NF-kB

pathway components. Individual CRISPR

knockouts followed by quantification of RelA

nuclear translocation using both ICS and mi-

croscopy revealed strong agreement (0.857 ≤

R ≤ 0.908) between thesemeasurements and

confirmed the observations from the pooled

genetic screen (Fig. 3J and fig. S9, D and E).

In addition, our validation experiments indi-

cate that ICS can reach similar accuracy and

ranks genes similarly to fluorescence micros-

copy (Fig. 3J and fig. S9D). With the applied

event rate of 4000 events/s, ICS is signif-

icantly faster comparedwith recently developed

microscopy-based methods for pooled genetic

screens (22–25) (for comparison, see the sup-

plementary text) and enabled the completion

of a genome-wide screen (three gRNAs per

gene, 100× coverage) within only 9 hours of

run time.

In conclusion, ICS substantially expands the

phenotypic space accessible to cell-sorting ap-

plications and functional genomic screening.

This method meets the requirements of high-

speed cell sorting, multicolor fluorescence im-

aging, and full integration into a device that

can be operated in nonspecialized laborato-

ries. This will ensure broad availability and

inspire new experimental strategies in diverse

areas, including basic research, cell-based diag-

nostics, cell atlas efforts (3), and high-content

image-based screening (2, 33, 34). With the

potential to include downstream (multi)omics

readouts (35–41), ICS provides a fundamen-

tally new capability for probing deep into the

molecular mechanisms underlying cell physi-

ology and protein localization.
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2D MATERIALS

Visualizing broken symmetry and topological defects
in a quantum Hall ferromagnet
Xiaomeng Liu1†, Gelareh Farahi1†, Cheng-Li Chiu1†, Zlatko Papic2, Kenji Watanabe3,

Takashi Taniguchi4, Michael P. Zaletel5, Ali Yazdani1*

The interaction between electrons in graphene under high magnetic fields drives the formation of a rich

set of quantum Hall ferromagnetic (QHFM) phases with broken spin or valley symmetry. Visualizing

atomic-scale electronic wave functions with scanning tunneling spectroscopy (STS), we resolved

microscopic signatures of valley ordering in QHFM phases and spectral features of fractional quantum

Hall phases of graphene. At charge neutrality, we observed a field-tuned continuous quantum phase

transition from a valley-polarized state to an intervalley coherent state, with a Kekulé distortion of its

electronic density. Mapping the valley texture extracted from STS measurements of the Kekulé phase,

we could visualize valley skyrmion excitations localized near charged defects. Our techniques can be

applied to examine valley-ordered phases and their topological excitations in a wide range of materials.

Q
uantum Hall ferromagnets are broken-

symmetry states in which the exchange

interactionbetween electrons inLandau

levels gives rise to quantum Hall phases

with polarized or coherent superposition

of spin, valley, or orbital degrees of freedom (1).

In the presence of a magnetic field, a variety of

two-dimensional electronic systems—including

those in semiconductors (1, 2), graphene (2),

and an increasing number of moiré flat-band

materials—host a diversity of quantum Hall

ferromagnetic (QHFM) phases (3–8). Thus far,

these interacting and topological phases of

matter have been examined macroscopically,

usually through study of their transport prop-

erties. However, the microscopic features of

the electronic wave functions of these phases

can directly reveal the nature of their broken

symmetry (9, 10) and, more important, can

determine the nature of the excitations they

host. A particularly interesting aspect of broken-

symmetry states is their topological excitations,

such as skyrmions (11–13), which determine the

stability of such phases, and whose interactions

may lead to the formation of more exotic

quantum phases, such as the skyrmion super-

conductivity recently proposed inmoiré mate-

rials (14–16).

Monolayer graphene’s SU(4) isospin space,

consisting of spin and valley, gives rise to a

rich array of QHFM phases, which have been

studied using transport and thermodynamic

measurements (2). Particularly intriguing is

the electrically insulating phase at the charge

neutrality point at high magnetic fields (17),

because with two of four isospin flavors occu-

pied, Pauli exclusion prevents spin and valley

from being simultaneously polarized. Theoret-

ical efforts have predicted a rich phase diagram

of four possible broken-symmetry QHFM states

at charge neutrality (18): a charge density wave

(CDW) phase, which is sublattice- and valley-

polarized and spin-unpolarized; the spin ferro-

magnet (FM), which is a quantum spin Hall

insulator; the canted antiferromagnet (CAF),

in which spins on different sublattices point

in near-opposite directions; and an intervalley

coherent (IVC) state with a Kekulé reconstruc-

tion, which is spin-unpolarized. A recent theory

also proposed the coexistence of CAF and IVC

(19). Although transport studies have con-

strained aspects of the phase diagram (20, 21),

the nature of the ground state of graphene at

charge neutrality has remained unresolved in

the absence of microscopic measurements that

probe the order parameter. Also unexplored

are the plethora of topological excitations that

these phases have been predicted to host, such

as a variety of skyrmions, which may have

complex flavor textures and may even harbor

fractional charge on the scale of the magnetic

length (22–25). Here, we used spectroscopic

mapping to visualize the broken-symmetry

states in graphene as a function of carrier

concentration, including at charge neutrality,

where we find evidence for localized valley

skyrmions within the Kekulé phase. Our work

demonstrates the power of spectroscopic imag-

ing to detect valley ordering and topological

excitations of valley orders; the method is

applicable to a wide range of two-dimensional

materials and their heterostructures.

The monolayer graphene devices used for

our studies are fabricated on hexagonal boron

nitride (hBN) substrates, with either graphite

(devices A and C) or silicon back gates (device

B) (see Fig. 1 for the experimental setup and an

optical image of device A). All samples show

similar spectroscopic properties, except that

the fractional quantumHall features are visible

only in the graphite gate samples (devices A

and C) (26). Figure 1, B and C, shows measure-

ments of differential conductance dI/dV as

function of sample bias VB measured over a

wide range of filling factors n (n= 2pnlB
2
,

where lB =
ffiffiffiffiffiffiffiffiffiffiffi
ħ=eB

p
is the magnetic length, n

is the carrier density, ħ is the reduced Planck’s

constant, e is elementary charge, and B is the

magnetic field); the filling factor is controlled

by the back gate voltage Vg. The Landau

levels (LLs) can be identified by their peaks

in dI/dV; the energy corresponds to EN =

ℏwc

ffiffiffiffi
N

p
, where N is the LL orbital index and

ħwc ~ 110 mV is the extracted cyclotron energy

from fitting Fig. 1D. This cyclotron gap corre-

sponds to that calculated with a renormalized

Fermi velocity of 1.26 × 10
6
m/s, similar to the

values found in previous studies (27). As the

filling factor increases, the Fermi energy is

pinned within a LL as it is being filled and

then jumps to the next LL at n = ±2, ±6, ±10.

For the incompressible states formed at these

fillings, we find that energy gaps across the

Fermi energy are enlarged by a factor of ~2

relative to the expected cyclotron gap (fig. S1).

This effect, which does not depend on setpoint

conditions, is likely caused by the graphene’s

bulk insulating behavior when the chemical

potential lies within these gaps [see discussion

in (26)].

Symmetry-breaking states driven by electron-

electron interaction are clearly demonstrated in

our spectroscopic measurements by gaps at all

the intermediate integer fillings (Fig. 1C). The

sizes of the gaps in our experiment at symmetry-

breaking states and single-particle quantum

Hall states were larger than those observed

in transport and thermodynamic studies. We

find that tip-induced band bending is negli-

gible in most of our measurements, which

likely contributes to our ability to observe

symmetry-breaking gaps. Although we occa-

sionally find tips that show a signature of

band bending in spectroscopic measurements

(26) similar to previous studies (27–38), data-

sets we obtained with improved tip conditions

demonstrate the following differences: (i) Our

data (Fig. 1C) does not show any Coulomb

diamond features associatedwith a tip-induced

quantum dot, as seen in previous studies (34).

(ii) Our sample is not doped by impurities and

our measurements are not influenced by a

tip-sample work functionmismatch, as shown

by the observation that charge neutrality oc-

curs near zero gate voltage. (iii) VB does not

influence carrier density in the probed area; the

dashed lines in Fig. 1C marking incompressible

states are nearly vertical, therefore showing that

tip gating is negligible. (iv) At partial fillings, the

LLs are always pinned to the Fermi energy with

their jumps aligned with the occurrence of the
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incompressible states, which suggests that there

is no density mismatch between the probed

area and the bulk of the sample. It is possible

that our tip effective radius is small relative to

themagnetic length, so that the work function

mismatch between the tip and sample (which

would typically lead to band bending) traps at

most one electron charge below the tip, rather

than producing a well-defined change in filling

factor in a larger region.

Beyond resolving the presence of broken-

symmetry states, our experiments also show a

direct signature of fractional quantum Hall

(FQH) phases in spectroscopic measurements.

Focusing on the scanning tunneling spectros-

copy (STS) properties between n = –2 and 2, as

shown in Fig. 2A, we resolve enlarged gaps at

partial filling of the zeroth LL (ZLL) corre-

sponding to the fractional quantumHall states

at n = ±2/3, ±1/3.We corroborate the formation

of FQH states in our devices by performing

transport measurement while the tip height

is reduced from the tunneling condition to

directly contact the monolayer graphene (Fig.

2B). In this Corbino geometry, measurements

of the conductance of our sample show dips at

fractional fillings associated with the forma-

tion of FQH states. The observation of rich

fractional states including n = 4/9 in our

samples, at a modest magnetic field (6 T) and

at relatively elevated temperature (1.4 K), at-

tests to their high quality, making them com-

parable to the fully hBN-encapsulated and

dual graphite–gated devices used for the highest-

quality transportmeasurements. Probing FQH

phases in scanning tunnelingmicroscope (STM)

measurements paves the way to explore these

topological phases and their exotic excitations,

including realization of methods for imaging

anyons (39) or probing fractional edge states

locally.

The spectroscopic measurements of the par-

tially filled ZLL (Fig. 2A), including when the

sample transitions through the FQH phases,

always show splitting of the ZLL with a gap

across the Fermi energy. This behavior is in-

dicative of a Coulomb gap commonly observed

when tunneling in andout of a two-dimensional

electron gas at highmagnetic fields (40–42). The

strong correlations among electrons in the flat

LLs dictate that additional energy is required

for addition or removal of electrons from the

system, resulting in a gap at the Fermi level

that scales with the Coulomb energy Ec = e
2
/

elB, where e is the effective dielectric constant.

The field dependence of this gap at partial fill-

ing follows the expected
ffiffiffi

B
p

behavior (Fig. 2C),

tracing Coulomb energy Ec with a 0.62 scale

factor, which agrees with the value obtained

fromour exact diagonalization calculations (26).

To directly visualize the broken valley sym-

metry of graphene’s ZLL, we perform spectro-

scopic mapping of the electron and hole

excitations of the ZLL (E-ZLL and H-ZLL,

respectively) with VB at the split ZLL peaks

below or above the Coulomb gap. These spec-

troscopic dI/dVmaps are performed with the

STM tip at a constant height above the graphene,

and hence they are directly proportional to the

electron/hole excitation probability densities on

the graphene atomic lattice. At filling n = –2, the

dI/dV map of electron excitations shows only

graphene’s honeycomb lattice, whereas at partial

fillings between n = –2 and –1, the dI/dVmaps of

hole excitations show sublattice polarization. A

key feature of graphene’s ZLL is that the electron

states at the K or K′ valleys correspond to the

A or B sublattice sites, respectively (2, 43).

Therefore, the sublattice polarization observed

in these maps—for example, for hole excitation

at n = –1—is indicative of valley polarization in

the ZLL, which agrees with the expectation of a

spin- and valley-polarized ground state |K′↑i at
quarter-filling (44). The electron excitation at

this filling shows partial polarization of the

orthogonal state comprising |K′↓i, |K↑i, and
|K↓i. Ourmeasurements at fillings –2 < n < –1

indicate that the ground state in this range

also remains valley-polarized, thereby demon-

strating that FQH states in this filling range

are single-component and that valley sym-

metry breaking precedes the formation of

FQH states (45).

Although valley polarization in the filling

range –2 < n ≤ –1 is dictated by interactions,

we demonstrate that the sublattice asymmetry

energy plays an important role in choosing

which valley is occupied. In Fig. 2E, we extract

the sublattice polarization Z= (IA – IB)/(IA+ IB),

where IA and IB are the intensities of dI/dV

signals at the A and B sublattices (26), and

plot them for the ZLL as a function of filling.
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Fig. 1. Experimental setup and large gate range spectra. (A) Schematic of

the STM measurement setup. The orange cone represents the tip, the light blue

plane denotes the graphene, and the gray plane denotes the bottom gate. The

bottom gate voltage Vg tunes the carrier density of graphene; VB changes the

bias voltage between the tip and graphene. (B) Spectrum of device A at n = 1/2

showing LL peaks of different orbital numbers N. (C) Tunneling spectra of device A

as a function of bias voltage and gate voltage measured at B = 6 T, T = 1.4 K
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graphite gate; the right contact connects with graphene. (D) The energy of LLs
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Complementary to fillings in the range –2 <

n ≤ –1, where we find full polarization of the

hole excitation, we find that for the range 1 ≤

n < 2, the electron excitation maps probing

the unoccupied states are fully polarized in

the A sublattice. We find the occupied states,

probed by the hole excitations, to be always

polarized in the B sublattice regardless of the

filling factor, as is evident from the blue line

in Fig. 2E, which is almost entirely below zero.

This behavior indicates that although inter-

actions drive the symmetry breaking, the B sub-

lattice is favored by an apparent AB sublattice

asymmetry, likely originating from partial

alignment with the hBN substrate.

We turn our attention to spectroscopic im-

aging at charge neutrality to show that electron

interactions induce an intervalley coherent

electronic state in half-filled ZLL at high fields.

Spectroscopicmaps of n = 0 at 6 T (Fig. 3, A and

B, device B) show a spatially varying electronic

density with a periodicity that is
ffiffiffi

3
p

larger than

that of the graphene lattice. This has been

reported previously for graphene multilayers

claimed to be decoupled, albeit without gate

control (46). Such reconstruction of the unit

cell, also referred to as the Kekulé distortion, is

expected when an IVC phase forms. This state,

which is one of the four anticipated phases at

charge neutrality, has a real-space electronic

wave function with probability density at both

sublattices. To understand the real-space pat-

terns for electron and hole excitations of this

phase, we describe its valley order using a

vector on a Bloch sphere: |yi = cos(q/2)|Ki +
sin(q/2) exp(if)|K′i, with polar angle q and

azimuthal anglef. For stateswithordering vector

pointing to the poles (q = 0, 180°), electron

densities correspond to full valley and sub-

lattice polarization, forming a CDW state. In

contrast, when the ordering vector lies along

the equator of the Bloch sphere (q = 90°), we

have equal weight on both sublattices, with

the azimuthal angle f characterizing the phase

coherence of the wave functions between the

two sublattices. Computing the probability

density hy|yi, we find that the IVC state as

described by f = 0° and 180° (Fig. 3C) re-

produces the Kekulé patterns seen experimen-

tally for hole and electron excitation in Fig. 3,

A and B, respectively. Naturally, the hole ex-

citation has a real-space structure and valley

polarization orthogonal to those of the elec-

tron excitation of the same state.

A more detailed analysis of the ordering

vector as a function of the magnetic field re-

veals a continuous quantum phase transition
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Fig. 2. Symmetry breaking and fractional quantum Hall states of the zeroth

Landau level. (A) Tunneling spectrum of the zeroth Landau level between n = –2

and 2 measured in device A. (B) Corbino transport measurement done on device

A when contacting graphene with the tip by reducing tip height by 2 nm (B = 6 T,

T = 1.4 K). Fractional states are detected from n = 1/3 up to n = 4/9. The gate

voltages at which fractional features appear coincide with the tunneling

measurement in (A). (C) The separations of the split ZLL peak as a function of
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energy (black dashed line). (D) dI/dVmaps taken on the electron excitation of the ZLL
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between the IVC Kekulé phase and the valley-

and sublattice-polarized CDW state.We study

this transition by extracting the ordering vec-

tor’s polar angle q from the Fourier transforms

of real-space dI/dV maps and examine it as a

function of themagnetic field.With increasing

field, q shows a continuous transition from the

CDW phase (q = 0) to an IVC state with q ap-

proaching 90° in both devices (Fig. 3D). A crit-

ical field (2.2 T for device C) can be identified

where q becomes nonzero while intervalley

coherence emerges, as detected by the appear-

ance of Kekulé wave vectors in the FFT of dI/

dV maps. We find that both the critical field

and q at 6 T measured in the two devices cor-

relatewith the influenceof sublattice asymmetry

imposed by the hBN substrate. The less aligned

sample (device B, 13° misalignment between

graphene and hBN lattice), with smaller sub-

lattice asymmetry, shows a smaller critical field

and approaches a pure IVC state with q = 90° at

a lower field than sample C. This behavior is

consistent with the competition between the AB

sublattice asymmetry, which favors one sub-

lattice over the other, and valley anisotropy

induced by short-range electron-electron and

electron-phonon interactions (18), which favors

valley polarization of q = 90°. The magnetic

field controls the strength of the interactions

and in turn the valley anisotropy energy, thereby

tuningq like theorderparameterof a continuous

phase transition, a behavior well captured by a

mean-fielddescription (26) (Fig. 3D, dashed lines).

Finally, we show that measurements of the

spatial variation of the ordering vectors in

the IVC phase can be used to directly visualize

the presence of topological excitations in this

state. The spatial variations are extracted by

performing local Fourier analysis on the dI/dV

maps, where large areas of the sample show

spatially independent q and a constant gradi-

ent for f. Uniform gradients in f are expected

in the presence of either strain or dilute short-

range disorder (25). However, near charged

defects on the graphene surface, likely caused

by atomic adsorbates (Fig. 4A), we see mark-

edly different behavior. Near this defect, we

find that f displays a swirl-like spatial varia-

tion (Fig. 4B), and the variation of q plotted

as sublattice polarization Z = cos(q) (Fig.

4C) displays a dipole-like feature. Analysis of

higher-resolution electron excitation maps near

this defect (Fig. 4D) shows the variations close

to the defect of f (with the linear gradient
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Fig. 3. Intervalley coherent state at the charge neutrality point. (A and

B) dI/dV maps at the charge neutrality point, measured at B = 6 T in device B.

The hexagons represent the graphene lattice. The dI/dV maps show a Kekulé

reconstruction that triples the area of the unit cell. (C) Bloch sphere plot and

corresponding simulated probability density of valley polarization for CDW (left)

and IVC with f of 0° (center) and 180° (right). (D) Main panel: Polar angle q as a

function of the magnetic field in devices B and C extracted from dI/dV maps.

Plots are shown for q (E-ZLL peaks) and 180° Ð q (H-ZLL peaks). The

complementary behavior of H-ZLL and E-ZLL peaks confirms their orthogonal

nature. Device B has a 13° misalignment angle between the graphene and the

hBN substrate; in device C this angle is 8°. The color shading of the background

indicates the transition from CDW to IVC in device C. The mean field (MF)

behavior for q is shown as dashed lines, with critical fields of 2.2 T (device C)

and 0.6 T (device B). Top side panels: dI/dV maps of the H-ZLL at a few

representative magnetic fields in device C. Bottom side panels: Fourier transform

of the dI/dV maps in the corresponding top panels. At B = 2 T, only Fourier peaks

of the graphene lattice are visible, whereas at B = 2.4 T, Fourier peaks of the

Kekulé pattern appear and increase in intensity with increasing magnetic field.
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background subtracted) and Z more clearly

(Fig. 4, F and G). A visual representation of

the valley ordering vector texture near this

defect is shown in Fig. 4E. This valley texture

is consistent with that predicted for a CAF

skyrmion excitation of the Kekulé phase (23).

This topological excitation forms when the

valley polarization of one spin species flips

by 180° at its center, whereas the other spin

species is devoid of any valley texture. The two

key signatures of this skyrmion excitation are

the dipole behavior inZ, which is equivalent to a

meron-antimeronpair (Fig. 4I), accompanied by

a dipole in f oriented perpendicularly to the Z

dipole (Fig. 4H). Simulating the valley texture

using the nonlinear sigmamodel (NLSM) (26),

we find excellent agreement between the re-

sults from the model calculations (Fig. 4, H

and I) and our experimental results (Fig. 4, F

and G). With our choice of model parameters,

the calculation captures not only the qualita-

tive behavior of ϕ and Z but also the size of

the skyrmion, which is ~10 nm in both theory

and experiment. This CAF skyrmion carries an

electric charge of ±e, which is likelywhat caused

their localization near a charged defect of the

opposite sign. Our experiments show that be-

sides the CAF skyrmion, other types of valley

textures are also possible (fig. S5). Further work

can map the zoo of predicted topological excita-

tions in this andotherQHFMphasesof graphene

(22, 23). From a broader perspective, themicro-

scopic approach to studying valley ordering can

be applied to other two-dimensional systems,

such as twisted bilayer graphene.

After submission, we have become aware of

a related STM study of the n = 0 state (47).
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MOLECULAR MOTORS

Structural and functional insight into regulation of
kinesin-1 by microtubule-associated protein MAP7
Luke S. Ferro1†, Qianglin Fang1*†‡, Lisa Eshun-Wilson1†, Jonathan Fernandes2†, Amanda Jack3,

Daniel P. Farrell4, Mert Golcuk5, Teun Huijben6, Katelyn Costa7, Mert Gur5, Frank DiMaio4,

Eva Nogales1,3,8,9*, Ahmet Yildiz1,3,9,10*

Microtubule (MT)–associated protein 7 (MAP7) is a required cofactor for kinesin-1–driven transport

of intracellular cargoes. Using cryo–electron microscopy and single–molecule imaging, we investigated

how MAP7 binds MTs and facilitates kinesin-1 motility. The MT-binding domain (MTBD) of MAP7 bound

MTs as an extended a helix between the protofilament ridge and the site of lateral contact. Unexpectedly,

the MTBD partially overlapped with the binding site of kinesin-1 and inhibited its motility. However, by tethering

kinesin-1 to the MT, the projection domain of MAP7 prevented dissociation of the motor and facilitated its

binding to available neighboring sites. The inhibitory effect of the MTBD dominated as MTs became saturated

with MAP7. Our results reveal biphasic regulation of kinesin-1 by MAP7 in the context of their competitive

binding to MTs.

K
inesin and dynein are molecular motors

that deliver intracellular cargos bywalk-

ing along microtubules (MTs) (1, 2).

Intracellular cargos are differentially

regulated by structural MT-associated

proteins (MAPs) that decorate theMT surface

(1). Distinct cellular localizations of MAPs cor-

relatewith their regulatory roles in intracellu-

lar traffic (3). Overexpression of tau disrupts

kinesin-1 (hereafter kinesin)–driven transport

of synaptic vesicles in axons (4, 5), whereas the

knockdown of tau rescues defects in axonal

transport in Alzheimer’s disease models (6).

Unlike tau, MAP7 is a required cofactor for

kinesin-driven transport in cells (7–9). TheMAP7

projection domain binds to kinesin’s coiled-coil

stalk in vitro (9, 10), recruits kinesin to MTs,

and activates its motility (9, 11). Transient in-

teractions with the MAP7 projection domain

may enable kinesin to hop from one MAP to

another, increasing its apparent run length by

disfavoring detachment from the MT (9).

To understand howMAP7 regulates kinesin,

we determined the cryo–electron microscopy

(cryo-EM) structure of MTs decorated with

full-length (FL)MAP7 (Fig. 1, A and B; fig. S1A;

tables S1 and S2; and movie S1). The recon-

struction revealed a 53-residue-long a helix

that runs parallel to the MT axis about the

length of a tubulin dimer (Fig. 1, A to C, and

fig. S1B). Unlike MAP2, MAP4, and tau, which

bind along the outer ridges of the protofila-

ments (12–14), MAP7 runs halfway between

the outer ridge and the site of lateral contact.

The costructure of MAP7’s MT binding do-

main (MTBD; residues 60 to 170) and FL tau

on the MT (fig. S2) illustrated their distinct

MT footprints and confirmed that the helical

segment corresponds to the MTBD of MAP7.

We identified a single MAP7 sequence register

that corresponds to a well-conserved segment

of theMTBD (residues 87 to 139; fig. S3, A to C)

through Rosetta modeling (15) and validated

this registry by determining the structure of

MTs decorated with a shorter MAP7 construct

(residues 83 to 134; fig. S3D). Because MAP7

MTBD could potentially form a helix longer

than the length of a tubulin heterodimer (fig.

S2A), we cannot exclude the possibility of a

larger footprint of MAP7 on the MT (13) (fig.

S4; see materials and methods).

The a-helical density for MAP7 is not uni-

form (Fig. 1B). Segment I (residues 113 to 139)—

the best-resolved region (Fig. 1B)—interacts

extensively with tubulin (Fig. 1D); Q113 and

E117 of MAP7 are within hydrogen-bonding

distance of N197 and S155 of b-tubulin, re-

spectively; R114 and K127 of MAP7 engage in

electrostatic interactions with E159 and D414

of b-tubulin, respectively. Y108 of b-tubulin in-

serts into a hydrophobic pocket formed by

R120, R121, and V124 of MAP7. We also iden-

tified potential hydrogen bonds between R128,

R131, and K136 of MAP7 and the mainchain

oxygens of E411 andG410 of b-tubulin andV159

of a-tubulin, respectively. Segment III (residues

87 to 99) interacts with a-tubulin. Segment II

(residues 100 to 113) faces a cavity at the intra-

tubulin dimer and has the weakest density in

our map (Fig. 1B). All-atom molecular dynam-

ics (MD) simulations verified these pairwise
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interactions, and identified additional potential

interactions betweenMAP7 and tubulin (fig. S5

andmovie S2). Segment II fluctuatedmore than

other segments in simulations because it only

makes transient contacts with tubulin (Fig. 1,

E and F, and fig. S5), explaining why this seg-

ment has weak density in our cryo-EM map.

We next determined how MAP7 affects the

motility of kinesin and the dynein-dynactin-

BicDR1 complex [(DDR), hereafter dynein] (16)

(Fig. 2A). FLMAP7 uniformly decoratedMTs

with a dissociation constant (KD) of 111 ± 12 nM

(±SE) under physiological salt (Fig. 2, B and C,

and fig. S6). As previously reported (9, 11), the

addition of 50-nM MAP7 rescued FL kinesin

from autoinhibition (17) and substantially in-

creased its run frequency and length (fig. S7).

MAP7 also enhanced the motility of constitu-

tively active kinesin (K560, residues 1 to 560)

(Fig. 2, D andEandmovie S3) (9, 11). Unlike run

length and frequency, kinesin velocity decreases

even at low MAP7 concentrations (Fig. 2E),

which could be a result of pausing at MTBD

obstacles or binding to the projection domain.

Although previously, dynein has been reported

not to be inhibited by 5-nMMAP7 (10); how-

ever, we found that it was inhibited by MAP7

with a half-maximal inhibition constant (IC50)

of 10 ± 3 nM (Fig. 2, D and E). MAP7 deco-

ration of MTs also switched the direction of

an assembly that links FL kinesin to dynein

(Fig. 2F) (18). 80%of kinesin-dynein assemblies

wereminus-end–directed on undecoratedMTs,

whereas 93%moved toward the plus end upon

addition of 10 nM MAP7 (Fig. 2, G and H, fig.

S6C, and movie S4).

Unexpectedly, kinesin run frequency started

to decrease whenMAP7 concentration was in-

creased further (100 to 1000 nM; Fig. 2, D and

SCIENCE science.org 21 JANUARY 2022 • VOL 375 ISSUE 6578 327

Fig. 1. MAP7 binds the MT between the outer protofilament ridge and

the site of lateral contact. (A) Cryo-EM map (without symmetry expansion)

of an MT decorated with MAP7; a-tubulin, b-tubulin, and MAP7 are shown in

green, blue, and purple, respectively. (B) Improved MAP7-MT cryo-EM

map after symmetry expansion and protofilament-based density subtraction

(see methods). MAP7 binds across both inter- and intradimer interfaces.

Weaker density is seen for the region over the intradimer interface

(segment II), indicative of more flexibility and weaker interaction. Only

one repeat of MAP7 and its neighboring tubulins are shown for clarity. a.a.,

amino acids. (C) Ribbon diagram for MAP7 and tubulin with the improved

cryo-EM density map shown in gray. (D) Details of the interacting

residues between MAP7 and its neighboring tubulins. Tubulin residues are

shown in italics. (E) Initial and final MAP7-tubulin conformations obtained

from an example all-atom MD simulation. Beads represent constrained

atoms in MAP7 and tubulin. (F) Average root mean squared fluctuations

of MAP7 Ca atoms from the cryo-EM structure coordinates within 200 ns

(n = 4 simulations). Single-letter abbreviations for the amino acid residues

are as follows: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile;

K, Lys; L, Leu; M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr;

V, Val; W, Trp; and Y, Tyr.
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E, and movie S3). We reasoned that the non-

linear relationship between MAP7 decoration

and kinesin motility could arise when the

motor is subjected to simultaneous activation

and inhibition that dominate at different con-

centrations (Fig. 2E) (19). To determine the

source of these opposing inputs, we disrupted

the kinesin-MAP7 interaction by truncating

either the MAP7-binding domain of kinesin

(K490, residues 1 to 490) or the kinesin-binding

domain of MAP7 (MAP7-N and MAP7-MTBD;

Fig. 3A). In all cases, MAP7 inhibited kinesin

(Fig. 3B, fig. S8, and movies S5 and S6) as

strongly as it inhibited dynein (Fig. 2E). Thus,

MTBD inhibits whereas the projection domain

activates kinesin (10).

MTBD may inhibit kinesin by competing

for the same tubulin binding site, because

superimposing the MT-bound structure of ki-

nesin (20) onto our model reveals an apparent

clash between kinesin and segment II of

MAP7 (fig. S9A). Alternatively, the flexible

segment IImay accommodate kinesin binding

by shifting away from the intradimer inter-

face, as proposed for DCX and MAP4 (14, 21).

To distinguish between these possibilities, we

determined the structure of MTs incubated
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Fig. 2. MAP7 differentially regulates kinesin and dynein motility.

(A) Schematic of kinesin and dynein motility on MTs coated with MAP7.

(B) MT decoration of fluorescently labeled MAP7 under different concentrations.

(C) Fluorescence intensity (mean ± SD) of MAP7 was fit to the Langmuir

isotherm (solid curve) to calculate KD (± SE). From left to right, n = 40, 44, 50,

68, and 109 MTs (two technical replicates). (D) Kymographs of K560 and

dynein motility in the presence of MAP7. Assays were performed in 150 mM

potassium acetate (KAc) and 0.1% methylcellulose. (E) Run frequency, run

length, and velocity of K560 and dynein at different MAP7 concentrations

(mean ± SEM). K560 run frequency was fit to the biphasic Hill equation

(solid black curve) to reveal the half-maximal activation (blue dashed curve)

and inhibition (red dashed curve) concentrations (± SE). Dynein run frequency

was fit to the Langmuir equation (not shown) to calculate IC50 (± SE). From

left to right, n = 281, 463, 532, 836, 381, and 433, and 233 for K560, and

386, 235, 213, and 146 for dynein; two technical replicates). (F) Schematic

of kinesin and dynein assembled onto BicDR1. The addition of MAP7 switches

the active motor. (G) Kymographs of kinesin-dynein assemblies with

and without 10 nM MAP7. Yellow arrows show kinesin-dynein colocalizers.

(H) Directionality of kinesin-dynein assemblies (mean ± SD, n = 356 and

580 for 0- and 10 nM MAP7, respectively, three replicates).
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with rigor kinesin [K350, residues 1 to 350,

E236A mutation (K350
E236A

)] and MAP7

(Fig. 3C). Because distinct binding sites of

MAP7 and kinesin can be artifactually averaged

during reconstruction (fig. S9B), we performed

focused 3D classification around the putative

sharedbinding site ofMAP7andkinesin (fig. S10;

see methods). The classification resulted in two

distinctmapsof thebinding site, oneoccupiedby

MAP7 only, and the other occupied by kinesin

only (Fig. 3D). Thus, kinesin andMAP7 cannot

simultaneously bind to the same tubulin dimer.

Consistentwith cryo-EM,MTBDwas unable

to bind MTs predecorated with K350
E236A

(Fig. 3E). However, FL MAP7 or a construct

lacking the MTBD (DMTBD; fig. S11, A to C)

still bound to K350
E236A

-decoratedMTs, pre-

sumably through the P123 domain (residues

175 to 316) (8, 9). MT binding of DMTBD was

nearly abolished upon cleaving the flexible

tails of tubulin (Fig. 3E and fig. S11D), ex-

plaining why P123 was invisible in our struc-

ture. To verify that kinesin is inhibited at high

levels of MAP7 decoration as a result of bind-

ing site overlap, we also replaced the MT-

binding regions of MAP7 with that of tau,

which also overlaps with the tubulin bind-

ing site of kinesin and inhibits kinesinmotility

(fig. S12) (13, 22). Similar to FL MAP7, bind-

ing of this chimeric MAP to the MT resulted

in biphasic regulation of kinesin motility

(Fig. 3, F and G).

To reveal how kinesin “walks” along MAP7-

decorated MTs despite competing for the same

binding site, we fluorescently labeled themotor

domain of K560 and tracked kinesin stepping

with nanometer precision under limiting aden-

osine triphosphate (ATP) conditions (Fig. 4A).

On undecoratedMTs, kinesin took 16-nm steps

in the forward direction (23), whereas steps

in the sideways and backward directions

were rare (9 and 3%, respectively; Fig. 4, A
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Fig. 3. MT tethering enables kinesin to move on MAP7-decorated MTs despite

their overlapping binding sites. (A) Schematic of kinesin, MAP7, and tau

constructs. (B) Kymographs showing kinesin motility in the presence of FL and

truncated MAP7. (C) Average cryo-EM map of an MT decorated with both MAP7 and

rigor kinesin. Atomic model of MAP7 and previously reported structure of kinesin

on MT (PDB code: 4HNA) (20) were fitted into the cryo-EM map. (D) Focused 3D

classification resulted in two distinct density maps showing either MAP7-bound

(left) or kinesin-bound (right) tubulin, indicating competitive binding. (E) Fluorescent

signal (top) and normalized intensity (bottom) of 1 mM LD655-labeled MAP7

constructs on MTs that are either untreated (control), subtilisin-treated, or

predecorated with 1 mM rigor kinesin (mean ± SEM; n values are given for each bar).

(F) Kinesin motility in the presence of chimeric MAPs. (G) Run frequency and

velocity of kinesin in the presence of Tau-MTBD/MAP7-projection (mean ± SEM,

n = 27, 112, 211, 102, and 55 from left to right, two technical replicates).
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and B, and fig. S13A) (24). At 36 nMMAP7, we

observed a modest increase in the proba-

bility of sideways and backward stepping

(Fig. 4, A and B). At nearly saturating MAP7

concentrations, we observed 16- to 64-nm

displacements in our trajectories, as well as

increased stepping in sideways (35%) and

backward (26%) directions (Fig. 4, A and B).

Because kinesin cannot take such large steps

on its own (Fig. 4, A and B), these large dis-

placements likely represent transient de-

tachment and reattachment of the motor to

the MT.

In the absence of the projection domain,

kinesin was stuck on MTs decorated with

36-nM MTBD and dissociated from MTs at

increased ATP concentrations (fig. S13, B and

C). Furthermore, the addition of the C-terminal

half of MAP7 (MAP7-C) was unable to stim-

ulate kinesin motility onMTs decorated with

theN-terminal half ofMAP7 (MAP7-N, fig. S14).

Thus, the projection domain is needed to be

tethered to the MTBD to enable to bypass

MTBD obstacles.

On the basis of our results and previous

reports (9, 11), we propose a model for kinesin

stepping on MAP7-decorated MTs. MAP7 re-

cruits kinesin-1 to the MT and activates sub-

sequent motility (9, 11). MT binding of MAP7

also obstructs kinesin stepping along the

protofilament, which results in kinesin disso-

ciation from the MT. However, the MAP7

projection domain tethers kinesin to the

MT surface, allowing it to rebind the MT at

nearby sites not blocked by its MTBD. This

“tethered diffusion” of kinesin appears as

large forward, sideways, or backward dis-

placements in our trajectories. When the MT

surface is nearly saturated with MAP7, the

frequency and length of kinesin runs are

reduced because of the scarcity of empty

tubulin sites to which the motor can rebind

after it dissociates (Fig. 4C). Unlike kinesin-1,

MAP7 inhibits dynein motility because its

MTBD overlaps with the dynein binding site

(fig. S15) but its projection domain does not

tether dynein to MTs.

This biphasic regulation mechanism may

enable precise control of kinesin-1–driven

transport by varying MAP7 density on cellular

MTs. AlthoughMAP7 is required for kinesin-1-

driven processes inmany cell types (10, 25, 26),

dense MAP7 localization was shown to slow

and pause organelle transport at brunch junc-

tions in rat neurons (8). Increased accumu-

lation of MAP7 may reroute cargos to their

destinations by facilitating the detachment

of kinesin from its MT track and rebinding to

neighboring MTs at these junctions (8).
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SARS-CoV-2 vaccine protection and deaths among
US veterans during 2021
Barbara A. Cohn1†, Piera M. Cirillo1,2†, Caitlin C. Murphy3†,

Nickilou Y. Krigbaum1,2, Arthur W. Wallace2,4*

We report severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) vaccine effectiveness against

infection (VE-I) and death (VE-D) by vaccine type in 780,225 veterans in the Veterans Health

Administration, covering 2.7% of the US population. From February to October 2021, VE-I declined for all

vaccine types, and the decline was greatest for the Janssen vaccine, resulting in a VE-I of 13.1%.

Although breakthrough infection increased risk of death, vaccination remained protective against death

in persons who became infected during the Delta variant surge. From July to October 2021, VE-D for

age <65 years was 73.0% for Janssen, 81.5% for Moderna, and 84.3% for Pfizer-BioNTech; VE-D for age

≥65 years was 52.2% for Janssen, 75.5% for Moderna, and 70.1% for Pfizer-BioNTech. Findings support

continued efforts to increase vaccination, booster campaigns, and multiple additional layers of

protection against infection.

T
he mRNA vaccines BNT162b2 (Pfizer-

BioNTech) and mRNA-1273 (Moderna)

and the viral vector vaccine JNJ-78436735

(Janssen) have effectively prevented

clinically recognized disease caused by

severe acute respiratory syndrome coronavirus

2 (SARS-CoV-2) since their rollout in theUnited

States in late 2020 (1, 2). Vaccines have also

reduced the incidence of asymptomatic infec-

tion and associated infectivity (3). However,

by July 2021, the United States experienced a

surge in cases of COVID-19, dominated by the

B.1.617.2 (Delta) variant (4, 5). Initial reports,

including follow-up of the Pfizer-BioNTech

andModerna trials (6–8), suggested sustained

vaccine protection (9), but three reports by the

USCenters forDisease Control andPrevention

(CDC) in August 2021 (10–12) demonstrated

that protection against infection had declined

in mid-summer as the Delta variant rose to

dominance; protection against hospitaliza-

tion and death remained high (13–15). Break-

through infections, illness, hospitalizations,

and deaths have since continued to emerge

in vaccine recipients.

This phenomenon has been most compre-

hensively monitored in Israel, where high

levels of transmission of the Delta variant led

to a resurgent outbreak in mid-June 2021 (16)

despite a successful nationwide campaign to

vaccinate the population (17). Israel author-

ized boosters of the Pfizer-BioNTech vac-

cine for adults age ≥60 years in July 2021 and

extended this authorization to adults age

≥50 years in August 2021 (18). Rates of infec-

tion and severe illness subsequently declined

in those who received a booster (19). Largely

on the basis of these data, as well as data

from the UK (20, 21), the US Food and Drug

Administration (FDA) authorized boosters

of the Pfizer-BioNTech vaccine for older (age

≥65 years) and higher-risk adults in September

2021 (22); the FDA similarly authorized boos-

ters of theModerna vaccine in October 2021, as

well as boosters for all recipients of the Janssen

vaccine (23).

The debate over boosters in the United

States (24) has laid bare the limitations of

its public health infrastructure: National

data on vaccine breakthrough are inadequate.

The CDC transitioned inMay 2021 frommoni-

toring all breakthrough infections to focus on

identifying and investigating only hospitalized

or fatal cases attributable to any cause, includ-

ing causes not related to COVID-19 (25). Some

data on vaccinations, infections, and deaths

are collected through a patchwork of local

health departments (10), but these data are

frequently out of date and difficult to aggregate

at the national level. We addressed this gap

and examined SARS-CoV-2 infection and deaths

by vaccination status in 780,225 veterans during

the period 1 February 2021 to 1 October 2021,

encompassing the emergence and dominance

of the Delta variant in the United States.

The distribution of SARS-CoV-2 infection by

demographics, comorbidity, and vaccination

status is shown in table S1 for 1 February 2021

to 1 October 2021 (n = 780,225 subjects). The

percentage of polymerase chain reaction (PCR)

test positivity is higher in veterans who were

unvaccinated (25.8%), female (15.8%), Hispanic

(13.9%), American Indian/Alaska Native (14.7%)

or Native Hawaiian/Pacific Islander (14.2%),

age <50 years at time of reverse transcription

PCR (RT-PCR) assay (19.1%), and had a lower

comorbidity score (16.2% for Charlson Comor-

bidity Index = 0) (26); 33,514 positive PCR
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tests occurred in 498,148 fully vaccinated

veterans. The distribution of vaccine type by

demographic is shown in table S2. Vaccine

type differed by age: Younger (age <50 years)

veterans were more likely to have received

the Janssen vaccine than either Moderna or

Pfizer-BioNTech.

For theperiod1February2021 to1October2021,

vaccine effectiveness against infection (VE-I)

declined over time (P < 0.01 for time depend-

ence) (Table 1), even after adjusting for age,

sex, and comorbidity. VE-I declined for all

vaccine types (Fig. 1), with the largest declines

for Janssen followed by Pfizer-BioNTech and

Moderna. Specifically, in March, VE-I was

86.4% [95% confidence interval (CI), 85.2 to

87.6%) for Janssen, 89.2% (95% CI, 88.8 to

89.6%) for Moderna, and 86.9% (95% CI, 86.5

to 87.3%) for Pfizer-BioNTech. By September,

VE-I had declined to 13.1% (95% CI, 9.2 to

16.8%) for Janssen, 58.0% (95% CI, 56.9 to

59.1%) for Moderna, and 43.3% (95% CI, 41.9

to 44.6%) for Pfizer-BioNTech.

As shown in Fig. 2, risk of infection ac-

celerated in both unvaccinated and fully vac-

cinated veterans beginning in July 2021 and

through September 2021, which is consistent

with the time dependence observed in the Cox

proportional hazards models. This pattern

was similar across age groups, and risk of

infection was highest for unvaccinated veter-

ans. Veterans who were fully vaccinated with

the Moderna vaccine had the lowest risk of

infection, followed closely by those who re-

ceived the Pfizer-BioNTech vaccine, then those

who received the Janssen vaccine.

Risk of death after SARS-CoV-2 infection

was highest in unvaccinated veterans regard-

less of age and comorbidity (Fig. 3). However,

breakthrough infections were not benign, as

shown by the higher risk of death in fully

vaccinated veterans who became infected com-

pared with vaccinated veterans who remained

infection-free.

We observed similar results when exam-

ining the time period corresponding to the

dominance of the Delta variant (fig. S1).

Specifically, among those with a positive PCR

test on or after 1 July 2021, vaccination was

protective against death, although with some

differences by age and vaccine type. For age

<65 years, vaccine effectiveness against death

(VE-D) was 81.7% (95% CI, 75.7 to 86.2%) for

any vaccine, 73.0% (95% CI, 52.0 to 84.8%)

for Janssen, 81.5% (95% CI, 70.7 to 88.4%) for

Moderna, and 84.3% (95% CI, 76.3 to 89.7%)

for Pfizer-BioNTech. For age ≥65 years, VE-D

was 71.6% (95% CI, 68.6 to 74.2%) for any

vaccine, 52.2% (95% CI, 37.2 to 63.6%) for

Janssen, 75.5% (95% CI, 71.8 to 78.7%) for

Moderna, and 70.1% (95% CI, 66.1 to 73.6%)

for Pfizer-BioNTech.

Benefits of vaccination in reducing risk of

SARS-CoV-2 infection and death are clearly

supported by this study of more than 780,225

US veterans. However, VE-I declined as risk

increased in both unvaccinated and vaccinated

veterans, coincident with the emergence and

dominance of the Delta variant in the United

States. Our analysis by vaccine type—including

the Pfizer-BioNTech, Moderna, and Janssen

vaccines—suggests a declining VE-I over time,

particularly for the Janssen vaccine. Yet, de-

spite increasing risk of infection because of

the Delta variant, VE-D remained high, and

compared with unvaccinated veterans, those

fully vaccinated had a much lower risk of

death after infection. These results demon-

strate an urgent need to reinstate multiple lay-

ers of protection, such asmasking and physical

distancing—even among vaccinated persons—

while also bolstering current efforts to increase

vaccination.

Patterns of breakthrough SARS-CoV-2 infec-

tion among vaccinated veterans show a wor-

risome temporal trend, overlapping with the

emergence of Delta as the dominant variant

in the United States in July 2021. Although

others have demonstrated high VE-I and VE-D

in veterans during vaccine rollout through

mid-March 2021 (27), our results suggest that

vaccines are less effective in preventing infec-

tion associated with the Delta variant. The

Delta variant is more infectious than other

variants, likely because of increased viral

load and transmission before symptoms (28).

Other US studies (29–31), many conducted

in large health care systems, similarly show

declining VE-I as the Delta variant rose to

dominance, with notable declines in older

adults. For example, two studies conducted

at Kaiser Permanente Southern California

show that VE-I decreased from 95% at 14 to

60 days to 79% at 151 to 180 days after vac-

cination for ages 18 to 64 years (29), and from

80% at 1 month to 43% at 5 months after

vaccination for ages ≥65 years (31). Declines

in protection against infectionwith Delta have

been observed in Israel (16), the UK (20, 21),

and Qatar (32, 33).

Endurance of VE-I in the face of the Delta

variant in this large, population-based sam-

ple was dependent on vaccine type, and this

was consistent across all age groups and time

since vaccination. Most studies of VE-I have

examined Moderna or Pfizer-BioNTech vac-

cines (16, 20, 21, 29–33), and our study adds to

this literature by showing dramatic declines

in VE-I for the Janssen vaccine. Similarly, we

found that VE-D for the Janssen vaccine was

much lower—about 50%—compared with that

of the randomized trial. These findings are

consistent with the better neutralizing anti-

body response observed after vaccination with

Moderna or Pfizer-BioNtech compared with

Janssen vaccines, and in response to the Delta

variant (34). In addition, differences in im-

mune response to mRNA vaccines by type of

immunity support the more enduring protec-

tion against death (through cellular immunity)

compared with protection against infection

(which is more dependent on antibodies) (35).

Our findings on increased risk of death

after breakthrough infection provide further

support for continuing efforts to discover and

implement effective interventions to prevent

infection in all persons, including those who

have been fully vaccinated. Fully vaccinated

veterans were more likely to survive when

infected with SARS-CoV-2 (breakthrough in-

fections) compared with unvaccinated veter-

ans who were also infected; this was true even

for older age groups, those with more chronic

conditions, and during and after the Delta

surge in July 2021. However, breakthrough

infections still carried some risk, as evidenced

by the higher risk of death in vaccinated veter-

ans who were subsequently infected compared

with those who were vaccinated but remained

infection-free. Breakthrough infections are also
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Fig. 1. Time-dependent vaccine effective-

ness against SARS-CoV-2 infection as

estimated from Cox proportional

hazards models, adjusted for age,

race, ethnicity, sex, and comorbidity

score. Vaccine effectiveness presented as

(1 Ð hazard ratio × 100) and 95% CIs.

Effectiveness for each month was estimated

from contrasts by using product terms for

vaccination status by time to most recent

RT-PCR assay.
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a concern for transmission, and the Delta variant

in particular results in high viral loads in the nose

similar to that of infections in unvaccinated

persons (36). Because viral load is a key deter-

minant of transmissibility (37), the benefit

of vaccination is less for the Delta variant

compared with the earlier Alpha variant (38),

suggesting that additional, alternative preven-

tion practices will be essential to reduce in-

fection. Higher risk of death after breakthrough

infection implies higher rates of hospitaliza-

tions, and these prevention practices will likely

also conserve medical resources.

Infection prevention in all persons will have

the added, worldwide benefit of reducing the

potential for deleterious evolution of the viral

genome as the infection is transmitted from

person to person (37, 39). However, rates of

vaccination—among other viral, social, political,

and behavioral parameters—will determine the

future evolution of the virus (37). Viral evolution

may result in more lethal or infectious variants,

or variants that escape protection the vaccine,

and should be constricted by reducing infec-

tion rates.

It is not yet known whether breakthrough

infections increase risk of “long COVID” [other-

wise known as post-acute sequelae of COVID-

19 (PASC)], a constellation of debilitating and

lingering symptoms after infection. These symp-

toms can lead to physiologic disruption of

multiple organ systems; substantial disrup-

tion of daily life, employment, and mental

health; and a higher burden on the health care

system (40, 41). Long COVID has been ob-

served as a consequence of bothmild and severe

infection (42), raising the possibility that survi-

vors of breakthrough infections may also be at

risk for long COVID. Therefore, prevention of

breakthrough infections may avoid the over-

whelming, long-term consequences of long

COVID due to widespread infection.

As of this report, the scientific community

continues to debate booster vaccines in the

United States. The FDA authorized Pfizer-

BioNTech boosters in September 2021 and

Moderna and Janssen boosters in October 2021,

and the CDC has made similar recommen-

dations. Although our study does not directly

address the benefits and risks of booster

vaccines, findings may be interpreted in the

context of this ongoing debate. First, VE-I

declined most precipitously for the Janssen

vaccine, and a booster with one of the mRNA

vaccines may result in more durable protection

for those initially vaccinated with Janssen.

This is further supported by the available, albeit

limited, evidence that suggests a stronger anti-

body response when Janssen vaccination is

followed by an mRNA booster (43). Second,

although their risk of death is much lower,

younger veterans (age <65 years) experienced

the greatest relative reduction in risk of death

associated with vaccination, which suggests

that this age group in addition to older adults

may benefit from a booster. Early results of the

first randomized trial on boosters demon-

strates that a booster of Pfizer-BioNTech is

95.6% effective against infection compared

with two shots and a placebo (43). Some un-

knowns remain—namely, how effective booster

vaccines are against Delta and other emerging

variants and how long immunity from a booster

may last.

A strength of our study is the use of large-

scale, national US Department of Veterans

Affairs (VA) data, covering 2.7% of the US

population and collected in real time. After

transitioning to focus on breakthrough hospi-

talizations and deaths, the CDC now reports

COVID-19 cases, associated hospitalizations,

and deaths by vaccination status and age group

(available at https://covid.cdc.gov/covid-data-

tracker) as weekly rates per 100,000 persons;

these data are derived from a network of

acute-care hospitals in 14 states and 16 health

departments that links case surveillance to

immunization systems. Although informative,

data lag behind by about 2 months and do not

illustrate risk of hospitalization or death after

a breakthrough infection. The VA Corporate

Data Warehouse was essential to our timely

analysis of breakthrough infections and deaths

up until 1 October 2021, and moving forward,
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Table 1. Vaccine effectiveness against SARS-CoV-2 infection by month after vaccination; estimated

from Cox proportional hazards models; and adjusted for age, race, ethnicity, sex, and comorbidity

score. Adjusted hazard ratio <1.0 indicates lower risk of infection for vaccine, shown compared with

unvaccinated. For vaccinated veterans, infection was assessed 15 days after the last vaccine that

established full vaccination status. For unvaccinated veterans, infection was assessed beginning in

1 February 2021, coincident with broadscale vaccine eligibility in the VA. Time dependence was tested

in Cox proportional hazards models by including product terms for vaccination status (Janssen, Moderna,

Pfizer-BioNTech, or unvaccinated) by log(time)—Janssen*log(time), Moderna*log(time), Pfizer-BioN-

Tech*log(time)—and adjusted for age, sex, race, ethnicity, and comorbidity (Charlson Comorbidity score,

overweight, type II diabetes, chronic obstructive pulmonary disease, bronchitis, acute respiratory failure,

and chronic lung disease). Significance levels for all product terms were P < 0.0001. Vaccination status is

modeled as time-varying, assigning follow-up time for veterans before the date of full vaccination as

“unvaccinated time” and time after the date of full vaccination as “vaccinated time”; vaccination is defined

as (i) a single Janssen vaccine, (ii) two Moderna vaccines, or (iii) two Pfizer-BioNTech vaccines.

Adjusted

hazard ratio

95% confidence

interval
P value

Janssen versus unvaccinated*
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

March 0.14 0.12 0.15 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

April 0.19 0.17 0.20 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

May 0.25 0.24 0.27 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

June 0.34 0.33 0.36 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

July 0.47 0.45 0.49 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

August 0.64 0.62 0.66 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

September 0.87 0.83 0.91 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Moderna versus unvaccinated*
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

March 0.11 0.10 0.11 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

April 0.14 0.13 0.14 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

May 0.17 0.17 0.17 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

June 0.21 0.21 0.22 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

July 0.27 0.26 0.27 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

August 0.33 0.33 0.34 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

September 0.42 0.41 0.43 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Pfizer-BioNTech versus unvaccinated*
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

March 0.13 0.13 0.14 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

April 0.17 0.16 0.17 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

May 0.21 0.21 0.22 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

June 0.27 0.27 0.28 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

July 0.35 0.34 0.35 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

August 0.44 0.44 0.45 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

September 0.57 0.55 0.58 <0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

*Associations at each month were estimated from contrasts by using product terms for vaccination status by time in Cox

proportional hazards models, including indicator terms for vaccination status (Janssen, Moderna, or Pfizer-BioNTech)

product terms and age, sex, race, ethnicity, and comorbidity (Charlson Comorbidity score, overweight, type II diabetes,

chronic obstructive pulmonary disease, bronchitis, acute respiratory failure, and chronic lung disease).
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these data may be used as a tool to comprehen-

sively monitor vaccine effectiveness because

other variants are likely to emerge.

Our results should be interpreted in the

context of limitations. There are many ap-

proaches to evaluating vaccine effectiveness

(such as test-negative, case-control, and cohort

registry). We required a recent RT-PCR assay

to be included in the analysis, a feature of test-

negative designs that may minimize confound-

ing owing to health-seeking behavior. However,

there may still be differences in testing intervals

and frequency by vaccination status. The specific

setting or reason for testing is not known, and it

is also possible that persons with asymptomatic

infections may not have been tested and there-

fore not included in the analysis. Our sample

has proportionately fewer women, although

a large number are still included. We did not

have information on genotyping of infections

to determine the proportion caused by the

Delta variant. Patterns of survival for those

with a negative PCR test by vaccination status

suggests that there are underlying differences

in unvaccinated compared with vaccinated

persons, and that we did not measure or ac-

count for these in our analysis; these differ-

ences may contribute to the different risks of

death we observed. For example, recent polls

suggest that unvaccinated Americans are

less willing to adopt COVID-19 precautions,

such as mask-wearing and social distancing

(44). Last, we did not examine VE against

hospitalization but used death as a surro-

gate for clinically severe infection. Our find-

ing that VE-D remained high during the Delta

surge is consistent with US studies that show

sustained protection against hospitalization

(15, 30, 45).

Although vaccination remains protective

against SARS-CoV-2 infection, protection

waned as the Delta variant emerged in the
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Fig. 2. Kaplan-Meier

curves illustrating

cumulative risk of

SARS-CoV-2 infection,

by vaccination status

and age. (A) All ages.

(B) Age <50 years.

(C) Age 50 to

64 years. (D) Age

≥65 years. The survival

function estimates

time to infection

detected by most

recent RT-PCR assay.
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United States, and this decline did not differ

by age. The Janssen vaccine showed the greatest

decline in VE-I. Breakthrough infections were

not benign; vaccinated persons who were sub-

sequently infected had a higher risk of death

compared with that of vaccinated persons

who remained infection-free. Vaccination still

provided protection against death in infected

persons, and this benefit was observed for the

Moderna, Pfizer-BioNTech, and Janssen vac-

cines during the Delta surge, although the

benefit was greater for Moderna and Pfizer-

BioNTech compared with Janssen vaccines.

Our findings support the conclusion that

COVID-19 vaccines remain the most impor-

tant tool to prevent infection and death. Vac-

cines should be accompanied by additional

measures for both vaccinated and unvac-

cinated persons, including masking, hand

washing, and physical distancing. It is imper-

ative to implement public health interventions,

such as strategic testing for control of out-

breaks, vaccine passports, employment-based

vaccine mandates, vaccination campaigns for

eligible children as well as adults, and con-

sistent messaging from public health leader-

ship in the face of increased risk of infection

from the Delta and other emerging variants.
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CORAL REEFS

Protecting connectivity promotes successful
biodiversity and fisheries conservation
Luisa Fontoura1, Stephanie DÕAgata1,2,3, Majambo Gamoyo4, Diego R. Barneche5,6, Osmar J. Luiz7,

Elizabeth M. P. Madin8, Linda Eggertsen9, Joseph M. Maina1,10*

The global decline of coral reefs has led to calls for strategies that reconcile biodiversity conservation

and fisheries benefits. Still, considerable gaps in our understanding of the spatial ecology of ecosystem

services remain. We combined spatial information on larval dispersal networks and estimates of

human pressure to test the importance of connectivity for ecosystem service provision. We found

that reefs receiving larvae from highly connected dispersal corridors were associated with high fish species

richness. Generally, larval “sinks” contained twice as much fish biomass as “sources” and exhibited

greater resilience to human pressure when protected. Despite their potential to support biodiversity

persistence and sustainable fisheries, up to 70% of important dispersal corridors, sinks, and source reefs

remain unprotected, emphasizing the need for increased protection of networks of well-connected reefs.

E
cological networks of larval dispersal sup-

port the long-term resilience of marine

assemblages through population replen-

ishment and gene flow (1, 2). The spatially

asymmetric nature of larval dispersal

driven by species-specific life history traits

and oceanographic conditions shapes coral

reef connectivity patterns (3). Reefs acting as

“sources” of fish larval export can help stabilize

and restore fisheries in connected “sinks” (4).

Dispersal corridors connect populations between

sources and sinks, thus promoting gene flowand

supporting biodiversity persistence (5, 6). Dis-

cerning functionally important connectivity

attributes on coral reefs is vital for maximizing

biodiversity and fisheries benefits that largely

contribute to the well-being of human popula-

tions (7, 8).We address three fundamental gaps

concerning protection of ecological connectivity

on coral reefs: (i) the relative importance of dis-

tinct larval connectivity attributes in supporting

reef fish species richness (biodiversity persist-

ence) and biomass (sustainable fisheries); (ii)

fish community responses along gradients of

larval connectivity, human pressure, and fish-

eries management; and (iii) the state of con-

nectivity conservation for coral reefs.

We applied aBayesian hierarchicalmodeling

framework to test the association between fish

larval connectivity and ecosystem services pro-

vision, quantified with fish species richness

and fish standing biomass across a gradient
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Fig. 1. Global patterns of fish larval connectivity on coral reefs and

association with total fish biomass and species richness. (A) Fish larval

dispersal simulated for coral reefs globally with ocean data from 2000 to

2005. Connectivity attributes and human pressure were estimated for

272 reef sites (blue points) to determine the role of connectivity in promoting

fish biomass and species richness. (B) Bayesian models with fish species

richness and (D) biomass as response variables, and the estimated

standardized effect sizes for human, environmental, and connectivity

covariates. Horizontal error bars represent 95% Bayesian credible intervals,

with the inner, thicker lines defining the 50% credible intervals. In (B) and

(D), the y axes are the model covariates of total connectivity—average

connectivity across the four fish groups—and connectivity based on individual

fish groups. Model-predicted relationships between the number of inward

connections of dispersal corridors (C) and species richness and net larval

flow and fish biomass (E). Models were fitted with both random slopes and

intercepts across provinces (fig. S4).
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Fig. 3. A conceptual framework for

applying connectivity to optimal

placement of MPAs and OECMs for

biodiversity and fisheries management

and the global status of connectivity

conservation on coral reefs. (A) Illustration

of sweet spot locations for no-take and

restricted fishing zones. The color gradient

illustrates the potential of sources, sinks, and

dispersal corridors to support sustainable

fisheries and biodiversity persistence

relative to the strength of their connectivity

attributes. Dispersal corridors, when

protected, can promote biodiversity persist-

ence through gene flow and population

resilience. No-take source areas support

sustainable fisheries in sink areas through

fish larval export. Fishing restrictions in

sink areas can sustain fisheries benefits

through larval subsidies from source areas.

Dispersal corridors that function as strong

sinks can be fished with restrictions to

support local fisheries. In all other reef

areas, a portfolio of fisheries management

approaches can be applied. (B) Reef locations

(n = 14,804) within the 90th and 10th

percentile of net larval flow are considered

critical larval sources and sinks, respectively.

Those within the 90th percentile along the

inward connections gradient are regarded as

essential dispersal corridors. The proportion

of currently protected sources, sinks, and

dispersal corridors are represented by

colored bars.
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of human pressure and fisheries restrictions

(9). To account for variation in species’ repro-

ductive and larval traits (10), we calibrated

larval dispersal models with biological param-

eters describing four fish groups with different

ecological roles (fig. S1).We estimated a suite of

connectivity attributes for each and across fish

groups. We collated five socioenvironmental

factors associated with 272 coral reefs as pre-

dictors of total fish biomass and species rich-

ness (Fig. 1A). Connectivity attributes describe

the relative probability of reefs to export, re-

ceive, and retain larval subsidies. Endogenous

connectivity attributes are based on reefs’direct

connections, whereas exogenous connectivity

attributes are based on reefs’ indirect connec-

tions (table S1).

Biogeographic patterns of reef fish bio-

diversity are partly shaped by reef connectivity

(11). Likewise, we found that higher fish species

richness was associated with highly connected

dispersal corridors, particularly of small-bodied

specieswith short pelagic larval durations (Fig. 1,

B and D, and table S3). Small-bodied reef fishes

contribute disproportionately to coral reef spe-

cies richness relative to larger fish species (12).

Thus, protecting dispersal corridors that are

functionally important in maintaining larval

connectivity—particularly connectivity of small-

bodied fish populations—is likely to dispro-

portionately benefit biodiversity conservation.

Notably, reefs with several incoming connec-

tions are embedded in a complex network of

well-connected reefs through larval dispersal

(fig. S2). This emphasizes the need to identify

and protect exogenous connections.

In addition to the known effects of species

richness, temperature, and human pressure on

fish biomass (13, 14), we found that connec-

tivity was influential, as suggested by recent

evidence (15) (Fig. 1C). Adding connectivity

attributes as covariates in the hierarchical

model increased the explained variance from

33 to ~51% and themodel’s predictive accuracy

(table S2). Overall, fish biomass was higher for

reefs with a greater probability of accumulat-

ing larval subsidies from adjacent, connected

reefs. Net larval flow (i.e., netflow), defined as

the gradient between absolute larval sinks and

absolute larval sources, was associated more

strongly with fish biomass (table S4). Fish bio-

mass in absolute sink reefs was approximately

twice as high as in absolute source reefs (Fig.

1E). This finding over such a large spatial scale

corroborates the long-held understanding that

the accumulation of larvae subsidies favors fish

population replenishment and long-term resil-

ience of sink locations (2). By contrast, reefs

with the greatest potential for exporting larvae

may be more sensitive to fishing pressure and
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require higher fishing restrictions to maintain

high biomass and support sustainable fish-

eries in connected sink reefs (16).

The positive association between larval sinks

and fish biomass was more evident when ac-

counting for connectivity patterns of species

that reproduceyear-round,namely cryptobenthic

fish and resident spawners (Fig. 1C). Resident

spawners often include species targeted by

fishing (e.g., surgeonfish, small snappers). By

contrast, short–lifespan cryptobenthic fish are

not a target but constitute up to 60% of bio-

mass consumed by piscivorous fish (17). There-

fore, our results suggest that constant larval

inflow at sink locations may support fishery

benefits by promoting year-round population

replenishment of fisheries-targeted species and

key piscivorous prey species.

The association between fish biomass and

human pressure varied with the sink-source

gradient and management categories (Fig. 2

and fig. S3). Fish biomass was relatively lower

in larval sources than sinks in no-take and re-

stricted reefs (Fig. 2, A to B). However, fished

larval sinks demonstrated higher sensitivity to

human pressure above an apparent human

pressure threshold (Fig. 2C). Unsustainable

harvest and higher fishing pressure on sink

reefs undermines the potentially positive im-

pacts of larvae inflow on fish biomass (18).

Therefore, managing fisheries (e.g., area- or

gear-based regulations) in larval sinks may

facilitate the persistence of fish biomass and

provide ecosystem goods and services for hu-

man coastal populations that depend on local

fisheries (19). The extent to which larval sinks

can contribute to local food security may also

depend on the management status of con-

nected reefs that serve as their larval sources

(16). These contrasting associations between

fish biomass and human pressure under dif-

ferent connectivity and fisheries management

scenarios underscore the importance of assess-

ing a reef’s inherent connectivity attributes

and the local socioecological context.

Linking distinct connectivity attributes with

marine protected area (MPA) goals is critical

for making informed management decisions,

particularly for coral reefswhere sustainability

goals of biodiversity conservation and fisheries

sustainability compete (7, 20). Findings on

distinct yet complementary roles of sinks,

sources, and dispersal corridors in predicting

species richness and fish biomass can inform

placement of MPAs and other effective area-

based conservation measures (OECMs) for

optimizing biodiversity persistence and fish-

eries benefits (Fig. 3A).

Despite the expansion ofMPAs over the past

decade (21), we found considerable shortfalls

in implementing connectivity conservation and

poor placement of MPAs. Approximately 70%

of the most critical dispersal corridors, larval

sources, and sinks are unprotected (Fig. 3B and

table S5). Furthermore, we found low repre-

sentation of these functionally important reefs

within the current spatial arrangement of the

MPAs (~11%globally; table S5). Globally, 29%of

dispersal corridors, 26% of larval sinks, and

24% of sources are currently within MPAs, but

large disparities exist between biogeographical

regions (Fig. 4). Conservation efforts to protect

connectivity were lowest in the Indo-Pacific

region, which has the largest proportion of

functionally important reefs. In this global

biodiversity hotspot where more than 40% of

human populations depend on local fisheries

(22), only 5 to 8.5% of key dispersal corridors,

larval sinks, and sources are currently protected

(Fig. 4C). Implementing connectivity conservation

in these regionsmay have a disproportionately

large, positive effect on the persistence of bio-

diversity and ecosystem services.

Despite limitations in biophysical models at

large spatial scales (9), we found that connec-

tivity attributes differed in their relative roles

and importance for biodiversity maintenance

and fisheries. Well-connected dispersal cor-

ridors were associated with species richness,

whereas source-sink systems were more strongly

associated with fish biomass. Given that ~70%

of functionally important coral reefs are cur-

rently unprotected globally, these gaps highlight

opportunities for implementation of connectivity

conservation by strategic placement of MPAs

and OECMs as part of the expansion proposed

by the post-2020 biodiversity conservation

policy (23).
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new products:  COVID-19

COVID-19 Omicron Variant 

Research Tools

AMS Biotechnology (AMSBIO) 

announces new additions to its 

portfolio of tools for COVID-19 

research. AMSBIOís Spike-

neutralizing monoclonal antibodies 

(clone G10xA5 and G10xA1) 

recognize the SARS-CoV-2 Spike receptor-binding domain (RBD) 

(B.1.1.529, Omicron variant) protein and neutralize its interaction 

with angiotensin-converting enzyme 2 (ACE2). Also new is 

AMSBIOís Spike S1 RBD: ACE2 Inhibitor Screening Assay Kit. This 
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inhibitors or neutralizing antibodies of the interaction between the 

Omicron variant SARS-CoV-2 Spike RBD and human ACE2. AMSBIO 
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of antibodies and vaccines. 

AMS Biotechnology

For info: +1-617-945-5033

www.amsbio.com/sars-cov-2-spike-mutants

Newly offered instrumentation, apparatus, and laboratory materials of interest to researchers in all disciplines in academic, industrial, and governmental organizations are featured in this 

space. Emphasis is given to purpose, chief characteristics, and availability of products and materials. Endorsement by Science or AAAS of any products or materials mentioned is not 

implied. Additional information may be obtained from the manufacturer or supplier.

Electronically submit your new product description or product literature information! Go to www.science.org/about/new-products-section for more information.

SARS-CoV-2 Variant Neutralization Antibody Assays

Bio-Rad Laboratories has released Bio-Plex Pro Human SARS-CoV-2 

Variant Neutralization Antibody Assays, for research use only (RUO). 

The assays allow scientists to measure neutralizing antibodies quickly 
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CoV-2 virus. Scientists developing vaccines and therapeutics can 
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clinical phases. Epidemiologists can perform seroprevalence studies 

to better understand the longevity of the neutralizing antibody 

response from infection or vaccination. Researchers can increase 

their throughput when using the multiplex Bio-Plex Pro Assays, as 

compared to traditional cell-based assays and ELISA tests. The assays 
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of the wild-type RBD and S1 and 9 variant antigens, as well as 

customizable singleplex assays, 2-plex Delta variant coupled beads, 

and a custom Assay Developer Kit to create assays to any new SARS-

 �%�#����������!�����������������������!��������
��	�

Bio-Rad Laboratories

For info: +1-800-424-6723

bio-rad.com/nabsarscov2

Fluorescent-Labeled Spike Proteins
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feature Alexa Fluor dyes, which easily detect ACE2 expression on 
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antigen receptor (CAR) on CAR T cells or other cell types of interest. 
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labeling, and the resulting Fluorokines are rigorously tested to 

ensure consistent labeling of each lot. The entire manufacturing 

process is controlled to reduce lot-to-lot variability and delivers a 
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R&D Systems

For info: +1-800-343-7475

www.rndsystems.com

T-Cell Tests 

Hyris partnered with prestigious academic and research teams 

to develop rapid T-cell tests to track patient immunity levels to 

������������������������� �����������������
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responses in COVID-19-inoculated or convalescent patients, as well 

as measuring individual immunity levels for vaccinated people. 

The solution leverages the portability and reliability of the Hyris 

System, allowing deployment of T-cell testing anywhere, any time, 

with real-time results available immediately through Hyris dedicated 

software. The system deploys reverse transcription PCR technology, 

the ìgold standardî according to the U.S. Centers for Disease Control 
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testing guidelines. At the core of the system is the HYRIS bCUBE, 

a miniaturized, state-of-the-art device for nucleic acid analysis. 

With ultracompact instrument design and superior analytical 

performance, the Hyris bCUBE has direct connectivity to the 

proprietary HYRIS bAPP. 

Hyris

For info: +44-(0)-2039361227

www.hyris.net/index.php/t-cell

ELISA Kits for SARS-CoV-2
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sandwich ELISA kits for detecting immunoglobulins against SARS-

CoV-2 proteins and the cytokines involved in cytokine release 

syndrome. These kits are developed and validated to detect 

immunoglobulin G and immunoglobulin M immunoglobulins against 

the RBD of SARS-CoV-2 Spike protein (S protein) and Nucleocapsid 
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ELISA kits are extensively validated using in-house developed, 

human cellñexpressed cytokines. Emerging evidence suggests that 

hyperactivity of the immune system after SARS-CoV-2 infection can 

trigger excessive release of cytokines such as IL-6, TNF alpha, and 

IFN gamma. This rapid immune escalation is called the ìcytokine 

storm syndromeî and can lead to severe lung damage and death.

Proteintech

For info: +1-888-478-4522

www.ptglab.com

SARS-CoV-2 PCR Products and Services

PCR Biosystems is committed to providing researchers, developers, 

and diagnostic kit manufacturers with the PCR products and 

services they need in the global response to COVID-19. We have 

massively increased manufacture of critical reagents for rapid 

and sensitive reverse transcription quantitative PCR (RT-qPCR). 

We manufacture under a rigorous ISO 9001 and ISO 13485 quality 
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introduced 50-mL and 500-mL bulk sizes of our RT-qPCR mixes into 

our standard portfolio to provide greater consistency, convenience, 

and value in COVID-19 testing. With over 180 years of combined 

PCR experience on our team, we can optimize assay conditions and 
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PCR Biosystems

For info: +44-(0)-20-3930-8101

pcrbio.com/usa/products/covid-19
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The relevance of science is at an all-time high these days. For anyone
who’s looking to get ahead in —or just plain get into— science, there’s
no better, more trusted resource or authority on the subject than

Science Careers. Here you’ll find opportunities and savvy advice
across all disciplines and levels. There’s no shortage of global
problems today that science can’t solve. Be part of the solution.
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A mentor’s journey

A
t the start of our lab meeting, I did something unconventional: I read my students a poem. “As 
you set out for Ithaka; hope your road is a long one; full of adventure, full of discovery,” begins 
“Ithaka” by the Greek poet Constantine Cavafy. Then I asked what the words meant to them. We 
discussed how the journey in the poem is a metaphor for the human journey through life. We all 
may be striving to reach our own personal Ithaka, but the destination isn’t what matters most; 
we should take time to enjoy the journey along the way. The exercise was meant to help create a 
positive environment for my trainees—and it was part of my own personal journey as a mentor.

By Georgia Fousteri
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Before then, our meetings had 
always adhered to a more tradi-
tional format: One lab member 
would present a talk on their re-
search and the rest of us would 
ask questions and give them feed-
back. The discussions were always 
interesting and exciting to me. 
But I worried the environment 
was intimidating to my trainees. 
Apart from the presenter and me, 
few took part in the discussion.

Years earlier, I’d been a trainee 
myself in a lab that held anxiety-
inducing meetings. The lab head 
would spend the bulk of the 
time grilling the presenter with 
a series of pointed questions. 
Presenters would need to know 
minute details about articles they 
were citing and present their 
research using picture-perfect 
analyses and graphs.

I often learned a lot in those 2- to 3-hour meetings—how 
to think critically, the need to pay meticulous attention to 
detail. The lab head was a busy person, and that was a rare 
and valuable moment when we had their focused attention. 
But when it was my turn to present, I would sometimes suf-
fer from sleepless nights.

I tried to create a more collegial environment when I 
started my own lab: I made a point of being friendly and 
welcoming while asking my trainees challenging questions 
about their science. But 6 years into my stint as lab head, I 
felt I hadn’t created the lab environment I wanted.

A turning point came during the pandemic. It hit home 
to me that my life span isn’t endless and that I need to make 
the most of the time I have. The isolation also gave me time 
for reflection. I realized that in some ways, I had reached 
the Ithaka I’d been striving for: a tenured position. It was 
time for my next big challenge. I decided that I wanted to 
become a better mentor—to make a mark by training the 
next generation of scientists.

In my personal life, I had bene-
fited from listening to talks by mo-
tivational speakers and self-help 
experts. So I decided to start there. 
At our next lab meeting, I showed 
my students a video about happi-
ness, hoping it would help them 
in their personal life and give us 
something light to discuss. I wasn’t 
sure how they’d respond, but I was 
pleased to discover that they were 
interested in discussing the advice 
in the video afterward. At the end, 
I asked them whether they’d like to 
do similar activities in future meet-
ings, and they said yes.

From then on, I have led a 
20-minute team building session 
at the start of every lab meeting. 
My lab members and I play parts 
in inspirational scripts, practice 
meditation, or do some other 
activity—including discussing po-

etry. These sessions have eased tensions and opened minds, 
helping foster more participation later in the meeting.

More recently, I’ve also started to adjust how I oversee 
the main part of the meeting, which still revolves around a 
presentation by a lab member. I now ask the presenter to 
send me their slides a few days in advance, and I sit down 
with them to discuss their methods and findings. This 
way, I can give them constructive feedback ahead of their 
presentation—not in front of their peers—and leave more 
time in the actual meeting to discuss what their data mean.

I do not know where this journey with my students will 
take us. But so far, I feel hopeful about the lab environment 
we’re creating. My greatest wish is to see my trainees become 
their best selves, understand who they are and what they 
want, and reach their career goals. That’s a legacy I can be 
proud of. j

Georgia Fousteri is a group leader at the San Raffaele Diabetes Research 
Institute. Send your career story to SciCareerEditor@aaas.org.

“My greatest wish is to see my 
trainees become their best selves … 

and reach their career goals.”
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CAR-T Cells Via mRNA Transfection

Chimeric Antigen Receptors Encoded by mRNA
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RNA encoding CAR is

delivered to T cells Protein is translated

from RNA
CAR-T receptor

expressed on the

T cell surface

Utilizing mRNA electroporation, rather than viral transduction, to achieve expression of

the CAR has become a widely researched topic in alternative solutions to gene delivery

in CAR-T cell therapy. Transient CAR-T cells offer several distinct advantages over

autologous, virally transduced CAR-T cells, including decreased risk of toxicity due to a

shorter half-life, and a cheaper, less labor-intensive gene transfer procedure.

At ProMab, we can synthesize any mRNA sequence and transiently express it in T cells.

We provide multiple means of validation with our comprehensive cell-based assay

services, such as FACS and real-time cell analysis (RTCA), with downstream options for in

vivo analysis. Check out our platform to see how we can develop your CAR-T cells.

CAR-T Production Services
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