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The rapid development of analytical cellular tools has had a groundbreaking effect 

on scientific discovery in recent decades. Using newly available technologies such 

as next-generation sequencing (NGS), scientists have been racing to work out 

how genetic information can help to create treatments for major diseases, such as 

cancer. The advent of single-cell RNA sequencing has made it possible to analyze 

the transcriptomes of individual cells.

Yet single-cell technologies can only tell scientists so much, says 

immunologist Charlotte Scott of the VIB-UGent Center for Inflammation 

Research in Ghent, Belgium. Newly developed spatial biology technologies 

are the missing piece of the puzzle. Allowing specific cell types to be mapped 

locally within the tissue enables the investigation of biologically relevant cellñ

cell interactions based on spatial proximity, she says.

Scottís work focuses on understanding the specific functions of macro-

phages, which are large white blood cells in the liver. ìTo fully understand these 

cells, we need a thorough understanding of both their heterogeneity and the 

local microenvironments of each subtype,î she says.

The advent of spatial biology was enabled by iterative rounds of technology 

innovation and scientific discovery, according to a recent white paper 

(resolve-biosciences.com/science ) published by Resolve Biosciences. Affordable 

predecessor technologies such as microscopy and NGS showed the value of 

capturing the heterogeneity of cell populations, but did not provide in situ 

context. Spatial biology was the natural next step. This technology pairs the 

benefits of single-cell analysis with a view of natural tissue architecture based 

on recent advances in imaging technology, according to the report.  

Spatial biology in itself is not a new concept, says Scott. ìResearchers 

have been using confocal microscopy and immunohistochemistry to locate 

their cells of interest for decades. However, this has always been limited in 

terms of the number of parameters that could be assessed simultaneously. 

This has prevented the study of their interactions with other cells in the same 

microenvironment,î she explains.

Scott and her colleague Martin Guilliams at VIB-UGent have been 

working together on the Liver Cell Atlas project to generate the first spatial 

proteogenomics atlas of healthy and diseased livers in mice and humans. 

He believes their project will facilitate the high-throughput screening of 

a whole range of transgenic mouse models and large patient cohorts, which 

will lead to a better understanding of how these cells are affected in disease 

without the need for expensive single-cell RNA sequencing.

Different spatial technologies have been benchmarked at VIB thanks to 

the instituteís initiatives, such as Tech Watch and the Single-Cell Accelerator 

program. These advancements allow the Scott and Guilliams teams to select 

the best techniques and combine complementary spatial transcriptomics 

approaches to unravel the location of different macrophage subsets in specific 

microenvironments. First, the team determines cellular distribution within 

the tissue and narrows down the cells of interest in a specific zone. They then 

use Resolve Biosciencesí Molecular Cartography platform to study the most 

relevant cellñcell interactions within that zone at single-cell resolution.

Scott and Guilliams say that in recent years it has become clear that the 

local environment in which a cell resides greatly influences its phenotype and 

function. Thus, by understanding the spatial arrangement of cells in a tissue, 

scientists stand to gain significant insight into the factors regulating the 

functional specialization of cells and may ultimately identify the local cues that 

control cell activation.

They predict that further advances in spatial biology techniques, such as the 

combination of protein and RNA analyses, could help scientists find ways to 

control the development, activation, or inhibition of cells that play fundamental 

roles in human diseases.  

Advertorial

Making new 
connections 
through spatial biology
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Vital clues to a planet’s geologic history are 
contained in its interior. For 2 years on Mars, 
the InSight lander has recorded seismic data 
to constrain the planet’s interior structure. 
The data reveal a layered crust, a mantle with 
a thick lithosphere, and a liquid iron-nickel 

core enriched in light 
elements, suggesting that 
Mars formed and evolved 
differently from Earth. 
See pages 388, 434, 438, 
and 443. Illustration: 
C. Bickel/Science; Data: 
InSight Mars SEIS Data 
Service (2019)
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F
inally, in the United States, colleges and uni-
versities are ramping up for a relatively normal 
school year. Most pandemic restrictions have 
been lifted and—barring any unforeseen new 
coronavirus variants—parents and students will 
soon be pulling up to residence halls and unload-
ing their belongings. At many schools in “blue” 

states, there will be a great deal of confidence that good 
times are on the horizon as everyone there will have 
shown proof of vaccination against COVID-19. But for 
some public universities in “red” states, where vaccine 
mandates are not permitted, an aura of uncertainty will 
hang over the campus and the local community, a fore-
boding sense that another outbreak could be at hand. 

One risk is that unvaccinated students will contract 
and spread COVID-19, just as they did last fall. College 
presidents were quick to blame student partying and 
socializing for the outbreaks last year, without acknowl-
edging their own culpability. No 
experienced college administra-
tor can have truly believed that 
students would return to campus 
after months in lockdown with-
out cutting loose and socializing. 
This year, some students will have 
been vaccinated or gained some 
immunity from contracting and 
then recovering from COVID-19. 
But many first-year students will 
be immunologically naïve. This 
raises the specter of continued 
testing, contact tracing, and potential lockdowns, pro-
vided schools will be allowed to enforce them.

Another risk will come from college sports. Last 
month, the baseball team at North Carolina State Uni-
versity (NCSU) was on an unexpected run into the final 
games of the College World Series in Omaha, Nebraska, 
when its season was suspended because of COVID-19 
protocols. Some players fell ill with COVID-19, and it 
was later disclosed that many of them were among the 
unvaccinated. Eliot Avent, the NCSU baseball coach, 
said after the disappointing suspension that “My job is 
to teach them baseball, make sure they get an educa-
tion and keep them on the right track forward, but I 
don’t try to indoctrinate my kids with my values or my 
opinions.” It’s hard to put all of the blame on Avent—the 
North Carolina legislature was already working on a bill 
prohibiting vaccine mandates when the University of 
North Carolina system stated that it would not be re-

quiring students to get the COVID-19 vaccines.
What the NCSU episode shows is that in the ab-

sence of a vaccine mandate, a testing program just 
isn’t enough. Beyond outbreaks like the one at NCSU, 
there are other worries. As Helen Branswell reported in 
STAT, many experts expect a powerful cold and flu sea-
son this year as masks are removed and viruses come 
out of hibernation. So, imagine a college campus where 
large numbers of students are coughing and sneezing, 
and even bedridden with normal colds and flu. In the 
absence of a vaccine mandate, it will be impossible for 
the college to reassure staff, faculty, and local residents 
that there is not a major outbreak of COVID-19. Further, 
many of these students who are unvaccinated could 
very well have severe acute respiratory syndrome coro-
navirus 2 (SARS-CoV-2) in addition to whatever else ails 
them. This could lead to closures or substantial restric-
tions that could have easily been avoided if a vaccine 

mandate were in place.
I wrote to several higher edu-

cation administrators and local 
government officials to ask their 
opinion about vaccine mandates. 
Although they privately agreed 
that every college should require 
mandates, no one was willing to 
say so on the record. They were 
all worried that Republican legis-
lators will punish the universities 
if they come out swinging. Like 
other measures to limit academic 

freedom and circumvent faculty expertise, this is an-
other example of politicians and politically appointed 
trustees overreaching their appropriate roles in higher 
education policy.

When Arizona State University (ASU) tried to require 
that unvaccinated students would have to wear masks 
and be tested regularly, the governor issued an executive 
order banning any such expectation. The order says that 
ASU and other public colleges in Arizona cannot “place 
any conditions on attendance or participation in classes 
or academic activities, including but not limited to man-
datory testing and mandatory mask usage.” ASU has 
about 75,000 students across its campuses. What could 
go wrong?

Officials at universities and in government need to 
take a stand regardless of the political consequences for 
the institutions. Lives are at stake.

–H. Holden Thorp

Colleges need vaccine mandates

H. Holden Thorp
Editor-in-Chief, 
Science journals. 
hthorp@aaas.org; 
@hholdenthorp

10.1126/science.abl4884
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“… for some public 
universities… 

another outbreak 
could be at hand.”
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Millions of kids go unvaccinated
PUBLIC HEALTH |  Reflecting another toll of 
the coronavirus pandemic, 23 million chil-
dren missed routine vaccinations in 2020, 
the most since 2009 and 19% more than 
in 2019, the World Health Organization 
(WHO) and UNICEF said last week. As 
many as 17 million didn’t receive any child-
hood vaccine at all. The pandemic led to 
closures or cutbacks at vaccination clinics 
and lockdowns that prevented parents 
and their children from reaching them, 
the groups reported. In addition, 57 mass 
vaccination campaigns for non–COVID-19 
diseases in 66 countries were postponed. 
Childhood vaccination rates decreased 

across all WHO regions, with the Southeast 
Asian and eastern Mediterranean regions 
particularly affected. In India, more than 
3 million children missed a first dose of the 
diphtheria, tetanus, and pertussis vaccine, 
more than double the number in 2019. “We 
[are] leaving children at risk from devastat-
ing but preventable diseases like measles, 
polio, or meningitis,” says WHO Director-
General Tedros Adhanom Ghebreyesus.

EU, China boost emissions curbs
CLIMATE POLICY |  As part of the run-up 
to the U.N. climate summit in November, 
the European Union and China announced 
last week plans to follow through on 

commitments to curb their carbon emis-
sions. The European proposal, which must 
be approved by the bloc’s member states, 
would steeply increase the price of carbon 
dioxide (CO

2
) emissions; eliminate new 

gas-powered cars by 2035; require 38% 
of all energy to come from renewables by 
2030, up from a previous goal of 32%; and 
impose tariffs on goods from countries 
that have not acted on climate change. 
(Democratic lawmakers in the United 
States proposed a similar tariff this week.) 
Meanwhile, China on 16 July launched a 
carbon trading scheme for power plants 
that instantly created the world’s largest 
carbon market, triple the European Union’s 
in size. China’s plan incentivizes plants 

T
he Hubble Space Telescope ended a monthlong hia-
tus on 16 July when operators successfully switched 
a failed control system to backup devices. The 
trouble started on 13 June when Hubble’s payload 
computer, which controls its instruments, halted, 
and the main spacecraft computer put all the as-

tronomical instruments in safe mode. Operators were 
unable to restart the payload computer, and switching 
memory modules—which they initially thought were at 
fault—didn’t wake the telescope. They tested and ruled 

out problems in other devices before zeroing in on a 
power control unit. NASA called in retired staff to help de-
vise a fix for the 31-year-old telescope, which involved re-
motely switching to a spare power control unit and other 
backup hardware for managing the instruments and their 
data. The agency practiced and checked the repair on the 
ground for 2 weeks before executing it. After powering up 
all the hardware, Hubble returned to work on 17 July, and 
has already beamed back new images. NASA says it ex-
pects Hubble to continue for many years.

I N  B R I E F Edited by 
Jeffrey Brainard

ASTRONOMY

Hubble returns to duty following fixed computer glitch 

The Hubble Space 
Telescope, seen here 

during its initial 
deployment in 1990 
by the space shuttle 

Discovery, can 
make observations 

once again.
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to lower CO
2
 emissions by allowing more 

efficient facilities to sell some of their 
reductions to less efficient ones. Although 
some observers call the plan weak because 
it covers a relatively small portion of 
China’s emissions, it could be expanded to 
eventually incorporate three-fourths of the 
country’s emissions from all sources.

Heat increases workplace injuries
PUBLIC HEALTH |  When temperatures 
soar, workers and their employers need to 
take heed: Hot weather led to 20,000 more 
injuries annually in California between 2001 
and 2018, according to a novel analysis 
of 11 million workers compensation claims. 
Economist Jisung Park at the University 
of California, Los Angeles, and colleagues 
classified work-related injuries by ZIP code 
and looked up local temperatures on the 
day each was recorded. They found increases 
of between 5% and 15% in claims, depend-
ing on the temperature and occupation, 
compared with those filed on a typical cooler 
day, defined as a temperature of 16°C. Few 
were attributed directly to heat, but the 
injuries connected to higher temperatures—
such as falls and mishandling equipment—
may have resulted because the heat made 
workers woozy, the researchers reported 
to Congress last week and in a preprint 
on the SSRN server. But mitigation may 
be possible: Heat-related injury claims 
declined after 2005, when California began 
to require shade, water, and breaks for 
outdoor workers—in industries such as 
construction, utilities, and farming—
whenever temperature exceeded 35°C.

U.K., U.S. mull misconduct steps
RESEARCH INTEGRITY |  Both the United 
Kingdom and the United States last week 
announced new high-level bodies to 
provide guidance on research integrity—
but both lack the powers that many 
whistleblowers say are critical, such as 
independently investigating complaints 
of wrongdoing and pulling grant fund-
ing from institutions that fail to conduct 
misconduct probes properly. The umbrella 
funding body UK Research and Innovation 
(UKRI) launched the Committee on 
Research Integrity, which plans to operate 
for 3 years and accelerate existing projects 
in this area. The U.S. National Academies 
of Sciences, Engineering, and Medicine 
(NASEM) unveiled the Strategic Council for 
Research Excellence, Integrity, and Trust, 
which will have members from the U.S. 
National Institutes of Health and National 
Science Foundation. Unlike UKRI, NASEM 
does not fund researchers, so it cannot set 

policies on how to handle misconduct alle-
gations. But it could promote integrity in 
other ways—for instance by pushing for a 
central repository for researchers to report 
their financial conflicts of interest, says 
Marcia McNutt, president of the National 
Academy of Sciences and an ex officio 
member of the new panel.

‘Borg’ DNA carries microbe mix
MICROBIOLOGY |  Sifting through DNA in 
the mud of her backyard, a geomicrobio-
logist discovered what may be the longest 
known extrachromosomal sequence, which 
includes genes from a variety of microbes—
prompting her son to propose naming it 
after Star Trek’s Borg, cybernetic aliens 
that assimilate humans. Jill Banfield of 

the University of California, Berkeley, was 
searching for viruses that infect archaea, 
a type of microbe often found in places 
devoid of oxygen. The 1-million-base-pair 
strand of DNA contains genes known 
to help archaea metabolize methane, sug-
gesting the fragment might exist inside 
the microbes but outside their normal 
chromosome, the research team wrote in a 
preprint posted on 10 July on the bioRxiv 
server. Scanning a public microbial DNA 
database, the authors identified 23 possible 
Borgs, with many of the same character-
istics, in other U.S. locations. The Borgs’ 
role remains murky, but they may provide 
another example of DNA that can hop 
between an organism’s chromosomes or 
between organisms, helping species adapt 
to changes in their environment. 

A
new automated alert system can help veterinarians get a jump on investigating 
disease outbreaks and disasters afflicting wildlife. Researchers at the University 
of California, Davis, and colleagues used a machine learning algorithm to 
scan case reports of sick and dead wildlife submitted to a database by wildlife 
clinics and rehabilitation centers in the United States and other countries. The 

researchers used data from 3081 reports filed from California to train the algorithm 
to detect patterns of species suffering common symptoms. The software is designed 
to identify unusual events in one of 12 clinical categories, such as mass starvation 
or an oil spill. The algorithm assigned the correct category to 83% of cases examined, 
including ones from an outbreak of neurological disease in California brown peli-
cans (above) and red-throated loons, the research team reported last week in the 
Proceedings of the Royal Society B. The system could help wildlife officials more 
quickly detect developing problems and confirm specific causes.

CONSERVATION

AI flags
wildlife diseases
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our days before deadly floods swept 
through western Germany and parts of 
Belgium last week, Hannah Cloke saw 
a forecast of extreme rain on a Europe-
wide flood alert system to which she 
belongs. Researchers “were stupidly 

congratulating ourselves that we were fore-
casting something so early. … The assump-
tion was that would be really helpful,” says the 
hydrologist and flood forecaster at the Uni-
versity of Reading. Instead, she was stunned 
to see scenes of devastation and death de-
spite the ample warnings. “We should not be 
seeing this number of people dying in 2021 
from floods. It just should not be happening.”

As the magnitude of the destruction be-
comes clear, European scientists are wres-
tling with how such damage could happen 
in some of the world’s wealthiest and most 
technologically advanced countries, despite 
major investments in flood forecasting and 
preparation catalyzed by previous inunda-
tions. And they are examining whether cli-
mate change helped fuel the disaster—and 
what that might mean for the future.

Beginning on 13 July, intense storms 
dropped as much as 15 centimeters of rain in 

24 hours, swelling streams that then washed 
away houses and cars and triggered massive 
landslides. At least 196 people had died as 
Science went to press—165 in Germany and 
31 in Belgium—and the number is expected 
to rise. On 18 July, German Chancellor 
Angela Merkel visited the stricken town of 
Adenau. The scene was “terrifying,” she said. 
“The German language can barely describe 
the devastation.” That same day more flash 
floods struck Bavaria, in southern Germany.

Researchers are just beginning to unravel 
the complex web of climatic, hydrological, 
and social factors that contributed to the ca-
tastrophe. But they already have some sus-
pects in mind, including a warming climate 
that can supercharge rainstorms and Euro-
pean disaster plans that focused on major 
rivers, rather than the lower volume tribu-
taries hit hardest by the storms.

“We’ve been concentrating a lot on the 
big rivers,” says William Veerbeek, an urban 
flood management expert at the IHE Delft 
Institute for Water Education. “There’s still a 
lot more to do in the smaller streams.”

For years, scientists have warned climate 
change will mean more flooding in Europe 
and elsewhere. Warmer air holds more mois-
ture, which can translate into heavier rain-

fall. By 2100, flood damage on the continent 
could cost as much as €48 billion per year—
up from €7.8 billion now—if nothing more is 
done to prepare, and the number of people 
affected could more than double to some 
350,000, according to the European Commis-
sion’s Joint Research Centre.

Some European rivers are already ex-
hibiting climate-related changes, says Fred 
Hattermann, a hydrologist and flood expert 
at the Potsdam Institute for Climate Impact 
Research. Along the Danube River, for exam-
ple, floods that once came every 50 years now 
happen roughly twice as often, according to 
recent unpublished work the institute con-
ducted with the German insurance industry.

New research suggests such risks 
could grow if climate change slows the 
jet stream—the high-altitude winds cir-
cling the Northern Hemisphere—causing 
drenching rainstorms to linger longer over 
flood-prone landscapes. Storms that stall 
over Europe were once exceedingly rare. 
But according to a study published last 
month in Geophysical Research Letters, in 
a worst case scenario such storms could 
become as much as 14 times more com-
mon in 2100 than they were at the start of 
this century.

By Warren Cornwall

I N  D E P T H

Flash floods caught many communities in Germany, including the town of Insul, by surprise, leading to at least 165 deaths.

NATURAL DISASTERS 

Europe’s deadly floods leave scientists stunned
Despite improvements, flood forecasts sometimes failed to flag risks along smaller streams
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The exact weather pattern driving the cur-
rent storm is different, says the paper’s lead 
author, hydroclimatologist Hayley Fowler 
of Newcastle University. But the overall dy-
namic is similar, she adds: A slow-moving 
storm overwhelms a region’s river system.

Floods already rank as the most destruc-
tive natural hazard in Northern Europe. Past 
events—including deadly floods in 2002—led 
the European Commission to launch the 
European Flood Awareness System, meant 
to provide emergency managers with early 
warnings. But last week the speed and inten-
sity of the flooding in Germany—especially in 
towns perched next to smaller creeks—took 
most people by surprise. “There was simply 
no time,” Hattermann says. “Then, of course, 
people run to save their cars and whatever 
and bad things happen.”

In the Netherlands, decades of prepara-
tion appear to have helped. Even though the 
Meuse River, which runs through eastern 
Belgium and into the Netherlands, broke a 
high flow record set in 1993, it caused far less 
damage. A tributary of the Meuse flooded 
the city center of Valkenburg in the south, 
but no deaths were reported. 

Dutch policies aimed at making “room 
for the river” have widened and deepened 
river channels, and set aside land where 
floodwaters can spread out. Those measures 
were projected to reduce flood peaks on the 
Meuse by as much as 1 meter, says Nathalie 
Asselman, a flood management expert and 
adviser to the Dutch government at Deltares, 
a research institute. Those predictions ap-
pear to be coming true. “When we look at 
how bad the flooding is, it’s much less than 
what happened in the ’90s,” she says.

Some researchers are examining how 
people responded to flood warnings. After 
the 2002 floods in eastern Germany, Bruno 
Merz, a hydrologist and civil engineer at 
the Helmholtz Centre Potsdam of the Ger-
man Research Centre for Geosciences, sur-
veyed residents. One-third of the people 
who received flood warnings reported hav-
ing “no clue” what to do next. Now, Merz 
wants to know whether such confusion 
contributed to the current death toll. “All 
the data shows … that when people get a 
warning and they take [it] seriously, they 
can rescue themselves,” he says. “They 
need 1 hour, not more.”

Merz also has some immediate and per-
sonal concerns about the floods. Last week, 
he learned that a swollen creek had swamped 
the ground floor of a vacation cottage—
named “Brook view”—that his family had 
rented in a German village. The trip is still 
on; the landlord pleaded with Merz not to 
cancel because he needs the money. But, “If 
there are any problems,” Merz says, “we will 
just make a detour.” j

Alzheimer’s drug approval 
spotlights blood tests
Physicians hope technology will help screen patients 
eligible for Biogen’s controversial antibody, aducanumab

BIOMEDICINE 

W
hen the U.S. government ap-
proved the Alzheimer’s disease 
drug aducanumab last month 
despite shaky evidence of clinical 
benefits, Suzanne Schindler saw 
an immediate consequence: “We’re 

going to have to do a lot more biomarker 
testing.” Schindler, a neurologist at the Wash-
ington University School of Medicine in St. 
Louis, expects many patients with memory 
problems will want to know whether they 
are eligible for the drug, the first meant to 
address the underlying disease process and 
slow cognitive decline. But a definitive di-
agnosis is expensive and time-consuming, 
involving a hunt for indicators of disease, 
or biomarkers, in patients’ spinal fluid or in 
positron emission tomography (PET) scans. 
“We simply don’t have the capacity” to do the 
tests on everyone potentially eligible for adu-
canumab, Schindler says.

An innovation could help manage the 
deluge: simple blood tests for molecules 
that may indicate signs of disease in the 
brain. “A lot of data now [suggest] that what 
we find in the blood actually can reflect 
what’s going on in the brain,” says Nancy 
Ip, a neuroscientist at the Hong Kong Uni-

versity of Science and Technology. Her team 
developed a test to identify Alzheimer’s and 
determine a patient’s stage of disease from 
levels of 19 blood proteins.

One blood test is already commercially 
available in the United States, though some 
researchers doubt it can meet demand. Com-
panies are now working to make other tests 
fit for widespread clinical use—and doctors 
are scrambling to decide when and how to 
use them. Before the FDA decision, many 
physicians “had a somewhat leisurely ap-
proach” to determining how Alzheimer’s 
blood tests might fit into their clinical prac-
tice, says Douglas Galasko, a neurologist at 
the University of California (UC), San Diego. 
“And now life is much more complicated.”

Aducanumab, approved to treat early-
stage disease, reduces buildup in the brain 
of beta amyloid, a sticky protein thought 
to drive neuronal damage in Alzheimer’s. 
But its evidence of clinical benefit is thin 
(Science, 11 June, p. 1141), the drug re-
quires monthly infusions with a list price 
of $56,000 per year, and it can cause swell-
ing and bleeding in the brain. Deciding to 
prescribe it “is a really big deal,” Schindler 
says. “You want to be absolutely certain [pa-
tients] have Alzheimer’s disease.”

Either a PET scan that detects beta amy-

By Kelly Servick

NEWS

A scientist at C2N Diagnostics prepares to analyze blood samples with mass spectrometry.
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loid in the brain or a spinal fluid test that 
measures amyloid and another Alzheimer’s-
associated protein, tau, can confirm that 
diagnosis. However, PET scans can cost 
thousands of dollars, and many patients 
dread a lumbar puncture to collect spinal 
fluid. And if every older person with cog-
nitive impairment required evaluation by 
a dementia specialist and a PET scan or 
spinal fluid test, they would quickly over-
whelm the medical system, says Soeren 
Mattke, a health services researcher at the 
University of Southern California’s Center 
for Economic and Social Research.

In a study published last year, he and 
colleagues predicted that the first disease-
modifying Alzheimer’s drug available in the 
United States would lead to wait times of 
up to 45 months for a specialist evaluation 
and confirmatory tests. But blood tests that 
could screen out patients who don’t have Al-
zheimer’s could reduce wait 
times to about 10 months, the 
researchers found.

Reliably capturing the state 
of the brain from proteins that 
slip into blood has been a chal-
lenge. Blood contains so many 
different proteins that “you’re 
looking in what is essentially 
very dirty pond water,” says 
Ashvini Keshavan, a neuro-
logist at University College 
London. Beta amyloid hides from detection 
by clinging to surfaces or to other proteins—
and it can quickly degrade in a blood sample, 
adds Henrik Zetterberg, a neurochemist at 
the University of Gothenburg.

One type of blood test uses an instrument 
called a mass spectrometer to measure the 
ratio of two types of beta amyloid in blood. 
Decreased levels in blood of certain forms of 
the protein indicate it is instead accumulat-
ing in the brain as plaques. In 2019, research-
ers reported that a combination of this ratio, 
a person’s age, and a measure of genetic Al-
zheimer’s risk agreed with results of a PET 
scan in 94% of cases.

That test, marketed by C2N Diagnostics, 
has been available to U.S. clinicians since Oc-
tober 2020 under a Centers for Medicare & 
Medicaid Services (CMS) certification process 
for laboratories that test patient samples. The 
test costs $1250; a financial assistance pro-
gram can bring that to $25 to $400, says C2N 
CEO Joel Braunstein. The test must be done 
in the company’s lab, which can run 250,000 
to 300,000 tests per year, Braunstein says.

Other types of blood tests, so-called 
immunoassays, use antibodies to sand-
wich and isolate a protein of interest. 
Some might run on equipment common in 
clinical labs. Many recent studies of these 
tests have focused not on beta amyloid, 

but on certain forms of tau. Beta-amyloid 
plaques can appear decades before pa-
tients develop dementia—if they ever do. 
But beta-amyloid buildup is thought to 
somehow prompt tau to form toxic tangles 
that damage neurons, explains William 
Jagust, a neuroscientist at UC Berkeley. As a 
result, he says, “It may well be that some of 
these tau biomarkers are better predictors” 
of symptom onset.

In May, Lund University neurologist Oskar 
Hansson and colleagues reported in Nature 
Medicine that combining a tau blood test 
with a person’s Alzheimer’s genetic status 
and two brief cognitive tests could predict 
with about 90% accuracy which people with 
mild cognitive impairment would develop 
Alzheimer’s dementia within 4 years. “That 
was really groundbreaking,” Keshavan says.

Several companies have developed blood 
tests sensitive to tau, including Roche and 

Eli Lilly and Company. A 
large clinical trial of Eli Lilly’s 
antiamyloid antibody don-
anemab will use a tau blood 
test to help select patients. 
But to be used as clinical de-
cision tools, the tests need 
to show consistent results 
under variable conditions 
and in more diverse patient 
populations, Hansson says. 
Most studies have used blood 

samples from patients at specialized mem-
ory clinics. Many of these groups are dispro-
portionately white or of high socioeconomic 
status; and they generally don’t have other 
conditions, such as heart and kidney fail-
ure, which could influence levels of certain 
biomarkers, he says.

Some researchers caution that blood 
tests aren’t ready to replace a PET scan 
or spinal fluid test. And confirming Al-
zheimer’s will still require careful clini-
cal examination, Zetterberg says, because 
many factors can cause memory problems 
in aging patients, including depression 
and sleep disruptions. Prescribing the new 
drug to anyone with a positive blood test is 
“the nightmare scenario of starting to use 
the biomarkers in a careless way,” he says.

But blood tests could act as an initial 
screen. A test in primary care offices would 
offer peace of mind to those who test 
negative—and could reduce the number of 
people seeking a PET scan or spinal fluid 
test such that CMS might cover these costs, 
says Sid O’Bryant, a clinical neuropsycho-
logist at the University of North Texas 
Health Science Center. “Without a blood 
test, access to the drug is going to be so in-
credibly limited,” he says. He expects such 
tests to be available within the next 2 years. 
“The data and the science are so close.” j

“We’re going 
to have to 

do a lot more 
biomarker testing.”

Suzanne Schindler, 
Washington University School 

of Medicine in St. Louis

The pandemic has 
transformed fieldwork 
and upended careers

THE NEW NORMAL

NEWS   |   IN DEPTH

A few lucky 
researchers 
return 
to the field 

J
ust before dawn in the Jama-Coaque 
Ecological Reserve, a patch of Ecua-
dor’s lush coastal forest, Abhimanyu 
Lele unfurls a tall net between two 
poles, then retreats out of sight. A 
half-hour later, he and a local as-

sistant reappear and smile: Their catch—
10 birds that collided with the net and tum-
bled into a pocket along its length—was a 
good one. The pair records species, measures 
and photographs the captives, and pricks 
wings for blood that can yield DNA before 
releasing the birds back into the forest. The 
data, Lele hopes, will shed light on how Ecua-
dorean songbirds adapt to different altitudes 
and other conditions.

The third-year graduate student at the 
University of Chicago (UC), who returns 
next week from a 10-week field season, was 
delighted to have made it to his destination. 
In a typical year, thousands of graduate stu-
dents and faculty fan out across the world 
to tackle important research in climate 
change, fragile ecosystems, animal popu-
lations, and more. But the pandemic shut 
down travel, and fieldwork can’t be done 
via Zoom, depriving young scientists like 
Lele of the data and publications they need 
to climb the academic ladder and help ad-
vance science. Now, he and a few others are 
venturing out—into a very different world.

They are the exceptions. “Most folks have 
never been able to get back out there,” be-
cause COVID-19 continues to spread in 
much of the world, says Benjamin Halpern, 
an ecologist with the National Center for 
Ecological Analysis and Synthesis at the Uni-
versity of California, Santa Barbara. “They 
are just waiting.”

At the American Museum of Natural 
History, which mounts about 100 inter-
national expeditions a year, “Travel to 
countries still having trouble [is] just not 

By Elizabeth Pennisi
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going to happen,” says Frank Burbrink, a 
herpetologist there. “This is the longest 
I’ve ever gone without catching snakes 
since I was 12 years old.” The Smithsonian 
Institution’s National Museum of Natural 
History likewise “is not putting people 
overseas,” says Director Kirk Johnson.

Some institutions are allowing interna-
tional travel on a case-by-case basis, but the 
process can be a frustrating one. “I’ve just 
been given clearance to go to Ecuador, but 
not to one province where two-thirds of my 
field sites are located,” says Michael Ellis, a 
graduate student at Tulane University who 
is studying environmental and human fac-
tors that affect where Ecuador’s birds live. 
The loss of fieldwork is pushing Ellis to re-
consider his research focus.

Researchers are quick to say their frus-
tration pales in comparison with the losses 
many worldwide are enduring. “The personal 
disappointment was completely dwarfed by 
the scale of the tragedy,” says Kristina Fialko, 
another UC graduate student who was 3 days 
from planned fieldwork in India to study 
sunlight’s effects on visual communication 
in warblers when her university deemed the 
trip too risky and pulled the plug in May. She 
will make do with a literature review and lo-
cal fieldwork to stay on track for getting her 
Ph.D. next year.

 Despite their efforts to adapt, for un-
tenured researchers and graduate students, 
delays can be career breaking. Two years “is an 
eternity,” says Shannon Hackett, an ornitho-
logist at the Field Museum and one of Lele’s 
unofficial advisers. Because fieldwork must 
often happen in a narrow time window—
during a mating season, say, or a seasonal 
migration—a few months’ delay can mean a 
lost year of work. 

Lele was set to start his first season in 
March 2020 when the pandemic locked ev-
eryone in place. So instead, he helped teach 
undergraduates remotely and wrapped up 
papers about earlier research. It was “a dif-
ficult time to be productive,” he recalls.

Ever the optimist, Lele began to lobby 
his advisers last fall about heading to South 
America again. “This conversation did not go 
anywhere,” he says, but then came the vac-
cines for COVID-19. He and many in the bio-
logy department lucked out and got shots in 
January: The university had leftover doses 
from its campaign to protect its health care 
workers. After that, “My advisers did not 
need convincing,” Lele says. He still had to 
detail the precautions he would take to en-
sure his safety and that of local collaborators. 
But Ecuador and the university agreed, and 
he landed in Quito in late May. “I have been 
feeling a deep sense of relief and satisfaction 
to be working on the substance of my disser-
tation at long last,” he says.

Still, he couldn’t escape the pandemic’s 
shadow. In the remote Ecuadorean forest, 
Lele could easily limit his exposure to other 
people. But none of the local staff at the re-
serve’s field station had been vaccinated and 
all wore masks and kept distanced from each 
other. For the first month, Lele did all the 
shopping for the group and later had to cope 
with local colleagues who were casual about 
COVID-19 precautions.

Thousands of kilometers away, “I have 
a twinge of worry every day,” Hackett says. 
With the pandemic barely under control in 
Ecuador, Lele might still get sick, she says, or 
face antiforeigner sentiment. Hackett thinks 
her heightened concern for students doing 
distant fieldwork may persist even after the 
global pandemic subsides. The crisis has re-
minded her of the instability in many coun-
tries and the immense stress on her mentees, 
she says.

The pandemic has also created a disparity 
that may be slow to abate: Vaccinated U.S. sci-
entists working domestically can now easily 
pursue the project of their dreams, whereas 
those seeking to venture farther from home 
often cannot. “We are having a very suc-
cessful field season this year,” says Robin 
Hopkins, a plant evolutionary biologist at 
Harvard University who conducts fieldwork 
in rural Texas. Already, two of her students 
have spent 1 month measuring plants and 
collecting seeds and other material to grow 
in the lab, without leaving the United States. 

Kevin Langergraber, a primatologist at 
Arizona State University, Tempe, has con-

tinued his work on chimps in Uganda, but 
with a change that could prove lasting: He 
and colleagues have set up a quarantine 
“camp” 2 kilometers away from their main 
camp. Each newcomer spends 1 week there 
before starting fieldwork, to reduce the 
risk of transmitting disease to the chimps. 
They expect to continue the practice when 
COVID-19 finally recedes, to guard against 
other infections.

Others are seeking new ways to do field-
work remotely. Harvard deep-sea biologist 
Peter Girguis, for example, couldn’t get to 
sea to test an idea for generating electricity 
by harnessing methane bubbling up from 
the sea floor, as the ocean research fleet 
sponsored by the National Science Founda-
tion was still grounded. So, he hired com-
mercial remotely operated vehicle operators 
to help retrieve a seafloor instrument plat-
form, which has a mass spectrometer and 
other sensors that measure methane flux.

As a generation of young field research-
ers considers whether and how to change 
course, Lele is grateful to not be among 
them. He will soon be settling back into 
Chicago, reams of samples and data in 
hand. And he’s eager to make the most of 
what he has gathered. “Making this trip 
happen required putting a lot of people to 
considerable trouble, in Chicago and espe-
cially in Ecuador,” he explains. “I really do 
not want their efforts on my behalf to be 
for nothing.” j

With reporting by David Grimm.
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NA is everywhere, even in the air. 
That’s no surprise to anyone who suf-
fers allergies from pollen or cat dan-
der. But two research groups have now 
independently shown the atmosphere 
can contain detectable amounts of 

DNA from many kinds of animals. Their pre-
prints, posted on bioRxiv last week, suggest 
sampling air may enable a faster, cheaper 
way to survey creatures in ecosystems.

The work has impressed other scientists. 
“The ability to detect so many species in 
air samples using DNA is a huge leap,” says 
Matthew Barnes, an ecologist at 
Texas Tech University. “It repre-
sents an exciting potential addi-
tion to the toolbox.”

“The surprising part is that 
you’re able to get birds and 
mammals—wow,” says Julie 
Lockwood, a molecular ecologist at 
Rutgers University, New Brunswick. 
The new studies suggest “there’s 
more than just spores; there’s cells 
and hair and all kinds of interesting 
things that float through the air.”

For more than a decade, re-
searchers have analyzed those 
disparate sources of DNA in wa-
ter to identify elusive organisms. 
Researchers’ sampling of envi-
ronmental DNA (eDNA) in lakes, 
streams, and coastal waters has let 
them identify invasive species like 
lionfish as well as rare organisms such as 
the great crested newt. More recently, some 
scientists have tracked insects by eDNA on 
leaves, and also found soil eDNA apparently 
left by mammals loping along a trail.

Far fewer studies have been done on ani-
mal eDNA in air. It’s not obvious how much 
tissue wafts off animals or how long the ge-
netic contents of those cells persist in air. 
Some earlier studies used metagenomic 
sequencing—an approach to identify mix-
tures of DNA—to detect microorganisms 
including bacteria and fungi that are 
abundant in air. And a 2015 study of air 
monitors for pathogens in the Washington, 
D.C., area found traces of eDNA from many 
kinds of vertebrates and arthropods. But it 
wasn’t obvious how useful the technique 
would be, and it’s not clear how terrestrial 
animals shed cells that float away. 

Earlier this year, Elizabeth Clare, a mo-
lecular ecologist now at York University, 
reported in PeerJ that eDNA from naked 
mole rats could be detected in air samples 
taken in the laboratory. To find out whether 
animal eDNA could be detected outdoors, 
she and colleagues from Queen Mary Uni-
versity of London went to a zoo: There, the 
species are known and absent from the 
surrounding landscape, so the team could 
determine the source of airborne eDNA 
they found. In December 2020, Clare set 
up vacuum pumps with filters in 20 loca-
tions in Hamerton Zoo Park and let each 
run for 30 minutes.

Clare collected 72 air samples from both 
outside and inside zoo buildings. She used 
polymerase chain reaction to amplify the 
scant genetic fragments left on the filters 
into enough DNA for sequencing. “We had to 
take a leap of faith that it was there because it 
wasn’t something you can measure,” she says. 
After sequencing the eDNA, she matched the 
snippets to known sequences in a database. 
The team identified 17 species kept at the zoo 
and others living near and around it, such as 
hedgehogs and deer. Some zoo animal DNA 
was found nearly 300 meters from the ani-
mals’ enclosures. She also detected airborne 
DNA likely from the meat of chicken, pig, 
cow, and horse fed to captive predators in-
doors. All told, the team detected 25 species 
of mammals and birds.

Meanwhile, researchers in Denmark had 
pursued the same idea. Kristine Bohmann, a 

molecular ecologist at the University of Co-
penhagen, recalls inspiration struck while 
brainstorming proposals for a high-risk 
grant program. “I remember saying, it has 
to be crazier—like vacuuming DNA from 
air, that would be insane.” They won the 
grant and sucked up air from three loca-
tions in the Copenhagen Zoo with vacuums 
and fans in three types of samplers. They 
consistently detected animals—a total of 
49 species of vertebrate.

“These preprints are exciting and show 
some great data,” says Kristy Deiner, a con-
servation ecologist at ETH Zürich. She leads 
an XPRIZE Rainforest team to develop air-

borne DNA technology for moni-
toring biodiversity.

Airborne DNA may help reveal 
the presence of otherwise hard 
to detect animals, such as those 
in dry environments, burrows, 
or caves, and those that fly out 
of sight of wildlife cameras, like 
some birds, Lockwood says.

She cautions that many ques-
tions remain about the approach, 
including the key issue of how far 
eDNA travels on air, which will in-
fluence how well the method can 
pinpoint the recent location of an-
imals. That distance will depend 
on many factors, including the 
environment; eDNA will probably 
waft farther in a grassland than in 
a forest. Another question is how 
exactly animals shed the DNA. It 

could be when cells are freed as they scratch 
or rub their skin, sneeze, or do any vigorous 
activity like fighting or subduing prey. But 
even sloth eDNA turned up, says molecular 
ecologist Christina Lynggaard, a postdoc at 
the University of Copenhagen who did the 
sampling at the zoo.

Preventing contamination—always an 
issue with eDNA studies—is particularly 
thorny. Sampling eDNA in air, Barnes says, 
is like “pipetting underwater.” One problem, 
Clare says, is how to find a negative control, 
or a test sample with no DNA in it. “I don’t 
know where to buy a balloon of sterile air.”

Despite the unknowns, Barnes and oth-
ers have high hopes. Lockwood, who studies 
forest pests and has identified eDNA traces 
on bark and leaves, is already hoping to 
identify insect pests from air. “I can’t wait 
to try it,” she says. j

This kingfisher stunning its prey may spread DNA of both species into the air.

By Erik Stokstad

CONSERVATION BIOLOGY

DNA plucked from air identifies nearby animals 
Analysis of airborne cells could survey biodiversity, two studies of zoo animals suggest
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T
he astronomy team that 2 years ago 
captured the first close-up of a gi-
ant black hole, lurking at the center 
of the galaxy Messier 87 (M87), has 
now zoomed in on a second, some-
what smaller giant in the nearby ac-

tive galaxy Centaurus A. The Event Horizon 
Telescope’s (EHT’s) latest image should help 
resolve questions about how such galactic 
centers funnel huge amounts of matter into 
powerful beams and fire them thousands of 
light-years into space. Together the two gal-
axy images also support theorists’ belief that 
all black holes operate the same way, despite 
huge variations in their masses.

“This is really nice,” astronomer Philip 
Best of the University of Edinburgh says of 
the new EHT image. “The angular resolution 
is astonishing compared to previous images 
of these jets.”

The EHT merges dozens of widely dis-
persed radio dishes, from Hawaii to France 
and from Greenland to the South Pole, into 
a huge virtual telescope. By pointing a large 
number of dishes at a celestial object at the 
same time and carefully time stamping ob-
servations from each with an atomic clock, 
researchers can later reassemble the data 
with massive computing clusters—a process 
that takes years—to produce an image with a 
resolution as sharp as that of a single Earth-

size dish. One challenge is getting observing 
time at 11 different observatories simultane-
ously, so the EHT only operates for a few 
weeks each year; poor weather and technical 
glitches often further narrow that window.

The virtual telescope probed Centaurus A 
during the same 2017 observing campaign 
that produced the now-famous image of the 
supermassive black hole in M87—Science’s 
Breakthrough of the Year for 2019. Centau-
rus A, about 13 million light-years away, is 
one of the closest galaxies to Earth that is 
bright at radio wavelengths. It also has obvi-
ous jets spewing matter above and below the 
galactic disk, a hallmark of a central, active 
giant black hole. “We wanted to see what the 

jets  looked like at the resolution” the EHT 
could offer, says team leader Michael Janssen 
of the Max Planck Institute for Radio Astron-
omy. “We didn’t know what to expect.”

The result, which he and colleagues re-
port this week in Nature Astronomy, was a 
detailed image of how the jets emerge from 
the region around Centaurus A’s super-
massive black hole, showing a remarkable 
similarity to the EHT’s images of M87’s jets 
on a much smaller scale. Images of Centau-
rus A’s jets taken by other telescopes at differ-
ent wavelengths revealed little detail, but the 
EHT image shows the jets with dark centers 
flanked by bright stripes; Best suggests the 
jets may appear bright around their edges 
because outer regions rub against surround-
ing gas and dust, causing them to glow. 

Astrophysicists don’t fully understand 
how galactic nuclei drive these fantastically 
powerful fountains. One theory holds that an 
accretion disk, the swirling whirlpool of mat-
ter spiraling into the black hole, generates a 
magnetic field that funnels some of the mat-
ter into a jet. Others argue this magnetic 
field must tap into the rotational energy of 
the black hole itself to be able to achieve 
such colossal power.

The new observation of Centaurus A 
doesn’t resolve that question, but it holds 
clues. Janssen says the image shows that 
the remarkably parallel edges of the jets 
narrow into cones close to the black hole. 
The bases of the cones remain wide, which 
might suggest they are coming from the ac-
cretion disk. “It remains to be seen,” he says.

Theoretical astrophysicist Jim Beall of St. 
John’s College says there may be no single 
answer: The spin of the black hole drags on 
the innermost stable orbit of the infalling 
matter, which in turn affects how the accre-
tion disk shapes and powers the jet. “It’s a 
symbiotic relationship,” he says. “The EHT 
takes us down close to the accretion disk. 
The results are really quite beautiful.”

The picture of Centaurus A also fills in 
a size gap in black hole observations. Ob-
servers have studied the workings of jets 
coming from the very largest of black 
holes—including M87—weighing billions of 
times the mass of our Sun. They’ve also seen 
jets from much smaller black holes, with 
masses of a few tens of Suns. The new view 
of Centaurus A’s black hole, at 55 million 
times the Sun’s mass, looks just like its big-
ger and smaller relatives. This confirms the 
idea that black holes are essentially simple 
objects, defined only by their mass, charge, 
and spin, so those with the mass of a large 
star should behave no differently from one 
with the mass of a galaxy. j

Event Horizon Telescope images 
second black hole’s jets
Globe-spanning instrument’s snapshot of Centaurus A 
galaxy suggests all black holes operate similarly

ASTRONOMY 

Massive jets of material shooting out of Centaurus A’s 
center are powered by a matter-guzzling black hole.

By Daniel Clery

The EHT’s image of Centaurus A reveals jets of material 
with dark centers paralleled by glowing edges.IM
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I
n a sharp tightening of the diplomatic 
screws, the director-general of the 
World Health Organization (WHO), 
Tedros Adhanom Ghebreyesus, is urg-
ing China to increase its transparency 
about the early days of the COVID-19 

pandemic to help resolve the origin of 
SARS-CoV-2. Tedros also says WHO will cre-
ate a new body to conduct the next phase 
of studies into the emergence of the virus, 
an unexpected move that concerns some 
scientists, including at least one member 
of an existing mission the agency organized 
to study COVID-19’s origin. “I’m worried 
about delays and of course it’s a 
bit strange,” says virologist and 
veterinarian Marion Koopmans of 
Erasmus University Medical Cen-
ter. “We’re losing valuable time.”

At a press conference on 
15 July and in a statement the next 
day at an information session on 
the pandemic’s origin for WHO 
members, Tedros called for more 
aggressively probing the two lead-
ing theories of how SARS-CoV-2 
first infected humans and then 
emerged in Wuhan, China, in De-
cember 2019: that the virus made 
a natural “zoonotic” jump from 
an unknown animal species into 
humans or, more controversially, 
that it first infected a human dur-
ing laboratory or field studies of 
coronaviruses found in animals. 
(An even more contentious theory 
suggests the virus was genetically 
engineered in a Wuhan lab.)

Tedros, who has been accused of being 
too deferential to Chinese President Xi 
Jinping, said China has not shared “raw 
data” from the pandemic’s early days and 
called for “audits of relevant laboratories and 
research institutions operating in the area of 
the initial human cases identified in Decem-
ber 2019.” The Wuhan Institute of Virology 
is world famous for its study of bat corona-
viruses, and an outpost of China’s Center for 
Disease Control and Prevention also has a lab 
in the city that does similar work.

Researchers who have been critical of 
WHO’s handling of the origin issue wel-
come Tedros’s tougher tone. “It’s a sign that 
the WHO might be able to do more cred-

ible or balanced investigation,” says Alina 
Chan, a gene therapy researcher at the 
Broad Institute, who with 17 other scientists 
co-authored a 14 May letter in Science that 
argued the lab theory deserves a more bal-
anced assessment. But Chan doubts China 
will agree to audits of its labs. “Right now, 
the lack of clarity is in China’s interest.”

Another author of the Science letter, micro-
biome researcher David Relman of Stanford 
University, wished Tedros had owned up to 
past WHO “missteps.” “I don’t think he can 
simply just take the next step and not worry 
about what’s happened so far.”

But other researchers think Tedros has 
been caught up in what Gerald Keusch, as-

sociate director of the National Emerging 
Infectious Diseases Laboratory Institute at 
Boston University, calls “the barrage of me-
dia and political commentary”—particularly 
sharp in the United States, WHO’s largest 
funder—about a potential lab leak. “I think 
he’s under enormous pressure, and he’s ca-
pitulated,” says Keusch, who co-authored 
two letters in The Lancet that favor the nat-
ural origin theory and criticize the “conspir-
acy theories” and speculation that fuel some 
lab-origin arguments. “It’s sad.” (Tedros de-
clined an interview request.)

Earlier this year, WHO sent a team of 
international scientists to China to work 
with colleagues there on a joint mission to 
study the origin of SARS-CoV-2. The report 

issued in March by the joint mission, which 
had just completed the first of two planned 
phases of studies, declared the lab origin 
hypothesis “extremely unlikely” and favored 
the zoonotic theory.

That sparked controversy, and even Tedros 
was chagrined. Last week, he said it was 
“premature” to discount the lab theory. The 
next day, China’s Ministry of Foreign Affairs 
Spokesperson Zhao Lijian pushed back on 
Tedros’s remarks at a press conference, stress-
ing that the joint mission report reached 
“important conclusions” and suggesting the 
WHO director was “politicizing the issue.”

A “circular” Tedros presented to member 
states last week spelled out other data the 

phase 2 studies should attempt to 
gather, such as testing of captive 
and wild animals, particularly 
in regions where SARS-CoV-2 
first circulated, and of humans 
who came in contact with them. 
Tedros also wants more “studies 
of animal markets in and around 
Wuhan”; the joint mission report 
said it could not verify that live 
mammals were available at these 
markets, but a study later showed 
thousands were sold there.

Whether Koopmans and other 
members of the existing joint 
mission will help conduct those 
studies is murky. Tedros said a 
new WHO International Scien-
tific Advisory Group for Origins 
of Novel Pathogens “will play 
a vital role in the next phase of 
studies into the origins of SARS-
CoV-2, as well as the origins of fu-

ture new pathogens.” WHO will soon make 
an open call for “highly qualified experts” 
to apply. 

Keusch says the current group has highly 
qualified, diverse experts who worked “dil-
igently” and established important ties to 
their Chinese colleagues. “I’m very suspi-
cious about dismissing the initial task 
force and now allowing individuals and 
governments to nominate themselves.”

Relman wonders whether WHO is the 
best organization to oversee an indepen-
dent probe into the SARS-CoV-2 origin, 
given its ongoing need to please donor na-
tions. But he is pleased at its new push for 
answers. “I really do hope that good sci-
ence can rule the day,” he says. j

World Health Organization chief Tedros Adhanom Ghebreyesus wants a new 
scientific body to conduct the next phase of studies into the origin of COVID-19. 

By Jon Cohen

COVID-19

WHO chief pressures China on pandemic origin
Agency director calls for lab audits and more studies of how SARS-CoV-2 emerged
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T
o pediatrician Nader Shaikh, the 
rhythm of treating babies running 
high fevers is familiar. After ruling 
out the obvious colds and other 
common viruses, he must often 
thread a catheter into a months-old 
baby to draw a urine sample and 
check for a urinary tract infection 
(UTI). “You have to hold the baby 

down, the baby’s crying, the mother is usu-
ally crying too,” says Shaikh, who works at 
the University of Pittsburgh. “It’s traumatic.”

UTIs, although relatively rare in children 
under age 2, carry a high risk of kidney dam-
age in this group if left untreated. Often, the 
only symptom is a high fever. But high fevers 
can also signal a brain or blood infection, or 
a dozen other illnesses that can be diagnosed 
without a urine sample. To help clinicians 
avoid the unnecessary pain and expense of 
catheterizing a shrieking infant, Shaikh and 
his colleagues developed an equation that 

gauges a child’s risk of a UTI based on age, 
fever, circumcision status, gender, and other 
factors—including whether the child is Black 
or white. Race is part of the equation because 
previous studies found that—for reasons that 
aren’t clear—UTIs are far less common in 
Black children than in white ones.

The UTI algorithm is only one of several 
risk calculators that factor in race, which 
doctors routinely use to make decisions 
about patients’ care. Some help them de-
cide what tests to perform next or which 
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Researchers use race to build disease risk assessment tools.
Can removing it help resolve medicine’s race crisis?

By Jyoti Madhusoodanan

A TROUBLED CALCULUS
F E AT U R E S

0723NewsFeature.indd   380 7/20/21   12:22 PM

http://sciencemag.org


NEWS

patients to refer to a specialist. Others help 
gauge a patient’s lung health, their ability to 
donate a liver or kidney, or which diabetes 
medicines they need.

In the past few years, however, U.S. doc-
tors and students reckoning with racism 
in medicine have questioned the use of 
algorithms that include race as a variable. 
Their efforts gained momentum thanks to 
the Black Lives Matter movement. In Au-
gust 2020, a commentary published in The 
New England Journal of Medicine (NEJM) 
highlighted the use of race in calculators 
as a problem “hidden in plain sight.” It’s 
widely agreed that race is a classification 
system designed by humans that lacks a 
genetic basis, says Darshali Vyas, a medi-
cal resident at Massachusetts General Hos-
pital and co-author on the paper. “There’s 
a tension between that [understanding] 
and how we see race being used … as an 
input variable in these equations,” Vyas 
says. “Many times, there’s an assumption 

that race is relevant in a biological sense.”
Vyas and others warn that using race 

to adjust risk calculators may also widen 
existing health disparities. Black Ameri-
cans are generally diagnosed with kidney 
disease later than white Americans, which 
delays treatment and puts them at greater 
risk of developing kidney failure—yet an 
equation widely used to measure kidney 
function tends to estimate better function 
for Black patients relative to non-Black 
patients. Osteoporosis is underdiagnosed 
and undertreated in Black women, but 
a common bone fracture risk calculator 
places them, along with Asian and His-
panic women, at lower risk than white 
women. “We know these disparities exist, 
yet the calculators tell us that we don’t 
need to worry about this population,” says 
epidemiologist Anjum Hajat of the Univer-
sity of Washington, Seattle.

Some of these calculations are rooted in 
racist assumptions. Others emerged out of 
an effort to improve predictions across ra-
cial groups. The challenge of defining “nor-
mal” versus “diseased” and capturing these 
qualities accurately in a simple test led sci-
entists to grasp whatever data they could 
to make their tools more accurate. And at 
a population scale, race often does correlate 
with medical outcomes, in part because it 
acts as a proxy for the influence of other 
socioeconomic factors on health.

But even if racial trends sharpen predic-
tions, using them to make decisions about 
an individual’s treatment is problematic, 
Hajat says. “Even if a calculator is not caus-
ing disparities, it is maintaining and perpet-
uating them,” she says. For some, applying a 
different standard to Black patients than to 
white ones recalls a long history of neglect 
and discrimination in medicine. “I don’t 
think people had bad intentions when they 
were creating these calculators,” Hajat says. 
“But we have to be aware that biomedical 
research has really contributed to uphold-
ing white supremacy, which is why we’re 
reexamining the calculators now.”

The questions are already spurring change. 
In March, a task force from the American So-
ciety of Nephrology and the National Kidney 
Foundation recommended removing race as 
a variable in the kidney function calculator, 
known as the estimated glomerular filtra-
tion rate (eGFR) equation. The University 
of Washington, Beth Israel Deaconess Medi-
cal Center, and others have already dropped 
race from their eGFR calculations.

But similar efforts met resistance at other 
institutions. To some researchers and clini-
cians, the use of calculators that incorporate 
race seems not just appropriate, but a crucial 
measure to avoid unnecessary medication or 
invasive treatments, such as a catheter in a 

6-month-old baby. Shaikh sees the UTI equa-
tion’s use of race as an effort to achieve eq-
uity, not worsen disparities. “It sounds weird 
to use race to pick patients, and it doesn’t 
look good on the surface,” he says. “But 
which one is worse: catheterizing kids who 
don’t need it or using race in an algorithm? 
It’s more complicated than it seems.”

THE HISTORY of racism in U.S. medicine 
dates back to the nation’s earliest medical 
schools. Benjamin Rush, one of the physi-
cians who signed the Declaration of Inde-
pendence, once described Blackness as a 
form of leprosy that could be cured to re-
store the “natural white flesh color.” 

At least two modern-day risk calculators 
have been accused of having similarly racist 
logic: One, which estimates a woman’s odds 
of successful vaginal birth after cesarean 
section (VBAC), falsely assumes that wom-
en’s pelvis shapes differ based on race, mak-
ing this form of childbirth riskier for Black 
and Hispanic women compared with white 
women. Another equation estimates lung 
function by gauging the maximum amount 
of air a person can exhale forcefully into 
an instrument called a spirometer. Lower 
measurements are considered normal for 
Black and Asian people, based on the dis-
puted assumption that their lung capacity 
is lower. “The spirometer was built on anti-
Black racism,” says Lundy Braun of Brown 
University, who studies the history of racial 
health disparities. The VBAC calculator was 
updated to remove race in May, but spiro-
meters still include a race adjustment. The 
American Thoracic Society (ATS) has begun 
to examine its use, Braun says.

In other calculators, race has been added 
to bring measurements in line with the 
best available data. The eGFR equation, 
developed in 1999, estimates how well a 
person’s kidneys function based on urinary 
levels of a compound called creatinine, 
which builds up in blood when kidney 
filtration declines. Because the equation 
doesn’t test kidney function directly, its de-
velopers compared its results with kidney 
filtration rates measured using a more de-
finitive test, based on a radioactive tracer, 
that is too complex to perform routinely. 
They found the eGFR equation consis-
tently underestimated kidney function in 
Black patients, so they used a common sta-
tistical method called curve fitting to ad-
just the estimates according to race.

Other risk calculators have added race in 
an effort to better match epidemiological 
data. In 1992, the World Health Organiza-
tion recognized an epidemic of osteoporosis 
and funded research to develop a tool that 
could assess a person’s risk for fractures 
based on the brittleness of their bones. 
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Researchers developed several country-
specific versions of the tool for the United 
States, Canada, South Africa, and others, 
which incorporated race-specific prevalence 
where data were available.

When adapting the equation to U.S. 
populations, the researchers included a 
race correction to account for the lower re-
ported occurrence of osteoporosis in Black 
women. The goal was to avoid medicating 

people who didn’t need it, and the correc-
tion brought fracture predictions in line 
with official rates of disease.

And in this case, the differences may 
have a physiological underpinning, says 
epidemiologist Nicole Wright of the Uni-
versity of Alabama, Birmingham, who stud-
ies disparities in bone health. “Genetically, 
people of African descent have higher bone 
mass than others, so you need to account 
for that,” she says. “If you don’t have os-
teoporosis and you’re taking these medica-
tions, they do come with some risks.”

It’s unclear, however, whether the lower 
incidence of osteoporosis in Black women 
is also influenced by missed diagnoses due 
to lack of access to care, delayed screen-
ing, or the exclusion of these women 

from research studies of the condition.
Despite such uncertainties, it has been 

hard to resist including race in the calcula-
tors. “When you plug variables into a model 
and see a large effect, it seems like race is 
representing something and it should be in 
the calculator,” Hajat says. It’s convenient 
to see race as a variable like age, which is 
“predictive of everything related to health,” 
she says. “The problem is that race and 

age are fundamentally different things.”
If race doesn’t represent a biological 

difference between patients, why would 
including it in risk equations improve 
predictions at all? Even researchers who 
develop such equations often don’t know 
exactly why race matters. “We sometimes 
use surrogate measures that can identify 
people at different levels of risk, even if we 
don’t understand the exact factors driving 
their risk,” says epidemiologist Montserrat 
García-Closas of the National Cancer Insti-
tute, who has worked on various cancer risk 
calculators. “It doesn’t really matter if these 
are true [disease-causing] factors, which are 
much harder to establish.”

Also hard to establish are the public health 
consequences of including race in a given 

medical risk tool. The eGFR is especially 
controversial be cause “you can consider the 
trade-offs of accuracy versus the harms of the 
equation,” says medical student James Diao 
of Har vard Medical School, who is studying 
alternative,  race-free equations. Adding race 
to the eGFR equation may have made it tech-
nically more accurate for Black patients, but 
it also results in fewer of them being diag-
nosed with chronic kidney disease. 

Deleting race from the tool could counter-
act long-standing disparities in care, because 
more Black patients would receive earlier 
referrals to specialists and get placed on 
transplant lists sooner. (On the other hand, 
it might also mean fewer receive certain life-
saving medications for blood pressure, dia-
betes, and other conditions because of a risk 
of renal side effects.) Similarly, an analysis 
presented at the ATS International Confer-
ence in May suggests nearly 21% more Black 
patients would be diagnosed with more se-
vere pulmonary  disease—and receive earlier 
care—if race were removed from the lung 
function calculator.

But removing race from medical equations 
is not a matter of simple math. The eGFR 
equation for kidney function is embedded 
in electronic medical systems used in hospi-
tals and commercial laboratories. A techni-
cian using a spirometer to test lung function 
must begin by entering a patient’s race along 
with age, height, and other details. And the 
fracture risk calculator is built into scanners 
that test bone density. 

Aside from the technical challenges of up-
dating instruments, testing labs are obliged 
to follow current regulations and standards 
of care endorsed by professional societies 
and used in clinics. Without a formal change 
in guidelines, individual test providers or 
clinics may find it tough to discard risk mod-
els that include race.

Legal constraints might also make it dif-
ficult for physicians to phase out race-based 
calculations, such as those used to gauge the 
risks of a surgery. “From a liability stand-
point, surgeons might be compelled to use 
what’s validated as the most accurate equa-
tion,” Diao says. “Otherwise, it might be seen 
as a failure to adequately inform a patient 
about a procedure’s risks prior to consent.”

WHEN VYAS and her colleagues published 
a list of problematic algorithms in their 
NEJM commentary, it raised concerns—
and ire—across clinical specialties. In Sep-
tember 2020, osteoporosis researcher John 
Kanis of the University of Sheffield, who 
developed the bone fracture risk tool, pub-
lished a commentary in the journal Osteo-
porosis International arguing that using 
country-specific incidence trends, includ-
ing by race, is important to the tool’s accu- G
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Kidney
A race adjustment makes results 

of a kidney function test appear 

better in Black people. That could 

delay medication, referrals, or 

other supportive care.

Lung

Instruments used to measure lung 

function set lower values as the 

“normal” range for Black patients. 

The adjustment could delay or 

prevent diagnoses of lung disease.

Bone
A fracture risk tool places Black 

women at lower risk of osteoporosis. 

High-risk patients receive preventive 

drugs to minimize fractures. 

Uterus*
A childbirth risk calculator gave 

Black and Hispanic women lower 

odds of a successful vaginal 

childbirth after a previous 

cesarean, making doctors more 

likely to recommend a second 

surgical delivery. 

Breast
A breast cancer risk equation 

places Black, Hispanic, and 

Asian American women at lower 

risk of disease. Low-risk patients 

may miss out on screening and 

preventive care. 

Heart
One equation assessing the risk of 

death after heart failure gives 

lower estimates for Black patients 

than white patients. Doctors use 

the tool to prioritize high-risk 

patients for treatments.

Bladder*

A urinary tract infection risk 

calculator estimated Black children 

have lower odds of UTIs, potentially 

reducing the likelihood that doctors 

would run additional tests. 

*Indicates tests that have been updated to remove race.

Deeper than skin color
Doctors use risk calculators to help decide a person’s prescriptions, their risks during surgery or childbirth, 
or when to refer them to a specialist. Race corrections sway this math in varied ways.
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racy and avoids overdiagnosis. He and his 
co-authors note, for example, that Black 
people in the United States have lower 
fracture risk than white Americans, but 
their risk is far higher than that of Black 
people in African countries.

Although the underdiagnosis of osteo-
porosis among Black people in the United 
States is a problem, “I don’t think removing 
race from the calculator would do anything 
to reduce disparities,” says osteoporosis re-
searcher Michael Lewiecki of the Univer-
sity of New Mexico Health Sciences Center. 
“These are important problems, but the cal-
culator is not their cause.”

At a faculty meeting last summer, Shaikh 
says his colleagues discussed whether  to re-
spond to the NEJM commentary to refute the 
suggestion that the use of race in algorithms 
is always problematic. But Shaikh didn’t see 
the commentary as a call to change the UTI 
risk calculator. “To me, it reflected a desire to 
bring the issue [of race] to the surface, which 
is laudable,” he says. “I don’t know who is 
right or wrong here. My view is, these tools 
have to be based on data.”

It’s tough to know whether the UTI 
calculator leads to disparities, and 
there’s little evidence to suggest UTIs are 
underdiagnosed or undertreated in Black 
children. But social justice movements 
in recent years prompted Shaikh to re-
examine the data he used to create the UTI 
calculator, including the information in 
previous studies that suggested the occur-
rence of infections varied by race. “It’s true 
what the criticisms say that using race is 
not free of problems,” he says. “If we test 
people based on race, we are creating a dif-
ference. The question is if that difference 
is to the patient’s benefit—I don’t think the 
difference itself bothers me as much as the 
idea that we might cause harm.”

Going forward, any large study that 
relies on racial differences to develop 
models of disease risk should undergo 
additional review before publication to 
consider potential consequences of ap-
plying the research to medicine, says 
nephrologist Nwamaka Eneanya of the 
University of Pennsylvania. Researchers 
also need to go beyond correlating race 
with health outcomes to pinpoint the ac-
tual drivers of health disparities, such as 
income, education, or neighborhood envi-
ronmental exposures, she adds. “That’s not 
a standard that is expected of scientists 
in this day and age, and it needs to be,” 
Eneanya says. “This is a wake-up call for 
the scientific community.”

Replacing race with a different metric 
is not always easy. Recent studies have at-
tempted to use ZIP codes, income or educa-
tion levels, or a measure of socioeconomic 

status called the area deprivation index 
instead of race to capture conditions that 
influence health. Precisely how they’d be 
implemented isn’t clear, and few have been 
put to work in clinics or endorsed by profes-
sional societies of clinicians.

But once researchers and clinicians com-
mit to equity, they often find good alterna-
tives to the use of race, Diao says. In addition 
to recommending the removal of race from 
the eGFR equation, nephrology researchers 
are evaluating a handful of different race-
free equations that combine creatinine with 
other biomarkers such as the protein cys-
tatin C. The tests seem to perform just as 
well, though they will need further valida-
tion and can be more expensive.

Researchers who developed the child-
birth risk calculator, which assumes pelvis 
shapes vary by race, published a new ver-
sion in May that differs from the original 
only in the removal of race—and performs 
just as well. “Presenting this as a choice of 
using a more accurate equation with race 
or a less accurate one without it is a false 
dilemma,” Diao says. “When there’s enough 
pressure to create an equation that is both 
accurate and does not use race, researchers 
rise to the challenge.”

Last year, Shaikh began to work with 
community organizers to gather parents’ 
perspectives on the infant UTI calculator. 
In virtual meetings with these participants, 
he reenacted the familiar emergency room 
scenario: A research assistant played the 
worried parent with a feverish child, while 
Shaikh played the doctor and explained the 
use of the calculator.

One participant, a Black father, under-
stood the need to keep race in the equation 
and drew a parallel to affirmative action. 
Still, he wondered, was there an alternative? 
“He didn’t have a problem with it as long as 
it improved outcomes,” Shaikh recalls. “But 
given the history of racism in the U.S., it’s 
a lot to expect people to just trust that it’s 
going to improve outcomes.” Shaikh eventu-
ally homed in on two replacement variables 
for race in the calculator: the duration of a 
child’s fever and a prior history of UTIs. He 
validated the tool and updated the online 
calculator to a race-free version this week.

Replacing race doesn’t imply researchers 
shouldn’t continue to seek causes for dispari-
ties, Shaikh warns: A child’s history of UTIs 
is useful in the calculator in part because 
it captures differences between Black and 
white children. “We didn’t solve the prob-
lem: The data still show a link between race 
and UTI,” he says. “It’s important to under-
stand that, not bury it.” j

Jyoti Madhusoodanan is a journalist in 
Portland, Oregon. C
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A bone fracture risk assessment tool includes 
individual patient details and history. But it also 
accounts for race, placing Black, Asian, and 
Hispanic people at lower risk of osteoporosis than 
white people, based on the lower incidence of the 
condition in these groups.

Delayed doses
Lifestyle changes or treatment are recommended when 
fracture risk exceeds 3%. But in a recent study, Black 
women were consistently less likely to receive prescription 
osteoporosis therapies—even when they were at high risk.
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By H ans Eric Melin1, Mohammad Ali 
Rajaeifar2,3, Anthony Y. Ku4,5, Alissa Kendall6, 
Gavin Harper3,7, Oliver Heidrich2,3,8

T
ransport electrification is a key ele-
ment of decarbonization strategies; 
thus, the design, production, manu-
facture, use, and disposal of lithium-
ion batteries (LIBs) are taking center 
stage. The environmental, economic, 

and social consequences of the battery life 
cycle are high on political agendas, owing 
to exponential growth in metals extraction; 
the climate impacts of battery production; 
and uncertainties in battery end-of-life (EOL) 
safety, recyclability, and environmental con-
sequences (1) [see figs. S1 to S3 in the sup-

plementary materials]. The European Union 
(EU) has proposed a new Battery Regulation 
(2) that intends to ensure sustainability for 
batteries placed on the EU market (see the 
figure), developing a robust European battery 
industry and value chain.  The Regulation is 
very much needed, but, as discussed below, 
it will have global implications, with perhaps 
some unintended consequences. If left unad-
dressed, the Regulation, at worst, could ham-
per climate change mitigation targets and fall 
short of its intentions to promote a circular 
economy and establish a socially acceptable 
raw material supply chain. 

The proposed Regulation will build upon 
and replace the 2006 EU Battery Directive (3) 
to address this era’s challenges, stipulating 

labeling and information provisions, setting 
out supply chain due diligence requirements, 
and enforcing the use of recycled materi-
als for batteries over 2 kilowatt-hours (kWh), 
most of which are used in electric vehicles 
(EVs). Historical data show an almost 10-fold 
increase of LIBs placed on global markets in 
the past 10 years (see figs. S4 and S5), and 
a similar growth rate is expected during this 
decade (see fig. S1). Therefore, it is imperative 
to address the global climate change chal-
lenge and battery issues in tandem (4–6). 

Despite being the second-largest market 
for EVs in the world, Europe does not domi-
nate LIB supply chains, instead relying on 
global markets for raw material extraction, 
refining, and battery manufacturing (7). 

 RESOURCE POLICY
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From the moment the Regulation enters into 
force, potentially in 2023, producers and im-
porters of batteries will need to comply with 
the Regulation to sell or use batteries on the 
European market. EVs not only help achieve 
global carbon reduction targets; they also 
serve as a driver of growth and job creation 
in Europe (8), the United States (9), China 
(4), and a few other markets such as South 
Korea and Japan. As such, the Regulation 
must balance concerns about environmental 
stewardship with regional interests in eco-
nomic competitiveness.  The Regulation thus 
comes with explicit aims to obtain a global 
competitive advantage, build barriers to en-
try, and provide incentives to invest in pro-
duction capacity for sustainable batteries.

The new Regulation (2) brings European 
legislation up-to-date, anticipating near-
term developments (in 2035) (see fig. S6). 
We distill the Regulation’s 79 Articles into 
four key elements that are core to improving 
the sustainability of LIBs. First, the Regula-
tion intends to increase transparency and 
traceability across the battery life cycle (e.g., 
Articles, 10, 47, and 65; see the  figure), man-
dating third party due diligence of the supply 
and value chains for batteries >2 kWh (e.g., 
Articles 8, 39, and 72). Second, it addresses 
climate impact throughout the battery life 
cycle (e.g., Article 7) by mandating carbon 
footprint declaration and later establishing 
maximum thresholds. These first two ele-
ments seek to ensure the quality and avail-
ability of underlying data needed to guide 
environmental responsibility and track com-
pliance by industrial players. Third, concrete 
actions to promote the circularity of critical 
materials are emphasized (e.g., Articles 47, 55, 
and 57), targeting increased collection and 
recycling efficiency; improving recovery rates 
for lithium, cobalt, and nickel; and mandat-
ing the use of recycled materials in new bat-
teries (e.g., Articles 8, 55, and 59). Fourth, 
requirements for longevity and performance 
management are proposed, including access 
for waste processors to the battery manage-
ment system (BMS), which verifies the state 
of health of the battery in real time and can 
determine the potential for the battery to be 
reused or repurposed before being recycled 
(e.g., Articles 51, 59, and 65; see the figure). 
These last two elements provide a foundation 
for EU efforts to establish circularity as an 
economic opportunity aligned with its long-
term sustainability objectives.

A GLOBAL SYSTEM
In addition to the proposed Regulation, the 
European Commission is supporting bat-
tery developments through a range of ini-
tiatives such as the creation of the European 
Battery Alliance and financial aid packages 
to support research and innovation along 
the entire battery value chain (4). Under the 
label “open strategic autonomy,” the union 
seeks to combine free trade with an ability 
to manage its own destiny in key sectors. The 
LIB market is dominated by Chinese compa-
nies, which occupy  more than two-thirds of 
the supply chain (7), including resources out-
side of China. The United States market has, 
through Tesla, been on the forefront of large-
scale battery production but has, like Europe,  
failed to secure key elements of the supply 
and value chain such as refining, production, 
or recycling of battery materials (see fig. S7). 
The regulatory environment in each market 
will play a key role as electrification of the 
transportation sector intensifies.

In China, the LIB market has profited from 
rapid growth in the EV sector, fueled by strong 
government support in the form of both sub-
sidies and investment stimulus. A whole-of-
government approach has provided clear 
strategic guidance; and the Interim Measures 
for the Administration of the Recycling and 
Utilization of Power Batteries for New Energy 
Vehicles from 2018 reflect a number of the 
themes found in the EU Regulation (10). 
These included minimum standards for the 
reclassification of batteries for reuse applica-
tions, the recycling efficiency of plants treat-
ing batteries at the EOL, and requirements 
for product labeling to qualify for subsidies. 
In 2019, these regulations were tightened to 
levels stricter than those the EU Regulation 
plans to enforce a decade from now (2). In 
December 2020, China’s State Council issued 
“Energy in China’s New Era,” a blueprint for 
energy sector development through 2030. 
It includes guidance on the development of 
battery supply chains, including recycling to 
support energy efficiency, and provisions for 
reducing the carbon intensity of electricity 
used to power EVs (9).

In the United States, electrification of 
transportation, and the supply of critical ma-
terials that enable it, has been declared a top 
priority of the Biden administration. This is 
reflected in an investment proposal of up to 
$174 billion in EV programs focused on rees-
tablishing primary metals refining and man-
ufacturing in the United States, and creating 
new recycling capabilities as part of mate-
rials criticality efforts. In the policy arena, 
however, the United States lags both the EU 

and China in mandating Extended Producers 
Responsibility or promoting circular econ-
omy principles other than basic legislation to 
keep batteries classified as hazardous waste 
out of landfills and incinerators.

CHALLENGES TO OVERCOME 
Current battery legislation in all three ma-
jor markets—China, the EU, and the United 
States—is geared toward the protection of 
local environment and human health. How-
ever, the scopes of China’s and the EU’s 
policies include measures that, directly or in-
directly, give companies that  manage to com-
ply important competitive advantages both 
domestically and globally, the mandatory 
recovery rates for recyclers being a standout 
example (see table S1). An important distinc-
tion arises, however, in the manner by which 
Chinese and EU regulations affect the global 
value chain. Compared to the EU, China has 
more direct leverage owing to its dominance 
in materials refining, battery material and 
cell production, and a much more mature 
recycling infrastructure. Although tougher 
requirements for placing batteries on the 
European market force players around the 
world, including the EU, to comply, the do-
mestic requirements imposed on the Chinese 
companies have already helped them do that.

This imbalance between new and ma-
ture markets is one of several factors that 
can lead to unintended consequences, such 
as described below, not just in Europe but 
globally, when a nascent market is shaped 
by regulation. 

Distorted innovation
The LIB industry is experiencing both rapid 
growth and innovation. Together, these dy-
namics create uncertainty around how the 
markets will evolve, making it difficult for 
industry to properly invest for future growth. 
In this context, regulations offer consider-
able impetus by creating stable frameworks 
under which market players operate.  Overly 
stringent regulations on batteries risk im-
posing compliance costs that hinder com-
petitiveness, leading to reduced innovation 
and lower EV adoption rates. Few, if any, 
other technological products appear to be 
presently regulated in quite the same way—
with manufacturers needing to provide de-
tails on product life cycle, material sourcing, 
third-party audit, and recycled content. This 
means that batteries, the product at the core 
of transport decarbonization, may in some 
respects face tougher requirements than 
the incumbent industry serving the internal 
combustion engine vehicle market. Even if 

Voltage of a used lithium-ion car battery is checked 
by an employee of the German recycling firm Accurec 
in Krefeld, Germany, 16 November 2017.
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stricter emission standards are underway, 
there are no proposals to provide the same 
value chain transparency. 

The new regulation also means that Eu-
ropean EV manufacturers will be more con-
strained in their options to source batteries 
than manufacturers in the less regulated 
United States but also in a strongly regu-
lated China as their share of the LIB market 
is simply so much bigger and their players 
much more mature. The fact that  smaller 
producers are not exempted from the many 
potentially burdensome requirements pres-
ents a considerable risk that innovation in 
alternative transportation areas and tech-
nological niches may be disadvantaged.

A second mechanism for distorted inno-

vation involves situations where regulatory 
guidance lags the technical realities in the 
market. In an extreme case, specific regu-
latory targets might become obsolete even 
before they enter into force, owing to the 
introduction of new chemistries or battery 
designs. A second case concerns unexpected 
“work-arounds.” Rather than direct compli-
ance on specific materials, producers might 
opt for raw material substitutions; such de-
cisions upstream in the value chain could 
unintentionally weaken future markets for 
recyclers expecting different levels of mate-
rial availability. In addition, manufacturers 
might simply incorporate the threshold of 2 
kWh as a design parameter to avoid the heavy 
burden of supply chain due diligence and the 

use of recycled content, which could make 
the Regulation less effective.  A third case of 
distorted innovation is that the requirements 
for recycled content could hamper the pace 
of the roll-out of new technologies as well as 
higher ambitions for the overall growth of 
the LIB market. This could be particularly 
relevant for individual manufacturers, as the 
availability of recyclable materials effectively 
establishes a limit on the amount of certain 
materials that can be used in the batteries 
(11) . All three cases reinforce the importance 
of continual monitoring and adjustment of 
regulations to ensure that outcomes remain 
aligned with both their environmental stew-
ardship and economic goals. This importance 
has been addressed in work preceding the 
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Pack 
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application, e.g., 
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Article 59 sets out 

requirements relating 

to repurposing and 

remanufacturing of 

batteries.

Article 13 and Annex VI 

provide for enhanced 

labeling around 

safety and  hazardous 

substances.

Article 59 

mandates battery 

producers to 

provide open 

access to battery 

management 

system data to aid 

gateway testing 

and triage.

Repurposed batteries will be 

considered “new products” when 

they are put on the market.

End of life in second-life application

Article 7 provides that 

the embedded carbon of 
new electric vehicle (EV) 

batteries should meet 
standards.

Article 8 mandates 
minimum requirements 
for recycled material in 

new EV batteries.

Article 39 and Annex X 
set out due diligence 

requirements for 
material sourcing.

Article 47 sets out 
extended producer 
responsibilities for 

OEM’s responsibili-
ties at end of life.

Article 10 requires original  equipment  
manufacturers (OEMs) to supply information 

on performance and durability over the 
expected life cycle, with performance and 

durability standards to follow.

Midlife replacement 
with remanufactured 
battery

MATERIALS
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Battery materials processing

Article 12
discusses the

safety of
Battery Energy 

Storage 
System.

Article 8 

sets out the 
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of battery 

manufacturers.

Article 51 
sets out the 
obligations 
of end users.

Article 52

sets out the

responsibilities

of treatment

facilities.

Article 55 sets 
out targets for 

collection rates.

Article 57 sets out 
recycling efficiencies 
and materials 
recovery rates.

Article 60 covers key 
end-of-life information.

Article 65 mandates 
“Battery Passports” 

from 1 January 2026. 

Article 65 provides for 
the electronic exchange 
system, which will be 
used to track battery 
data throughout use 
and end of life.

Article 72 covers 
supply chain due 

diligence schemes.

A circular economy for electric vehicle batteries: Key articles from the proposed EU Battery Regulation
The proposed Regulation addresses the battery life cycle, from initial extraction of raw materials  (bottom left) through end of life and recycling.
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Regulation that motivated the use of “second-
ary legislation” for specific measures, includ-
ing recycled content, which will be adaptable 
over time. However, there is a trade-off be-
tween adaptability and stability, which is one 
of the intentions of the regulation.

Material leakage, investment slowdown
One objective of the Regulation is to respon-
sibly secure material supply chains for Eu-
rope’s EV industry. Recycling is here a core 
activity, with recycled content and recovery 
targets as main measures. However, the 
Regulation neither requires recycled mate-
rial to be sourced in Europe nor restricts the 
source of recyclables to EOL batteries. With 
considerable experience in battery material 
production, including the use of recycled ma-
terials from both EOL batteries and produc-
tion scrap, several companies in markets like 
China and South Korea are as well, and likely 
better, positioned to meet EU requirements 
for recycling than European companies. 
With China’s and South Korea’s dominance 
in battery production, these companies also 
have better access to feedstock of recyclables, 
which already has provided many of the 
companies with economies of scale and thus 
a competitive advantage in sourcing recycla-
bles from both Asia and Europe. This extends 
to both Asian battery material producers, 
which are the users of the recycled materials, 
and battery manufacturers with close access 
to these materials. The net effect of this dy-
namic could be a higher barrier to entry for 
European material producers, and ultimately 
battery manufacturers, in their own market. 
This issue has been raised by battery manu-
facturers in consultations both before and 
after the adoption of the Regulation. 

This potential outflow of recyclable ma-
terials comes on top of the fact that  battery-
containing products, as well as the batter-
ies themselves, usually cascade through 
multiple owners and are traded on interna-
tional markets (11) . EOL batteries still have 
value and are often exported for reuse and 
refurbishment, or recycling (12). This out-
flow makes it more difficult for recyclers in 
Europe to reach the necessary economies 
of scale, making them less competitive and 
less attractive to invest in.

The Regulation’s clarification of producer 
responsibility for repurposed batteries, as 
well as its waste status, and the mandated ac-
cess to BMS data might help keep batteries in 
the EU, facilitating the manufacturing of new 
battery products, which ultimately can reach 
end of life in Europe. However, it also pro-
vides a route for traders  to declare the used 
battery “a resource or product,” which facili-
tates its export, adding to the leakage of recy-
clable materials. Access to EOL batteries and 
recyclable materials is primarily a concern 

for the companies involved in the end-of-life 
value chain. However, with requirements for 
recycled content in the batteries, this depen-
dency extends to the entire industry, includ-
ing the manufacturing of electric vehicles. 

 CONCLUSIONS
The EU Battery Regulation has admirable 
intentions—from spurring the growth of do-
mestic industries, to environmental protec-
tion at local and global scales, to achieving 
a truly circular economy. All these goals are 
intertwined, and one could reasonably argue 
that they need a unified policy. However, de-
velopment of largely uncoordinated regional 
and domestic policies across globally impor-
tant consumption and production regions 
makes the consequences of the proposed EU 
Regulation hard to predict. Although unin-
tended consequences might first affect the 
EU, they will also be felt by manufacturers, 
recyclers, and other actors across the world. 
Ultimately, disruptions in the European 
battery value chain might limit automotive 
makers’ ability to produce EVs at the scale 
that is required by 2030, when several coun-
tries have placed  a ban on the sale of new 
internal combustion engine vehicles.

Efforts to disentangle the goals of differ-
ent measures and instruments, and better 
understand the effects on global supply 
and value chains, may be made more pre-
dictable and powerful if addressed by the 
global community in coordinated fashion. 
For example, shifting to open BMS architec-
tures (namely, battery passports, a digital 
representation of battery environmental, 
social, governance, and life cycle–specific 
information in Article 65) represents a ma-
jor departure from existing business mod-
els in which manufacturers maintain tight 
control over the data generated. It is un-
known whether and how locally acquired 
battery data will be shared across global 
value chains. What is likely is that in a uni-
fied global market, the dominant market’s 
standard will drive compliance. 

Having clear and stringent global stan-
dards in areas where regulations are lim-
ited in scope such as recycling, circularity, 
and cascaded use for batteries could pro-
vide EU firms with a first-mover advan-
tage in achieving product differentiation 
in battery markets. Perhaps this can form 
a non–tariff  barrier to cheaper imported 
products, affording some protection to 
European battery makers. Over the longer 
term, a more robust global supply chain 
with many players is good for the environ-
ment overall—and will benefit innovative 
players regardless of their origin.

Because standards on battery supply and 
value chains are uneven around the world, 
establishing global standards that all coun-

tries adhere to could help ensure a level 
(and sustainable) playing field and facilitate 
coordination on these global challenges and 
solutions. The EU Regulation is among the 
most advanced environmental standards 
influencing environmental stewardship 
and sustainability. Though embedded re-
sistance from market players alongside the 
challenges inherent in international nego-
tiations presents formidable hurdles to the 
establishment of global standards, the EU’s 
share of the EV market provides it with 
considerable leverage to set standards that 
might be accepted on a de facto basis. In 
similar fashion, there should be an ambition 
to align other product areas with the same 
standards, ensuring that the battery indus-
try is not disadvantaged in relation to other 
energy storage and power technologies.

The EU Regulation places the EU on the 
forefront of regulating battery markets, pro-
viding much-needed policies and legislation 
that address environmental and social issues. 
However, these policies need to contemplate 
the unintended consequences, both in the 
near and distant future. j
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By Sanne Cottaar and Paula Koelemeijer

T
he interior of a planet holds impor-
tant clues to its origin and thermal 
and dynamic evolution. Exploring a 
planet’s deeper layers can reveal how 
a planet accreted and differentiated 
into layers, whether its core sustains 

a geodynamo that creates a magnetic field, 
and what the origin is of any tectonic and 
volcanic activity. New clues are now uncov-
ered for Mars. On pages 438, 434, and 443 
of this issue, Knapmeyer-Endrun et al. (1), 
Khan et al. (2), and Stähler et al. (3), respec-
tively, present the first findings of the inte-
rior structure of Mars based on data from 
the NASA lander InSight (Interior Explora-
tion using Seismic Investigations, Geodesy 
and Heat Transport). These studies provide 
the first direct observations of the crust, 
mantle, and core structure on another rocky 
planet, for which the results and implica-
tions can be compared and contrasted with 
the characteristics of Earth.  

A planetary subsurface can be probed 
with recordings of seismic waves that 
propagate through the planet after a 
quake. For Earth, the first measurement of 
waves diving deep through the mantle was 
made in 1889 in Germany from an earth-
quake in Japan (4). Global seismology is 
thus a relatively young science. In the first 
decades of the 20th century, seismologists 
discovered the main layers of Earth—that 
is, the boundaries between the crust and 
the mantle 30 km below Earth’s surface (5), 
the mantle and core roughly halfway to the 
center (6), and the small inner core (7).

In a great feat of engineering, InSight 
landed on Mars in November 2018. Its 
seismometer, SEIS (Seismic Experiment 
for Interior Structure), started record-
ing marsquakes in February 2019. The 
measurement of ground movements on 
Mars comes with a range of challenges. 
Although the sensitive sensors in SEIS 
measure ground movement along three 
axes and across frequencies, its recordings 
are only obtained at a single location. This 
limits how well it can constrain marsquake 

epicenters and timings. And although a 
protective shield surrounds SEIS, its sen-
sors still record perturbations caused by 
weather variations, including atmospheric 
pressure waves and dust storms. These sig-
nals give interesting clues about the mar-
tian  atmosphere and its daily and seasonal 
variability (8), but for those studying mars-
quakes and Mars’ interior, these signals are 
generally considered “noise.” The geology 
of Mars also creates challenges. Its rocky 
soil surface disperses seismic energy near 
the seismometer, complicating the identifi-
cation of waves.

Results from the InSight mission have 
already demonstrated that Mars is seis-
mically active. Marsquakes are plentiful, 
albeit small in magnitude (9). All mars-
quakes observed in the 2 years of record-
ing are estimated to have magnitudes be-
low 4.0, which humans would only notice 
within several kilometers of the epicenter. 
The vast majority of marsquakes originate 
in the crust and create strong reverbera-
tions within, making individual waves dif-
ficult to identify (9). A smaller number 
are generated below the crust, and their 
appearance resembles tectonic events on 
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The interior of Mars revealed 
Direct seismic observations provide clues to the red planet’s structure and evolution
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The core size is on the larger end of previous 
estimates, and its density will be on the lower end, 
implying strong enrichment in light elements.

The seismometer was 
deployed on the surface 
in December 2018 and 
became operational in 
February 2019. 

Core

Crust

Mantle

Mars-

quake

Martian core measurements
Seismic waves tell us about the properties and boundaries of a planet’s interior. Shear waves that 

travel from a marsquake and reflect o� of the iron-nickel core are detected by the InSight seismometer 

and give us an estimate of the core size. The strength of the reflected waves shows that the core is in a 

liquid state, which shear waves cannot propagate through.

Shear waves

The InSight robotic lander 
reached the surface of Mars 
in November 2018 with a
suite of geophysical 
instruments. 
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Earth. The studies of Knapmeyer-Endrun 
et al., Khan et al., and Stähler et al. used 
data from about 10 of these subcrustal 
marsquakes to reveal the inner structure 
of Mars (see the figure).

To overcome the challenges of work-
ing with noisy and sparse seismic data, 
the studies prepared and benchmarked a 
range of data analysis techniques, explor-
ing signals in different frequency ranges 
and combining data from multiple mars-
quakes. For all three studies, independent 
research groups applied their methods of 
expertise to come to robust results or pro-
vide complementary constraints. Notably, 
seismologists worked together with a broad 
team of planetary scientists specializing in 
petrology, geochemistry, mineral physics, 
and geodynamics to under-
stand the results and the im-
plied structure and evolution 
of Mars. Seismic data were 
combined with compositional 
constraints from martian me-
teorites as well as with other 
geophysical observables such 
as surface topography and 
heat flow, gravity and geo-
detic data, and observations 
of crustal magnetization.

Although the detection of 
waves from small marsquakes 
is far from trivial, waves 
bouncing off a martian core 
will be even weaker and are thus more chal-
lenging to observe. Stähler et al. report the 
first observations of faint signals bouncing 
off the boundary to the martian core. They 
determined that the core starts about 1560 
km deep, nearly halfway to the center. This 
is on the large end of previous estimates. 
Given the known mass and moment of iner-
tia of Mars, this implies that the core is less 
dense than previously thought and that its 
iron-nickel alloy must be strongly enriched 
in sulfur and other light elements. The 
strength of the bouncing waves confirms 
that the core is still in a liquid state, as has 
been suspected from Mars’ tidal response 
(10) and for a sulfur-enriched alloy at es-
timated martian core temperatures above 
1800 K (11).

The observation of a relatively thin man-
tle means that Mars lacks the dense, insu-
lating layer of the bridgmanite mineral 
that becomes stable under large pressures 
in Earth’s mantle. The absence of this min-
eral would have led to a more rapid cool-
ing of the early martian core, potentially 
driving a geodynamo to create a magnetic 
field. This geodynamo has since ceased 
and is now only evidenced by magnetized 
older crustal rocks (12). The magnetometer 
on InSight found that magnetization in the 

crust observed at the surface is 10 times 
stronger than that modeled on the basis of 
satellite data. These new observations im-
ply that Mars’ early geodynamo must have 
been similar in strength to Earth’s present-
day geodynamo (13).

Instead of using seismic waves that 
bounce off the core, Khan et al. used waves 
that either travel directly from the mars-
quake to the seismometer or bounce off 
Mars’ surface to reveal the shallow martian 
mantle structure. The travel times and am-
plitudes of these waves show that the seis-
mic shear-wave speed decreases gradually 
in the martian mantle down to depths of 
400 to 600 km. This reduction in seismic 
wave speed could be caused by the ther-
mal structure in a static, thick outer shell 

(the lithosphere) on top of 
a convecting mantle. Closer 
to the surface, Knapmeyer-
Endrun et al. imaged the lo-
cal martian crustal structure 
by identifying energy con-
versions from shallow layers 
through a range of methods. 
The study was agnostic as to 
whether there is a 20-km-
thick two-layer crust or a 
39-km-thick three-layer crust 
at the InSight landing spot. 
Both crustal thickness mod-
els point to the subsurface 
crust as less dense than the 

surface materials to different degrees, in-
dicating that the material has been highly 
altered over time.

These three studies provide important 
constraints on the present-day structure of 
Mars and are also key for improving our 
understanding of how the planet formed 
billions of years ago and evolved through 
time. Knapmeyer-Endrun et al. and Khan 
et al. both model the cooling and differ-
entiation history of Mars and test which 
parameters result in the proposed crustal 
and thick lithospheric structure. They find 
that the crust must be 13 to 21 times more 
enriched in radioactive heat-producing el-
ements compared with the mantle. This is 
greater than estimates based on measure-
ments of surface materials and puts new 
bounds on Mars’ crustal composition and 
formation. The models also find that the 
mantle beneath the thick stagnant litho-
sphere convects sluggishly.

The observations of a highly enriched 
crust, a thick thermal lithosphere, a slug-
gish mantle, and the lack of an insulating 
lower mantle will now have to be investi-
gated further in dynamical mantle models. 
Such models will test whether internal dy-
namics, rather than a giant impact, could 
have caused the strong topographic dichot-

omy of Mars—the heavily cratered southern 
highlands and the smooth plains of the 
northern lowlands (14)—or whether a sin-
gle mantle plume could have produced the 
volcanism beneath the broad Tharsis Rise, 
the most extensive topographic feature on 
the planet (15). These kinds of dynamic pro-
cesses control the rate of volcanism, volatile 
outgassing, and early habitability. 

The decrease in seismic velocities across 
the shallow mantle and the presence of 
a relatively large core both contribute 
to more bending of seismic energy from 
marsquakes deeper into the planet. This 
predicts the existence of so-called seismic 
shadow zones—less direct or no seismic 
energy would arrive at greater distances 
from a marsquake. SEIS would thus not 
observe marsquakes at certain distances, 
thereby underestimating the seismic activ-
ity on Mars. Crucially, because of the larger 
core, SEIS lies in the seismic shadow zone 
for seismicity in the tectonically and volca-
nically active Tharsis Rise. On the positive 
side, the preliminary models of the mar-
tian mantle presented by these studies will 
help locate more subcrustal marsquakes 
and identify more core-bouncing waves, 
possibly even core-traversing waves. With 
the InSight mission currently extended 
until the end of 2022, the number of high-
quality observations is expected to double, 
leaving plenty of opportunity for adding 
detail and improving models of Mars.

Direct seismic observations on Mars rep-
resent a major leap forward in planetary 
seismology. The size of the martian core, 
the crustal layering, and the thick litho-
sphere provide important insights into the 
thermal and dynamic evolution of Mars. 
Over the coming years, as more mars-
quakes are measured, scientists will refine 
these models of the red planet and reveal 
more of Mars’ enigmatic mysteries. j
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how the planet 
formed billions 
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By Göran Wendin and Vitaly Shumeiko

Q
uantum computers (QCs) promise to 
exponentially speed up a number of 
problems in optimization, materi-
als science, and chemistry. The ca-
veat is that they may not even get 
the chance. One outstanding issue 

is the coherence time, which is how long 
a system can remain in a quantum state. 
We live in the era of noisy intermediate-
scale quantum processors, and the time to 
execute the necessary number of gates in 
the quantum circuit may be longer than 
the coherence time of the quantum reg-
ister. Extending coherence time can be 
accomplished by improving the proper-
ties for existing qubits, which is tedious 
and demands large resources but almost 
guarantees steady progress. Alternatively, 
looking for alternative qubits holds the 
promise of a breakthrough, if it does not 
end up becoming a wild goose chase. On p. 
430 of this issue, Hays et al. (1) make prog-
ress on the latter approach for the Andreev 
spin qubit (ASQ).

A recent radical approach that raised great 
expectations was to go for Majorana qubits 
implemented in semiconductor nanowires 
(NWs) connected to superconductors. This 
type of Majorana qubit has turned out to be 
difficult to realize, but the design is ideally 
suited for implementing promising qubits 
on the basis of the Andreev physics of the 
Josephson effect (2), the Andreev level qubit 
(ALQ) (3–6), and the ASQ (7–9). 

For QCs to be competitive, a quantum 
register, the quantum analog of a classical 
processor register that holds data being 
processed by the CPU, needs to have a few 
hundred perfect qubits. This increases to 
millions of qubits for quantum error cor-
rection. Scalable architectures are there-
fore all important, and a QC contender is 
a large array of spin qubits with control 
and readout circuits arranged in a three-
dimensional (3D) architecture (10, 11). The 
background for the solid-state spin qubit 
was provided by creating few-electron 
quantum dots in 2D electron gas (2DEG) 
structures. Decoherence due to charge 
noise made it clear that long-lived qubits 

might have to use spin degrees of freedom. 
The first experiments demonstrated spin-
flip singlet-triplet transitions in 2DEG 
quantum dots. This is now one of the ma-
jor types of qubits used in large-scale pro-
totype quantum processors (10, 11). The 
other major type is the electron spin in im-
purities implanted in 2DEG structures (11).

ALQ and ASQ use a very different kind 
of electron trap, a Josephson junction 
weak link in a superconducting (S) ring 
introduced by a short section of normal 
(N) semiconductor NW (3, 4). In such 
SNS structures, Andreev reflection from 
S electrodes forms a discrete set of bound 
states—Andreev levels (ALs)—within the 
superconducting energy gap. At SN and NS 
interfaces, the supercurrent is converted to 
current through Andreev bound states, al-
lowing a Josephson supercurrent to flow 
through the junction. Both the energies of 
Andreev states and the supercurrent they 
carry depend on the superconducting phase 
difference across the junction. They can be 
tuned by the magnetic flux threading the 
ring, which allows for manipulation and 
measurement of the state populations.

The paradigmatic energy structure of 
the Andreev states in a conducting channel 
inside the energy gap consists of a ground 
state, an excited spin singlet state, and 
a spin doublet in the middle of the gap, 
which may be occupied by spurious single 
quasiparticles (see the figure). Spin-orbit 
interaction in the NW lifts spin degeneracy 
of the doublet and demonstrates the role 
of the electron spin and the possibility of 
implementing an ASQ.

The ALQ (2, 3) is operated like a radio-
frequency superconducting quantum inter-
ference device through flux bias creating a 
phase difference that sets up a circulating 
supercurrent in the ring and adding a mi-
crowave field to create transitions between 
the ground state and the excited singlet 
Andreev state. Embedding ALQ in a micro-
wave resonator allows for strong coupling 
to the qubit for fast operation and read-
out (4, 5). This is in line with the standard 
cavity or circuit quantum electrodynamics 
(cQED) way of operating and reading out 
transmon-type qubits that form the basis 
for most superconducting platforms.

QUANTUM COMPUTING

Coherent manipulation of a spin qubit
A new device opens new avenues for spin qubits 
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Generating a spin qubit 
Andreev level and spin qubits are created in a device where a short semiconductor nanowire forms a Josephson 
junction in a radio frequency superconducting quantum interference device (SQUID). The energies of the 
Andreev levels (graph) are tuned by a static magnetic flux through the SQUID ring, creating a phase difference 
across the junction. Spurious quasiparticles trapped in the semiconductor nanowire segment can have spin 
states with two distinct energies because of spin-orbit interaction within the nanowire. The Andreev spin qubit 
can be then manipulated and read out through coupling to the electromagnetic field of the resonator.
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Recent work (9) precisely implements 
an extended version of this scheme, using 
a longer NW and a gate voltage to tune 
the number of conducting channels to two 
channels in the N-region. This establishes 
two quasiparticle doublets and allows 
excitation of spin-flip transitions between 
the different doublets. However, the intra-
doublet spin-flip qubit transition was be-
yond reach. 

The groundbreaking result is that Hays 
et al. (1) have been able to demonstrate 
that the device (9) can be operated as a 
spin qubit, ASQ, in a strong-coupling cQED 
setup, creating Rabi oscillation with 52 ns 
spin-echo coherence time and detecting it 
with single-shot readout. This establishes 
the ASQ as an interesting alternative but 
also heralds the need for advanced materi-
als science. 

For the ASQ to compete in a decisive 
manner, the coherence time must ap-
proach seconds. This criterion requires the 
NW N-region to be fabricated with semi-

conductor material that does not create 
unwanted coupling to nuclear spins, while 
conserving the Andreev interface prop-
erties and spin-orbit coupling. Another 
challenge is to control and extend the qua-
siparticle trapping times into the subsec-
ond domain. The bottom line is that there 
are no shortcuts to qubit paradigm shifts 
because basic physics and materials sci-
ence will determine the progress of quan-
tum computing. j
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The inner workings of an enzyme
A high-throughput mutation screen dissects the 
mechanistic basis of enzyme activity

By Zachary T. Baumer and 
Timothy A. Whitehead 

P
redictive understanding for how a 
particular amino acid sequence en-
codes enzymatic function is a grand 
challenge in molecular biology, with 
profound impacts in fields rang-
ing from industrial biotechnology, 

computational protein design, and agricul-
ture to predictive identification of disease 
mutations (1) and medicinal chemistry. 
Innovative methods for high-throughput 
and quantitative measurements of different 
aspects of enzymatic function are needed to 
achieve this goal. On page 411 of this issue, 
Markin et al. (2) describe a laboratory-on-
a-chip platform called High-Throughput 
Microfluidic Enzyme Kinetics (HT-MEK) as 
a step in this direction. The technique al-
lows high-fidelity in vitro biochemical and 
biophysical characterization of more than 
1000 mutants of the model enzyme PafA 
(phosphate-irrepressible alkaline phospha-
tase of Flavobacterium). HT-MEK identifies 
partially overlapping yet distinct networks 
of amino acids that undergird individual re-
action steps of PafA, illuminating the mech-
anistic basis of catalysis for this enzyme.

The ability to read and write DNA cheaply 
has enabled high-throughput, massively par-
allel experiments, broadly known as deep 
mutational scanning (3), which can be used 
to probe how a given enzyme sequence de-
termines function. Typically, many different 
mutants of an enzyme are passed through 
some screen or genetic selection, changing 
the underlying frequency of mutants in that 
population. Next, the frequency change for 
each library variant is quantified and con-
verted to a score. A key advantage of this 
method is scale: Tens of thousands of mu-
tations can be evaluated in a single experi-
ment. However, for enzymes there is usually, 
although not always (4), a narrow dynamic 
range of approximately fivefold in activ-
ity. This is sometimes advantageous in that 
small changes in activity can substantially 
enhance cellular fitness, which is useful for 
understanding steps in molecular evolution. 
Additionally, robust identification of small 

improvements in enzymes are particularly 
valuable for engineering, in which many mu-
tations conferring small improvements can 
be combined (5, 6). However, deciphering 
enzyme mechanisms requires activity mea-
surements that span orders of magnitude. 
Another challenge in deep mutational scan-
ning is that a given mutation may affect sev-
eral catalytic or biophysical properties that 
are flattened to a single score. For example, 
a low score may be the result of protein fold-
ing, activity effects, or a combination of both. 
Thus, there are numerous challenges in in-
terpretating these datasets that cloud a fuller 
understanding of mechanistic enzymology.

HT-MEK is a conceptually different ap-
proach than deep mutational scanning (see 
the figure). HT-MEK involves the construc-
tion of a reaction chamber around an im-
mobilized DNA sequence that encodes an en-
zyme variant fused to a fluorescent protein. 
An in vitro reaction produces the enzyme, 
which is then assayed against different reac-
tants. The fluorescent protein fusion allows 
quantification of the amount of enzyme in the 
reaction chamber, enabling determination of 
Michaelis-Menten kinetic parameters over a 
large dynamic range spanning several orders 
of magnitude. Segregation of enzymes into 
individual chambers affords measurement of 
enzyme activity as a function of environmen-
tal conditions, temperatures, inhibitors, and 
substrates. Integration of these experiments 
yields mechanistic dissection of the enzyme.

Alkaline phosphatases have been exten-
sively studied for decades; what more was 
revealed by Markin et al.? The key data 
generated from HT-MEK—the mutational 
effects of individual PafA reaction steps for 
nearly 1000 mutants—allows precise delin-
eation of networks of residues identified by 
a particular kinetic characteristic. In many 
cases, these networks extend large distances, 
from the active site to positions on the en-
zyme surface more than 20 Å away. Some 
of the findings have precedence in the lit-
erature, such as elucidating that the major-
ity of residues with large catalytic effects are 
more than 10 Å beyond the active site (7). Yet 
the ability to separate the effects of protein 
folding from individual catalytic effects of-
fers unparalleled clarity into these alloste-
ric communication channels. HT-MEK thus 
offers a tantalizing possibility for the unbi-
ased identification of allosteric networks in 
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other enzymes, with applications in medici-
nal chemistry and synthetic biology. A new 
finding of Markin et al. is that mutations 
to PafA are more likely to result in tighter 
binding than weaker binding of the com-
petitive inhibitor phosphate. This is unusual 
because mutations on average are expected 
to decrease binding. It suggests that strong 
evolutionary mechanisms in enzymes ensure 
rapid and efficient turnover (catalytic rate) 
without excessive end-product inhibition. 

Although there are limitations in the dem-
onstrations of HT-MEK, there are clear ways 
to improve generalizing the method and its 
throughput. HT-MEK requires product for-

mation to be linked to fluorescence. Markin 
et al. used both a non-natural fluorescent 
substrate and a fluorescent biosensor (8) that 
detects the phosphate product. The biosensor 
can be used directly for many diverse enzyme 
classes that produce inorganic phosphate. 
Probing other enzyme classes will require in-
novative methods for high-affinity biosensor 
design in which the product is linked to fluo-
rescence at a response rate faster than that 
of the internal enzyme kinetics. Also, PafA is 
a fast enzyme with a catalytic efficiency ap-
proximately 10-fold higher than an average 
enzyme (9). Evaluating less efficient enzymes, 
such as those involved in secondary metabo-
lism, may result in a diminished dynamic 
range and sensitivity for assay measure-
ments. In addition, Markin et al. used a clever 
experimental design to disentangle protein 
misfolding from protein activity by perform-
ing activity measurements at different tem-
peratures and choosing mutations unlikely to 
result in global unfolding. PafA is more sta-
ble than typical enzymes, and whether this 
experimental design can be generalized is an 
open question. Also, the throughput tested 
by Markin et al. was a little more than 1000 
mutants, or less than 10% of the throughput 
of deep mutational scanning. Several tech-
nologies can be envisioned to overcome this 
throughput limit, including parallelization of 
devices, advances in on-chip oligonucleotide 
synthesis of entire synthetic genes, and scale 
down of the reaction chambers. 

Beyond exploring the limits of mechanis-
tic enzymology, there are several near-term 
applications, such as the de novo design of 
enzymes (10). This approach has succeeded 
in generating active sites of enzymes with 
atomic resolution, but turnover rates are 
generally poor without substantial directed 
evolution; something is missing in the de-
sign concept. Teasing apart the mechanistic 
basis of activity and inactivity for hundreds 
or thousands of enzyme designs could help 
identify potentially missing factors. j
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Proximity and 
single-molecule 
energetics
Scanning probes measure 
how nearby o   xygen 
molecules affect triplet 
lifetimes of pentacene 

B y Linfei Li and Nan Jiang    

P
robing single molecules in their 
nanoenvironment can reveal site-
specific phenomena that would be 
obscured by ensemble-averaging 
experiments on macroscopic   popu-
lations of molecules. Particularly 

in the past decade, major technological 
breakthroughs in scanning probe micros-
copy (SPM) have led to unprecedented 
spatial resolution and versatility and en-
abled the interrogation of molecular con-
formation, bond order, molecular orbitals, 
charge states, spins, phonons, and inter-
molecular interactions.   On page 452 of this 
issue, Peng et al. (1) use SPM to directly 
measure the triplet lifetime of an individ-
ual pentacene molecule and demonstrate 
its dependence on interactions with nearby 
oxygen molecules with atomic precision. In 
addition to allowing the local tuning and 
probing of spin-spin interactions between 
molecules, this study represents a notable 
advance in the single-molecule regime and 
provides insights into many macroscopic 
behaviors and related applications in ca-
talysis, energy-conversion materials, or 
biological systems.

Single-molecule studies have benefited 
from the high resolution achieved with 
well-defined functionalized probes, espe-
cially with carbon monoxide–terminated 
atomic force microscopy (AFM) tips  (2). 
The versatility and applicability of AFM 
have also been enhanced  by biasing the tip 
with gate voltages and supporting mole-
cules on insulating substrates. In this con-
figuration, the conductive AFM tip serves 
as an atomically controlled charge injector 
with single-charge sensitivity. Such  elec-
trical addressing of electronic states of 
single molecules (3) allows for the study 

Department of Chemistry, University of Illinois at Chicago, 
Chicago, IL 60607, USA. Email: njiang@uic.edu

Enzyme dissection at scale
The High-Throughput Microfluidic Enzyme Kinetics 
(HT-MEK) approach allows the simultaneous 
characterization of more than 1000 single-residue 
mutants of an enzyme. Each chamber expresses a 
single mutant that is flowed into an enzyme reaction 
compartment. Kinetic characterization [such as 
apparent unimolecular rate constant (kcat), Michaelis 
constant (Km), inhibition constant (Ki), and substrate 
specificity] of each mutant is integrated and mapped 
back onto the structure of the enzyme, revealing 
networks of residues involved in different catalytic 
and functional effects.
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of charge distribution and transport in 
single-molecule devices, organic electron-
ics, and photovoltaics. 

Beyond steady-state spectroscopy, ex-
cited-state dynamics of single molecules 
can be measured by using an ultrashort 
and high-intensity   electric (voltage) or op-
tical (laser) pulse (the “pump”) to excite 
the sample. After a nonequilibrium state 
is generated, a second weaker pulse (the 
“probe”) monitors the change of the excited 
state. By varying the time delay between 
the two pulses, the temporal evolution of 
the excited state can be mapped out. 

Peng et al. used the electronic pump-
probe approach in AFM to measure the 
lifetime of the excited triplet state of an in-
dividual pentacene molecule with atomic 
precision (see the figure). They observed 
strong quenching of the triplet lifetime by 
co-adsorbed molecular oxygen (O

2
). The 

electronic energy-transfer processes had 
an   intriguing dependence on the arrange-
ment of surrounding O

2
 molecules, which 

they controlled by atomic manipulation 
with the tip. Spin-relaxation measure-
ments of single molecules in space with 
atomic resolution provide insights into 
their local interactions with each other, 
as well as with their nanoenvironment. 
Such information could be useful for spin-
based  quantum-information storage or 
quantum computing (4). 

    Given the radiative re-
laxation of excited states, 
SPM-coupled optical spec-
troscopy provides a power-
ful tool to perform spatially 
and energy-resolved spec-
troscopic studies of single 
molecules. Specifically,  site-
resolved excitations of mol-
ecules can be induced by 
highly localized scanning 
tunnel microscopy (STM) 
current, and the resulting 
luminescence, which carries 
information that describes 
excited states, can be probed 
by integrated optical detec-
tion systems. This approach revealed re-
dox state–dependent excitation of single 
molecules and intermolecular excitonic 
coupling interactions with atomic-scale 
spatial precision  (5, 6). A study of elec-
troluminescence demonstrated selective 
triplet formation by manipulating electron 
spin inside a molecule  (7), which could 
provide a route to interrogate quantum 
spintronics and organic electronics at the 
single-molecule level.    

Besides tunneling electrons, the interac-
tion of photons with molecules can provide 
valuable structural information and chem-

ical identification through measurements 
of absorption, emission,   or scattering of 
light. In particular, by confining laser 
light at the atomic-scale SPM junction and 
taking advantage of plasmon-enhanced 
  Raman scattering, tip-enhanced Raman 
spectroscopy can overcome the diffraction 
limit of conventional optical spectroscopy 

and thereby achieve sub-
molecular chemical spatial 
resolution (8). Such   capa-
bility provides    in-depth in-
sights into single-molecule 
chemistry and site-specific 
chemical effects at the spa-
tial limit (9). 

Most excited states in-
duced by photon absorption 
are incredibly short-lived 
(on the order of picosec-
onds to femtoseconds), so 
time-resolved optical STM 
techniques have been de-
veloped with ultrafast la-
sers. For example, pump-
probe terahertz laser pulses 

were used to induce state-selective ultra-
fast STM tunneling currents through a 
single molecule. This approach allowed 
the molecular orbital structure and vi-
brations to be measured directly on the 
femtosecond time scale (10). Optical STM 
f  urther showed the capability to explore 
photon and field-driven tunneling with 
angstrom-scale spatial resolution and   at-
tosecond temporal resolution. This ex-
perimental platform can be used to study 
quasiparticle dynamics in superconductor 
and two-dimensional materials with excep-
tional resolutions (11).

Single-molecule studies could open av-
enues to access extremely transient states 
and chemical    heterogeneity, suc   h as the 
vibration of atoms within a molecule , the 
precession of a spin, ultrashort-lived com-
plex reaction intermediates, and some key 
stochastic processes of reactions in   chem-
istry and biology. For example, the study 
of Peng et al. relates to the reactivity of 
electronic excited states of organic mol-
ecules to O

2
 (and thus air). These processes 

can affect various natural photochemical 
and photophysical processes undergo-
ing excitation by sunligh that can lead to 
transformation, degradation, or aging (12). 
The insightful descriptions of molecular 
conformation, dynamics, and function pro-
vided by spatially resolved single-molecule 
studies could inform complex and emer-
gent behaviors of populations of molecules 
or even cells. j
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Triplet lifetimes
Pentacene exhibits three triplet states, but nearby 
oxygen (red) quenches this excitation to one triplet 
state with a much shorter submicrosecond lifetime.
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Molecular interactions
Scanning probe microscopy was combined with electronic 
pump-probe techniques to follow pentacene excitation. The 
tip placed oxygen molecules next to pentacene. 

“Spin-relaxation 
measurements 

of single molecules 
in space with 

atomic resolution 
provide insights 
into their local 

interactions 
with each other...”

Atomically addressing excited single molecules
The effect of nearby oxygen molecules on the lifetimes (t) of triplet states Tx, Ty, and Tz or T1 decaying  
to the singlet state S0 of individual pentacene molecules has been probed on an insulating salt surface.
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By Roseanna Sommers

 H
istorically, the role psychology has 
played in the legal system has been 
confined to discrete domains that 
lawyers and judges tend to recog-
nize as psychological. For example, 
in trademark disputes, litigants 

seeking to establish “consumer confu-
sion” often hire experts to collect survey 
data showing that consum-
ers are apt to mistake one 
brand for another. This is 
a textbook example of “law 
and psychology”: bringing 
methodological rigor to 
traditional legal analyses. 
Recently, however, a grow-
ing number of “experimen-
tal jurisprudence” scholars 
have been studying the law 
from the outside—theoriz-
ing what its doctrines are 
doing, criticizing its doc-
trines for what they are 
not doing—rather than 
from the inside, helping to 
sharpen traditional legal 
analyses (1–2). These em-
piricists, moreover, have 
trained their sights on legal 
constructs that might not 
strike one as particularly 
psychological, such as cau-
sation, consent, reasonableness, owner-
ship, punishment, contract, and even law 
itself (e.g., what makes the law the law as 
opposed to some other kind of social ar-
rangement) (3–10). This new approach de-
parts from traditional law and psychology 
in both its scope and ambition: Beyond 
providing narrow expertise on matters 
that lawyers readily recognize as psycho-
logical (e.g., confusion, memory, insanity), 
experimental jurisprudence aims to ad-
vance legal theory broadly.

Experimental jurisprudence examines 
how core legal concepts are understood by 
laypeople who know little about the law. 
Researchers then compare laypeople’s or-
dinary concepts against their legal coun-
terparts (1–3). For example, using survey 
experiments, psychologists have discovered 

that laypeople’s causal judgments are af-
fected by counterfactual reasoning, which 
is in turn influenced by whether an agent 
behaved immorally (11). When an agent 
violates a moral norm, it increases the rel-
evance of a counterfactual in which the 
agent behaved in a norm-abiding manner. 

Scholars have taken this insight and de-
ployed it to rethink tort law’s doctrine of 
proximate cause, which determines when 

an intervening event will “break the causal 
chain” between an original negligent act 
and a subsequent injury, such that the 
original wrongdoer is relieved from liabil-
ity (3). For instance, a classic causal super-
session case involves a service station that 
negligently leaves car keys in an unlocked 
vehicle and a thief who steals the car and 
negligently injures a plaintiff in a collision. 
Should the service station be held liable 
for the plaintiff ’s damages? Although this 
case may seem unusual, it is hardly exotic: 
Judges are often called upon to determine 
whether negligent actors are the “proxi-
mate” causes of—and ultimately liable 
for—injuries occurring far down the causal 
chain. When they do so, they rely on cases 
like these as precedents.

The hitch is that prior cases have taken 
inconsistent stances on the question of 
causal supersession. Several influential 
legal theorists have argued that the best 

way to explain the twists and turns of the 
case law is to recognize that judges sim-
ply decide which party is ultimately mor-
ally blameworthy and assign proximate 
causation accordingly. Skeptics in this 
camp contend that proximate cause repre-
sents nothing more than judicial anarchy: 
Judges engage in outcome-driven reason-
ing, which they dress up, post hoc, in the 
language of causality (3).

But others have argued that given experi-
mental research, legal causation is not as 
maddening or mysterious as it seems, with 
the doctrine of causal supersession best 
theorized not as judicial lawlessness but as 
roughly following the commonsense under-
standing of cause (3). This ordinary concept 
embeds judgments about the relevance of 

various counterfactual al-
ternatives and therefore 
bakes in judgments about 
moral norms, which may be 
why it appears as if judges’ 
causal determinations are 
influenced by considerations 
of blameworthiness. By this 
view, the doctrine’s relation-
ship to causation is not com-
plete confabulation, contrary 
to the skeptics’ complaint. 
Instead, judges’ seemingly 
inconsistent decisions may 
reflect the ordinary folk no-
tion of causation. 

Recent experimental work 
uncovers that laypeople in-
tuit that another key legal 
concept, consent, is com-
patible with certain forms 
of deception (5). For ex-
ample, most American re-
search participants believe 

that a patient consents when he agrees 
to a medical procedure as the result of 
his doctor’s false statements. The same 
is true when a civilian allows police offi-
cers into her home because they lie about 
what they are searching for. Laypeople 
tend to report that the deceived targets 
have autonomously authorized invasions 
into their bodies and properties. This di-
verges from the standard autonomy-based 
understanding of consent, which holds 
that consent must be sufficiently knowing 
and informed to be valid. A court long ago 
concluded, for example, that a defendant 
could be held liable for kidnapping when 
he tricked a young woman into sailing to 
Panama on the promise that a job as a gov-
erness awaited, when his true intention 
was to employ her in a brothel. Her con-
sent to board the ship was negated by her 
employer’s deceit just as if she had been 
held at gunpoint.

SCIENCE AND LAW

Experimental jurisprudence
Psychologists probe lay understandings of legal constructs
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Yet the law has often been inconsistent, 
occasionally departing from the maxim that 
deception invalidates consent. Just 2 years 
after the would-be Panamanian governess 
was deemed to have been kidnapped, a no-
tably similar case arising in the same juris-
diction reached the opposite result. A man 
was tricked into boarding a ship to Mexico 
on the understanding that he would be em-
ployed as a railroad worker at a rate of 35 
dollars per month in US currency; in fact, 
the job would pay only 1 dollar per month in 
Mexican currency. The court concluded that 
he was not kidnapped, because the false 
promise of his wages was “a shabby trick, 
but not a crime” (5). 

The classic doctrinal explanation for 
this discrepancy insists that there are two 
kinds of fraud: fraud in the factum, which 
pertains to the essence of an activity (e.g., 
lying about what job one is being recruited 
for), and fraud in the inducement, which 
pertains to a mere “inducement” (e.g., lying 
about how much a job will 
pay). In several instances, 
the common law treats only 
fraud in the factum as nul-
lifying consent, even though 
both kinds of fraud may be 
upsetting to the individual 
who is deceived.

Experimental jurispru-
dential research can illu-
minate puzzling doctrinal 
quirks such as these. In one 
experiment using consent-
by-deception scenarios that roughly corre-
sponded to the two kinds of common-law 
fraud, participants read about a consumer 
who wanted to make a purchase so that he 
could earn credit card reward points that 
would enable him to book a free flight. In 
one version of the scenario, the store clerk 
lied to the consumer about what item he 
was ordering. In the other version, the 
clerk lied about whether the purchase 
qualified for reward points. Participants 
observed that the consumer personally 
cared more about the points than about 
what item he was buying, but they simulta-
neously regarded his consent as more un-
dermined when the clerk lied to him about 
what product he was purchasing. They 
could discern what mattered most to the 
individual, but their judgments of consent 
tracked something else entirely: whether 
he was misled about something that went 
to the essence of the transaction. Their 
consent intuitions thus mirrored the pecu-
liar factum versus inducement distinction 
found in the common law.

This line of research carries implications 
for the contemporary legal controversy 
over the so-called “riddle of rape-by-de-

ception”—why Anglo-American law refuses 
to treat fraudulently procured consent to 
sex as rape, except under extreme circum-
stances, such as when a doctor misrepre-
sents sex as a medical procedure or when 
one person impersonates another, leading 
to sex with the wrong person. Prevailing 
explanations for this puzzle have rested 
on ideas about gender, suggesting that the 
law is punishing women who are seen as 
unchaste, by declaring that they have con-
sented despite being deceived. This new 
research suggests that something more 
general may be going on. In a variety of 
domains, lay participants endorse the intu-
ition that only essential fraud (“fraud in the 
factum”) defeats consent; their judgments 
follow this pattern not just for consent to 
sex but also for consent to medical proce-
dures, tattoos, and contracts for sale (5). 

This experimental approach to legal 
scholarship has raised some controversy 
(12). Some question why it makes any dif-

ference what laypeople think; 
legal theory, they object, can-
not be crowdsourced. What 
is more, although subtle 
and surprising features of 
legal concepts are often 
shared by folk intuition (2), 
at other times experimental 
jurisprudence research has 
uncovered stark divergences 
between ordinary concepts 
and legal concepts (5, 12). For 
example, recent work on the 

ordinary concept of contract shows that 
laypeople intuit that agreements must be 
in writing to be legally valid and that con-
tractual terms will invariably be enforced 
as written, even when they are unenforce-
able or result from material, bad-faith 
fraud (13). 

It would be a mistake to insist that 
where ordinary concepts and legal con-
cepts diverge, the law has been refuted. 
Most legal constructs are not like obscen-
ity, which is explicitly defined by reference 
to community standards. Although courts 
have shown some openness to consider-
ing public opinion polling when it comes 
to defining obscene speech, that does not 
mean that surveys to set the definitions of 
all legal concepts should be used. A more 
defensible approach would recognize that 
there may be good reason for the law in 
some areas not to look just the way people 
believe, expect, or prefer it to look. Thus, 
although it is a welcome development that 
psychologists are venturing beyond their 
historical confines and pushing into new 
territory not recognized as distinctly psy-
chological, they must acknowledge the lim-
its of their approach. Experiments cannot 

settle deep, contested, normative questions 
about what the law should be.

Still, folk intuitions are worth studying. 
As a practical matter, in many jurisdictions 
ordinary people are empowered to deter-
mine what counts as causation or consent 
in legal cases. These are “questions of fact,” 
routinely decided by juries. Of course, re-
search using hypothetical scenarios is lim-
ited in what it reveals about how people 
are likely to behave (14). Nonetheless, vi-
gnette studies are relatively well suited to 
investigating how people are likely to eval-
uate strangers whose situations they have 
no personal stake in—the task presented to 
jurors. Experimental jurisprudence stud-
ies often ask participants to evaluate sce-
narios that are based on real legal cases, 
rather than probing intuitions about fan-
tastical thought experiments. 

Beyond illuminating jury decision-mak-
ing, experimental jurisprudence research  
can offer new insights into why the law is 
the way it is (1–3). And because experimen-
tal jurisprudence bears on broad legal con-
cepts like causation, reasonableness, con-
tract, and consent, it has the potential to 
take the field of law and psychology beyond 
its limited historical role and to establish it 
as a more central player in contemporary 
jurisprudential debates.

Looking to the future, experimental ju-
risprudence scholars are expected to use a 
growing set of methodologies: neuroimag-
ing, computational and corpus linguistics, 
cross-cultural studies, and developmental 
work with participants from across the age 
spectrum (1, 7–8, 10, 15). As experimental ju-
risprudence gains traction, it may someday 
come to be an influential methodology that 
informs legal scholarship and practice, tak-
ing its place alongside economics, history, 
sociology, critical theory, and philosophy. j
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By Rita H. Nguyen1,2,3 and Paul Kubes2,3

A 
primary defense strategy in re-
sponse to infection or inflammation 
is to mobilize innate immune cells 
through the circulatory system to the 
affected organ. Patrolling monocytes 
and neutrophils constantly monitor 

healthy tissue and extravasate from vas-
cular endothelium to infected or injured 
tissue through a stepwise mechanism (1). 
On page 409 of this issue, Cugurra et al. 
(2) demonstrate in a mouse model a path-
way by which the central nervous system 
(CNS) bypasses this circulatory patrol sys-
tem and supplies the meninges (the mem-

branes that enclose the brain and spinal 
cord) with functionally distinct myeloid 
cells through channels that traverse the 
skull bone marrow. Moreover, on page 408
of this issue, Brioschi et al. (3) demonstrate 
that the meninges are also populated with 
B cells directly derived from skull marrow 
hematopoiesis. These studies show that 
the brain is an immunologically distinct 
organ that is surrounded by its own cadre 
of immune cells. 

The skull consists of two thin plates of 
outer and inner cortical bone tables sep-
arated by the diploic space of cancellous 
bone. The diploic space contains the fatty 
marrow and is highly vascular, filled with 
veins that span from the outer and inner 
tables. Emissary veins cross from the scalp, 
through the skull, to the meninges overly-
ing the brain. Thus, the brain is enclosed 

in a rich vascular network contained in 
the meninges and the skull. These vascu-
lar spaces have traditionally been thought 
to provide additional sites for cerebrospi-
nal fluid resorption. However, recent ani-
mal studies have demonstrated that these 
skull-meninges connections have a much 
more dynamic role, and under pathologi-
cal conditions such as stroke, they serve 
as highways for myeloid cells to quickly 
transmit from skull marrow to the brain 
parenchyma (4). Cugurra et al. expand 
these findings to demonstrate that even 
under homeostatic conditions, the skull 
marrow directly supplies myeloid cells to 
the meninges. These meningeal myeloid 

cells act as sentries of the brain, poised to 
respond to the first sign of perturbation. 

Indeed, Cugurra et al. went on to study 
CNS–bone marrow–derived myeloid cells 
versus blood-derived myeloid cells in mice 
under three different pathological con-
ditions: autoimmune encephalomyelitis 
(EAE), spinal cord injury (SCI), and optic 
nerve crush injury. The authors observed 
that monocytes that infiltrated the spinal 
cord or optic nerve in these models were 
primarily derived from CNS-marrow, sug-
gesting that the meningeal monocytes pref-
erentially protect the organ that it borders. 
Furthermore, gene expression analysis be-
tween CNS-marrow–derived versus blood-
derived infiltrating monocytes in EAE re-
veal that blood-derived monocytes were 
more enriched for proinflammatory path-
ways, suggesting differential roles for these 

monocytes in pathological conditions. 
Brioschi et al. also show that the skull 

marrow supplies the meninges with B cells 
in mice. These meningeal B cells mature 
in the dura and learn to recognize and 
tolerate CNS antigens. However, in aging 
mice, the meninges become populated 
with antigen-experienced, aged B cells de-
rived from the peripheral circulation that 
have the potential to disrupt the balance 
of the distinct CNS immune milieu. This 
finding invites intriguing hypotheses for 
the pathophysiology of CNS autoimmune 
diseases such as multiple sclerosis, for 
which B cell depletion has shown thera-
peutic benefit (5).

Cugurra et al. and Brioschi et al. suggest 
that the brain is distinct in having a direct 
bone marrow pipeline of immune cells to 
the borders of the brain (see the figure). 
Although other organs such as heart, lungs, 
and visceral organs do not have this selec-
tive pipeline, it is often forgotten that all 
these organs do have an organized struc-
ture or reservoir of immune cells at their 
borders. In 1906, the omentum, which cov-
ers the visceral organs, was referred to as 
“the policeman of the abdomen” because it 
attenuates peritonitis and improves surgi-
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Bespoke brain immunity
The brain and spinal cord maintain a distinct cache of immune cells
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The central nervous system is enclosed by the skull and vertebrae, the marrow of which provide a private source of immune cells that can invade the brain 
and spinal cord under pathological conditions through ossified vascular channels. Other organs harbor specialized immune cells in the tissue and spaces that 
surround them, such as specialized macrophages that can repair cardiac tissue after ischemia.
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cal wound healing (6). Areas on the omen-
tum called milky spots contain immune 
cells that can promote angiogenesis (7) and 
tissue repair (8). 

Fat-associated lymphoid clusters in the 
peritoneal, pericardial, and pleural cavity 
of mice are storage sites for lymphoid cells 
(9) and have been implicated in myocar-
dial fibrosis after myocardial infarct (heart 
attack) (10). In addition, a distinct popu-
lation of GATA-binding protein 6–positive 
(GATA6+) macrophages reside in all three 
major cavities, depend on retinoic acid for 
their identity, and retain their cavity gene 
expression signature regardless of whether 
they are in the peritoneal, pleural, or peri-
cardial space (11). These cells accumulate 
rapidly at sites of organ injury and affect 
healing from the outside (12). Comparably, 
Cugurra et al. and Brioschi et al. illustrate 
that the brain and spinal cord harbor an 
exclusive pool of immune cells in the me-
ninges that influence CNS diseases. Clearly, 
many organs have an immune presence lo-
calized to their borders, but the degree to 
which these cells are solicited to the paren-
chyma is unclear.

The wealth of immune cells that sur-
round various organs also raises the issue 
of immune cell recruitment. The canoni-
cal manner by which immune cells are re-
cruited is through the vasculature and, in 
most cases, by extravasation from the post-
capillary venules (13). However, Cugurra et 
al., Brioschi et al., and others (4, 12) have 
raised the possibility that immune cells 
could be recruited through the process of 
“invasion,” which involves migration into 
an organ from the perimeter, perhaps even 
by way of an avascular route. Having a pool 
of mature immune cells surrounding an or-
gan provides a critical, immediately avail-
able reservoir of specific immune cells. For 
example, recruitment of monocytes from 
bone marrow to tissues where they become 
mature macrophages to initiate repair 
could take days, especially if new vascula-
ture needs to be constructed. By contrast, 
a population of mature monocytes in the 
CNS, or mature GATA6+ macrophages in 
visceral cavities, are poised to instantly re-
spond to brain, heart, or lung injury.

The findings of Cugurra et al. and 
Brioschi et al. suggest that the blood-brain 
barrier does not necessarily need to be dis-
rupted for meningeal immune cells to in-
filtrate the brain parenchyma. The clinical 
implications are numerous. For example, 
gliomas are primary brain tumors that are 
notoriously difficult to treat. Infiltrating 
monocytes have been shown to promote 
tumorigenesis (14). It would be fascinating 
to exploit the skull-meninges connections 
to influence myeloid cell chemotaxis as 

an immunotherapeutic option. Moreover, 
there is currently no medical treatment 
available for traumatic brain injury. Recent 
data show that myeloid cells promote vas-
cular repair after traumatic brain injury 
(15). Perhaps the skull marrow myeloid cell 
reservoir can be harnessed as an immedi-
ate source of reparative cells.

It remains unknown whether there are 
specific CNS signaling molecules that pref-
erentially recruit meningeal immune cells 
over blood-derived cells. Is this also the 
case for visceral organs, heart, and lungs? 
Furthermore, the temporal dynamics of 
infiltration of CNS-marrow–derived versus 
blood-derived cells versus cavity immune 
cells needs to be explored and evaluated 
against disease progression. In surgical 
interventions, inadvertent removal of the 
border pericardium (during heart surgery), 
fusion of the pleural space (to limit effu-
sions), craniotomy (removal of part of the 
skull), or durotomy (perforation of the 
dura mater meningeal membrane) can oc-

cur. What are the implications of these pro-
cedures for these cell niches and the physi-
ological responses of an organ? The studies 
of Cugurra et al. and Brioschi et al. remind 
us that there is a vast amount of immunity 
that surrounds each organ with a coterie 
of immune cells with distinct phenotypes. 
In the case of the brain, it provides yet an-
other specialized layer that should be con-
sidered in the context of the CNS. j 

REFERENCES AND NOTES

 1.  C. Auffray et al., Science 317, 666 (2007).  
 2.  A. Cugurra et al., Science 373, eabf7844 (2021).  
 3.  S. Brioschi et al., Science 373, eabf9277 (2021).  
 4.  F. Herisson et al., Nat. Neurosci. 21, 1209 (2018).  
 5.  S. L. Hauser et al., N. Engl. J. Med. 383, 546 (2020).  
 6.  R. Morison, BMJ 1, 76 (1906).  
 7.  I. García-Gómez et al., Neurol. Res. 27, 807 (2005).  
 8.  S. Shah et al., PLOS ONE 7, e38368 (2012).  
 9.  C. Bénézech et al., Nat. Immunol. 16, 819 (2015).  
 10.  M. Horckmans et al., Circulation 137, 948 (2018).  
 11.  J. F. Deniset et al., Immunity 51, 131 (2019).  
 12.  J. Wang, P. Kubes, Cell 165, 668 (2016).  
 13.  E. Kolaczkowska, P. Kubes, Nat. Rev. Immunol. 13, 159 

(2013).  
 14.  D. H. Gutmann, H. Kettenmann, Neuron 104, 442 (2019).  
 15.  M. V. Russo, L. L. Latour, D. B. McGavern, Nat. Immunol. 

19, 442 (2018).  

10. 1126/science.abj8183

VIEWPOINT: COVID-19

Scent of a 
vaccine
Intranasal vaccination 
should block SARS-CoV-2 
transmission at the source

By Frances E. Lund1 and Troy D. Randall2

T
he highly contagious severe acute 
respiratory syndrome coronavirus 2 
(SARS-CoV-2) infects the respiratory 
tract and is transmitted, in part, by 
respiratory droplets and aerosols. 
Consequently, unvaccinated people 

are encouraged to wear masks in public, 
self-quarantine if symptomatic, and prac-
tice social distancing. Despite these precau-
tions, millions are dying. As the pandemic 
takes its toll, vaccines are once again head-
line news, notably for the speed of their 
development and the success of messenger 
RNA (mRNA) vaccines. Given the respira-
tory tropism of the virus, however, it seems 
surprising that only seven of the nearly 100 
SARS-CoV-2 vaccines currently in clinical 
trials are delivered intranasally. Advantages 
of intranasal vaccines include needle-free 
administration, delivery of antigen to the 
site of infection, and the elicitation of mu-
cosal immunity in the respiratory tract. 

The idea that intranasal vaccination 
preferentially protects the respiratory tract 
is not new: Development of the US Food 
and Drug Administration (FDA)–approved 
live attenuated influenza vaccine (LAIV) 
began in the 1960s. Immunologists have 
long known that nasal infection or vacci-
nation elicits an immunoglobulin A (IgA) 
response in both serum and respiratory 
fluids, whereas intramuscular vaccines pri-
marily elicit serum IgG. IgA is particularly 
important in the upper airways and nasal 
passages, where it is actively transported 
across the epithelium and released into the 
airway lumen as a dimer bound to secre-
tory component, a stabilizing configuration 
that allows it to more effectively neutralize 
viruses like SARS-CoV-2 (1). By contrast, IgG 
enters and protects the lower lung through 
passive transudation across the thin alveo-
lar epithelium (2). IgG is also found in the 
upper respiratory tract and nasal passages, 
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“Having a pool of mature 
immune cells surrounding an 
organ provides a critical, 
immediately available reservoir 
of specific immune cells.”
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perhaps carried from the lower lung by the 
mucociliary escalator. However, protec-
tion of the nasal passages by IgG is only 
achieved at high serum concentrations (2). 
Consequently, intramuscular vaccines that 
elicit high titers of serum IgG can reduce 
viral titers in the lungs and nasal passages. 

CD8+ T cells are another important com-
ponent of antiviral immunity and directly 
kill virus-infected cells, thereby reducing 
viral replication and accelerating viral 
clearance and recovery. Some activated 
CD8+ T cells develop into memory cells, 
which by themselves do not prevent in-
fection, but are poised for rapid reactiva-
tion and effector function. Notably, B and 
T cells primed by mucosal vaccination or 
infection express receptors that promote 
homing to mucosal sites as long-lived an-
tibody-secreting cells or as tissue-resident 
memory cells. Resident memory B and T 
cells in the lung and nasal passages act as 
nonredundant, first responders to chal-
lenge infection and are essential for rapid 
virus clearance (3, 4). The placement of 
tissue-resident memory cells in the respi-
ratory tract requires that they encoun-
ter antigen in the respiratory tract (3, 5), 
meaning that vaccines designed to recruit 
resident memory cells to the respiratory 
tract should be administered intranasally. 

Compared to intramuscular vaccines, 
intranasal vaccines provide two addi-
tional layers of protection: Vaccine-elicited 
IgA and resident memory B and T cells 
in the respiratory mucosa provide an ef-
fective barrier to infection at those sites; 
and, even if infection does occur, perhaps 
by a viral variant, cross-reactive, resident 
memory B and T cells, which encounter 
antigen earlier and respond more quickly 
than systemic memory cells, impede viral 
replication and reduce viral shedding and 
transmission (see the figure). 

Of the seven SARS-CoV-2 vaccines be-
ing tested for intranasal delivery, six are 
live-attenuated viruses or virus-vectored 
vaccines and one is a protein subunit vac-
cine (see the table). Attenuated viruses and 
viral vectors that encode vaccine antigens 
are particularly useful for intranasal im-
munization because the infection process 
effectively breaches the epithelium and is 
intrinsically immunogenic. Because vac-
cine antigens are expressed by infected 
cells, antigen presentation occurs via the 
class I pathway and efficiently triggers 
CD8+ T cell responses—an advantage over 
protein subunit vaccines that poorly en-
gage CD8+ T cells. 

Preclinical studies of adenovirus-vec-
tored vaccines expressing the SARS-CoV-2 
spike host receptor protein or its receptor 
binding domain (RBD) demonstrate that 

intranasal delivery triggers long-lasting, 
virus-neutralizing serum IgG responses as 
well as antigen-specific IgA and CD8+ T cells 
in the respiratory tract (6–8). Moreover, 
both intranasal and intramuscular vaccina-
tion with adenovirus-vectored vaccines pro-
tect against pneumonia and weight loss af-
ter a challenge infection. However, animals 
vaccinated intramuscularly still shed virus 
from the nasal passages, whereas animals 
vaccinated intranasally have reduced viral 
replication and shedding in both the lungs 
and the nasal passages (8). 

Adenoviruses are natural human patho-
gens, and many adults have been exposed 
to one or more strains, meaning that they 
may have antivector antibodies that im-
pair vaccine efficacy (negative interfer-
ence). However, Ad5-vectored intranasal 
influenza vaccine (NasoVAX), adminis-
tered at high doses, works similarly in 
Ad5 seropositive and seronegative indi-
viduals (9), perhaps because the inoculat-
ing volume dilutes local antibody concen-
trations. Nevertheless, in an attempt to 
avoid any potential negative interference, 
some developers are using rare strains of 
human adenoviruses or chimp adenovi-
ruses, to which most humans have not 
been exposed. 

The influenza-vectored SARS-CoV-2 vac-
cine being developed by the University of 
Hong Kong may face related hurdles. The 
deletion of the influenza virus gene encod-

ing nonstructural protein 1 (NS1) strongly 
attenuates the vector and allows develop-
ers to replace NS1 with the SARS-CoV-2 
spike-RBD. Like adenovirus-vectored vac-
cines, this one should also elicit mucosal 
IgA against RBD and place resident mem-
ory cells in the respiratory tract. However, 
negative interference from preexisting an-
tibodies against the influenza vector may 
impair its effectiveness. Similarly, Meissa 
Vaccines developed a live attenuated res-
piratory syncytial virus (RSV) vector in 
which it replaced the RSV F and G host 
receptor proteins with SARS-CoV-2 spike. 
Delivered intranasally, the chimeric virus 
should elicit mucosal immunity. Notably, 
the change in surface proteins will likely 
alter the cellular tropism of the virus and 
perhaps its immunogenicity. Preexisting 
antibodies against RSV should not inter-
fere with vaccination, but preexisting anti-
bodies against spike may neutralize it.

Live attenuated SARS-CoV-2 intranasal 
vaccines should also effectively elicit mu-
cosal IgA responses and resident-memory 
cells in the respiratory tract. Unlike vec-
tored vaccines that express only spike or 
RBD, live attenuated SARS-CoV-2 has the 
advantage of expressing (and potentially 
eliciting immune responses against) all 
viral proteins, thereby conferring broad-
spectrum immunity that should cross-
react with and provide some level of immu-
nity against variant strains of SARS-CoV-2. 
Although modern molecular techniques 
minimize the risk of reversion, live attenu-
ated viruses retain replicative capacity and 
are contraindicated for infants <2 years, 
people aged >49 years, or immune-com-
promised persons. Live attenuated SARS-
CoV-2 and spike-expressing RSV may also 
face scrutiny over their potential to cause 
neuronal symptoms (10). 

Past experience with LAIV will be rel-
evant to these live attenuated vaccines. In 

NAME DEVELOPER TYPE (ANTIGEN) CLINICAL TRIAL

ChAdOx1-S University of Oxford Chimp adenovirus vector (spike) NCT04816019 (phase 1)

AdCOVID Altimmune Adenovirus 5 vector (RBD) NCT04679909 (phase 1)

BBV154 Bharat Biotech Simian adenovirus vector (spike) NCT04751682 (phase 1)

DelNS1-nCoV-
RBD LAIV

University of 
Hong Kong

Live attenuated influenza 
virus (RBD)

NCT04809389 
(phase 1)

MV-014-212 Meissa Vaccines Live attenuated RSV (spike) NCT04798001 (phase 1)

COVI-VAC Codagenix Live attenuated SARS-CoV-2 NCT04619628 (phase 1)

CIBG-669 Center for Genetic 
Engineering and 
Biotechnology, Cuba

Protein subunit 
AgnHB (RBD)

RPCEC00000345 
(phase 1/2)

 Intranasal SARS-CoV-2 vaccines in clinical trials

HB, hepatitis B virus; RBD, receptor binding domain; RSV, respiratory syncytial virus; SARS-CoV-2, severe acute respiratory syndrome coronavirus 2.

“…it seems surprising that only 
seven of the nearly 

100 SARS-CoV-2 vaccines 
currently in clinical trials are 

delivered intranasally.”
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children, intranasal LAIV is 
generally superior to intramus-
cular vaccination (11). This suc-
cess likely reflects the immu-
nological naïveté of children 
(most have not been exposed 
to influenza virus). As a result, 
there is no immune barrier to 
LAIV infection in the nasal 
passages and vaccine “take” 
is efficient, leading to robust 
mucosal IgA responses and the 
placement of tissue-resident 
memory cells in the airways. 
LAIV is also effective in adults, 
but not necessarily better than 
intramuscular vaccination (11), 
in part because prior influenza 
virus infection has established 
a baseline of immunity that 
impairs the infectivity of LAIV. 
Consequently, live attenuated 
SARS-CoV-2 vaccines may 
elicit robust protection in na-
ïve individuals, but preexposed 
individuals may have sufficient 
immunity to neutralize the vac-
cine, rendering it ineffective 
even as a booster. 

Only one of the intranasal 
vaccines in clinical trials is in-
ert—Cuba’s CIBG-669, which 
consists of RBD linked to the 
hepatitis B virus core antigen, 
a potent stimulator of T cells.  
Because inert vaccines do not 
rely on infection or gene expression, they 
cannot be neutralized by preexisting an-
tibodies. However, soluble proteins deliv-
ered to the nasal passages do not efficiently 
breach the epithelium. Instead, they must 
be transported across the epithelial bar-
rier by specialized microfold (M) cells (12), 
which deliver antigens to immune cells un-
derneath the epithelium. 

Notably absent from the list of intra-
nasal vaccines are those formulated as 
lipid-encapsulated mRNA. Delivered in-
tramuscularly, mRNA vaccines elicit high 
titers of serum IgG against encoded anti-
gens. Rodent studies suggest that mRNA 
vaccines are also efficacious when deliv-
ered intranasally (13). However, it is im-
portant to distinguish intranasal delivery 
and nasal vaccination. Rodents are often 
anesthetized for intranasal vaccination 
and infection, causing them to take slow, 
deep breaths that deliver the inoculum all 
the way into the lung. As a result, much 
of the literature (including some cited 
here) on intranasal vaccination in rodents 
actually refers to intrapulmonary vaccina-
tion, which may provide more complete 
protection than strictly nasal vaccination.  

Nevertheless, resident memory cells in the 
nasal passages can prevent virus dissemi-
nation to the lung (4). Given that vaccine 
delivery to the lower respiratory tract may 
directly cause inflammation or may exacer-
bate conditions such as asthma or chronic 
obstructive pulmonary disease (COPD), 
intranasal vaccines are typically admin-
istered to humans in a way that prevents 
antigen delivery to lungs.  

Lipid formulation is critical for mRNA 
vaccine stability, for cell targeting, and for 
releasing mRNA to the cytosol. Thus, the 
future success of intranasal mRNA vaccines 
will likely hinge on developing lipid nanopar-
ticles that target the appropriate cell types in 
the nasal passages. Unlike viruses and viral 
vectors, lipid nanoparticles lack proteins on 
their surface and should not be neutralized 
by antibodies, making the same formulation 
viable for repeated vaccination. However, 
adverse events such as fatigue and malaise 
are frequently linked to mRNA vaccination. 
Therefore, intranasal mRNA vaccines should 
be developed cautiously to avoid side effects 
and reactogenicity.

Ultimately, the goal of vaccination is 
to elicit long-lived protective immunity. 

However, the duration of se-
rum antibody responses var-
ies considerably, depending 
on poorly understood attri-
butes of the initiating anti-
gen (14). Mucosal antibody 
responses are often consid-
ered short-lived, but their ac-
tual duration may depend on 
how antigen is encountered. 
Similarly, recirculating central-
memory T cells are self-renew-
ing and persist for long periods, 
whereas lung-resident memory 
T cells wane relatively rap-
idly—more so for CD8+ T cells 
than for CD4+ T cells. Thus, 
intranasal vaccines may have 
to balance the goal of local im-
munity in the respiratory tract 
with the longevity of systemic 
immunity. However, effective 
vaccination strategies need not 
be restricted to a single route. 
Indeed, memory cells primed 
by intramuscular vaccination 
can be “pulled” into mucosal 
sites by subsequent mucosal 
vaccination (15). Thus, the ideal 
vaccination strategy may use 
an intramuscular vaccine to 
elicit a long-lived systemic IgG 
response and a broad reper-
toire of central memory B and 
T cells, followed by an intrana-
sal booster that recruits mem-

ory B and T cells to the nasal passages and 
further guides their differentiation toward 
mucosal protection, including IgA secretion 
and tissue-resident memory cells in the res-
piratory tract. j
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Immunoglobulin A (IgA) and resident memory B and T cells in the nasal 
passages and upper airways are elicited by intranasal vaccination and prevent 
infection and reduce virus shedding. Serum IgG elicited by intramuscular 
vaccination transudates into the lungs and prevents pulmonary infection but 
allows infection in the nasal passages and virus shedding.
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By Shengming Ma1,2,3

E
i-ichi Negishi, a groundbreaking 
chemist in the field of organometal-
lic chemistry directed toward organic 
syntheses, died on 6 June at the age of 
85. Negishi pioneered the use of tran-
sition metals to break and create cova-

lent bonds. His technique using palladium 
to catalyze a general reaction, now known 
as the Negishi coupling, earned him the 
Nobel Prize in Chemistry in 2010 (shared 
with Richard F. Heck and Akira Suzuki). 
This reaction of organozinc reagents with 
halocarbons revolutionized the syntheses 
of natural products, bioactive compounds, 
drug molecules, and molecules for materi-
als sciences. He also pioneered the use of 
zirconium to form a carbon-carbon bond, 
break a carbon-carbon double or triple 
bond, and form a carbon-aluminum bond. 

Negishi, a Japanese citizen, was born in 
northern China on 14 July 1935. He received 
a bachelor’s degree in chemistry from the 
University of Tokyo in 1958 and subsequently 
joined Teijin, Ltd., where he conducted re-
search on polymer chemistry. He then moved 
to the United States on a Fulbright-Smith-
Mundt scholarship. In 1963, he received his 
PhD in organic chemistry from the University 
of Pennsylvania. During his graduate stud-
ies, he was inspired by a lecture by Herbert 
C. Brown, one of two 1979 Nobel laureates in 
chemistry. After returning to Teijin, Ltd., for 
3 more years, Negishi joined Brown’s lab at 
Purdue University in West Lafayette, Indiana, 
as a postdoctoral fellow. In 1972, he became 
an assistant professor at Syracuse University 
in New York and began his lifelong study of 
transition metal–catalyzed reactions. He re-
turned to Purdue University in 1979 and re-
mained there until his retirement in 2019. 

Between 1976 and 1980, Negishi’s research 
group laid the foundation for the palladium-
catalyzed cross-coupling reactions involving 
aluminum, zirconium, boron, and zinc re-
agents that would lead to his Nobel Prize. In 
addition, he made seminal contributions to 
organozirconium chemistry.  His group cre-
ated the highly reactive butene-ZrCp

2
, now 

known as the Negishi reagent. His zirconium-
catalyzed carboalumination of alkynes and 
alkenes has reshaped the methods for the 
syntheses of various types of organozirco-
nium and organoaluminum reagents. 

I joined Negishi’s group at Purdue 
University in 1993 as a postdoctoral fellow, 
although I had been familiar with his work 
since reading his publications on carbopal-
ladation several years earlier. He was serious 
about instilling fastidious habits in his lab 
members, who would quickly learn to stay 
organized and keep detailed documentation. 
Negishi required us to analyze crude reaction 
mixtures before any means of separation to 
ensure that we did not lose useful scientific 
information, which, he reminded us, could 

lead to serendipitous discoveries. Before 
every group meeting, we were required to 
fill out information sheets on the results of 
our recent experiments, making it easy for 
Negishi or colleagues to check our progress. 
He also instructed us to collect all the hard 
copies of crude nuclear magnetic resonance 
spectra and other characterization data in 
the order of the corresponding laboratory 
notebook page numbers and keep them in 
file folders, making them easy to find. His 
documentation was so well organized that 
I could find collections of my own spectra 
in his laboratory when I returned to Purdue 
University in 2016, almost two decades af-
ter recording those data. In addition to me-
ticulous record-keeping, Negishi taught me 

how to write effective scientific papers by 
showing unexpected observations to dem-
onstrate originality. 

Always open to unexpected observations 
from the lab and new ideas from students, 
Negishi was an excellent mentor. He taught 
me that a scientist should focus on just one 
or two topics and joked that if one has too 
many children and does not pay enough at-
tention to them as they are growing up, they 
might decide to call someone else their father 
or mother. At the time I joined his group, 
many chemists were working on alkenes and 
alkynes, so he and I decided to pursue the 
unpopular topic of allenes. When I left West 
Lafayette, we both felt that the chemistry of 
allenes had great potential, and he encour-
aged me to continue studying them. His 
advice molded my career; I have now been 
studying allenes for more than 20 years. 

Always energetic, Negishi often took group 
members on skiing excursions and out to 
eat at local restaurants—he enjoyed Chinese 
food, but tasting the authentic cuisine during 
a visit to Shanghai in the early 1990s put him 
off the Chinese food available in the United 
States. He loved playing the piano and was 
always ready to perform a piece or two. His 
favorites were classics by Beethoven, Bach, 
Pachelbel, and Mozart. He even conducted 
an orchestra during the closing ceremony of 
the Pacifichem 2015 conference, the world’s 
largest meeting of the chemistry community.

The American Chemical Society hon-
ored Negishi in 1998 with the Award in 
Organometallic Chemistry and in 2010 with 
the Award for Creative Work in Synthetic 
Organic Chemistry. The Royal Society of 
Chemistry awarded him the Sir Edward 
Frankland Prize in 2000. He received Japan’s 
Order of Culture in 2010. These are just a few 
of the many awards and honors that recog-
nized his work, which so drastically changed 
the way chemists make and break the carbon 
bonds in modern medicines, agrochemicals, 
and functional materials. 

Negishi was curious, frank, fair, and al-
ways ready to debate. Organized and open-
minded, he was an admirable role model. 
He will surely be remembered by his family, 
students, and colleagues for his characteris-
tic charm and loving nature, and his work 
will continue to inspire scientists to develop 
new chemical compounds to better the lives 
of human beings. j
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t is not uncommon to read about crimi-
nals receiving drastically different sen-
tences for seemingly similar crimes. We 
may rationalize these differences, sup-
posing we do not know all the relevant 
facts or the nuances of the laws applied. 

We generally trust the expertise of 
the judges tasked with sentencing 
the accused. Yet, shortly after Judge 
Marvin Frankel first donned his 
robe and was required to render a 
verdict in a federal case, it occurred 
to him that he “had no experience or 
special knowledge whatever about 
the subjects of penology, criminol-
ogy, sentencing philosophies, or any 
other pertinent learning” (1). 

Unsettled by this reflection, Fran-
kel began to observe sentencing pat-
terns among his colleagues in the 
1970s and found enormous discrep-
ancies in judgments of very similar crimes. In 
one early study he oversaw, 50 judges from 
different districts were asked to evaluate a set 
of identical hypothetical cases, and the vari-
ability of their opinions was alarming. For 
example, the very same extortion case was 

PSYCHOLOGY

By Darren Frey

B O O K S  e t  a l .

The elusive quest to make 
consistent calls

judged to merit anywhere from 3 years of im-
prisonment, in the most lenient case, to 20 
years, in the harshest, with certain judges ad-
ditionally imposing considerable fines. Sub-
sequent legal analysis found variation of this 
sort to be the rule rather than the exception. 
How is it that such serious judgments could 
essentially amount to a high-stakes lottery? 

Daniel Kahneman, Olivier Si-
bony, and Cass Sunstein’s new book, 
Noise, offers a sustained series of re-
sponses to this question while cata-
loging similar phenomena across 
a number of other domains. Their 
primary contention is that vari-
ability in decision-making contexts 
where one expects consistency is 
both more prevalent and more con-
sequential than one would imagine. 
In their words, “wherever there is 
judgment, there is noise, and more 
of it than you think.” 

To statisticians, the concept of 
noise is familiar, often the product of mea-
surement limitations. If you are observing 
a series of measurements and you find that 
repeated readings (absent any environmental 
changes) are inconsistent, then the measure-
ments are noisy. 

Unlike bias, which can be thought of as a 
systematic deviation from a given outcome, 
noise occurs in decision contexts without 

normative frameworks or known outcomes. 
One does not need to know the true value of 
a proposition—and, in fact, there may be no 
“true” value—to observe noisy results. 

Consider the pronouncements of wine 
tasters or movie critics, for example. We 
might reasonably be suspicious of there be-
ing a “correct answer” in matters of taste 
and might observe that individuals tend to 
diverge in their evaluations. In these situa-
tions, divergences are inconsequential and 
expected, but in others, they can be both sur-
prising and devastating. 

The authors of Noise are especially adept 
at gathering examples of the latter type of 
noise, and they produce evidence of it in the 
most disparate of fields, ranging from hir-
ing practices and performance evaluations 
to cancer diagnoses, financial forecasts, and 
even forensic science. They find that experts 
not only regularly disagree with each other in 
situations laypeople consider matters of fact 
but also sometimes disagree with their own 
earlier pronouncements. 

The authors dedicate a great deal of at-
tention to characterizing and accounting 
for sources and variations of noise, but their 
work aims to be constructive as well as criti-
cal. They prescribe what they call “decision 
hygiene,” urging decision-makers to regularly 
assume external perspectives, making use of 
relevant statistics instead of mere impres-
sions; establish common anchors for shared 
decision-making frameworks to minimize 
scale subjectivity; and segment and strategi-
cally sequence the presentation of different 
dimensions of complex decisions to avoid 
cascades of influence, in which an early im-
pression colors all subsequent assessments. 

Noise is, by the authors’ own admission, 
more anecdotal than their previous works. 
Whereas both Kahneman’s Thinking, Fast 
and Slow and Sunstein’s Nudge (with Richard 
Thaler) were the culmination of well-vetted 
research programs, Noise is quite tentative 
at times, relying on ad hoc analyses and un-
published research. Furthermore, although 
it is impressive in its scope and ambition, 
statisticians are apt to be disappointed with 
the occasionally clumsy handling of concepts 
critical to their field. With this compromise, 
however, comes the assurance that the text 
will likely appeal to a broader audience 
than it might otherwise have and that such 
readers will discover a great deal about the 
sources, types, and means of minimizing de-
cision-making noise. j
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Training is crucial in reducing noise in medical 
diagnostic contexts, argue the authors.

Noise: A Flaw 
in Human Judgment

Daniel Kahneman, 
Olivier Sibony, 

Cass R. Sunstein
Little, Brown Spark, 
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Variability in high-stakes decision-making is more 
prevalent than we might like to believe
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hose who cannot remember the past 
are condemned to repeat it,” wrote 
the philosopher George Santayana 
in 1905. Heeding this aphorism, in 
The Wretched Atom, historian Jacob 
Darwin Hamblin seeks to remind 

readers of the misguided 20th-century ef-
fort launched by the United States, its al-
lies, and international agencies to expand 
nuclear energy around the world. The 
compelling narrative should lead readers 
to realize the importance of preventing a 
repeat of the follies that marked the early 
decades of the atomic age.

Hamblin covers a vast amount of mate-
rial in this well-written book, which en-

compasses the period from soon after the 
close of the Second World War through the 
end of the 20th century. He divides this his-
tory into three eras: “Atomic Promises,” a 
period defined by numerous ideas for civil-
ian applications of atomic energy; “Atomic 
Propaganda,” when these ideas resulted 
in the spread of atomic technology, albeit 
with mixed success; and “Atomic Prohibi-
tion,” when non-Western countries, China 
and India in particular, acquired atomic 
bombs, and Western countries adopted 
new norms to govern nuclear commerce. 

The events described in this book took 
place over many continents, with actors 
ranging from the right-wing media mogul 
(and nuclear energy supporter) Matsutaro 
Shoriki of Japan and Kwame Nkrumah, 
head of the state of the newly decolonized 
Ghana, to the plant breeder M. S. Swami-
nathan in India and Hans Blix, the Swedish 
director general of the International Atomic 
Energy Agency. The range of players reflects 
the many facets of our world tied to nuclear 
energy that Hamblin explores. 

Nuclear weapons are, of course, the 
best-known technology that is closely tied 
to nuclear energy, and quite a few of Ham-
blin’s chapters highlight how various geo-
political and economic goals outweighed 
concerns about nuclear weapons prolifera-

tion in key decisions. But the importance 
of Hamblin’s book lies in its exploration 
of the intersection of nuclear energy with 
seemingly unrelated topics, such as racism, 
colonialism and neocolonialism, propa-
ganda, and surveillance and control.

Hamblin describes, for example, major 
differences in how the United States treated 
Ghana and South Africa in the 1960s. Both 
African countries were seriously interested 
in nuclear energy. Even as it passed civil 
rights legislation domestically, the Johnson 
administration supported apartheid South 
Africa’s nuclear program, and US compa-
nies helped build its first nuclear reactor 
in 1965. In contrast, the United States not 
only refused to help Ghana, but, according 

to Hamblin, the country also helped “crush” 
the “prospect of an ambitious peaceful nu-
clear program by an independent African 
nation not ruled by whites.” 

Such instances are not mere historical 
oddities. Today, for example, some compa-
nies are working to develop so-called nu-
clear batteries, sealed reactors that contain 
enough fuel for their predicted operational 
lifetimes. Although seemingly a techno-
logical choice, the neocolonial politics of 
this endeavor lie in the envisioned geo-
graphical distribution: The reactors are to 
be assembled and fueled in predominantly 
white nations, while developing countries 
with predominantly nonwhite populations 
are to be at the receiving end. The implicit 
message is that the latter are not to be 
trusted with operating a reactor or replac-
ing its fuel. 

Historical amnesia is also at play in the 
US nuclear industry’s recent attempts to sell 
nuclear power plants to Saudi Arabia despite 
Saudi leaders openly citing Iran’s potential 
development of nuclear weapons as part of 
the reason for their interest in establishing 
a nuclear program of their own (1). Hamblin 
describes how the promise of nuclear elec-
tricity in India and Pakistan and desalinated 
water in Israel were used as justifications 
for nuclear programs in these countries, but 
these seemingly beneficial initiatives ulti-
mately contributed to the advancement of 
each nation’s nuclear weapons programs. Re-
membering this past could uncover the po-
tential long-term repercussions of exporting 
nuclear reactors to Saudi Arabia.

All books involve editorial decisions about 
which topics to emphasize. I found myself 
wishing that The Wretched Atom had ex-
plored more thoroughly, for example, the cor-
porate propaganda used to promote nuclear 
energy and increase profits, as well as the ef-
forts by US governmental institutions to por-
tray nuclear technology as risk free. But such 
is the hallmark of a good book—readers are 
left wanting more, not less. j
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An atomic warning 
Early efforts to expand nuclear energy were rife 
with racism and peril, reminds a historian 
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The United States helped apartheid South Africa establish the Pelindaba nuclear research center in 1965.

INSIGHTS   |   BOOKS

“

The reviewer is at the Liu Institute for Global Issues, 
School of Public Policy and Global Affairs, 
University of British Columbia, Vancouver, BC, Canada. 
Email: m.v.ramana@ubc.ca

0723Books.indd   402 7/16/21   3:40 PM

http://sciencemag.org
https://thebulletin.org/2019/04/the-trump-administration-is-eager-to-sell-nuclear-reactors-to-saudi-arabia-but-why
mailto:m.v.ramana@ubc.ca
https://thebulletin.org/2019/04/the-trump-administration-is-eager-to-sell-nuclear-reactors-to-saudi-arabia-but-why
https://thebulletin.org/2019/04/the-trump-administration-is-eager-to-sell-nuclear-reactors-to-saudi-arabia-but-why
http://ISTOCK.COM


23 JULY 2021 • VOL 373 ISSUE 6553    403SCIENCE   sciencemag.org

IM
A

G
E

: S
C

IM
A

T/
S

C
IE

N
C

E
 S

O
U

R
C

E

Edited by Jennifer Sills

Include all fungi 
in biodiversity goals
We applaud the call for mycologists and 
decision-makers to seize the opportunity to 
include macrofungi in the post-2020 global 
biodiversity targets (“Include macrofungi 
in biodiversity targets,” Y. Cao et al., Letters, 
11 June, p. 1160). It is shocking that only a 
meager 425 of the millions of fungal spe-
cies on the planet have been evaluated for 
The International Union for Conservation 
of Nature (IUCN) Red List of Threatened 
Species (1, 2). However, the fact that most 
of the fungi assessed on the IUCN Red 
List are macrofungi—those forming easily 
observed spore-bearing structures above- or 
belowground (3)—reflects a bias toward 
well-known species that hinders efforts to 
characterize global extinction risk for fungi 
(4). Microfungi deserve equal consideration.

Although people associate fungi with 
mushrooms, most fungi do not produce 
reproductive structures visible to the human 
eye. For example, the vitally important 
arbuscular mycorrhizal fungi colonize the 
roots of 80% of all plants, a symbiosis that 
helped plants establish on land (5). Molds, 
such as those from which penicillin was iso-
lated, are also microfungi (6). Saccharomyces 
yeasts, which give us bread, beer, and wine, 
are single-celled (7, 8).

Lack of knowledge about which fungi 
are most at risk of extinction hampers our 
ability to inform conservation actions to 
support those species and ultimately provide 
fungi-based solutions to tackle pressing 
global challenges (9). Therefore, we are 

calling for the parties of the Convention 
on Biological Diversity meeting at the UN 
Biodiversity Conference (COP15) later this 
year to explicitly include all fungi in the 
designated targets. Most working docu-
ments discuss the conservation of flora and 
fauna (10); incorporating the funga (11) will 
write Kingdom Fungi into conservation 
frameworks while unlocking funding for 
mycological research, surveys, and educa-
tional programs (12). Fungi underpin all life 
on Earth. We cannot afford to neglect them 
in our efforts to halt biodiversity loss.

Susana C. Gonçalves1*, Danny Haelewaters2,3*, 
Giuliana Furci4, Gregory M. Mueller5

1Centre for Functional Ecology, Department of 
Life Sciences, University of Coimbra, 3000-456 
Coimbra, Portugal. 2Department of Biology, 
Ghent University, 9000 Ghent, Belgium. 3Faculty 
of Science, University of South Bohemia, 370 
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Foundation, Brooklyn, NY 11216, USA. 5Negaunee 
Institute for Plant Conservation Science and 
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Climate lawsuits could 
protect Brazilian Amazon
In the Brazilian Amazon, illegal deforesta-
tion increased by 37.5% between 2016 and 
2020 (1). Since 2019, 50% of annual forest 
destruction has occurred on public lands, 
perpetrated by land grabbers (2). Protected 
areas and undesignated public forests have 
been invaded and illegally deforested by 
land grabbers who sell the land for profit 
and use its natural resources (3). The gov-
ernment’s actions have been ineffective in 
curbing deforestation (4). From January to 
May, deforestation in the region increased 
by 25% compared to the same period a year 
earlier (1). Land grabbing and deforestation 
have been promoted by loosening protec-
tion regulations (5–8). Fortunately, in the 
absence of effective strategies by the execu-
tive branch of government, the Brazilian 
judiciary has been creative. 

An unprecedented lawsuit (9) filed by 
the Brazilian Federal Prosecution Office 
(BFPO) against a land grabber requires 
compensation for climate damages.  From 
2011 to 2018, about 2400 ha of pristine for-
est were illegally deforested in a protected 
area (the Antimary Extractive Reserve) in 
the South of Amazonas State (9). Using the 
free access platform Carbon Calculator (10) 
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A leopard cat passes the distant site of 
future Olympic ski slopes near Beijing, China.

LIFE IN SCIENCE 

The hidden Olympic spectator
From my perch deep in the rocky terrain of the Yanshan Mountains, 90 km northwest 
of Beijing, I watch as preparations are made for the 2022 Winter Olympics. Through a 
gap in the tree line, I can see the construction of the official Olympic alpine ski course 
across the valley. With just a few kilometers between my secluded field site and the 
slopes, I could return as a distant Olympic spectator. Yet, I would not be alone.

I found this scenic spot while working to document wildlife in greater Beijing. My 
group is especially interested in the leopard cat—an elusive felid slightly larger than a 

house cat. When leopards went extinct in the Beijing area in the 
1990s, the leopard cat became the top predator. To examine the 
state of the local population, we set up cameras along 15 km of 
this mountainous trail.

One crystal clear winter morning, we captured an image 
of a leopard cat walking across fresh snow. In the background, 
the Olympic ski slope looms. The species persists, even 
in this human-dominated landscape so close to the megacity 
of Beijing. 

In February, I will serve on the Olympic alpine skiing referee 
team. To be surrounded by hundreds of athletes and specta-

tors will be a thrill—a marked contrast to my solitary fieldwork. Humans are capable 
of extraordinary feats, beautifully showcased by Olympic events. Such achievements 
bring me hope that we can leverage our strengths to ensure continued coexistence 
between wilderness and human settlements. As we watch the skiers race down the 
slopes, I know that the striding leopard cat will be watching us.

Shu-Jin Luo
Peking University, Beijing, China. Email: luo.shujin@pku.edu.cn

10.1126/science.abl3669

Call for submissions 
Life in Science is an 
occasional feature 
highlighting some 
of the humorous or 
unusual day-to-day 
realities that face 
our readers. Can you 
top this? Submit 
your story to www.
submit2science.org.
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provided by the Amazon Environmental 
Research Institute (IPAM Amazon), the 
BFPO estimated the amount of carbon 
emission (1.5 million tons CO

2
) due to that 

illegal deforestation. The BFPO projected 
the due compensation for climate dam-
ages at USD 9 million, 181.3% more than 
the compensatory value would be for local 
environmental harms alone. This amount 
was established by multiplying the CO

2
 

emitted by the illegal deforestation by USD 
5 per ton of CO

2
—a price referenced in the 

Amazon Fund, a REDD+ mechanism that 
invests in deforestation prevention and for-
est sustainability (11). 

The Court has already issued a pre-
liminary injunction in favor of the BFPO 
(12), recognizing the existence of illegal 
deforestation and embargoing the sale of 
cattle raised in the area. This innovative 
lawsuit sets a valuable precedent for other 
cases against land grabbers in the Brazilian 
Amazon. Strong monetary disincentives 
imposed by the courts could help win the 
battle against illegal deforestation and its 
adverse impacts on regional and global 
climate balance.

Ana Carolina Haliuc Bragança1, Paulo Moutinho2*, 
Rafael da Silva Rocha1, Ane Alencar2, Livia 
Laureto2, Isabel Castro2, Claudia Azevedo-Ramos3
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tungsten selenide, as well as 
centimeter-scale tungsten 
sulfide monolayers grown by 
chemical vapor deposition. 
—PDS

Science, abi9193, this issue p. 448

PLANT SCIENCE

Calcium signaling for 
host cell death
In response to microbial 
pathogens, some plants kill off 
their own cells to limit fur-
ther spread of infection. The 
Toll/Interleukin-1 receptor/
Resistance class of nucleotide-
binding leucine-rich repeat 
receptors (known as TNLs) 
function in plants as immune 
receptors. These TNLs work 
together with a dedicated set 
of helper proteins. Jacob et al. 
reveal the structure of one of 
these helpers known as NRG1 
(N REQUIREMENT GENE 1). The 
structure resembles a known 
animal cation channel. The 
authors demonstrate that helper 
NLRs directly control calcium ion 
influx to initiate host cell death, 
providing a mechanism for TNL 
outputs. —PJH

Science, abg7917, this issue p.  420

SPECTROSCOPY

Triplet-state lifetime 
quenched by oxygen
Little is known about the atomis-
tic mechanism that nature uses 
to mitigate the destructive inter-
action of triplet-excited pigment 
chromophores with omnipres-
ent oxygen. Peng et al. tackled 
this challenge by developing a 
technique based on conducting 
atomic force microscopy to popu-
late and track triplets in a single 
pentacene molecule, a model 
ϖ-conjugated system, placed on 
a sodium chloride surface (see 
the Perspective by Li and Jiang). 
The authors show how the triplet-
state lifetime can be quenched in 
controllable manner by atomic-
scale manipulations with oxygen 
co-adsorbed in close vicinity. 
The presented single-molecule 
spectroscopy paves the way for 
further atomically resolved stud-
ies of triplet excited states that 

STRUCTURAL BIOLOGY

How to catch 
a dynamic state
AMP-activated protein kinase 
(AMPK) is a key sensor of 
energy status in eukaryotes.  Its 
dynamic structure is regulated 
by allosteric factors including 
phosphorylation and binding of 
nucleotides and metabolites. 
Yan et al. developed conforma-
tion-specific antibodies that 
trap AMPK in a fully inactive 
state that has experienced a 
large, domain-level rotation. 
Biophysical experiments in 
cells and in vitro are consistent 

with the structural work and 
support a model in which the 
activation loop is fully exposed 
in the completely inactive, 
dephosphorylated state. 
These structures inform our 
understanding of the complex 
allosteric behavior in this crucial 
metabolic regulator. —MAF

Science, abe7565, this issue p. 413

PHOTOPHYSICS

Straining for high 
photoluminescence
The photoluminescence 
quantum yield in monolayer 

transition metal dichalcogenides 
generally drops at high emission 
intensities because the excitons 
undergo nonradiative annihila-
tion. Kim et al. show that this 
process is resonantly amplified 
in these materials by van Hove 
singularities in their joint density 
of states. However, application 
of small mechanical strains 
(~0.5%) shifted the van Hove 
singularities and suppressed 
the nonradiative processes. 
Near-unity photoluminescence 
quantum yield at high exciton 
densities was seen in exfoliated 
monolayers of molybdenum 
sulfide, tungsten sulfide, and 
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ANIMAL CULTURE

Birds in the bin

I
t is by now well accepted that humans are not the only animal to have complex culture, 
and we have also found that ecological novelty can lead to cultural innovation. Klump et al. 
documented the emergence of an evolving set of behaviors in response to human-generated 
resources, specifically garbage bins, in sulphur-crested cockatoos. This finding both docu-
ments the existence and spread of complex foraging culture among parrots, a lineage known 

for high-level cognitive function, and illuminates how the spread of a cultural innovation can lead 
to regional distinct variations. —SNV   Science, abe7808, this issue p. 456

Cockatoos have devised methods of opening trash bins, and individuals can learn these methods from each other.
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play an important role in many 
other fields, such as organic 
electronics, photocatalysis, and 
photodynamic therapy. —YS

Science, abh1155, this issue p. 452;

see also abj5860, p. 392

BIOCHEMISTRY

Stimulating and 
suppressing HIFs
Cells respond and adapt 
to hypoxia (low oxygen) by 
activating the a subunits of the 
hypoxia-inducible factor (HIF) 
family of transcription factors. 
Daly et al. explored the protein 
modifications and binding 
partners for HIF-1a and HIF-2a. 
Their findings, which included a 
phosphorylated cysteine residue 
and interactions with mitochon-
drial proteins, indicate that the 
oxygen-dependent regulation 
of HIF activity is more complex 
than was previously appreciated. 
This dataset will help to delin-
eate the selective regulation of 
these closely related isoforms in 
fine-tuning the cellular response 
to hypoxia. —LKF

Sci. Signal. 14, eabf6685 (2021).

ASTROPARTICLE PHYSICS

High-energy photons 
from the Crab Nebula
The Crab Nebula contains a 
pulsar that excites the surround-
ing gas to emit high-energy 
radiation. The combination of 
the pulsar’s youth and nearby 
location makes the nebula the 
brightest gamma-ray source 
in the sky. Cao et al. report 

GENOMICS

Australian 
disappearances
One of the highest levels of 
extinction occurred in Australia, 
where 34 mammals have 
disappeared since European 
colonization. One suggestion 
for this vulnerability is the small 
population sizes and thus lack 
of genetic diversity, an explana-
tion that could be predictive of 
future losses. To investigate this 
possible mechanism, Roycroft 
et al. obtained genomic data 
from eight extinct rodent spe-
cies from museum samples in 
Australia collected ~150 years 
ago and compared them with 
42 closely related extant spe-
cies. Unexpectedly, the authors 
found relatively high genetic 
diversity among the specimens, 
indicating that the popula-
tions were in fact quite large. 
From these data, the authors 
estimate that ~10 million years 
of unique evolutionary history 
has been lost in Australia since 

European colonization. Large 
population sizes and diversity 
of species seem to have offered 
little protection against the dep-
redations of humans. —LMZ

Proc. Natl. Acad. Sci U.S.A. 

118, e2021390118 (2021).

CANCER

Cancer-killing viruses 
to the brain
Oncolytic viruses can selectively 
infect cancer cells to stimulate 
cell death and antiviral and 
antitumor immune responses. 
Fares et al. report a phase 1 
trial in patients with high-grade 
glioma treated with an engi-
neered oncolytic adenovirus 
delivered by neural stem cells 
(NSCs). Delivery of oncolytic 
viruses in NSCs has been previ-
ously shown in mouse models 
to improve the delivery and dis-
tribution of virus particles within 
gliomas. The 12 patients under-
went surgical resection, and the 
NSCs containing oncolytic virus 

observations of this source 
at energies of tera– to peta–
electron volts, extending the 
spectrum of this prototypical 
object. They combine these data 
with observations at lower ener-
gies to model the physics of the 
emission process. The multiwave-
length data can be explained by 
a combination of synchrotron 
radiation and inverse Compton 
scattering. —KTS

Science, abg5137, this issue p. 425

MALARIA

An antimalarial advance
There is great need for antima-
larial drugs in the face of growing 
resistance to existing therapies. 
Murithi et al. characterized 
MMV688533, an acylguanidine 
identified from compounds 
inhibiting known human drug 
targets that were screened for 
activity against Plasmodium 
falciparum. MMV688533 
showed rapid in vitro killing of 
multiple P. falciparum strains 
as well as P. vivax. A single dose 
rapidly reduced parasitemia in 
a P. falciparum severe combined 
immunodeficient mouse model 
of infection, and this agent 
displayed favorable pharma-
cokinetic and toxicity profiles. 
MMV688533 selected for only 
low-grade resistance, with 
resistant parasites remaining 
sensitive to existing antimalari-
als. These findings suggest that 
MMV688533 is a promising 
antimalarial candidate with a low 
resistance risk and the promise 
of single-dose cure, which merits 
further study. —CNF
Sci. Transl. Med. 13, eabg6013 (2021).
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The Crab Nebula—seen here in a colored, visible light image—produces extremely 
high-energy gamma rays.

IN OTHER JOURNALS
Edited by Caroline Ash 
and Jesse Smith

RESEARCH  |  IN SCIENCE JOURNALS

Trees rehydrate and grow 
mostly at night, when soil 
and air are more humid.
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were injected into the brain. 
The patients were then treated 
with chemotherapy plus 
radiotherapy. The trial showed 
that the NSC-oncolytic virus 
treatment was safe, and there 
was some evidence of immune 
stimulation and potential 
survival benefit, although this 
was not a placebo-controlled 
study. —GKA

Lancet Oncol. 10.1016/

S1470-2045(21)00245-X (2021).

MATERIALS SCIENCE

Polymeric fire-
extinguishing coatings
Although lightweight polymeric 
foams work well for thermal 
insulation, they tend to be 
flammable and do not bond 
well with most fire-retardant 
coatings. Drawing inspiration 
from the adhesion capabilities 
of snails and tree frogs, Ma 
et al. designed a polymeric 
coating based on a copoly-
mer of hydroxyethyl acrylate 

(HEA) and sodium vinylsulfo-
nate (VS). This waterborne, 
phase-separated polymer can 
be sprayed onto foams, where 
the hydroxyl groups in the HEA 
lead to strong H-bonding and 
the sodium sulfonate groups in 
the VS provide fire retardancy. 
The coating does not affect the 
thermal insulation properties 
of the foam but can self-extin-
guish a flame with low heat and 
smoke release because of its 
tendency to char. —MSL
ACS Nano 10.1021/acsnano.1c02254 

(2021).

SCIENTIFIC WORKFORCE

Research experiences 
and social justice
Past diversity training initia-
tives have not yet led to equity 
in the STEM field. Camacho et 
al. propose a new tool to help 
approach that goal. BUILD 
PODER is an undergraduate 
biomedical research training 
program rooted in Critical Race 

Theory (CRT). The program 
unites students and faculty 
around biomedical research 
questions while contextualizing 
these questions around issues 
of social justice. The integra-
tion of research and social 
justice allows for a curriculum 
directed at transparency, 
respect, and correcting the 
historical abuses in science. 
Analysis of outcomes among 
a sample of undergraduate 
Latinx seniors revealed that 
BUILD PODER participants 
reported higher levels of sci-
ence personal identity and 
science social identity upon 
graduation, demonstrating a 
positive effect of CRT-informed 
research experiences on Latinx 
students’ science identity. 
—MMc

CBE Life Sci. Ed. 20, ar23 (2021).

GRAPHENE TRANSFER

Coat, dope, peel
Graphene grown on metal 
surfaces by chemical vapor 

deposition is usually trans-
ferred to other substrates 
for device applications. Dry 
transfer can be achieved with 
rubbery polymer overlay-
ers, but this usually requires 
etching of the metal, and the 
relatively stiff polymer can 
mechanically introduce defects 
into monolayer graphene. 
Seo et al. spin-coated an 
n-doped adhesive gel formed 
from an amine-rich poly-
ethylenimine cross-linked with 
glutaraldehyde onto graphene 
monolayers grown on copper. 
After capping with a silica-on-
silicon substrate, a gel formed 
after thermal curing, and peel-
ing of substrate removed the 
graphene layer from the metal. 
The charge transfer into the 
graphene helped to prevent the 
mechanical shock that could 
have wrinkled or torn the gra-
phene and also imparted high 
conductivity and maintained 
optical transparency. —PDS
ACS Nano 10.1021/acsnano.0c10798 

(2021).

PHYSIOLOGY

Albumin’s many talents
Albumin is a common soluble 
protein with many physiologi-
cal roles, including hormone 
transport, antioxidant activity, 
and regulation of cellular pres-
sure and intracellular pH. Zhao 
et al. found that albumin bind-
ing is needed for the activation 
of the human voltage-gated 
protein channel (hHv1). Binding 
and mutagenesis analyses 
and modeling by molecular 
dynamics simulation showed 
that albumin binds across the 
two voltage sensor domains of 
hHV1 to enhance the open-
state probability of the channel 
and increase the proton 
current. In the uterus, high 
albumin levels promote binding 
to the hHv1 channel to initiate 
sperm capacitation. Albumin 
likely has similar stimulatory 
activities on the hHv1 channel 
in other tissues, for example, in 
sustaining pathological levels 
of reactive oxygen species and 
proteases from neutrophils in 
some disease states. —BAP

Nat. Commun. 12, 3855 (2021).
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PLANT SCIENCE

Growing by night

T
ree rings provide an annual 
report on how trees grow. 
Using continuous dendro-
meter measurements, Zweifel 
et al. were able to measure 

radial growth in tree trunks 
moment by moment. Deciduous 
or evergreen trees were surveyed 
in a selection of Swiss forests 
that had been mostly managed 
sustainably since 1876. The trees 
mainly grew at night, most rapidly 
just before dawn. Midday to 
afternoon was evidently the down 
time for radial growth. Growth in 
girth was aided by soil moisture 
and air humidity; indeed, trees 
needed several hours of night to 
slake the thirst they acquired dur-
ing the day. The authors suggest 
that radial stem growth depends 
on nocturnal atmospheric condi-
tions, whereas carbon assimilation 
depends more on daytime condi-
tions. —PJH   

New Phytol. 10.1111/nph.17552 (2021).
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Getting around the 
blood–brain barrier
The meninges comprise three 
membranes that surround and 
protect the central nervous 
system (CNS). Recent stud-
ies have noted the existence 
of myeloid cells resident there, 
but little is known about their 
ontogeny and function, and 
whether other meningeal 
immune cell populations have 
important roles remains unclear 
(see the Perspective by Nguyen 
and Kubes). Cugurra et al. found 
in mice that a large proportion 
of continuously replenished 
myeloid cells in the dura mater 
are not blood derived, but rather 
transit from cranial bone marrow 
through specialized channels. 
In models of CNS injury and 
neuroinflammation, the authors 
demonstrated that these 
myeloid cells have an immuno-
regulatory phenotype compared 
with their more inflammatory 
blood-derived counterparts. 
Similarly, Brioschi et al. show 
that the meninges host B cells 
that are also derived from skull 
bone marrow, mature locally, 
and likely acquire a tolerogenic 
phenotype. They further found 
that the brains of aging mice are 
infiltrated by a second popula-
tion of age-associated B cells, 
which come from the periph-
ery and may differentiate into 
autoantibody-secreting plasma 
cells after encountering CNS 
antigens. Together, these two 
studies may inform future treat-
ment of neurological diseases. 
—STS

Science, abf7844, abf9277, this issue 

p. 409, p. 408;

see also abj8183, p. 396

CORONAVIRUS

Intranasal vaccines
Among the many vaccines 
against severe acute respira-
tory syndrome coronavirus 
2 (SARS-CoV-2), intranasal 
forms fill an important gap. 
Most vaccines are administered 

intramuscularly, where they elicit 
systemic immune responses 
and central immune memory. 
But respiratory viruses predomi-
nantly enter the nasal passage 
first, suggesting that a strong 
mucosal immune response in 
the nasal cavity, as is induced by 
intranasal vaccines, may be ben-
eficial. In a Perspective, Lund and 
Randall discuss the SARS-CoV-2 
intranasal vaccines that are in 
clinical trials, the rationale for 
their use, and whether they may 
be viable for immunization or as 
a booster to improve protection 
from SARS-CoV-2. —GKA

Science, abg9857, this issue p. 397

PHYSIOLOGY

Intestinal HDL is 
hepatoprotective
High-density lipoprotein (HDL) 
is important for cholesterol 
metabolism and may have anti-
inflammatory and antimicrobial 
properties. Although HDL is 
mainly produced by the liver, 
the intestine is also a source. 
Han et al. show in mice that 
intestinal HDL is not routed to 
the systemic circulation. Rather, 
in the form of HDL3, it is directly 
transported to the liver through 
the hepatic portal vein. There, 
it sequesters bacterial lipopoly-
saccharide from the gut that 
can trigger inflammation and 
liver damage. In various models 
of liver injury, loss of enteric 
HDL exacerbated pathology. 
By contrast, drugs elevating 
intestinal HDL improved disease 
outcomes. HDL3 is enriched in 
human portal venous blood, sug-
gesting that enteric HDL may be 
targetable for the treatment of 
liver disease. —STS

Science, abe6729, this issue p. 410

ENZYMOLOGY

Go big or you’ll get lost
Rational mutagenesis is a com-
mon approach to investigating 
or engineering enzyme function 
in vitro, but the ease with which 
one can manipulate protein 

sequences belies many pitfalls in 
connecting sparse activity data 
to an enzyme’s true functional 
landscape. Using a high-
throughput platform, Markin 
et al. expressed, purified, and 
performed an array of kinetic 
measurements on a target ester-
ase, collecting data from >1000 
mutations spanning the entire 
protein (see the Perspective by 
Baumer and Whitehead). Protein 
misfolding into an inactive state, 
rather than decreased equi-
librium stability, was a crucial 
factor in negatively affected 
variants spread throughout the 
protein. When combined with 
prior mechanistic understanding 
and structures, four “functional 
components” help to rationalize 
the otherwise complex spatial 
pattern of effects of mutations 
on different aspects of enzyme 
function, all of which would be 
invisible from mutagenesis of 
just a few residues. —MAF

Science, abf8761, this issue p. 411;

see also abj8346, p. 391

NEURODEVELOPMENT

Developing neurons 
practice for real life
As a mouse runs forward across 
the forest floor, the scenery that 
it passes flows backwards. Ge 
et al. show that the develop-
ing mouse retina practices in 
advance for what the eyes must 
later process as the mouse 
moves. Spontaneous waves of 
retinal activity flow in the same 
pattern as would be produced 
days later by actual movement 
through the environment. This 
patterned, spontaneous activ-
ity refines the responsiveness 
of cells in the brain’s superior 
colliculus, which receives 
neural signals from the retina to 
process directional information. 
—PJH

Science, abd0830, this issue p. 412

QUANTUM DEVICES

Superconducting 
spin qubit
To date, the most promising 
solid-state approaches for 
developing quantum informa-
tion-processing systems have 
been based on the circulating 
supercurrents of superconduct-
ing circuits and manipulating 
the spin properties of electrons 
in semiconductor quantum 
dots. Hays et al. combined 
the desirable aspects of both 
approaches, the scalability of the 
superconducting circuits and the 
compact footprint of the quan-
tum dots, to design and fabricate 
a superconducting spin qubit 
(see the Perspective by Wendin 
and Shumeiko). This so-called 
Andreev spin qubit provides the 
opportunity to develop a new 
quantum information processing 
platform. —ISO

Science, abf0345, this issue p. 430;

see also abk0929, p. 390

PLANETARY SCIENCE

Single seismometer 
structure
Because of the lack of direct 
seismic observations, the inte-
rior structure of Mars has been a 
mystery. Khan et al., Knapmeyer-
Endrum et al., and Stähler et al. 
used recently detected mars-
quakes from the seismometer 
deployed during the InSight 
mission to map the interior 
of Mars (see the Perspective 
by Cottaar and Koelemeijer). 
Mars likely has a 24- to 72-kilo-
meter-thick crust with a very 
deep lithosphere close to 500 
kilometers. Similar to the Earth, 
a low-velocity layer probably 
exists beneath the lithosphere. 
The crust of Mars is likely highly 
enriched in radioactive elements 
that help to heat this layer at the 
expense of the interior. The core 
of Mars is liquid and large, ~1830 
kilometers, which means that 
the mantle has only one rocky 
layer rather than two like the 
Earth has.  These results provide 

Edited by Michael Funk
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a preliminary structure of Mars 
that helps to constrain the dif-
ferent theories explaining the 
chemistry and internal dynamics 
of the planet. —BG

Science, abf2966, abf8966, abi7730, 

this issue p. 434, p. 438, p. 443

see also abj8914, p. 388

MATERNAL IMMUNOLOGY

Aire-expressing cells 
defend the fetus
The normal maternal immune 
system adapts to pregnancy 
by learning to tolerate both 
allogeneic paternal and 
pregnancy-associated anti-
gens expressed by the fetus 
and placenta. Gillis-Buck et al. 
investigated the contribution 
of cells expressing the autoim-
mune regulator (Aire) gene to 
maintaining fetal health using a 
mouse model in which Aire-
expressing cells were deleted 
during early pregnancy. Ablation 
of Aire-expressing cells did not 
impair fetal implantation, but 
resulted in intrauterine fetal 
growth restriction during both 
allogeneic and syngeneic preg-
nancies and was associated with 
increased activation of effector T 
cells. Selective deletion of extra-
thymic Aire-expressing cells 
(eTACs) while preserving Aire-
expressing thymic epithelial cells 
revealed that eTACs are required 
for maintaining tolerance and 
fetal health. These findings dem-
onstrate an unanticipated role 
for eTACs as guardians of fetal 
health during pregnancy. —IRW

Sci. Immunol. 6, eabf1968 (2021).

ASTROPHYSICS

Understanding the origin 
of Earth’s water
The deuterium to hydrogen 
(D/H) ratio in Earth’s oceans 
differs from the bulk composi-
tion of the protosolar nebula, 
which suggests that either some 
of Earth’s water was deposited 
by comets and asteroids or 
that large spatial fluctuations in 
D/H existed in the initial nebula. 
Luo et al. performed detailed 
laboratory measurements of 
the interaction of a tunable 

ultraviolet laser with molecules 
of deuterated water (HOD). The 
theoretical expectation was that 
dissociation to H+OH would be 
more common, but they found 
instead that dissociation to 
D+OH was more common and 
that the ratio of H+OH to D+OH 
reactions was highly wavelength 
dependent. This phenomenon 
may have played a key role in 
determining the chemical struc-
ture of the material from which 
Earth was formed. — ES

Sci. Adv. 10.1126/sciadv.abg7775 

(2021).
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Heterogeneity of meningeal B cells reveals a
lymphopoietic niche at the CNS borders
Simone Brioschi†, Wei-Le Wang†, Vincent Peng†, Meng Wang, Irina Shchukina, Zev J. Greenberg,

Jennifer K. Bando, Natalia Jaeger, Rafael S. Czepielewski, Amanda Swain, Denis A. Mogilenko,

Wandy L. Beatty, Peter Bayguinov, James A. J. Fitzpatrick, Laura G. Schuettpelz, Catrina C. Fronick,

Igor Smirnov, Jonathan Kipnis, Virginia S. Shapiro, Gregory F. Wu, Susan Gilfillan, Marina Cella,

Maxim N. Artyomov, Steven H. Kleinstein, Marco Colonna*

INTRODUCTION: Themeninges are a three-layer

membrane that covers the central nervous

system (CNS): The outermost layer, the dura

mater, is attached onto the skull periosteum;

the two inner layers, the arachnoid and the pia

mater, cover the brain cortex. The meningeal

compartment hosts both innate and adaptive

immune cells, providing constant immuno-

surveillance of the CNS border regions. Given

its strategic location, meningeal immunity is

a key component of neuroimmune disorders.

Recent studies have investigated the origin and

dynamics of meningeal myeloid cells. However,

little is known about meningeal B cells.

RATIONALE: To investigate the phenotype of

meningeal B cells, we used different high-

throughput techniques, such as single-cell RNA

sequencing (scRNA-seq), cytometry by time of

flight (CyTOF), and single-cell B cell receptor

sequencing (scBCR-seq). We further corrobo-

rated our finding by flow cytometry and con-

focal imaging. We determined the origin of

meningeal B cells by bone marrow transplan-

tation (BMT) and parabiosis experiments.

Lastly, we investigated howmeningeal B cells

change during aging.

RESULTS:Wecharacterized themousemeninges

using scRNA-seq, which revealed thatmeningeal

B cells encompass multiple stages of their de-

velopment, spanning pro-B to mature B cells.

Identical subsetswere found in thebonemarrow

(BM), but not in the blood. CyTOF and flow

cytometry further confirmed this result, demon-

strating that early B cell subsets that are

normally present in the BM are also found in

the meninges under homeostasis. BMT with

selective reconstitution of the skull BM showed

that meningeal B cells are derived from the

calvaria; namely, the hematopoietic region

located within the cranial flat bones. We then

performed parabiosis between wild-type and

CD19-Tomatomice, which express the tdTomato

fluorescent protein specifically in B cells. This

experiment demonstrated that circulating B cells

minimally infiltrated themousemeninges under

homeostasis.Usingconfocal imaging,weshowed

that B cells migrate from the calvaria to the

meninges through specialized vascular channels

traversing the inner skull bone. Interactome

analysis of our scRNA-seq data highlighted a

network ofmolecular communications between

meningeal B cells and dura fibroblast-like cells

(FLCs). Notably, we showed that FLCs express

high levels of Cxcl12, whereas dura early B cells

express its receptor Cxcr4. Expression of these

molecules in the respective populations was

validated by imaging and flow cytometry. The

CXCL12–CXCR4 axis is required for the sur-

vival and differentiation of early B cells in the

BM, and the same mechanismmay be present

in the dura. We also showed that aged mice

(~2 years of age) accumulate age-associated

B cells (ABCs) and plasma cells in the dura.

Compared to naïve B cells, ABCs featured im-

portant transcriptional changes, as well as re-

duced diversity of the V-region repertoire and

accumulation of somatic mutations, thus indi-

cating antigen experience. Analysis of B cells

clones by scBCR-seq showed that dura ABCs

infiltrated from the periphery. On the basis

of BCR clonality, we also suggest that dura

ABCs may locally undergo terminal differen-

tiation into immunoglobulin (Ig)–secreting

plasma cells.

CONCLUSION: This study reveals that mouse

meninges harbor a lymphopoietic niche spe-

cific for the CNS borders. B cell development

in the meninges may induce immune tolerance

against CNS antigens, thus preserving immune

privilege within the CNS. However, blood-

derived ABCs accumulate in themeninges over

time. Peripheral ABCs are not educated by the

CNS antigens and may locally differentiate

into CNS-reactive plasma cells. This condition

may endanger the immune-privileged CNS

environment during aging.▪

RESEARCH
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Heterogeneity of meningeal B cells reveals a
lymphopoietic niche at the CNS borders
Simone Brioschi1†, Wei-Le Wang1†, Vincent Peng1†, Meng Wang2, Irina Shchukina1, Zev J. Greenberg3,

Jennifer K. Bando4, Natalia Jaeger1, Rafael S. Czepielewski1, Amanda Swain1, Denis A. Mogilenko1,

Wandy L. Beatty5, Peter Bayguinov6, James A. J. Fitzpatrick6,7,8, Laura G. Schuettpelz3,

Catrina C. Fronick9, Igor Smirnov1, Jonathan Kipnis1, Virginia S. Shapiro10, Gregory F. Wu11,

Susan Gilfillan1, Marina Cella1, Maxim N. Artyomov1, Steven H. Kleinstein2,12, Marco Colonna1*

The meninges contain adaptive immune cells that provide immunosurveillance of the central nervous

system (CNS). These cells are thought to derive from the systemic circulation. Through single-cell

analyses, confocal imaging, bone marrow chimeras, and parabiosis experiments, we show that meningeal

B cells derive locally from the calvaria, which harbors a bone marrow niche for hematopoiesis. B cells

reach the meninges from the calvaria through specialized vascular connections. This calvarialÐmeningeal

path of B cell development may provide the CNS with a constant supply of B cells educated by CNS

antigens. Conversely, we show that a subset of antigen-experienced B cells that populate the meninges

in aging mice are blood-borne. These results identify a private source for meningeal B cells, which may

help maintain immune privilege within the CNS.

T
he central nervous system (CNS) is en-

veloped by the meninges, which harbor

different immune cell types that provide

constant surveillance at the CNS border

(1–3). Although meningeal lymphocytes

are thought to derive exclusively from the

systemic circulation, recent findings question

this premise. Vascular connections between

the calvaria (the flat bones forming the top

dome of the skull) and meninges have re-

cently been described (4–6), and two multi-

dimensional studies identified a cluster of

developmentally immature B cells in the

mouse CNS (7, 8). We hypothesized that these

B cells may derive from calvarial hematopoiesis.

Here,we show thatmeningeal B cells encompass

multiple stages of B cell development, spanning

pro-B to mature B cells. Using parabiotic mice

and bone marrow (BM) chimeras with selective

reconstitution of the skull BM, we demonstrate

that most meningeal B cells originate from the

calvaria.We envision that calvaria-derivedB cells

are locally educated by CNS-derived antigens to

prevent the generation of immunoglobulins (Igs)

with high affinity for CNS epitopes. Conversely,

a population of age-associated B cells (ABCs)

infiltrates the mouse meninges from the circu-

lation during aging. This study sheds light on

the origin and phenotypes of meningeal B cells

in homeostasis and during aging, challenging

the widely accepted idea that meningeal adapt-

ive immunity originates exclusively from sys-

temic circulation.

Results

Meningeal B cells are extravascular and

can exit the CNS compartment through the

dura lymphatics

Meninges are formed by three membranes.

The duramater is the outermost layer attached

onto the skull periosteum, whereas the two

inner layers, the arachnoid and pia mater

(leptomeninges), cover the brain cortex (Fig. 1A).

This region is enriched in different immune cell

types, and B cells represent about 30% of the

total CD45
+
cells inmousemeninges (Fig. 1B and

fig. S1A). Because the dura contains a relative

abundance of immune cells and can be more

easily dissected than the leptomeninges, we

focused most of our subsequent studies on

dural B cells. By flow cytometry, B cells were

found in samples of both the dura mater and

the brain and leptomeninges (fig. S1B). The

majority of meningeal B cells in young-adult

mice were B2 type, whereas innate B cells

(B1a and B1b) represented a minor popula-

tion (fig. S1C).We surveyed B cells by confocal

imaging in the brain and spinal cord of Cd19
Cre
:

Rosa26
tdTomato

mice (hereafter CD19-Tomato),

which express the tdTomato fluorescent protein

specifically in CD19
+
cells (9). Although no

B cells were found in the brain parenchyma

(fig. S1D), B cells were present in the lepto-

meninges along the brain surface (fig. S1E),

indicating that brain B cells are extraparen-

chymal. Two-photon in vivo imaging in the

subdural space of the CD19-Tomato mice

showed that most meningeal B cells were

localized in the extravascular compartment

(Fig. 1, C and D) and appeared relatively

immobile as compared to intravascular B cells

(Fig. 1, E and movie S1). The dura mater con-

tains blood and lymphatic vessels (LVs) along

the sagittal and transverse sinuses (fig. S2A).

These areas were particularly enriched in

B cells, some of which were located within

dura LVs (fig. S2B). Dura lymphatics drain

immune cells and molecules to the cervical

lymph nodes (cLNs) (10, 11), suggesting that

meningeal B cells may undergo a similar fate.

To test this hypothesis, we introduced CD19-

Tomato splenocytes into the cerebrospinal

fluid (CSF) of wild-type mice by intracisterna

magna (ICM) injection (Fig. 1F), and 24 hours

later CD19-Tomato B cells were found accu-

mulating in the cLNs (Fig. 1, G andH). Donor-

derived B cells appeared to be located in both

the dura LVs and cLN B cell zone (Fig. 1, I and

J). Thus, LVs may serve as a migratory route

for B cells exiting the CNS compartment.

Meningeal B cells are phenotypically similar to

bone marrow B cells

Although B cells represent a main immune

population in the meninges, little is known

about their composition under homeostasis.

A previous single-cell RNA sequencing (scRNA-

seq) study on mouse brain immune cells

identified two distinct B cell subsets, labeled

as “mature” and “immature” (7).We reclustered

these transcriptomic data (GSE98969) and

identified B cells based on the enrichment of

Ig transcripts (Fig. 2A). This population uni-

formly expressed pan-B cell signature genes

(Cd79b and Cd19). However,mature B cell genes

(H2-Aa andMs4a1) and early B cell genes (Rag1

and Cd93) appeared unevenly distributed in

this cluster (Fig. 2B), suggesting that B cells

in the CNS encompass different stages of

their development. Next, we compared the

phenotype of meningeal B cells to that of B

cells in the BM, blood, and spleen (Fig. 2C).

Based on the Hardy fraction (12, 13), early B

cells were identified as CD19
+
B220

lo
CD43

hi

(bona fide fraction B-C), late B cells as CD19
+

B220
lo
CD43

lo
(bona fide fraction D-E), and

mature B cells as CD19
+
B220

hi
CD43

−

(frac-

tion F). BM and meningeal B cells appeared
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Fig. 1. B cells

represent a

major immune

cell type in

mouse meninges

and are capable

of trafficking

through menin-

geal lymphatics.

(A) Cartoon rep-

resenting the

structural organi-

zation of the

meninges.

(B) Representa-

tive flow cytome-

try plot showing

the proportion of

B cells within the

overall CD45+

population in

mouse dura

(average of n = 4

mice, data gener-

ated from a single

experiment).

(C) Schematic

depiction of the

experimental

approach to per-

form in vivo two-

photon imaging in

the subdural

space of CD19-

Tomato mice.

(D) Representa-

tive two-photon

image of extra-

vascular B cells in

CD19-Tomato

mouse meninges

(scale bar:

50 mm). Images

on the right are

enlarged from box.

(E) Two-photon

time-lapse imaging

in the meninges

of a CD19-Tomato

mouse. Intra-

vascular B cells:

yellow arrowheads;

extravascular

B cells: white

arrowheads (scale

bar: 20 mm).

(F) Schematic

depiction of the experimental approach (ICM: intracisterna magna). (G) Flow

cytometry analysis of donor (CD19-Tomato)–derived B cells in inguinal

lymph nodes (iLNs) and cervical lymph nodes (cLNs) 24 hours after injection.

(H) Frequency and absolute number of donor-derived B cells in iLNs and

cLNs (mean ± SEM; n = 4 mice; Mann–Whitney U test, *P < 0.05; data

generated from a single experiment). (I) Confocal images of donor (CD19-

Tomato) B cells trafficking through the dura lymphatics 24 hours after injection

(representative of n = 4 mice, data generated from a single experiment) [scale

bars: 50 mm (left) and 20 mm (right)]. (J). Confocal image of donor (CD19-

Tomato)–derived B cells in cLNs 24 hours after injection (representative of n = 4

mice, data generated from a single experiment) [scale bars: 100 mm (left) and

50 mm (right)].
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Fig. 2. Mouse

meninges harbor

a heterogeneous

B cell population

that encom-

passes multiple

developmental

stages.

(A) Uniform

manifold approxi-

mation and

projection (UMAP)

of CD45+ brain

cells from a

deposited scRNA-

seq dataset

(GSE98969). Nor-

malized expres-

sion for Ighm,

Igkc, and Iglc2

was color coded

for transcript

counts. The cell

cluster highly

enriched for the

gene set was

inferred as B cells.

(B) Enrichment

for transcripts

linked to different

B cell maturation

stages. Pan-B cell:

Cd79b and Cd19;

mature B cell: H2-

Aa and Ms4a1; and

immature B cell:

Rag1 and Cd93.

(C) Flow cytome-

try analysis of

B cells from the

BM, brain, dura,

blood, and spleens

of C57BL/6 mice.

B cells were gated

as CD45+CD19+

and lineage (CD3,

CD11b, F4/80, and

Gr-1)–negative

(left column) and

were further

divided into early

(B220loCD43hi), late

(B220loCD43lo),

and mature

(B220hiCD43−)

subset (middle

column). CD93

and IgM staining is shown for the three subsets (right column). (D) Flow cytometry analysis of Rag1−/− mice. B cells derived from BM, brain, and dura were gated as

CD19+ and lineage (CD3, CD11b, F4/80, and Gr-1)–negative (left column) and were further divided into early (B220loCD43hi), late (B220loCD43lo), and mature

(B220hiCD43−) subsets (right column). (E) Quantification of B cell subsets in BM, brain and dura of C57BL/6 and Rag1−/− mice (n = 8 and 7 mice, respectively; data

generated from two independent experiments). (F) Representative confocal images of the dura mater from Rag1 GFP mice (scale bar: 100 mm). (G) Representative

confocal image of IgM+ (yellow arrowhead) and IgM− B cells (red arrowhead) in CD19-Tomato mice [scale bars: 1 mm (left) and 50 mm (right)].
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similarly distributed into these three subsets.

In both compartments, early B cells were

IgM
−

CD93
+
,matureB cellswere IgM

+
CD93

−

, and

late B cells had an intermediate phenotype.

By contrast, most blood and spleen B cells

exhibited a mature phenotype. We then re-

peated this analysis in Rag1
−/−

mice, which

lack mature B cells (Fig. 2D), and found a

population of B220
lo
CD43

hi
B cells in the

BM, brain, and dura, whereas the blood and

spleen completely lacked B cells. Thus, the

composition of meningeal B cells closely

resembles that of the BM, both in wild-type

and Rag1
−/−

mice (Fig. 2E). As a validation, we

imaged the dura mater from Rag1
GFP

knock-in

mice (14) and found Rag1-expressing B cells,

preferentially located along the sagittal sinus

(Fig. 2F and fig. S3A). We also performed

confocal imaging of the duramater fromCD19-

Tomato mice stained for immunoglobulin M

(IgM) and found distinct subsets of IgM
+
and

IgM
−

B cells (Fig. 2G). Immunofluorescent

imaging of CD93, Ki67, GL7 (markers of early

B cells), andCD20 (marker ofmature B cells) in
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Fig. 3. scRNA-seq analysis

reveals a similar transcriptomic

pattern in dura and BM B cells.

(A) Schematic depiction of the

experimental design related to

scRNAseq. (B) Expression of

featured genes denoting mature

and developing B cells in blood,

BM, and dura. (C) UMAP of 13,281

B cells aggregated from blood,

BM, and dura collected from three

C57BL6 mice and colored by

cluster (left) or tissue origin

(right) (data generated from a

single experiment). (D) UMAP

plots split by tissue showing the

distribution of blood, BM, and

dural B cells. (E) Proportional

contribution of the three tissues

(blood, BM, and dura) to these

10 B cell clusters. (F) Gene

expression heatmap of the top

10 signature genes per cluster.

(G) Frequency of C-region usage

per tissue determined by

scBCRseq. (H) Developmental

trajectory displayed on PCA (prin-

cipal component analysis) map

and colored by slingshot pseudo-

time. (I) Enrichment of key tran-

scripts differentially expressed

throughout B cell maturation.
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the dura mater confirmed that early B cells are

present inmousemeninges under homeostasis

(fig. S3B). Lastly, we analyzed the expression of

various markers differentially expressed across

B cell development and confirmed that BM and

meninges harbor overlapping B cell phenotypes

(fig. S4).

Single-cell analyses resolve multiple

developmental stages of dura B cells

To gain in-depth insight into the diversity of

meningeal B cells, we performed scRNA-seq

of cells isolated from dura mater, blood, and

BM. We analyzed unsorted cell suspensions to

minimize experimental artifacts due to cell

stress and to include both immune and non-

immune cells (Fig. 3A). Cells that passed the

quality control underwent unsupervised clus-

tering and were displayed on the Uniform

ManifoldApproximationandProjection (UMAP)

space (figs. S5 to S7). In the dura mater, we

resolved clusters of neutrophils (43.7%), B cells

(26.3%), T cells (3.2% double negative, 2.8%

CD8
+
, and 1.7%CD4

+
),monocytes (2.5%Ly6C

+
,

1.2% Ly6C
−

), natural killer cells (1.6%), macro-

phages (1.3%), mast cells (1.1%), plasmacytoid

dendritic cells (pDCs) (1%), classical dendritic

cells (cDCs) (0.9%), type 2 innate lymphoid

cells (ILC2) (0.4%), and plasma cells (0.3%)

(fig. S5). Dura fibroblasts (5.7%) were iden-

tified from the expression ofColl1a andMgp, as

recently reported (15). Focusing on the B cell

compartment, we found multiple B cell clus-

ters in all analyzed tissues. Indeed, all B cells in

the blood exhibited a rather homogeneous

expression of the mature markers Ms4a1 and

H2-Aa, whereas the early B cell markers Cd93,

Smarca4, Rag1, IL7r, and Mki67 were not de-

tected (Fig. 3B). The diversity in blood B cells

was mostly driven by the expression of k or l

light chains (fig. S7). By contrast, B cells in the

BM and dura exhibited a nonoverlapping en-

richment for both mature and early markers

(Fig. 3B), confirming the presence of multiple

stages of B cell development in these niches.

Next, we reclustered all B cells from the

three tissues on a single UMAP space (Fig. 3C)

and found that B cells from the BM and dura

occupied overlapping territories, whereasmost

of the blood B cells clustered separately (Fig.

3D). This analysis yielded 10 different clusters

(C0 to C9). C0 and C5 were almost entirely

(>90%) formed by blood B cells; C3, C6, C8,

and C9 contained B cells from both BM and

dura but were largely depleted of blood B cells

(<5%); C1 and C4 contained B cells from both

blood anddura butwere depleted of BMBcells

(<5%); andC2 andC7 contained B cells fromall

compartments (Fig. 3E). To determine the

identity of each cluster, we performed a dif-

ferential gene expression analysis (cluster ver-

sus total; cutoff = log2FC >0.5 where FC is fold

change) (Fig. 3F and table S1), followed by

enrichment analysis of Gene Ontology (GO)

biological process (fig. S8, A and B). From

these analyses, we determined that blood con-

tained primarily mature naïve B cells (C0, C1,

C2, C5; fraction F), a small subset of immature

B cells (C4; fraction E), and B1b cells (C7). By

contrast, BM and dura contained mature naïve

B cells (C2; fraction F), immature B cells (C6;

fraction E), pre-B cells (C3; fraction D), pro-B

cells (C9; fraction B-C), and mitotic B cells

(C8). B cell receptor sequencing (BCR-seq) an-

alysis showed that 88.1% of dura B cells with
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Fig. 4. Mass cytometry

confirms developmental

heterogeneity of dura

B cells. (A) Schematic

depiction of the experimen-

tal design related to cytom-

etry by time of flight

(CyTOF) analysis.

(B) Unsupervised clustering

by means of t-distributed

stochastic neighbor embed-

ding (t-SNE) of 6000 live

singlet CD45+CD19+ B cells

obtained from concatena-

tion of three tissues (blood,

BM, and dura) collected

from three C57BL6 mice

(data generated from a

single experiment). Cells

are displayed by pseudo-

color (left) and contour

plots (right). (C) Heatmap

showing the surface protein

expression of selected B

cell markers among the six

B cell clusters (cluster 7

was arbitrarily excluded

because of low cell num-

ber). (D) Staining enrich-

ment of representative

surface markers for mature

and developing B cells.

(E) Merged t-SNE plot colored

by cluster (left) and t-SNE

plot split by tissue (middle).

Frequency of each cluster in

blood, BM, and dura (right).
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productive V(D)J rearrangement were IgM

type, again confirming their early stage of

development (Fig. 3G). Finally, we performed

pseudotime analysis (Fig. 3H) and identified a

developmental trajectory that originated from

mitotic B cells, then traversed pro-B and pre-B

intermediate stages, before eventually giving

rise to mature B cells (Fig. 3I). To empirically

test this model, we performed bromo-deoxy-

uridine (BrdU) pulse-chase experiments focus-

ing on BM and dura B cells (fig. S8C). At

24 hours post-BrdU pulse, early B cells exhi-

bited the maximal incorporation of BrdU. At

3 days, the percentage of BrdU
+
early B cells

was sharply reduced, but it increased in both

late and mature B cell populations. At 5 days,

almost no BrdU
+
B cells could be detected,

presumably because BrdU-labeled cells under-

went apoptosis, further differentiated, or were

progressively diluted by newly generated B cells.

Thus, the molecular signature of dura B cells

highlights a stepwisedevelopmental continuum,

comprehensive of multiple intermediate pheno-

types that are normally found in the BMbut not

in the periphery.

To validate the scRNA-seq data, we per-

formed amass cytometry study of dura, blood,

and BM B cells (Fig. 4A and fig. S9). Unsuper-

vised clustering of the CD45
+
CD19

+
popula-

tion using t-distributed stochastic neighbor

embedding (t-SNE) identified seven distinct

clusters (C1 to C7) (Fig. 4B and table S2). We

analyzed clusters C1 to C6 in detail (Fig. 4, C

and D), whereas C7 was excluded from fur-

ther analysis because it contained only 17 cells.

C1 and C4 exhibited a typical mature phenotype

(MHC-II
+
IgM

+
IgD

+
) but differentially expressed

k or l light chains. C2 and C5 had an immature

B cell phenotype (IgD
lo
CD22

lo
CD21

lo
CD23

lo
CD24

+
),

whereas k or l light chains were differentially

expressed. C3 had an early B cell phenotype

(IgD
−

CD21
−

CD23
−

IgM
lo
CD24

+
CD43

+
IL7R

+
CD93

+
).

C6 was negative or low for both naïve B cell

markers and pre-B markers but expressed

CD43, CD44, CD73, and PD-L1, indicating an

activated phenotype (16). Next, we determined

the distribution of B cells from each compart-

ment among the six clusters (Fig. 4E). Blood

B cells were maximally enriched in C1 (88.6%),

BM B cells were distributed among all clusters

(C1= 49.6%, C2 = 13%, C3 = 30.7%), and dura

B cells were primarily concentrated in C2

(44.3%), with substantial fractions in C1 (18.8%)

and C3 (22.6%). Blood and BM were equally

represented in C4 (5.4 and 4.1%, respectively),

whereas the dura was more abundant than

either blood or BM in C5 (6.9% versus 1.3 and

1.9%). Thus, mass cytometry analysis confirms

that the duramater contains a large proportion

of developing B cells.

Meningeal B cells mostly originate from

the calvaria

Because only a few immature B cells were

present in the blood, it was unlikely that

developing B cells in the dura originated

from the systemic circulation. We hypothe-

sized that dura B cells originated in the

calvarial BM. Indeed, the caudal region of

the skull harbored a large hematopoietic

niche (fig. S10, A and B), containing a variety

of immune cells, including IL7R
+
early B cells

and LSK stem cells (fig. S10C). Electron

microscopy (EM) and confocal imaging high-

lighted a complex cellular system in this area,

containing both myeloid and lymphoid cells

(fig. S10, D and E). To test our hypothesis, we

performed an atypical BM transplantation

experiment. During irradiation, the mouse

bodywas protectedwith a lead shield, leaving

only the head fully exposed (Fig. 5A). Head-

irradiated Cd45.2 mice received Cd45.1 BM

cells and 4 weeks later, the percentage of B cell

chimerism was assessed in different tissues

(Fig. 5, B and C). In both tibial BM and

peripheral blood, only a negligible percentage

of donor-derived B cells was found (6 and
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12.1% respectively), whereas a large popula-

tion of donor-derived B cells was present in

skull BM and dura (29 and 24.9%, respec-

tively). By contrast, almost no donor-derived

CD4
+
T cells were found in these compart-

ments. We performed the reverse experiment,

using a Cd45.1 host, transplanted with Cd45.2

BM cells and obtained comparable results

(fig. S11A). To determine whether circulating

B cells may potentially contribute to the pool

of meningeal B cells under homeostasis, we

performed a parabiosis experiment using wild-

type and CD19-Tomato mice. After 4 weeks of

shared circulation, the percentage of tdTomato-

positive B cells was assessed inwild-typemice. A

large population of parabiont-derived B cells

was present in the blood and spleen (39.2 and

36.4%, respectively), whereas a minor infiltra-

tion could be found in brain and dura (11.3 and

8.0%, respectively) (fig. S11, B and C). Compara-

ble results were obtained by adoptive transfer

of CD19-Tomato splenocytes into wild-type

recipient mice (fig. S11, D and E). Thus, most

meningeal B cells appear to originate in the

calvarial BM and not from the circulation.

It has been recently shown that vascular

channels form a direct communication be-

tween the calvaria and the meningeal space,

thus allowing migration of immune cells in-

dependently of the systemic circulation (4, 6).

We performed confocal imaging of skull cryo-

sections after immunofluorescent staining for

endothelial markers (tomato lectin, CD34, and

CD31). B cells were visualized by means of the

CD19-Tomato reporter. In agreement with these

studies, we found vascular channels through the

inner skull bone (fig. S12A). As a complementary

technique, we performed x-ray tomography on

intact skull specimens impregnated with radio-

paque metals. The resulting three-dimensional

(3D) image displayed in z series reveals the

presence of radiolucent areas (seemingly ves-

sels) running through the calvaria and opening

at the base of the sagittal sinus (fig. S12b and

movie S2). Finally, we provide evidence of IgM
−

B cells trafficking through these channels, con-

firming that calvaria-derived B cells reach the

meningeal compartment at an early stage of
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their development (Fig. 3D and fig. S12, C

and D).

Dural fibroblasts produce crucial factors for

B cell development

Notably, one of the top signature genes of

fibroblast-like cells (FLCs) in the dura was

Cxcl12 (17), whereas dural early B cells ex-

pressed Cxcr4 (Fig. 6A). NicheNet analysis

highlighted a network of molecular commu-

nications between FLC and dura B cells.

Among the several ligands detected in dural

fibroblasts, Cxcl12, April, Tgfb2, and Apoe

were assigned a high probability score (Fig.

6B). Cxcl12 expression in dural FLCs was con-

firmed by imaging and flow cytometry using

Cxcl12
DsRed

reporter mice (Fig. 6, C and D).

Surface expression of CXCR4 in early B cells

was also confirmed by flow cytometry (Fig. 6E).

The majority of early B cells in the dura had

CXCR4 expressed on the cell surface (Fig. 6F),

suggesting that calvaria-derived B cells may

require this receptor for their homing to the

meningeal compartment. Finally, confocal

imaging demonstrated B cells in close contact

to Cxcl12-expressing FLCs in the sagittal sinus

(fig. S13). As the CXCL12–CXCR4 axis is crucial

for B cell development, we propose that dural

FLCs may support the survival and differen-

tiation of early B cells derived from the

calvarial BM.

ABCs and plasma cells accumulate in mouse

meninges during aging

Lymphocytes exhibit clonal and phenotypical

imbalance during aging (18, 19). Indeed, we

found a marked increase in the total number

of B cells in the dura of aged mice (fig. S14, A

and B). We then investigated the impact of

aging on meningeal B cells by comparing

young (8- to 12-week-old) and aged (20- to

25-month-old) mice by scRNA-seq and scBCR-

seq (Fig. 7A). An accumulation of clonal B cells

was found in the aged dura (fig. S14C), as well

as an increased clonal overlap with blood B

cells (fig. S14D), suggesting infiltration from

the periphery. All B cell clusters in the dura

were equally represented in young and aged

mice, except for one cluster that was almost

entirely (96.1%) derived from agedmice (Fig. 7,

B and C) and was therefore annotated as “age-

associated B cells” (ABCs). Differential gene

expression analysis between ABCs andmature

B cells (log2FC >0.5; adjusted P < 0.01) re-

vealed 105 differentially expressed genes (table

S3). The top up-regulated transcripts included

Apoe, Ly6a, Ighm, Igkc, Cd2, Lgals1, Zbtb20,

and Syk, whereas the top down-regulated

transcripts contained Fcer2a, Cr2, Cd55, Sell,

and Ebf1 (Fig. 7, D and E). Using flow cytom-

etry, we confirmed a significant expansion of

B220
hi
CD23

−

CD2
+
Sca1

+
ABCs in the dura of

aged mice (Fig. 7, F and G). Consistent with

the scRNA-seq data, this cell population also

expressed increased amounts of Syk and

ApoE protein (Fig. 7H and fig. S14E).

Furthermore, dura ABCs had increased num-

bers of Ighm heavy-chain transcripts com-

pared to mature B cells (Fig. 7I). scBCR-seq

further confirmed increased Ighm, and reduced

Ighd, C-region usage in ABCs (Fig. 7J). Addi-

tionally, ABCs exhibited greater similarity in

their V gene usage profiles (fig. S14F), as well

as accumulation of somatic mutations in the

BCRs of cells expressing the Ighm heavy

chain (fig. S14G). Thus, dural ABCs are antigen-

experienced B cells. Using these BCR data, we

determined the percentage of B cells in clones

that were shared between dura and blood

(Fig. 8A). We found that dural B cells had no

clonal overlap with circulating B cells in

young mice, whereas a minor overlap could

be observed in aged mice. By contrast, many

dural ABCs were members of clones shared

with the blood (30.8%), suggesting that these

cells had trafficked from the periphery.

Next, we focused on dural plasma cells (fig.

S15, A and B), which also appeared expanded

in the aged dura (Fig. 7C). Differential gene

expression analysis revealed that the expression

of Ig isotypes wasmarkedly shifted between the

two age groups. In young mice, dural plasma

cells were predominantly IgA
+
but became

mostly IgM
+
in aged mice (fig. S15C). By con-

focal imaging, we surveyed plasma cells

located along the sagittal sinus (fig. S15D)

and confirmed the massive increase in the

number of these cells in agedmice (fig. S15E),

especially IgG and IgM types, whereas the

number of IgA plasma cells was unchanged

(fig. S14F). Lastly, we assessed the redundancy

of plasma cell clones detected by scBCR-seq to

gain insight into their origin (Fig. 8B). Al-

though only a few plasma cell clones could be

detected in the dura mater of young mice, we

found an important clonal overlap with blood,

indicating that plasma cells (mostly IgA) from

young mice infiltrate the dura from the pe-

riphery, as recently demonstrated (20). By con-

trast, plasma cell clones in the aged dura

(mostly IgM) exhibited a negligible overlap

with the blood repertoire, indicating that

most of these cells were not derived from the

blood. Notably, we found a clonal overlap

(15.4%) between dural plasma cells and dural

ABCs, suggesting that, in aged mice, some

dural ABCs may locally undergo terminal dif-

ferentiation into IgM-secreting plasma cells.

The top 10 most expanded clones detected in

the aged dura specifically mapped onto both

ABC and plasma cell clusters (Fig. 8C), sup-

porting the possibility of a clonal relatedness

between these two populations.

Discussion

Recent studies have shed light on the origin

and phenotypic diversity of the myeloid cell

landscape at the CNS borders (8, 21–24). Yet,

little is known about B cells resident at CNS

interfaces. Using complementary techniques,

we demonstrated that meningeal B cells en-

compass multiple stages of the development.

These B cells originate in the calvaria and

infiltrate the meninges through a network of

channels uncoupled from the systemic circu-

lation. Early B cells may complete their matu-

ration within the meningeal compartment,

wherein dura fibroblasts can provide critical

molecules for B cell development, such as

CXCL12 (25, 26). Using Nur77
GFP

mice, in

which green fluorescent protein (GFP) ex-

pression reflects BCR engagement by self-

antigens (27), we showed that transitional

and mature meningeal B cells are equipped

with a functional BCR, evinced by GFP ex-

pression in these populations (fig. S16, A to

C). Thus, the calvaria may provide an early

and rapid source of B cells that develop in

the dura, resulting in negative selection of

B cells with high affinity for local self-epitopes.

In support of this hypothesis, transgenic mice

carrying the IgH chain of the mAb 8.18C5

specific for myelin oligodendrocyte glyco-

protein (MOG) (28) showed a significant

reduction of MOG-specific B cells in dura

compared to tibial BM, suggesting that neg-

ative selection may occur locally (fig. S16, D

to F). The calvaria was recently described as

a source of meningeal neutrophils (4), and a

companion paper shows that calvarial BM

supplies the CNS with myeloid cells, both

under homeostasis and inflammation (29).

We further integrate these findings show-

ing that meningeal B cells share a similar

origin.

In aged mice, we identified a distinct pop-

ulation of meningeal B cells corresponding to

ABCs (30), which have been mostly found in

the spleen (19, 31–33), but never in the CNS.

scBCR-seq indicates that dural ABCs are

antigen-experienced B cells infiltrated from

the systemic circulation. Additionally, the aged

dura mater features a robust expansion of

IgM
+
and, to a lesser extent, IgG

+
plasma cells.

By contrast, meningeal IgA
+
plasma cells,

which derive from the gut (20, 34), appeared

unaffected by aging. The infiltration of blood-

borne ABCs, as well as the accumulation of

plasma cells within the meninges, may en-

danger the immune-privileged CNS environ-

ment during aging. Because B cells are key

players in neuroinflammatory and autoimmune

disorders (35,36), these findingsmayhelp better

explain the origin of self-reactive B cells in these

pathologic conditions.

Materials and methods

Animals

All mice used in this study were C57BL/6J

housed under specific pathogen-free conditions

at Washington University School of Medicine

animal facility. Homozygous Cd19
Cre

mice were
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purchased from the Jackson Laboratory (JAX

stock #006785) and mated with homozygous

Rosa26-STOP
tdTomato

(Ai14) mice bred in house.

Heterozygous Cxcl12
DsRed

mice were purchased

from the Jackson Laboratory (JAX stock

#022458) and mated with C57BL/6J mice

bred in house. Nur77
GFP

mice were provided

by Dr. P. Allen (Department of Pathology and

Immunology, Washington University School

of Medicine). IGH
MOG

mice were provided by

Dr. G.F. Wu (Department of Neurology,

Washington University in Saint Louis). All

experiments involving laboratory animals

were performed under the approval of the

Institutional Animal Care and Use Commit-

tee at Washington University in St. Louis

(protocol #19-0981). For flow cytometry and

imaging experiments, both sexes were used

and equally distributed among the experi-

mental groups. For CyTOF, scRNAseq, and

parabiosis experiments, females only were
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Fig. 7. Age-associated B cells disseminate throughout the dura of aged

mice. (A) Schematic depiction of the experimental design of scRNAseq

comparing young and aged mice. UMAP of 9352 B cells aggregated from seven

12-week-old and seven 25-month-old C57BL6 female mice (data generated

from two independent experiments). (B) Distribution of B cells from young and

aged mice. (C) Contribution of young versus aged mice to each cluster.

(D) Differential gene expression analysis of ABCs versus mature B cells.

(E) Violin plots showing top up-regulated genes in ABCs compared to mature

B cells. (F) Dura ABCs gated as the B220hiCD23−CD2+Sca1+ cells. (G) ABC

population is significantly increased in the dura of aged mice compared to young

mice (mean ± SEM; n = 5 mice; unpaired StudentÕs t test, **P < 0.01; data

generated from two independent experiments). (H) Flow cytometry histogram

showing increased amounts of Syk protein in dura ABCs (representative of three

18-month-old female mice; data generated from a single experiment). (I) Ig

heavy-chain transcript counts per cell in ABCs and mature B cells. (J) Frequency

of heavy-chain usage determined by BCRseq in ABCs and mature B cells

(violin plot; n = 11 to 14 mice per group; two-way ANOVA and Bonferroni post-hoc

test ***P < 0.001).
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used to minimize biological variability. For

studies on young-adult mice, 8- to 12-week-

oldmice were used. For studies on agedmice,

20-25-month-old mice were used. On the day

of sacrifice, mice received a lethal dose of

ketamineÐxylazine injected intraperitoneally

(i.p.) (respectively, 300 mg and 30 mg per

kilogram of body weight). After complete loss

of the paw-pinch reflex, blood samples were

collected by heart puncture. All other tissues

analyzed in this study (dura, brain, spleen,

and bone marrow) were collected upon per-

fusion with 30 ml of ice-cold phosphate-

buffered saline (PBS). Parabiotic mice were

prepared by the surgery core in the Hope

Center for Neurological Disorders (Washing-

ton University, St. Louis, MO) as previously

described (37).

Intravenous injection of CD19-Tomato

splenocytes

Five-month-old CD19-Tomato mice were sac-

rificed with CO2 and spleens were immedi-

ately collected into ice-cold PBS. Splenocytes

were mechanically extracted by mashing the

spleen on a 70-mm strainer and collected in a

50-ml conical centrifuge tube. Samples were

pelleted by centrifugation at 300g for 15 min

at 4°C, followed by red blood cells lysis on ice

for 2 min. Splenocytes were then washed in

sterile PBS, pelleted by centrifugation at 300g

for 5 min at 4°C, and resuspended in 1 ml of

sterile PBS. Before counting, cells were filtered

through a 35-mm sterile strainer. Three-month-

old gender-matched C57BL6micewere used as

recipients. Mice were anesthetized with a dose

of 80mg per kilogram ketamine and 10mg per

kilogram xylazine administered by i.p. injection.

After complete loss of the paw-pinch reflex, mice

received a retro-orbital injection of 2 × 10
7
freshly

prepared splenocytes from CD19-Tomato mice.

Recipientmicewere sacrificed onweek later and

blood, spleen, brain, and dura were analyzed by

flow cytometry.

Intra cisterna magna injection of CD19-Tomato

splenocytes

A single CD19-Tomato mouse was perfused

under sterile conditions and spleen was im-

mediately collected into ice-cold PBS. Spleno-

cytes were mechanically extracted by mashing

the spleen on a 70-mmstrainer and collected in

a 50-ml conical centrifuge tube. Samples were

pelleted by centrifugation at 300g for 15min at

4°C, followed by red blood cell lysis on ice for

2 min. Splenocytes were then washed, and

resuspended in sterile PBS at a final concen-

tration of 5 × 10
5
cells/ml. Injection of 2.5 × 10

6

CD19-Tomato splenocytes (5 ml) in the cisterna

magna of 3-month-old gender-matched C57BL6

mice was performed as previously described

(10). After injection, mice were sutured and

monitored until they completely recovered.

The dura mater, cervical lymph nodes, and

inguinal lymph nodes were collected 24 hours

after injection.

Sample preparation for flow cytometry

or scRNAseq

Blood samples underwent red blood cell lysis

at room temperature for 5 min. Hereafter,

sample preparation was entirely carried out

either on ice or at 4°C. No enzymatic digestion

was used in this study. The dura mater was

stripped off the inner skull surface using pre-

cision tweezers. Single-cell suspensions of

brain, dura, and calvarial bone marrow were

generated via mechanical dissociation using a

dounce homogenizer. Cells were then filtered

through a 70-mm strainer and collected in a

50-ml conical centrifugation tube. Splenocytes

were mechanically extracted by mashing the

spleen on a 70-mm strainer and collected in a

50-ml conical centrifuge tube. Tibial bone

marrowwas extracted from open tibias into a

1.5-ml microcentrifuge tube by centrifugation

at top-speed for 20 s using a bench centrifuge.

Spleen and bone marrow samples underwent

red blood cells lysis on ice for 2 min. Samples

were pelleted by centrifugation at 300g for

15 min at 4°C. Dura pellets were resus-

pended in 5 ml of 75% isotonic percoll,

overlaid with 3 ml of PBS. Stromal cells

and debris were depleted by centrifugation

at 1000g for 30 min at 4°C (acceleration 0,

break 1). The interface percoll-PBS was col-

lected for analysis. Brain pellets were re-

suspended in 5 ml of 30% isotonic percoll,

overlaid with 2 ml of PBS. Myelin was de-

pleted by centrifugation at 1000g for 30 min
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at 4°C (acceleration 0, break 1). The pellet was

collected for analysis.

Flow cytometry analysis

Single-cell suspensions were washed in PBS

followed by live/dead staining (Zombie Aqua

or Zombie UV, Biolegend) at 1:1000 dilution

for 15 min on ice. Fc-receptor blockade was

performed using CD16/32 blocking antibody

(clone 93, Biolegend; or clone 197, made in

house) incubated 10 min on ice. Surface stain-

ing was always performed between 30 min

and 1 hour on ice (complete antibody list in

table S4). For staining of intracellularmarkers,

fixation and permeabilization were performed

using either the BD Cytofix/Cytoperm kit (BD

Bioscience), or the Foxp3/Transcription Factor

Staining kit (eBioscience), according to the

product instructions. For ApoE intracellular

staining, 1 mg/ml of purified anti-ApoE (clone

HJ6.3, kindly provided by David Holtzman)

was conjugated with AlexaFluor647 and fixed/

permeabilized cells were stained overnight

(1:100 dilution) at 4°C. For staining of IGH
MOG

BCR, B cells were incubated with 2 mg/ml of

biotin-conjugated recombinant MOG (1:100

dilution) for 30 min on ice prior to surface

markers staining. Flow cytometry analysis

was performed on BD X20, BD LSR Fortessa,

or BD Canto-II (BD Bioscience). Raw data

were analyzed with FlowJo v10.

Skull bone marrow transplantation

Twelve-week-old C57BL/6J (Cd45.2) mice

were anesthetized with a dose of 80 mg per

kilogram ketamine and 10 mg per kilogram

xylazine administered by i.p. injection.

Mice were inserted into a 1-inch-thick lead

shield (1 inch-thick Lead Vial Shield, 50 ml,

Pinestar Technology) leaving only the head

exposed. Each mouse received 11 Gy of gamma

irradiation, split into two doses 4 hours apart.

Immediately after the second dose, mice were

reconstitutedwith 2 × 10
6
Cd45.1 bonemarrow

cells injected intravenously (i.v.) Mice were left

undisturbed in their home cage for the fol-

lowing 4 weeks. On the day of experiment,

samples were processed as described above.

The percentage of chimerismwithin different

immune populations was determined by stain-

ing for CD45.2 and CD45.1.

Immunofluorescence staining

Brains, spinal cords, and skull caps were fixed

in 4% paraformaldehyde (PFA) at 4°C over-

night. Fixed specimens were then dehydrated

in 30% sucrose solution for at least 48 hours

and then cut into 60- to 100-mm-thick sec-

tions at the cryostat (Leica). Staining on free-

floating sections was performed. Cryosections

were blocked for 4 hours in PBS with 5%

bovine serum albumin (BSA) and 0.5% Triton

X-100. Primary antibody staining was per-

formed in PBS with 1% BSA and 0.5% Triton

X-100 for 48 hours at 4°C. Secondary staining

with fluorochrome-conjugated antibodies was

performed at room temperature for 2 hours

(complete antibody list in table S4). Immuno-

stained sections were mounted on Superfrost

glass slides (Fisher Scientific) and embedded

in Prolong Glass anti-fade mounting media

(Thermofisher). Lymph nodes were fixed and

dehydrated as above and sliced into 20 mm-

thick sections at the cryostat. Sections were

directly mounted on the Superfrost glass

slides and air dried. Blocking was performed

for 1 hour (5% BSA, 0.5% Triton X-100), and

antibody staining for 24 hours at 4°C (1%

BSA, 0.5% Triton X-100). For whole-mount

preparation of dura mater, skull caps were

fixed as above, and then decalcified in 0.5 M

pH 8.0 EDTA solution (Corning) for 48 hours

at 4°C. Blocking and staining were performed

as above. The whole skull was mounted on

Superfrost glass slides and embedded in

Fluoromount-G anti-fade mounting media

(Southern Biotech). Stained samples (both

cryosections and whole mount preparations)

were covered with 1.5H high-precision cover

glass (Marienfeld Superior) and left to dry

overnight at room temperature before imaging.

Confocal imaging

Confocal imaging of duramater wholemounts

preparations and brain cryosections was per-

formed using a Zeiss LSM880 airyscan in-

verted confocal microscope equipped with a

34-channel GaAsp (gallium arsenide phos-

phide) detector. Cryosections were imaged

with a 40×/1.4 oil-immersion objective. Dura

whole mounts were imaged with a 40×/1.2

water-immersion objective. Images were acquired

at 2048 × 2048-pixel resolution, 20- to 50-mm-

thick z-stack z-step = 1mm, line averaging = 2,

using ZEN Black (ZEISS Efficient Navigation)

software (Zeiss). When needed, tile-scanmode

was used to generate large filed-of-view im-

ages. Confocal imaging of leptomeninges was

performed on fresh unfixed brains from young

adult CD19
Cre

:Rosa26
tdTomato

mice. Briefly,

mice were anesthetized with a lethal dose

of ketamine and xylazine administered by

i.p. injection. After complete loss of the paw-

pinch reflex, blood vessels were fluorescently

labeled by retro-orbital injection of 100 ml of

DyLight 488-labeled tomato lectin (Vector

Laboratories, 1:1 dilution). Twominutes later,

the mouse was decapitated, and the brain

was immediately rinsed in ice-cold PBS and

imaged using a Leica SP8 inverted confocal

microscope. Images were acquired with a

25×/0.95 water-immersion objective, at 2048 ×

2048- or 4096 × 4096-pixel resolution, 70 mm-

thick z-stack, z-step = 5mm, line and frame

average=3, using Leica Application Suite, LASX

(Leica Microsystems). Maximal projections were

rendered in Imaris V8.3 (Bitplane, Zurich,

Switzerland).

Two-photon imaging

Young adult CD19
Cre

:Rosa26
tdTomato

mice

were anesthetized with a dose of 80 mg per

kilogram ketamine and 10 mg per kilogram

xylazine administered by i.p. injection. After

complete loss of the paw-pinch reflex, fur on

the head and neck was shaved and the skin on

the parietal skull bonewas surgically removed.

Skull bone was thinned using an electrical

micro drill and the head was fixed on a metal

holder tominimizemovements during the live

imaging. Immediately before imaging, blood

vessels were fluorescently labeled by retro-

orbital injection of 100 ml of DyLight 488-

labeled tomato lectin (Vector Laboratories,

1:1 dilution). Time-lapse in vivo imaging was

performed with a Leica SP8 2-photon imag-

ing system. DyLight-488 and tdTomato were

excited with Mai Tai Deepsee and Insight

Deepsee lasers (Specta Physics, Santa Clara

Ca, USA) optimally tuned to 920 nm and

1050 nm respectively. Emission spectra were

collected on ultrasensitive hybrid detectors

as follows: >560 nm (tdTomato), 495-560 nm

(DyLight 488), and <458 nm (second harmonic).

The subdural space was identified using the

second harmonic generation and the blood

vessels as territory landmarks. Time-lapse im-

aging was performed with a 25×/0.95 water-

immersion objective, at 1024 × 1024-pixel

resolution, z-stacks = 40 mm, z-step = 2.5 mm,

acquisition speed = 4 frames per min, im-

aging time = 30 min, using Leica Application

Suite, LAS X (Leica Microsystems). Maximal

projection and video editing were performed

with Imaris V8.3 (Bitplane, Zurich, Switzerland).

Mass cytometry (CyTOF) analysis

Single-cell suspension from dura mater, tibial

bone marrow and blood were obtained as

described above. Cells were resuspended in

Cy-FACS buffer (PBS, Rockland; 0.1% BSA,

Sigma A3059; 0.02% NaN3; 2mM EDTA). Fc-

receptor blockade was performed using CD16/

32 blocking antibody (clone 93, Biolegend,

1:100). Cell were stained for 1 hours on ice with

the surface staining cocktail (complete anti-

body list in table S4). Viability staining was

performed by resuspending cells in 2.5 mM

Cisplatin for 1 min. Cells were then fixed

with 4% PFA for 30 min on ice followed by

overnight DNA staining with iridium-labeled

intercalator (1:3000). Cells were acquired with

the CyTOF2mass cytometry system (Fluidigm)

and analyzed using Cytobank. Immune cells

were hierarchically gated as follows: nucleated

cells, exclusion EQ calibration beads, live cells,

single cells, and CD45
+
. Dimensionality reduc-

tion analysis was performed on CD45
+
cells

using the viSNE toolX in Cytobank to apply the

Barnes-Hut implementation of the t-SNE

algorithm. Unsupervised clustering of the

total CD45
+
cells was performed using the

following parameters: iterations = 2000;
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perplexity =100; Theta = 0.5. This setup has

been chosen as it demonstrated to produce

the best separation of biologically mean-

ingful populations in the three compart-

ments. Next, the CD45
+
CD19

+
population

from the blood, BM, and dura were further

analyzed with FlowJo v10. B cells populations

from independent replicates were aggregated

and down-sampled to 2000 single/live B cells

per compartment. Finally, downsampled files

were concatenated and reclustered by t-SNE

algorithm using default settings (iterations =

1000; perplexity = 20; Theta = 0.5).

BrdU staining for cell proliferation

Mice received two i.p. injections 6 hours apart

of 5 mg BrdU (Sigma) dissolved in PBS. Mice

were randomized and sacrificed at multiple

time points after injection (24 hours, 3 days,

5 days, and 7 days). Samples were prepared

as described above, followed by BrdU staining

using the BrdU flow Kit (BD Pharmingen).

Briefly, after surface staining, cells were fixed

with fix/perm BD buffer for 20 min on ice,

followed by 10 min nuclear permeabilization

with BD perm-plus buffer, and a second fixa-

tion for 5 min at room temperature. Fixed/

permeabilized cells were incubatedwith deoxy-

ribonuclease I (DNase I) (300mg/ml) for 1 hours

at 37°C, followed by intranuclear BrdU stain-

ing (Biolegend clone 3D4, 5 ml BrdU-PE per

sample) for 30 min at room temperature.

Flow cytometry analysis was performed on

BD LSR Fortessa.

Transmission electron microscopy

After perfusion with ice-cold PBS, skull caps

were removed and fixed with 4% para-

formaldehyde (PFA), 0.1% glutaraldehyde

(Polysciences Inc.,Warrington, PA) in phosphate-

buffer 0.1 M, pH 7.2 overnight at 4°C. Samples

were decalcified in 0.5 M pH 8.0 EDTA solution

(Corning) for 48 hours at 4°C and fixed again in

2%PFA, 2.5% glutaraldehyde in 100mMsodium

cacodylate buffer, pH 7.2 for 2 hours at room

temperature. Samples were washed in sodium

cacodylate buffer at room temperature and

postfixed in 2% osmium tetroxide (Polysciences

Inc.) for 2 hours at room temperature. Samples

were then rinsed extensively in dH20 prior to

en bloc staining with 1% aqueous uranyl

acetate (Ted Pella Inc., Redding, CA) for 1 hour

at room temperature. After several rinses in

dH20, samples were dehydrated in a graded

series of ethanol and embedded in Eponate 12

resin (Ted Pella Inc.). Thick sections of 400 nm

werecutwithaLeicaUltracutUCTultramicrotome

(Leica Microsystems Inc., Bannockburn, IL)

and stained with 1% toluidine blue, 2% sodium

borate. Brightfield images were acquired on a

Zeiss AxioObserver D1 inverted microscope

(Carl Zeiss Inc. Thrownwood, NY) equipped

with an Axiocam 503 color camera. Areas of

interest were identified, and images were

acquired with 20×/0.5 and 40×/1.2 objec-

tives. Ultrathin sections of 95 nm from the

areas of interest were then collected on Cu

grids, stained with uranyl acetate and lead

citrate, and viewed on a JEOL 1200 EX trans-

mission electron microscope (JEOL USA Inc.,

Peabody, MA) equipped with an AMT 8-

megapixel digital camera and AMT Image

Capture Engine V602 software (Advanced

Microscopy Techniques, Woburn, MA).

X-ray tomography

Upon perfusion, mouse cranium was fixed in

4% PFA overnight at 4°C and stained with

10% Lugols iodine solution (38) at 21°C for

5 days prior to imaging. Following incuba-

tion, samples were embedded in 2% agarose,

and imaged using a Zeiss Versa 520 (Carl

Zeiss Microscopy, White Plains, NY) using

either a 0.4× flat panel detector or a 4× ob-

jective at 80 kV. Final tomograms were visual-

ized, and resultant images were generated in

Zeiss XM3DViewer v.1.2.9. Z-projections were

generated in ImageJ.

Single-cell RNA sequencing and single-cell BCR

sequencing library preparation

For scRNAseq seven 10-week-old and seven

25-month-old female mice were used. Single-

cell suspension from dura mater, tibial bone

marrow and blood were obtained as described

above. No sorting or enrichment was used as

this experiment aimed to achieve a compre-

hensive transcriptomic representation of both

immune and stromal cells. Samples were re-

suspended into low binding microcentrifuge

tubes with PBS + 0.04% BSA at a final con-

centration of ~1000 cells/ml. Single cells gene-

expression and V(D)J libraries were prepared

by the McDonnell Genome Institute (MGI) at

Washington University using the 5′ Single Cell

with V(D)J Enrichment Reagents Kit from 10x

Genomics. Using the 10x Chromium VDJ + 5′

Gene expression v.1 platform, up to 17,500 cells

were partitioned into nanoliter Gel-bead-in-

Emulsions (GEMs) droplets. Each GEM under-

went retro-transcriptase reaction to generate

single-cell cDNA and received a unique 12-nt

cell barcode and unique molecular identifier

(UMI). GEM cDNA was amplified for 11 cycles

before being purified using SPRIselect beads.

For scRNAseq, 10 ml of purified cDNAwas used

to generate the library for RNA sequencing.

Libraries were sequenced on a NovaSeq S4

(Illumina, 300 cycle kit) flow cell, targeting

50K read pairs per cell. For scBCRseq, 2 ml of

purified cDNA was used to generate the se-

quencing of the V(D)J region. Sequencing was

performed using a NovaSeq S4 (Illumina, 300

cycle kit) flowcell, targeting5K readpairs per cell.

Single-cell RNAseq analysis

Cell Ranger Software Suite (v3.1.0) from 10X

Genomics was used for sample demultiplex-

ing, barcode processing, and single-cell count-

ing. Cell Ranger count was used to align

samples to the reference genome GRCm38

(mm10), quantify reads, and filter reads and

barcodes. Contamination by ambient RNA in

droplets was normalized using SoupX (v1.4.5)

(https://github.com/constantAmateur/SoupX).

Furthermore, contaminating genes from eryth-

rocytes and platelets (Clu, Gng11, Gp1bb, Gp9,

Hba-a1, Hba-a2, Hbb-b1, Hbb-b2, Nrgn, Pf4,

Ppbp, and Tubb1) were filtered out from the

dataset. The Seurat (v3.2.2) package in R was

used for downstream analysis. For quality

control, cells with mitochondrial content >20%

were removed. Cells with low UMI and gene

number per cell were filtered out. Cutoffs for

UMI and gene number were determined on

the basis of histograms showing cell density as

a function of UMI per gene counts. For dura

and bone marrow samples, cutoffs of >500

UMI and >250 genes were applied. For blood

samples, cutoffs of >500 UMI and >1000 genes

were applied. Genes expressed in fewer than

10 cells were removed from the dataset.

Samples from different tissues were clus-

tered separately. For each tissue, data were

normalized using the SCTransform method

regressed on mitochondrial gene percentage

and integrated using FindIntegrationAnchors

function and Canonical Correlation Analysis

(CCA) (39, 40). Principal component analysis

was performed, and the top 40 principal com-

ponents were selected for dimensionality

reduction using the Uniform Manifold Ap-

proximation and Projection (UMAP) algorithm.

For identification of marker genes and differ-

ential expression analysis, we used the MAST

algorithm implemented through the Seurat

R package (41).Marker geneswere identified by

comparing each cluster against all other clusters

using the FindConservedMarkers function with

default settings (log-fold change threshold of

0.25 and >10% cells expressing the gene) and

age as the grouping variable. Cell clusters from

each tissue were annotated based on marker

gene expression and clusters consisting of

doublets were manually removed. For further

analyses of B cell heterogeneity, B cell clusters

were extracted and re-clustered. For reclus-

tering analyses, data were normalized using a

scaling factor of 10,000 and mitochondrial

read percentage was regressed with a nega-

tive binomial model. Principal component

analysis was performed using the top 2000

most variable genes and UMAP analysis was

performed using the top 10 principle compo-

nents. Clusteringwas performed using a reso-

lution of 0.4. For data visualization and figure

preparation of scRNA-seq data BBrowser

version 2.7.5 was used (42).

Single-cell pseudotime trajectories were in-

ferred using diffusion map algorithms imple-

mented through the R package destiny (43).

Normalized expression values were used as
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input for the generation of diffusion maps.

Cells were ordered based on the first diffu-

sion component. To further visualize B line-

age differentiation, pseudotime was inferred

using the slingshot R package (44). Gene

Ontology analysis for biological processes

enriched in different B cell populations was

performed on the top 50 transcripts in each

cluster using Metascape (https://metascape.org)

(45). Receptor-ligand interactions were mined

from the scRNA-seq data using the NicheNet

algorithm (46). In brief, NicheNet analysis

was performed using the marker genes for all

clusters of dura B cell and dura fibroblast using

default settings. After calculation of interaction

scores between possible receptor-ligand com-

binations, pairs were filtered for those bona

fide interactions that were documented in the

literature and publicly available databases.

Single-cell BCR repertoire analysis

Sample demultiplexing and barcode process-

ing was performed using the Cell Ranger

Single-Cell Software Suite (10x Genomics).

CellRanger-5.0.12 was used to align reads to

the reference genome (vdj_GRCm38_alts_

ensembl-5.0.0) and assemble BCRs. BCR se-

quencing data was processed using the

Immcantation framework (immcantation.org)

(47, 48). Germline V(D)J gene annotation was

performed for all 10X Genomics BCR sequen-

ces using IgBLAST v1.16.0, with a curated set of

Ig reference alleles specific for the C57BL/6

strain of Mus musculus (49). IgBLAST output

was parsed using Change-O v0.4.6 (47). Addi-

tional quality control required sequences to be

productively rearranged andhave valid V and J

gene annotations, consistent chain annotation

(excluding sequences annotated with H chain

V gene and L chain J gene), and a junction

length that is a multiple of 3. Cells with exactly

the same barcode and BCR sequences between

different samples were excluded. Furthermore,

only cells with exactly one H chain sequence

paired with at least one L chain sequence were

kept. After processing, there were 52,509 cells

with paired H and L chains of which 19,447

had paired gene expression data.

B cell clonal lineages were inferred using

hierarchical clustering with single linkage

(50, 51). Cells were first partitioned based on

common H and L chain V and J gene anno-

tations and junction region lengths. Within

each partition, cells whose H chain junction

regions were within 0.07 normalized Hamming

distance from each other were clustered as

clones. This distance threshold was determined

by manual inspection to identify the local mini-

mum between the two modes of the bimodal

distance-to-nearest distribution. The clones

were further split based on the common L

chain V and J gene.

Mutation frequency was calculated for cells

by counting the number of nucleotide mis-

matches from the germline sequence in the

H chain variable segment leading up to the

CDR3. The calculation was performed using

the calcObservedMutations function from

SHazaM v1.0.2.

Statistical analysis

For flow cytometry and imaging data, graphs

and statistics were produced using the Graph-

Pad Prism 8 software package. Statistical dif-

ference between two groups was determined

by either two-tailed unpaired Student’s t test

(when both groups passed the Kolmogorov

Smirnov normality test) or two-tailed Mann–

Whitney U test (when at least one group did

not pass the Kolmogorov–Smirnov normality

test). When the effects of two independent

variables were considered, the two-way analy-

sis of variance (ANOVA) with Bonferroni post-

hoc test was used.Whenmore than two groups

were compared, one-way analysis of variance

(ANOVA) with Bonferroni post-hoc test was

used. All statistical analyses display individual

values for each biological replicate,mean value,

and standard error of the mean (SEM). Sta-

tistical significance was set at P < 0.05.

REFERENCES AND NOTES

1. K. Alves de Lima, J. Rustenhoven, J. Kipnis, Meningeal

Immunity and Its Function in Maintenance of the Central

Nervous System in Health and Disease. Annu. Rev. Immunol.

38, 597–620 (2020). doi: 10.1146/annurev-immunol-102319-

103410; pmid: 32340575

2. B. Engelhardt, P. Vajkoczy, R. O. Weller, The movers and

shapers in immune privilege of the CNS. Nat. Immunol. 18,

123–131 (2017). doi: 10.1038/ni.3666; pmid: 28092374

3. R. Rua, D. B. McGavern, Advances in Meningeal Immunity.

Trends Mol. Med. 24, 542–559 (2018). doi: 10.1016/

j.molmed.2018.04.003; pmid: 29731353

4. F. Herisson et al., Direct vascular channels connect skull bone

marrow and the brain surface enabling myeloid cell migration.

Nat. Neurosci. 21, 1209–1217 (2018). doi: 10.1038/s41593-018-

0213-2; pmid: 30150661

5. R. Cai et al., Panoptic imaging of transparent mice reveals

whole-body neuronal projections and skull-meninges

connections. Nat. Neurosci. 22, 317–327 (2019). doi: 10.1038/

s41593-018-0301-3; pmid: 30598527

6. H. Yao et al., Leukaemia hijacks a neural mechanism to invade

the central nervous system. Nature 560, 55–60 (2018).

doi: 10.1038/s41586-018-0342-5; pmid: 30022166

7. H. Keren-Shaul et al., A Unique Microglia Type Associated with

Restricting Development of Alzheimer’s Disease. Cell 169,

1276–1290.e17 (2017). doi: 10.1016/j.cell.2017.05.018;

pmid: 28602351

8. S. Mundt et al., Conventional DCs sample and present myelin

antigens in the healthy CNS and allow parenchymal T cell entry

to initiate neuroinflammation. Sci. Immunol. 4, eaau8380

(2019). doi: 10.1126/sciimmunol.aau8380; pmid: 30679199

9. R. C. Rickert, J. Roes, K. Rajewsky, B lymphocyte-specific, Cre-

mediated mutagenesis in mice. Nucleic Acids Res. 25,

1317–1318 (1997). doi: 10.1093/nar/25.6.1317; pmid: 9092650

10. A. Louveau et al., CNS lymphatic drainage and

neuroinflammation are regulated by meningeal lymphatic

vasculature. Nat. Neurosci. 21, 1380–1391 (2018).

doi: 10.1038/s41593-018-0227-9; pmid: 30224810

11. J. H. Ahn et al., Meningeal lymphatic vessels at the skull base

drain cerebrospinal fluid. Nature 572, 62–66 (2019).

doi: 10.1038/s41586-019-1419-5; pmid: 31341278

12. J. W. Tung, M. D. Mrazek, Y. Yang, L. A. Herzenberg,

L. A. Herzenberg, Phenotypically distinct B cell development

pathways map to the three B cell lineages in the mouse. Proc.

Natl. Acad. Sci. U.S.A. 103, 6293–6298 (2006). doi: 10.1073/

pnas.0511305103; pmid: 16606838

13. R. R. Hardy, C. E. Carmack, S. A. Shinton, J. D. Kemp,

K. Hayakawa, Resolution and characterization of pro-B and

pre-pro-B cell stages in normal mouse bone marrow. J. Exp.

Med. 173, 1213–1225 (1991). doi: 10.1084/jem.173.5.1213;

pmid: 1827140

14. N. Kuwata, H. Igarashi, T. Ohmura, S. Aizawa, N. Sakaguchi,

Cutting edge: Absence of expression of RAG1 in peritoneal

B-1 cells detected by knocking into RAG1 locus with green

fluorescent protein gene. J. Immunol. 163, 6355–6359 (1999).

pmid: 10586023

15. J. DeSisto et al., Single-Cell Transcriptomic Analyses of the

Developing Meninges Reveal Meningeal Fibroblast Diversity

and Function. Dev. Cell 54, 43–59.e4 (2020). doi: 10.1016/

j.devcel.2020.06.009; pmid: 32634398

16. F. Schena et al., Dependence of immunoglobulin class switch

recombination in B cells on vesicular release of ATP and CD73

ectonucleotidase activity. Cell Rep. 3, 1824–1831 (2013).

doi: 10.1016/j.celrep.2013.05.022; pmid: 23770243

17. J. Rustenhoven et al., Functional characterization of the dural

sinuses as a neuroimmune interface. Cell 184, 1000–1016.e27

(2021). doi: 10.1016/j.cell.2020.12.040; pmid: 33508229

18. N. Almanzar et al.; Tabula Muris Consortium, A single-cell

transcriptomic atlas characterizes ageing tissues in the mouse.

Nature 583, 590–595 (2020). doi: 10.1038/s41586-020-2496-

1; pmid: 32669714

19. D. A. Mogilenko et al., Comprehensive Profiling of an Aging

Immune System Reveals Clonal GZMK+ CD8+ T Cells as

Conserved Hallmark of Inflammaging. Immunity 54, 99–115.e12

(2021). doi: 10.1016/j.immuni.2020.11.005; pmid: 33271118

20. Z. Fitzpatrick et al., Gut-educated IgA plasma cells defend the

meningeal venous sinuses. Nature 587, 472–476 (2020).

doi: 10.1038/s41586-020-2886-4; pmid: 33149302

21. T. Goldmann et al., Origin, fate and dynamics of macrophages

at central nervous system interfaces. Nat. Immunol. 17,

797–805 (2016). doi: 10.1038/ni.3423; pmid: 27135602

22. M. J. C. Jordão et al., Single-cell profiling identifies myeloid cell

subsets with distinct fates during neuroinflammation. Science

363, eaat7554 (2019). doi: 10.1126/science.aat7554;

pmid: 30679343

23. H. Van Hove et al., A single-cell atlas of mouse brain

macrophages reveals unique transcriptional identities shaped

by ontogeny and tissue environment. Nat. Neurosci. 22,

1021–1035 (2019). doi: 10.1038/s41593-019-0393-4;

pmid: 31061494

24. D. Mrdjen et al., High-Dimensional Single-Cell Mapping of

Central Nervous System Immune Cells Reveals Distinct

Myeloid Subsets in Health, Aging, and Disease. Immunity 48,

380–395.e6 (2018). doi: 10.1016/j.immuni.2018.01.011;

pmid: 29426702

25. C. Fistonich et al., Cell circuits between B cell progenitors and

IL-7+ mesenchymal progenitor cells control B cell development.

J. Exp. Med. 215, 2586–2599 (2018). doi: 10.1084/

jem.20180778; pmid: 30158115

26. Y. Nie et al., The role of CXCR4 in maintaining peripheral B cell

compartments and humoral immunity. J. Exp. Med. 200,

1145–1156 (2004). doi: 10.1084/jem.20041185;

pmid: 15520246

27. J. Zikherman, R. Parameswaran, A. Weiss, Endogenous antigen

tunes the responsiveness of naive B cells but not T cells.

Nature 489, 160–164 (2012). doi: 10.1038/nature11311;

pmid: 22902503

28. T. Litzenburger et al., B lymphocytes producing demyelinating

autoantibodies: Development and function in gene-targeted

transgenic mice. J. Exp. Med. 188, 169–180 (1998).

doi: 10.1084/jem.188.1.169; pmid: 9653093

29. J. K. A. Cugurra et al., Skull and vertebral bone marrow are

myeloid reservoirs for the meninges and CNS parenchyma.

Science 373, XXX (–YYY (2021).

30. M. P. Cancro, Age-Associated B Cells. Annu. Rev. Immunol. 38,

315–340 (2020). doi: 10.1146/annurev-immunol-092419-

031130; pmid: 31986068

31. A. V. Rubtsov et al., Toll-like receptor 7 (TLR7)-driven

accumulation of a novel CD11c+ B-cell population is important

for the development of autoimmunity. Blood 118, 1305–1315

(2011). doi: 10.1182/blood-2011-01-331462; pmid: 21543762

32. Y. Hao, P. O’Neill, M. S. Naradikian, J. L. Scholz, M. P. Cancro,

A B-cell subset uniquely responsive to innate stimuli

accumulates in aged mice. Blood 118, 1294–1304 (2011).

doi: 10.1182/blood-2011-01-330530; pmid: 21562046

33. M. Manni et al., Regulation of age-associated B cells by IRF5 in

systemic autoimmunity. Nat. Immunol. 19, 407–419 (2018).

doi: 10.1038/s41590-018-0056-8; pmid: 29483597

34. O. L. Rojas et al., Recirculating Intestinal IgA-Producing Cells

Regulate Neuroinflammation via IL-10. Cell 176, 610–624.e18

(2019). doi: 10.1016/j.cell.2018.11.035; pmid: 30612739

Brioschi et al., Science 373, eabf9277 (2021) 23 July 2021 13 of 14

RESEARCH | RESEARCH ARTICLE

https://metascape.org
http://immcantation.org


35. S. L. Hauser et al., B-cell depletion with rituximab in relapsing-

remitting multiple sclerosis. N. Engl. J. Med. 358, 676–688

(2008). doi: 10.1056/NEJMoa0706383; pmid: 18272891

36. S. L. Hauser et al., Ofatumumab versus Teriflunomide in

Multiple Sclerosis. N. Engl. J. Med. 383, 546–557 (2020).

doi: 10.1056/NEJMoa1917246; pmid: 32757523

37. Y. Wang et al., TREM2-mediated early microglial response

limits diffusion and toxicity of amyloid plaques. J. Exp. Med.

213, 667–675 (2016). doi: 10.1084/jem.20151948;

pmid: 27091843

38. B. D. Metscher, MicroCT for developmental biology: A versatile

tool for high-contrast 3D imaging at histological resolutions.

Dev. Dyn. 238, 632–640 (2009). doi: 10.1002/dvdy.21857;

pmid: 19235724

39. T. Stuart et al., Comprehensive integration of single-cell data.

Cell 177, 1888–1902.e21 (2019). doi: 10.1016/

j.cell.2019.05.031; pmid: 31178118

40. C. Hafemeister, R. Satija, Normalization and variance

stabilization of single-cell RNA-seq data using regularized

negative binomial regression. Genome Biol. 20, 296 (2019).

doi: 10.1186/s13059-019-1874-1; pmid: 31870423

41. G. Finak et al., MAST: A flexible statistical framework for

assessing transcriptional changes and characterizing

heterogeneity in single-cell RNA sequencing data. Genome Biol.

16, 278 (2015). doi: 10.1186/s13059-015-0844-5;

pmid: 26653891

42. T. Le, et al., BBrowser: Making single-cell data easily accessible

(2020). bioRxiv 2020.12.11.414136 [Preprint]. 11 December 2020.

doi: 10.1101/2020.12.11.414136

43. P. Angerer et al., destiny: Diffusion maps for large-scale single-

cell data in R. Bioinformatics 32, 1241–1243 (2016).

doi: 10.1093/bioinformatics/btv715; pmid: 26668002

44. K. Street et al., Slingshot: Cell lineage and pseudotime

inference for single-cell transcriptomics. BMC Genomics 19,

477 (2018). doi: 10.1186/s12864-018-4772-0; pmid: 29914354

45. Y. Zhou et al., Metascape provides a biologist-oriented

resource for the analysis of systems-level datasets. Nat.

Commun. 10, 1523 (2019). doi: 10.1038/s41467-019-09234-6;

pmid: 30944313

46. R. Browaeys, W. Saelens, Y. Saeys, NicheNet: Modeling

intercellular communication by linking ligands to target genes.

Nat. Methods 17, 159–162 (2020). doi: 10.1038/s41592-019-

0667-5; pmid: 31819264

47. N. T. Gupta et al., Change-O: A toolkit for analyzing large-scale

B cell immunoglobulin repertoire sequencing data.

Bioinformatics 31, 3356–3358 (2015). doi: 10.1093/

bioinformatics/btv359; pmid: 26069265

48. J. A. Vander Heiden et al., pRESTO: A toolkit for processing

high-throughput sequencing raw reads of lymphocyte receptor

repertoires. Bioinformatics 30, 1930–1932 (2014).

doi: 10.1093/bioinformatics/btu138; pmid: 24618469

49. W. B. Alsoussi et al., A Potently Neutralizing Antibody Protects

Mice against SARS-CoV-2 Infection. J. Immunol. 205, 915–922

(2020). doi: 10.4049/jimmunol.2000583; pmid: 32591393

50. N. T. Gupta et al., Hierarchical Clustering Can Identify B Cell

Clones with High Confidence in Ig Repertoire Sequencing Data.

J. Immunol. 198, 2489–2499 (2017). doi: 10.4049/

jimmunol.1601850; pmid: 28179494

51. J. Q. Zhou, S. H. Kleinstein, Cutting Edge: Ig H Chains Are

Sufficient to Determine Most B Cell Clonal Relationships.

J. Immunol. 203, 1687–1692 (2019). doi: 10.4049/

jimmunol.1900666; pmid: 31484734

ACKNOWLEDGMENTS

We thank E. Lantelme for her excellent management of the flow

cytometry core facility at the department of Pathology and

Immunology (Washington University in St. Louis). We thank

D. Bender and R. Lin from the Bursky Center for Human

Immunology and Immunotherapy Programs (CHiiPs) for their

invaluable support of sample preparation for CyTOF analysis and

acquisition of CyTOF data. We thank B. Saunders, B. Zinselmeyer,

and G. Randolph for their assistance with two-photon in vivo

imaging. We thank Y. Chen and D. Holtzman for providing the

anti-ApoE antibody. We also thank L. Adamo for providing CD19-

Tomato mice for preliminary experiments, P. Allen for providing

Nur77GFP mice, A. Archambault for providing the IGHMOG mice,

N. Sakaguchi for providing Rag1GFP mice, and K. Ayasoufi for

helping with the perfusion and shipment of Rag1GFP samples.

Lastly, we thank R. Pelanda, J. Andersson, F. Melchers, A. Pernis,

P. Kendall, and A. Ellebedy for their critical comments and

helpful suggestions during the preparation of this manuscript.

Funding: This research was supported in part by NIH RF1

AG051485, NIH RF1 AG059082 (M. Colonna), NIH R01AI104739

(S.H.K.), NIH F30 DK127540-01, NIH T32 DK 77653-28 (V.P.),

the Gruber Foundation (M.W.), NIH K99 DK118110 (J.K.B.), and

FA-2020-01-IBD-1 fellowship from the Lawrence C. Pakula, MD IBD

Education and Innovation Fund (R.S.C.). Author contributions:

S.B, W.W, V.P: conceptualization, data curation, formal analysis,

methodology, investigation, software, validation, visualization,

and writing the original draft. M.W., I.S.: formal analysis,

methodology, and software. Z.J.G, J.K.B., N.J., R.S.C., A.S., D.A.M.:

formal analysis and methodology. W.L.B., P.B., J.A.J.F., L.G.S.,

C.C.F., I.S., J.K., V.S., G.W., S.G.: methodology and resources. M.C.,

M.N.A., S.H.K.: supervision. M.Colonna: funding acquisition,

supervision, project administration, manuscript review, and editing.

Competing interests: S.H.K. receives consulting fees from

Northrop Grumman. All other authors declare no conflict of

interest. Data and materials availability: scRNA-seq and scBCR-

seq data available from NCBI GEO with accession number

GSE174836. All other data and materials are available in the paper

and supplementary materials.

SUPPLEMENTARY MATERIALS

science.sciencemag.org/content/373/6553/eabf9277/suppl/DC1

Materials and Methods

Figs. S1 to S16

Tables S1 to S4

MDAR Reproducibility Checklist

Movies S1 and S2

29 November 2020; resubmitted 1 April 2021

Accepted 24 May 2021

Published online 3 June 2021

10.1126/science.abf9277

Brioschi et al., Science 373, eabf9277 (2021) 23 July 2021 14 of 14

RESEARCH | RESEARCH ARTICLE

http://science.sciencemag.org/content/373/6553/eabf9277/suppl/DC1


RESEARCH ARTICLE SUMMARY
◥

NEUROIMMUNOLOGY
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INTRODUCTION:Myeloid cells are highly heter-

ogeneous, with distinct ontogenies and im-

mune functions. The diverse role of myeloid

populations, including monocytes, macro-

phages, and neutrophils, in homeostasis of

central nervous system (CNS) function is

increasingly recognized. Brain borders, includ-

ing the dura mater of the meninges, host a

substantial pool of myeloid cells that mediate

immune surveillance of the CNS. During in-

jury and neuroinflammation, myeloid cells

infiltrate the CNS and display heterogeneous

functions from microglia, the CNS resident

macrophages. Understandingmyeloid ontogeny

in CNS borders and in the CNS parenchyma

under homeostasis and during perturbations

is critical for our understanding of the basic

mechanisms underlying immune responses in

the diseased CNS and for the design of thera-

peutic approaches for neurological conditions

associated with inflammation, such as injury,

chronic neurodegenerative diseases, CNS infec-

tions, and brain tumors.

RATIONALE: Myeloid cells are critical contrib-

utors to CNS function, yet the origins of these

cells at CNS borders and the routes of their

migration into the CNS parenchyma under

inflammatory or neurodegenerative conditions

remain unclear. Under certain circumstances—

for example, monocyte infiltration in exper-

imental autoimmune encephalomyelitis (EAE)

or after CNS injury—myeloid populations

are playing protective and pathological roles.

We rationalized that these heterogeneous

functions may represent diverse cellular orig-

ins and sought to investigate the sources of

myeloid cell infiltrates and the routes by which

they access the injured or inflamed paren-

chyma. Channels connecting the skull bone

marrow to the dura to allow neutrophil migra-

tion during stroke were previously described.

Thus, we explored whether these channels

and the skull bone marrow niche also allow

for maintenance of the brain dural myeloid

pool under homeostasis and in mouse models

of CNS diseases. We further extended our ob-

servations to the vertebrae bone marrow niche

as a potential source of myeloid cells for the

spinal dura.

RESULTS: Using the parabiotic pairing of WT–

UBC-GFP or CD45.1-CD45.2 mice that share

blood circulation, we observed a substantial

pool of monocytes and neutrophils in the

brain and spinal cord dura thatwere not blood

derived and had not arisen from tissue in-

trinsic progenitors or local proliferation. Using

several approaches, including calvaria bone–

flap transplantation and selective irradiation

regimenswith head or body shielding and bone

marrow transfers, we found that these non–

blood-derivedmyeloid cells had originated from

skull and vertebrae bone marrow. We recon-

firmed the existence of skull bone marrow–

dura channels and described the presence of

similar channels connecting spinal cord verte-

brae bone marrow to spinal dura, allowing an

anatomical route for constant myeloid migra-

tion from local bone marrow pools. After var-

ious CNS injury models, including spinal cord

injury, EAE, and optic nerve crush, we showed

that CNS-associated bone marrow contributes

to parenchymal CNS infiltration. Using single-

cell RNA sequencing, we demonstrated poten-

tially nonredundant roles for blood and CNS

bonemarrow–derivedmonocytes infiltrating the

spinal cord during spinal cord injury and EAE,

with blood-derived cells displaying a more in-

flammatory andpossibly pathogenic phenotype.

CONCLUSION:Our results show that bonemar-

row niches adjacent to the brain and spinal

cord supply monocytes to the meninges under

homeostasis and after CNS injury or neuro-

inflammatory disease. Moreover, we demon-

strate that CNS border–derivedmyeloid cells

canmigrate throughmeningeal barriers into

parenchyma under injurious and inflamma-

tory conditions. CNS border–derived myeloid

cells exhibit a less inflammatory and more

regulatory phenotype when compared with

their blood-derived counterparts in models of

CNS injury and neuroinflammation. Thus, it is

possible that these cells are playing critical roles

in the regulation—and possibly attenuation—of

immune responses in other contexts, such as

CNS infections and brain tumors. Understand-

ing the function of brain border–derived mye-

loid cells in CNS immune surveillance in

physiology and pathology may lead to devel-

opment of therapeutic avenues to treat neu-

rological diseases.▪

RESEARCH

SCIENCE sciencemag.org 23 JULY 2021 • VOL 373 ISSUE 6553 409

The list of author affiliations is available in the full article online.
*Corresponding author. Email: kipnis@wustl.edu
†These authors contributed equally to this work.
Cite this article as A. Cugurra et al., Science 373, eabf7844
(2021). DOI: 10.1126/science.abf7844

READ THE FULL ARTICLE AT

https://doi.org/10.1126/science.abf7844

Monocyte Macrophage

CNS injury

Bone marrow

Dura

Arachnoid and

subarachnoid

space

Brain

Bone marrow–dura 

channel

Myeloid cells from skull and vertebrae bone marrow supply brain borders and the CNS during health

and disease. Under homeostasis, the dural meninges host a pool of monocytes derived from local bone

marrow sources that can differentiate into tissue-resident macrophages. During CNS injury, bone marrowÐ

derived monocytes can infiltrate CNS parenchyma from brain borders.

http://sciencemag.org
mailto:kipnis@wustl.edu
https://doi.org/10.1126/science.abf7844


RESEARCH ARTICLE
◥

NEUROIMMUNOLOGY

Skull and vertebral bone marrow are myeloid cell
reservoirs for the meninges and CNS parenchyma
Andrea Cugurra1,2†, Tornike Mamuladze3†, Justin Rustenhoven3†, Taitea Dykstra3, Giorgi Beroshvili3,

Zev J. Greenberg4, Wendy Baker2, Zach Papadopoulos3,5, Antoine Drieu3, Susan Blackburn3,

Mitsuhiro Kanamori3, Simone Brioschi3, Jasmin Herz3, Laura G. Schuettpelz4, Marco Colonna3,

Igor Smirnov3, Jonathan Kipnis1,2,3,5*

The meninges are a membranous structure enveloping the central nervous system (CNS) that host

a rich repertoire of immune cells mediating CNS immune surveillance. Here, we report that the

mouse meninges contain a pool of monocytes and neutrophils supplied not from the blood but by

adjacent skull and vertebral bone marrow. Under pathological conditions, including spinal cord injury and

neuroinflammation, CNS-infiltrating myeloid cells can originate from brain borders and display

transcriptional signatures distinct from their blood-derived counterparts. Thus, CNS borders are

populated by myeloid cells from adjacent bone marrow niches, strategically placed to supply innate

immune cells under homeostatic and pathological conditions. These findings call for a reinterpretation

of immune-cell infiltration into the CNS during injury and autoimmunity and may inform future

therapeutic approaches that harness meningeal immune cells.

M
yeloid cells, includingmonocytes, neu-

trophils, andmacrophages, display ex-

traordinary heterogeneity and diverse

functions depending on their ontogeny

and local niche (1–3). Macrophages

represent an essential component of the mye-

loid niche and take on distinct transcriptional

signatures to meet the demands of the tissues

in which they reside (4). Research onmicroglia,

the macrophages of the central nervous system

(CNS), led to the discovery that these tissue-

residentmacrophages are derived from the yolk

sac during embryonic development (5–7). Un-

like several other tissue macrophages that can

be replaced by blood-borne monocytes, accord-

ing to specific anatomical and developmental

constraints (8), microglia are self-maintained

andarenot replenishedbyblood-derivedmono-

cytes other than under defined experimental

conditions (5, 9–12). In such cases, myeloid

cells from the periphery may also invade the

CNS tissue, although their origin, as well as

their stability within the CNS, is poorly under-

stood. The perivascular spaces and the menin-

geal membranes that cover the borders of the

CNS are also populated by a variety of myeloid

cells. Based on elegant fate-mapping strategies

andmultidimensional tools, recent work has

begun to reveal the richness of this myeloid

landscape, both at steady state and in different

diseases (13–20). Less well studied, however, is

the source and role of these brain border–

resident monocytes, monocyte-derivedmacro-

phages, and neutrophils during homeostasis

and CNS dysfunction.

Recent work described the existence of di-

rect ossified vascular channels connecting skull

bone marrow to meninges that are capable of

dispersing neutrophils during inflammation

(21–23). We hypothesized that these connec-

tionsmay also allow homeostaticmyeloid traf-

ficking between adjacent meningeal and bone

marrow niches. Here, we demonstrate that

CNS-associated bone marrow niches in the

skull and vertebrae are myeloid reservoirs for

the meninges and CNS parenchyma. Under

homeostasis, these bone marrow pools sup-

ply the brain and spinal dural meninges with

monocytes and neutrophils via direct dural–

bone marrow connections. After injury and

neuroinflammation, these cells can mobilize

to infiltrate the CNS parenchyma and display

distinct phenotypes from their blood-derived

counterparts.

Results

CNS borders host a substantial pool of

monocytes and neutrophils that are

not blood derived

In an attempt to understand the origin of

border myeloid cells under homeostasis, we

parabiotically joined the circulations of green

fluorescent protein under human ubiquitin C

promoter (UBC-GFP) and wild-type (WT)mice,

allowing us to visualize host and fluorescent

donor-derived cells, and performed flow cyto-

metric analyses of the blood, brain-associated

tissues (cranial dura mater and spinal dura

mater), hematopoietic organs (skull bonemar-

row, vertebrae bone marrow, and femur bone

marrow), and peripheral control tissues (spleen

and liver) after 60 days of pairing (Fig. 1, A to C).

To ensure that our analysis only examined

true parenchymal populations and not blood

contaminants, mice received intravenous anti-

CD45 antibodies 2 min before euthanasia,

which labeled blood and vascular-associated

leukocytes that were subsequently excluded

in our gating strategy (Fig. 1B). Analysis of

WT parabionts demonstrated that although

blood chimerism for total CD45
+
cells reached

a 50:50 ratio (fig. S1A), neither neutrophils nor

monocytes ever reached perfect chimerism in

the blood. After 2 months, a GFP:WT cell ratio

of ~30:70 was achieved (Fig. 1, D and E). The

reduced chimerism of these myeloid cells was

likely due to the short half-life of these cells

as well as active myelopoiesis occurring in the

bone marrow.

Despite imperfect blood chimerism of Ly6C
+

monocytes and neutrophils, GFP
+
cell propor-

tions detected in the cranial dura and spinal

durawere significantly lower than that of blood

(Fig. 1, D and E). By comparison, the myeloid

chimerism displayed in other peripheral tis-

sues were more akin to the proportions pre-

sent in the blood (Fig. 1, D and E). These data

suggested that there was a substantial pool of

monocytes and neutrophils located along the

brain borders that had not originated from the

UBC-GFP parabiont. Cranial and spinal dural

CD4 T cells from the UBC-GFP parabiont were

not significantly different from the blood chi-

merism, suggesting a blood origin as described

previously (24) (Fig. 1F). Furthermore,GFP
+
Ly6c

−

monocytes and B cells displayed different levels

of chimerism in distinct tissues. GFP
+
B cells

specifically appeared to be less represented at

the brain borders, also suggesting a nonblood

origin (fig. S1, B and C). This phenomenon is

described in more detail in an accompanying

manuscript (25). Additional components of the

dural myeloid compartment—including mac-

rophages, conventional dendritic cells (cDC)1s,

and cDC2s—also displayed a low proportion

of GFP
+
cells compared with the non–border-

associated spleen pool (fig. S1, D to F). Analysis

of several bone marrow niches confirmed that

most of the detectedLSK (lineage
−

SCA-1
+
c-Kit

−

)

hematopoietic progenitors were GFP
−

cells,

as expected from an active WT proliferative

niche (fig. S1G). We corroborated these flow

cytometry data by immunohistochemistry (IHC)

and demonstrated only a minor proportion of

GFP
+
CCR2

+
andGFP

+
Ly-6B.2

+
cells inWThost

tissues (Fig. 1G). UsingCD45.1 andCD45.2 pairs

as parabionts, we observed a similar imbalance
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toward host-derived monocytes and neutro-

phils within the dura compared with the

blood chimerism, suggesting that the ob-

served findings were consistent across dif-

ferent parabiotic pairs (fig. S1, H and I). Thus,

a substantial pool of non–blood-derived mono-

cytes and neutrophils appears to populate the

cranial and spinal dura.

Next, we investigated whether the dura har-

bored monocyte progenitor cells that could

maintain a local monocyte pool. Using flow

cytometry, we could efficiently identify mono-

cyte–dendritic cell progenitors (MDPs) and

monocyte-committed progenitors (cMoPs) in

the skull bonemarrow. These populationswere

entirely absent from the cranial dura, however

(fig. S1, J to S). To exclude the possibility that

the low levels of meningeal chimerism ob-

served for Ly6C
+
monocytes and neutrophils

could be attributed to the proliferation and

self-renewal of those cells in the tissue, we ex-

plored the turnover of thesemyeloid cells using

a tamoxifen-inducible fate-mapping Cre recom-

binase system driven by the pan-myeloid pro-

moter LysM to express the fluorescent protein

ZsGreen (Fig. 1H). After tamoxifen injections

over three consecutive days, bloodmonocytes

and neutrophils reached a recombination

efficiency of 36 and 87%, respectively. After

30 days, almost no circulating ZsGreen
+
cells

could be detected (Fig. 1, I to K). Notably, the

fate-mapping efficiency of the blood was

mirrored by that in the dura across all inves-

tigated time points, indicating that the half-

lives of the myelomonocytic cells in the blood

and in the meningeal spaces were comparable

(Fig. 1, H to K; and fig. S2, A to D). To rule out

the possibility that the unlabeled fraction of

monocytes and neutrophils provides a local
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Fig. 1. CNS borders host a substantial pool of monocytes and neutrophils

that is not blood derived. (A) Experimental design for parabiosis experiments.

WT mice were parabiotically joined with UBC-GFP mice and analyzed 60 days

later. (B) Representative gating strategy for flow cytometry of immune cells

from the cranial dura. (C) Representative histograms of GFP− and GFP+ Ly6C+

monocytes and neutrophils across tissues. WT and UBC-GFP control mice without

intravenous anti-CD45 antibody injection were used to assign gates. (D to

F) Quantification of flow cytometry analysis for GFP+Ly6C+ monocytes, GFP+

neutrophils, and GFP+ CD4 T cells across tissues. NS indicates not significant;

***P < 0.001 versus blood [one-way analysis of variance (ANOVA) with DunnettÕs

post hoc test]; n = 8 mice per tissue, representative of three independent

experiments. Data are means ± SEM. (G) Representative images of cranial

and spinal dura whole mounts from three WT parabionts 60 days after

parabiotic pairing. Scale bars: 2000 mm (left) and 50 mm (right). (H to

K) Myeloid fate mapping strategy using LysM-CreERT2::ZsGreen reporter

mice to assess the half-life of meningeal Ly6C+ monocytes and GFP+

neutrophils. Mice received daily tamoxifen injections for 3 days and were then

analyzed at four different time points. Cre− animals were used as controls

to assign gates. Black outlined histograms represent Cre− controls and

green histograms represent LysM-CreERT2::ZsGreen reporter mice. n = 3 or

4 mice per group, representative of two independent experiments. Data are

means ± SEM. D, day.
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Fig. 2. Skull bone marrow supplies brain borders with myeloid cells.

(A) Experimental design for bone marrow egress experiments. The outer

periosteal layer of the skull bone was thinned near the bone marrow (BM)

sites, and 1 ml of CXCR4 antagonist AMD3100 (1 mg/ml) or a vehicle was applied

to five sites for 5 min. (B and C) Quantification for flow cytometry analysis

of IV-CD45−Ly6C+ monocytes and neutrophils in cranial dura 1 day after

AMD3100 administration. *P < 0.05 (Student’s t test); n = 3 or 4 mice per group,

representative of two independent experiments. Data are means ± SEM.

(D and E) Quantification for flow cytometry analysis of IV-CD45−Ly6C+

monocytes and neutrophils in control tissues 1 day after AMD3100 administra-

tion. NS indicates not significant (two-way ANOVA with Sidak’s post hoc test);

n = 3 or 4 mice per group, representative of two independent experiments.

Data are means ± SEM. (F) Schematic representation of the calvaria-flap

transplantation experiments. Images were taken on anesthetized mice

by stereomicroscopy immediately after craniotomy (left), after the subsequent

calvaria-flap transplantation (middle), and 30 days after the transplantation

(right). (G) Representative images from three mice of GFP+ calvaria flaps 7 and

30 days after the transplantation. Inserts show GFP+ bone marrow 7 and

30 days after the transplantation. Dead bone marrow was replaced by non-GFP+

cells. Scale bar: 500 mm. DAPI, 4′,6-diamidino-2-phenylindole. (H) Representa-

tive images from four mice of cranial dura 7 and 30 days after the

transplantation showing GFP+ cells below the transfer site. Scale bar: 1000 mm.

(I) Representative histograms of GFP− and GFP+ Ly6C+ monocytes and

neutrophils across tissues. WT and UBC-GFP control mice without intravenous
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pool of self-sustaining tissue-resident cells, we

performed in vivo 5-ethynyl-2′-deoxyuridine

(EdU) labeling and Ki67 staining. Analysis of

the blood, cranial dura, and skull bone mar-

row confirmed that 24 hours after two EdU

pulses, most of the Ly6C
+
monocytes and neu-

trophils in the dura incorporated EdU but

displayed low levels of Ki67 (fig. S2, E to J).

Thus, these cells appeared to originate from

a proliferating source but likely experienced

rapid turnover in these tissues and low pro-

liferation capabilities outside the bone marrow

niche. Moreover, dural neutrophils displayed

the same level of EdU incorporation as the

skull bone marrow pool, whereas blood neu-

trophils were almost entirely devoid of EdU
+

cells, suggesting that dural neutrophils may

arise from the nearby bone marrow sources

(fig. S2, E to J). Finally, we investigated if the

dural Ly6C
+
monocyte and neutrophil pool

used meningeal lymphatics to egress from

the tissues. For this, we used KikGR trans-

genic mice with KikGreen-to-KikRed photo-

convertible fluorescent protein (26). Although

neutrophils and Ly6C
+
monocytes were pres-

ent in the draining deep cervical lymph nodes

24 hours after the final photoconversion, no

significant differences in KikRed cells could

be detected in the deep cervical lymph nodes,

compared with unconverted controls (fig. S2,

K to N). Thus, replenishment of dural menin-

geal Ly6C
+
monocytes and neutrophils ap-

pears to come from a local source and is not

due to homeostatic maintenance within the

tissue itself or from the blood.

Skull bone marrow supplies brain borders with

myeloid cells

Direct connections through ossified channels

harboring blood vessels extend from the skull

bone marrow to the dura and allow neutro-

phils and tumor cell migration during inflam-

matory or pathological states (21–23). A prior

strategy for neutrophil tracking used injec-

tions into skull bone marrow to label brain-

infiltrating cells (21). However, on reproducing

this approach in an attempt to assess a bone

marrow origin for homeostatic dural myeloid

cells, we found it unsuitable for our purpose

because it resulted in immediate leakage of

the tracers into the dura mater and their sub-

sequent drainage bymeningeal lymphatic ves-

sels (fig. S3, A to N). Despite the caveats that

come with these direct bone marrow injec-

tions, we found that a brief topical applica-

tion of AMD3100, a CXCR4 antagonist, to

cranial bone marrow through a thinned skull

promoted myeloid cell egress. This resulted in

significant increases in Ly6C
+
monocytes and

neutrophils in underlying duramater, without

altering proportions in the blood, lung, or

other bone marrow niches, suggesting direct

migration from local skull bone marrow (Fig.

2, A to E). We did not observe a change in the

number of myeloid cells in the skull bone

marrow 24 hours after AMD3100 administra-

tion. This is likely due to the number of mono-

cytes and neutrophils infiltrating the dura

representing only a very small proportion of

the CNS-associated bone marrow niche.

These data prompted us to look closely into

the possibility that the skull bone marrow is a

source for meningeal myeloid cells. Therefore,

we developed a calvaria bone–flap trans-

plantation, in which a piece of the calvarium

(~6 mm by 4 mm) containing a substantial

bonemarrow reservoir was transplanted from

UBC-GFP mice to cover a skull window of

similar size created in WT mice whose dura

mater was carefully left intact (Fig. 2F). IHC

analysis of transplanted calvaria flaps 7 and

30 days after transplantation revealed the con-

tinued presence of GFP
+
bonemarrow, though

some sites were partially repopulated by non–

GFP-expressing cells (Fig. 2G and fig. S4, A

and B). Consistent with sterile injury-induced

dural angiogenesis (27), vascular remodeling

was observed at 7 days but returned to the

coverage of naïve mice after 30 days (Fig. 2H

and fig. S4, C and D). The transplanted flap

contained cranial sutures necessary for skull

repair (28). Indeed, after 1 month, transplanted

bone was incorporated into the WT skull

(fig. S4E and movie S1). We detected GFP
+

cells—including CCR2
+
monocytes, IBA1

+
mac-

rophages, andCD31
+
vasculature—in the under-

lying dura of the transplanted calvaria flap

(fig. S4, F and G). Flow cytometric analysis of

blood, cranial dura, and skull bone marrow

confirmed that although the donor pool of

GFP
+
cells in the transplanted skull bone mar-

row niche was low, it was able to give rise to

dural Ly6C
+
monocytes and neutrophils even

30 days after transplant (Fig. 2, I to M; and fig.

S4, H and I). Demonstrating a direct route for

duralmyeloid infiltration from the transplanted

skull, we observed previously described vascu-

lar channels connecting the transplanted skull

to the duramater (fig. S4, J and K; andmovies

S2 and S3). Analysis of the underlying cortex

revealed nomicroglial activation by Sholl analy-

sis after 30 days (fig. S4, L and M), and after

an initial weight loss after transplantation,

mice resumed a normal weight gain, suggest-

ing minimal chronic perturbations using this

model (fig. S4N).

We next used an irradiation regimen to fur-

ther exclude the possibility that the observed

phenotype after parabiosis or calvaria bone–

flap transplantation strategies is inflammation

driven (Fig. 2N). Mice underwent lethal irra-

diation coupled with different shielding strat-

egies and were reconstituted with UBC-GFP–

derived bone marrow. As expected, cranial

dural Ly6C
+
monocytes and neutrophils in

head-shielded mice, whose bodies were irra-

diated, showed similar levels of chimerism

as skull bonemarrow. Chimerism at both sites

was significantly lower than that in the blood

and femur bone marrow (Fig. 2, O to Q). The

body-shielding strategy, in which the head

was irradiated, displayed the opposite effect,

with a significantly higher proportion of GFP
+

cells in the skull bone marrow and cranial

dura compared with blood or femur bone mar-

row (Fig. 2, R and S).

To explore dural-derived factors that could

recruit bone marrow–derived myeloid cells, we

used RNA-magnet algorithms fromwhole-dura

single-cell RNA sequencing (scRNA-seq) anal-

ysis (24) to unbiasedly identify ligand expres-

sion for monocyte and neutrophil chemokine

receptors (fig. S5, A and B). We then performed

semiquantitative chemokine protein expres-

sion analysis from whole-dura homogenates

to confirm the true presence of predicted lig-

ands (fig. S5C). We identified high expression

of CCL2, CCL12, and CCL8, which can recruit

monocytes through CCR2 signaling, as well as

CCL6, which can recruit neutrophils via CCR1.

This suggested that the homeostatic dura con-

tains appropriate signals for local myeloid re-

cruitment from adjacent bonemarrow (fig. S5,

C to E). Thus, under homeostatic conditions,

the myeloid niche distributed along the brain

borders receives a substantial input from the

skull bone marrow, which appears to act as

a critical dispenser of myeloid cells. This

provides an example of a healthy tissue host-

ing myeloid cells that are continuously replen-

ished by a source that does not use blood as a

major route.
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anti-CD45 antibody injection were used to assign gates. (J to M) Quantification

of flow cytometry analysis of IV-CD45−GFP+Ly6C+ monocytes and GFP+

neutrophils from calvaria flap–transplanted mice; n = 6 or 7 mice per group,

representative of two independent experiments for day 7 and three independent

experiments for day 30. Data are means ± SEM. (N) Experimental design of

irradiation and bone marrow transplantation experiments with different shielding

strategies. Four million GFP+ bone marrow cells were intravenously transplanted

into head-shielded or body-shielded WT mice after split-dose 11 gray (Gy)

irradiation. (O) Representative histograms of GFP− and GFP+ Ly6C+ monocytes

and neutrophils across tissues. Fully irradiated and nonirradiated mice trans-

planted with UBC-GFP cells without intravenous anti-CD45 antibody injection

were used as control animals and to assign gates. (P to S) Quantification of flow

cytometry analysis for IV-CD45− GFP+Ly6C+ monocytes and GFP+ neutrophils

in BMT experiments. NS indicates not significant; *P < 0.05 and **P < 0.01 versus

blood (one-way ANOVA with Dunnett’s post hoc test); n = 4 mice per tissue,

representative of two independent experiments. Data are means ± SEM.
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The inflamed CNS is infiltrated by blood

and CNS-adjacent bone marrowÐderived

myeloid cells

Intrigued by the large proportion of non–

blood-derived monocytes and neutrophils re-

siding in the dura, we speculated that these

cells may be positioned for a prompt response

in the event of parenchymal CNS damage. We

proceeded to investigate this scenario using

parabiotic pairing in three CNS-injurymodels:

experimental autoimmune encephalomyelitis

(EAE), spinal cord injury, and optic nerve

crush injury. For EAE experiments, WT and

UBC-GFP mice were joined parabiotically for

60 days, and both groups were immunized

with myelin oligodendrocyte glycoprotein pep-

tide (35-55) (MOG35-55) in complete Freud’s

adjuvant to induce EAE. Lumbar spinal cord,

lumbar vertebral bone marrow, spinal dura,

and blood were collected from the WT para-

bionts 15 days after EAE induction and stained

for flow cytometry and IHC (Fig. 3A and fig.

S6, A and B). In agreement with their homeo-

static presence, a substantial pool of dural and

CNS-infiltrating Ly6c
+
monocytes did not orig-

inate from the blood, indicated by their sig-

nificantly lower GFP
+
proportion compared

with the blood chimerism (Fig. 3, B and C).

Interestingly, the same was not observed for

neutrophils, CD4 T cells, and Ly6C
−

mono-

cytes, suggesting blood as the major source

of these infiltrates at this time point (Fig. 3D

and fig. S6, C to E). Dural and spinal cord

GFP
+
macrophages were also observed, sug-

gesting that infiltrating monocytes can differ-

entiate under these inflammatory conditions,

though not at a sufficient amount to explain

the chimerism discrepancy (fig. S6F). In agree-

ment with flow cytometry analysis, IHC for

cranial dura, spinal dura, and spinal cord re-

vealed that infiltrating GR1
+
cells within WT

tissues were rarely GFP
+
(Fig. 3E). In the cra-

nial dura, GR1
+
cells were mostly associated

with the dural sinuses, and we observed evi-

dence of intraluminal lymphatic localization,

suggesting the possibility of lymphatic traffick-

ing of myeloid cells during neuroinflamma-

tory diseases as previously described (29) (fig.

S6, G to I).

After spinal cord injury in CD45.1-CD45.2

parabionts, CNS-infiltrating Ly6C
+
monocytes

(but not neutrophils, CD4 T cells, or Ly6C
−

monocytes) also displayed a significantly lower

proportion of host-derived cells in the spinal

cord and spinal dura compared with blood,

suggestive of a local bone marrow origin (fig.

S7, A to G). GFP
+
monocyte-derived macro-

phages were present, but their proportion in

the injured spinal cord was low (fig. S7H).

Similar results were obtained for another CNS

injury, whereby optic nerve–infiltrating Ly6C
+

monocytes and neutrophils after optic nerve

crush inWT–UBC-GFP parabionts displayed a

significantly lower proportion of donor-derived

cells compared with the blood chimerism (fig.

S7, I to L). Importantly, the same was not ob-

served in a periphery injury model using ear

skin puncture that lacks a local bone mar-

row reservoir and shows similar chimerism

in the site of injury to that observed in the

blood (fig. S7, M to P).

To identify a direct route that allows non–

blood-derived monocytes to invade spinal cord

tissue, we explored whether bone marrow

channels identified for the skull were also

present in spinal cord vertebrae. Using hema-

toxylin and eosin (H&E) staining and IHC in

naïve and EAE mice 15 days after induction,

we observed channels directly connecting ver-

tebrae bone marrow to spinal dura, with cells

present within the channels (Fig. 3F and

fig. S8, A to C). Further, we observed that

spinal cord infiltrates of GR1
+
cells were fre-

quently associated with the presence of these

bone marrow–spinal dura channels (Fig. 3F).

The exact anatomical connections of these

channels remain controversial, but we found

that channels terminated within the dura

mater and did not directly contact the CNS

tissue (Fig. 3F and fig. S8, A to E). Exactly how

myeloid cells traverse the underlying arach-

noid and pia maters to penetrate the CNS

parenchyma remains to be established, but

like the blood-brain barrier, it is plausible that

these barriers, consisting of tight junctions,

are similarly disrupted under neuroinflamma-

tory conditions (30).

We next sought to determine whether CNS-

infiltrating monocytes of different origins (i.e.,

blood versus bone marrow or meningeal),

may have different phenotypes based on the

route by which they gain access to the CNS. To

explore this, we induced EAE in WT–UBC-

GFP parabionts, isolated GFP
+
and GFP

−

spinal cord–infiltrating IV-CD45
−

CD45
hi

cells fromWT mice 15 days after induction,

and performed scRNA-seq (fig. S9, A to C).

Most of the sorted cells were monocytes, but

we also obtained populations of neutrophils,

dendritic cells (DCs), B cells, T cells, microglia

and macrophages, and an undefined prolif-

erating population cluster of cells from both

GFP
+
and GFP

−

populations (Fig. 3, G andH).

In agreement with previous EAE experiments,

monocytes made up most of the GFP
−

pool,

consistent with a nonblood origin (Fig. 3I and

fig. S9C). Gene ontology pathway analysis for

biological processes of differentially expressed

genes in GFP
+
versus GFP

−

monocytes re-

vealed down-regulated pathways involved in

anion- and lipid-transport metabolism path-

ways and wound healing (Fig. 3J and table

S1). Up-regulated pathways were largely in-

volved in leukocyte migration, adhesion, and

T cell activation (Fig. 3K and table S1). Analy-

sis of differentially expressed genes revealed a

significant induction of diverse myeloid and

lymphocyte chemokines (Ccl2, Ccl5, Cxcl9, and

Cxcl16) and proinflammatory cytokines (Il6,

Il1a, Il1b, Tnf, and Ifng) (Fig. 3L and table S2).

These data suggest a potential skewed pro-

inflammatory role for blood compared with

bone marrow–derived monocytes in EAE, in

line with the recently described pathogenic

subset of CXCL10
+
/CXCL9

+
monocytes in neu-

roinflammatory disease (31). These cells may

be involved in enhanced leukocyte trafficking,

for example by CCL5-, CXCL9-, and CXCL16-

mediated T cell recruitment and proinflam-

matory cytokine production, which are critical

factors in EAE pathogenesis (32).

Notably, scRNA-seq analysis of infiltrating

IV-CD45
−

CD45
hi
GFP

+
versus GFP

−

monocytes

from the spinal cord of WT parabionts 3 days

after spinal cord injury revealed a similar up-

regulation of pathways involved in leukocyte

migration and activation, with several con-

served up-regulated chemokines and cytokines

in GFP
+
blood-derived monocytes (fig. S9, D to

L; and tables S3 and S4). Thus, blood and bone

marrow–derived monocytes may have differ-

ential roles in diverse CNS injury and inflam-

matory conditions, perhaps similar to those

observed for choroid plexus compared with

blood trafficking during spinal cord injury (33).

Discussion

In this study, we demonstrate that the steady-

statemyeloid niche located at the CNS borders

in mice consists of a substantial pool of mono-

cytes and neutrophils that are continuously

replenished from bone marrow niches in the

adjacent skull or vertebrae. Our model of cal-

varia bone–flap transplantation—used here as

a proof-of-concept prototype—and various ir-

radiation regimens demonstrate that skull bone

marrow can supply the adjacent meningeal tis-

sue with myelomonocytic cells without using

the blood route. Moreover, our results indicate

that these bone marrow–derived monocytes

can differentiate into meningeal macrophages.

This revealed a myeloid niche that is open to

homeostatic peripheral inputs that, in contra-

diction to the classic Van Furth dogma, does

not use the blood as a major route.

It is tempting to speculate that channels

aligned between the bonemarrow and the dura

might, under homeostatic conditions, represent

a principal route for themigration ofmonocytes

and neutrophils. In our skull transplantation

model, we detected GFP
+
vascular elements

sprouting from the bone marrow niche and

extending toward the dural parenchyma. It is

therefore reasonable to conceive of a scenario

wherein myelomonocytic cells crawl ablumi-

nally along these vessels using the vasculature

as a scaffold, as is the case of neuroblasts

during CNS development (34), glioma tumor

spread in the brain parenchyma (35), or T cells

finding their zone in the spleen (36).

Beyond homeostatic trafficking, we demon-

strated that in the context of either injury or
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Fig. 3. The inflamed CNS is infiltrated by blood and CNS-adjacent bone marrowÐ

derived myeloid cells. (A) Experimental design for EAE induction in parabiotic mice.

Sixty days after WT and UBC-GFP mice were paired, EAE was induced in both mice by

MOG35-55 immunization, and the WT mice were analyzed 15 days after induction.

(B) Representative histograms of GFP− and GFP+ Ly6C+ monocytes and neutrophils

across tissues. WT and UBC-GFP control mice without intravenous anti-CD45 antibody

injections were used to assign gates. (C and D) Quantification of flow cytometry analysis

of IV-CD45−GFP+Ly6C+ monocytes and GFP+ neutrophils in EAE-induced WT parabionts.

NS indicates not significant; ***P < 0.001 versus blood (one-way ANOVA with DunnettÕs

post hoc test); n = 5 mice per tissue, representative of two independent experiments.

Data are means ± SEM. (E) Representative images from three mice of cranial dura, spinal

dura, and spinal cord sections of WT parabionts 15 days after the EAE induction. Only a

minor portion of GFP+ cells are costained with GR1. Scale bars: 2000 mm (left andmiddle)

and 200 mm (right). (F) Representative H&E and IHC images from five mice of

vascular channels found in vertebrae connecting bone marrow to underlying spinal

dura. On the left, cells can be seen within channels connecting bone marrow and

spinal dura. On the right, GR1+ infiltrates are closely associated with the CD31+

vascular channel. Scale bars: 100 mm. (G) t-distributed stochastic neighbor embedding

(tSNE) visualizations of color-coded scRNA-seq analysis based on cell types for CD45hiIV-

CD45−GFP− or GFP+ populations from the spinal cord of WT parabionts 15 days after

EAE induction. n = 3 pooled mice per sample. Macs, macrophages. (H) Dot plots

demonstrating scaled gene expression and percentage of cells expressing these genes

for cluster phenotyping markers. (I) Cluster distributions detailing proportions of

cell types in IV-CD45−CD45hiGFP− and GFP+ samples from scRNA-seq analysis. (J and

K) Top 10 down-regulated and up-regulated gene ontology biological process terms

describing differentially expressed genes between GFP+ and GFP− monocytes from

scRNA-seq analysis. Numbers in bar graphs represent the number of differentially

expressed genes belonging to that pathway. (L) Volcano plot showing differentially

expressed genes between GFP+ and GFP− monocytes from scRNA-seq analysis.

Inflammatory chemokines and cytokines are highlighted. FC, fold change.
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autoimmune neuroinflammation, monocytes

can invade the brain and spinal cord paren-

chyma without the need for blood, and thus

breakdown of the blood-brain barrier. In this

sense, the CNS seems to behave as a distinc-

tive organ, in that it is able to hold a privileged

dialogue with its surrounding bone marrow

niches. Indeed, we envisage these monocytes

and neutrophils as a myeloid reservoir situated

at the borders of the CNS under homeostatic

conditions and ready to leap to its defensewhen

needed, thereby complementing blood-borne

inflammatory cells in supporting the CNS.

Whether dura-derived chemokines differen-

tially favor migration from local bonemarrow

over blood or, indeed, whether the two routes

usedifferent recruitment factors entirely remains

to be clarified. Intriguingly, this could allow for

the manipulation of specific subsets of myeloid

cells, with potentially distinctive phenotypes.

From our scRNA-seq analysis, it appears that

infiltrating Ly6c
+
cells from the blood and the

bone marrow may have distinct roles in EAE

pathology, potentially through differences in

immune cell recruitment or exacerbation of in-

flammatory events, though their exact roles

remain to be seen. It will also be intriguing to

further explore the kinetics of blood- and CNS-

associated bone marrow–derived myeloid in-

filtration during EAE development, to explore

whether one population represents the “first

responders” to CNS disruption.

The skull and vertebral bonemarrow–derived

meningeal myeloid reservoir described here

reshapes our interpretation of the neuroim-

munological events occurring at the CNS

borders under both physiological and path-

ological conditions. It appears likely that this

reservoir of immune cells may also be of re-

levance in other scenarios of brain pathology,

such as neurodegeneration, brain tumors, CNS

or meningeal infection, and aging, or in the

context of microglial replacement under spe-

cific ablative regimens.

Materials and methods

Mice

Mice were housed in the animal facility with

four to five animals per cage in a temperature-

and humidity-controlled environment with a

12-hour light-dark cycle. Mice were provided

with rodent chow and water ad libitum. All

mice were housed for habituation for at least

1 week before the start of the experiment. Un-

less specified otherwise,micewere 2 to 3months

of age at the beginning of the experiments.

The following strains were used: C57BL/6 (WT;

JAX 000664), C57BL/6-Tg(UBC-GFP)30Scha/J

(UBC-GFP; JAX 004353), B6.SJL-Ptprca Pepcb/

BoyJ (CD45.1; JAX 002014), Lyz2 tm1(CRE
ER-T2

)

Grtn/J (LysM-CRE
ER-T2

; JAX 031674), B6.Cg-Gt

(ROSA)26Sor tm6(CAG-ZsGreen1)Hze/J (Zsgreen,

JAX 007906), Prox1-CRE
ER-T2

(JAX 022075),

B6.Cg-Gt(ROSA)26Sor tm14(CAG-tdTomato)

Hze/J (Ai14; JAX 007914), and Tg(CAG-KikGR)

33Hadj/J (KikGR, JAX 013753). Mice were

bred in-house or purchased from the Jackson

Laboratory. All experiments were approved by

the Institutional Animal Care and Use Com-

mittee of the University of Virginia and/or

Washington University in St. Louis. Experi-

ments were only performed in institutions for

which experimental approval was granted.

Parabiosis

Mice were anesthetized with an intraperito-

neal injection of a ketamine [100 mg per kilo-

gramof bodyweight (mg/kg)]–xylazine (10mg/

kg) cocktail. Fur was shaved on the corre-

sponding lateral aspect of each mouse and

cleaned with alternating betadine solution

and alcohol swabs. After muscles were fully

relaxed, matching skin incision from the olec-

ranon to the knee joint wasmade on each side

of the incision, the subcutaneous fascia was

bluntly dissected to create 0.5 cm of free skin.

To reduce direct pulling on the skin sutures,

the olecranon and knee were sutured together

by an absorbable 5-0 Vicryl suture. After press-

ing together, the dermis of the parabiotic part-

ners, skins incisionswere closedwith 5-0Nylon

suture. After surgery, systemic analgesics

(2.5 mg of ketoprofen per kilogram of body

weight) and antibiotics [2.5 mg of Baytril

(Bayer) per kilogram of body weight] were

administered. One single parabiotic pair was

housed per cage, wet food was provided, and

mice were monitored daily for pain and dis-

tress. Unless specified otherwise, all parabiotic

pairs were sacrificed after 60 days, disjoined,

and separately perfused.

Tissue collection and processing for IHC

Mice were sacrificed using a lethal dose of an-

esthetics (Euthasol, 10% v/v) by intraperito-

neal injection and transcardially perfused with

0.025% heparin in phosphate-buffered saline

(PBS) solution. Cranial meninges and brain

were harvested by immediate decapitation

posterior to the occipital bone; skin, mandible,

and muscles were removed; and skull was

fixed in 4% paraformaldehyde (PFA) at 4°C for

24 hours. After 24 hours, the meninges were

peeled from the skull cup and placed in PBS

with 0.25% sodium azide at 4°C until used.

Brains were fixed for additional 24 hours in

PFA at 4°C, transferred in PBS with 30% su-

crose until fully immersed, and then embedded

in optimal cutting temperature (OCT) com-

pound (Fisher), frozen rapidly over dry ice, and

stored at −20°C until use. Forty-micrometer-

thick sections (coronal) were sliced on a cryo-

stat (Leica). Calvarium and femur were fixed

in 4% PFA at 4°C for 24 hours, transferred in

decalcification solution (PBS with 0.1 M of

EDTA) at agitation for 4 to 6 days at 37°C

with daily change of the solution, and then

transferred in PBS with 30% sucrose over-

night. Calvarium and femur were then em-

bedded in OCT, frozen rapidly over dry ice, and

stored at −20°C until use. Thirty-micrometer-

thick sections (coronal or sagittal) were sliced

onto gelatin-coated slides on a cryostat (Leica).

Vertebral laminae were cut on both sides, ver-

tebral foramen was exposed, and spinal cord

was dissected using fine forceps and fixed in

4% PFA at 4°C for 48 hours. Meninges were

cut along the ventral side, and whole-mount

meninges were peeled from spinal cord and

placed in PBS with 0.25% sodium azide at 4°C

until used. Spinal cord was transferred in PBS

with 30% sucrose overnight, embedded inOCT,

frozen rapidly over dry ice, and stored at−20°C

until use. Twenty-five–micrometer-thick sec-

tions were sliced onto gelatin-coated slides on

a cryostat (Leica). Liver, lung, and lymph nodes

were harvested using forceps, placed in 4%PFA

overnight, transferred into PBS containing 30%

sucrose overnight, and then embedded in OCT

and frozen rapidly over dry ice and stored at

−20°C until use. Twenty-five–micrometer-thick

sections were sliced onto gelatin-coated slides

on a cryostat (Leica). For immunofluorescence

staining, tissueswere rinsed in PBS andwashed

with PBS with 0.2% Triton X-100 for 10 min,

followed by incubation in blocking andperme-

abilization buffer containing PBS with 0.2%

Triton X-100 and 2% normal chicken serum

for 1 hour at room temperature with gentle

agitation. If applicable, endogenous biotin was

blocked using a streptavidin-biotin blocking kit

(Vector Laboratories SP-2002) following the

manufacturer’s instructions. To quench auto-

fluorescence of femur and skull bone marrow,

Trueblack (Biotium, 23007) was used follow-

ing the manufacturer’s instructions. Sections

were then incubated with primary antibodies

in the blocking and permeabilization buffer

for 24 hours at 4°C with gentle agitation,

washed three times with PBSwith 0.2%Triton

X-100, and incubated with secondary anti-

bodies in blocking and permeabilization buf-

fer for 2 hours at room temperature. Slices

were washed three times with PBS containing

0.2% Triton X-100, and nuclei were then count-

erstained with 4′,6-diamidino-2-phenylindole

(DAPI). Free-floating sections were mounted

on Superfrost Plus slides and coverslipped with

Aqua-Mount (Lerner) or ProLong Gold Anti-

fade Mountant (Molecular Probes) and glass

coverslips. Gelatin-coated slides were mounted

with Aqua-Mount (Lerner) and glass coverslips.

For H&E staining, formalin fixed spines

were embedded in paraffin, and 10-mm-thick

sections were cut on a microtome (Leica),

mounted onto slides, deparaffinized, and

stained with Hematoxylin and Eosin Stain

Kit (Vector Laboratories H-3502) according to

the manufacturer’s instructions.

For cleared skull-dura whole-mount imag-

ing, the vDISCO tissue clearing and processing

protocol was used as described (23). Briefly,
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after perfusion, skull with attached meninges

was dissected and placed in PBS 4% PFA over-

night, followed by decolorization solution for

24 hours. After washing with PBS, samples

were placed in decalcification solution [10%

w/v EDTA (Carl Roth, 1702922685) in 0.1 M

PBS] for 2 days at room temperature. Samples

were then permeabilized, stained, and cleared

using the vDISCO protocol with passive tissue

immersion as described (23). Cleared samples

were immersed in ethyl cinnamate (Sigma,

W243019) and placed in a chambered cover-

glass (Thermo, 155360) for imaging.

Confocal microscopy and image analysis

Tissues slides were stored at 4°C for no more

than 1 week until images were acquired using

confocal microscopy (Leica, TCS SP8 or Leica,

Stellaris) with 10× (0.4NA), 20× (0.75 NA), and

40× (1.3 NA) objectives (Leica) and widefield

microscopy (Olympus Slideview VS200) with

10× (0.4 NA), 20× (0.8 NA), and 40× (0.95 NA)

objectives (Olympus) and a Hamamatsu ORCA

Flash4.0 V3 digital camera. Quantitative anal-

ysis of acquired images was performed using

Fiji package for ImageJ. Five to 15 representa-

tive images were acquired per sample, and the

results were averaged to generate the value

used for a single mouse.

Single-cell isolations

Micewere injectedwith a lethal dose of Eutha-

sol (10% v/v) and transcardially perfused with

ice-cold PBS with 0.025% heparin. Blood was

collected before perfusion from the retroorbi-

tal sinus. Blood was centrifuged at 420g for

4 min. Red blood cell lysis was then performed

by resuspension in 1 ml of ammonium-chloride-

potassium (ACK) lysis buffer (Quality Biological)

for 10 min at room temperature, and 2 ml of

PBS was added to inactivate ACK buffer. After

centrifugation at 420g for 4min, samples were

resuspended in fluorescence-activated cell sort-

ing (FACS) buffer [PBS with 2% bovine serum

albumin (BSA)] and kept at 4°C until use.

Tissues were harvested as described above.

Briefly, dura and lymph nodes were digested

for 15 min and lung, liver, and skin were di-

gested for 30 min at 37°C in prewarmed di-

gestion buffer [Dulbecco’s minimum essential

medium (DMEM) with 1 mg/ml Collagenase

VIII (Sigma-Aldrich) supplementedwith 0.5mg/

ml of deoxyribonuclease I (DNase I) (Sigma-

Aldrich), 2% fetal bovine serum (FBS)]. After

digestion, tissues underwent several steps of

mechanical homogenization followed by fil-

tration through a 70-mmcell strainer. Enzymes

were inactivated with DMEM with 10% FBS,

and cells were then centrifuged at 420g for

4 min and washed in FACS buffer. Single-

cell suspensions were kept in FACS buffer on

ice until use. After dissecting the meninges,

spinal cord and brains were harvested, fol-

lowed by a digestion step for 30 min in pre-

warmed digestion buffer, triturated with a

10-ml serological pipette, digested for an ad-

ditional 20 min, and again triturated with

a 5-ml serological pipette. Cells were passed

through a 70-mm cell strainer, enzymes were

inactivated by adding an equal volume of

DMEM with 10% FBS, and samples were cen-

trifuged at 420g for 4 min. Myelin was re-

moved by adding a 1:1 ratio of 22% BSA in PBS

to DMEM, and samples were centrifuged at

1000g for 10 min, with no brake. The upper

myelin-containing layer and underlying BSA

were aspirated, and the single-cell suspension

was kept in FACS buffer until use. For the

isolation of skull bone marrow, meninges were

peeled from the skull cup as described above.

The calvarium was then cut into small pieces

using sterile scissors and mechanically disso-

ciated in FACS buffer with a pestle, followed

by a filtration step through a 70-mmcell strainer.

After centrifugation at 420g for 4min, red blood

cells were removed by adding 1 ml of ACK lysis

buffer for 2 min at room temperature and

centrifugation at 420g for 4 min, and the cell

pellet was resuspended in FACS buffer until

use. Femur bone marrow was harvested by

dissecting the left femur. The proximal and

distal epiphysis were cut using sterile scissors,

and bone marrow was then flushed out from

the femur using a 23-gauge needle filled with

PBS with 2% BSA onto a 70-mm cell strainer

and gently pressed. After centrifugation, red

blood cells were lysed with 1 ml ACK lysis

buffer for 2 min, centrifuged at 420g for

4 min, and resuspended in ice-cold FACS buffer

until use.

Flow cytometry and FACS

Single-cell suspensions were washed and re-

suspended in FACS buffer. Fc receptors were

blocked for 5 min on ice using an anti-CD16/

CD32 antibody cocktail (Fc block; 2 mg/ml,

Biolegend), followed by a 10-min incubation at

room temperature with antibody cocktails for

surface staining. The list of flow antibodies is

provided in table S5. To determine cell viabi-

lity, a Zombie Aqua or Zombie NIR fixable

Viability kit was used following the manufac-

turer’s instructions. Samples were acquired

with a Gallios flow cytometer (Beckman Coul-

ter) or anAurora spectral flow cytometer (Cytek).

Data were analyzed using FlowJo version 10.

For FACS, a BD FACSAria II (BD Biosciences)

was used.

Intravenous immune labeling

To label intravascular leukocytes, mice were

retro-orbitally injected with 2 mg of phyco-

erythrin (PE)–conjugated anti-CD45 antibody

(Biolegend, clone 30-F11) under isoflurane an-

esthesia 2 min before euthanasia. In all in-

stances, proper intravenous administration

was confirmed by complete labeling of blood

leukocytes.

Tamoxifen-induced Cre recombination

To induce Cre recombination in LysmCreER
T2

mice, a 20 mg/ml stock solution of tamoxifen

(Sigma Aldrich) was prepared by dissolving in

corn oil at 37°C for 24 hours followed by sterile

filtration. Transgenicmicewere injected intra-

peritoneally daily with 100 ml of tamoxifen at

8 weeks of age for three consecutive days.

Mice were then sacrificed at 0, 3, 14, or 30 days

after the final tamoxifen injection.

Intracalvaria and intratibial bone

marrow injection

All procedures were performed on mice anes-

thetized with a ketamine (100 mg/kg)–xylazine

(10 mg/kg) mixture. Body temperature was

maintained throughout the surgery by placing

mice on a heating pad at 37°C while they were

restrained in a stereotaxic apparatus. The head

of the mouse was shaved, a skin midline in-

cision was made, and the skull was exposed.

Injections were performed similarly as de-

scribed previously (21). Briefly, an electric drill

was used to gently erode the compact bone

covering bone marrow niches on occipital and

frontal bones until a thin layer of periosteum

was left. A Hamilton syringe complemented

with a 34-gauge blunt needle RN 0.37 PT3 was

used to manually poke the final hole for the

injection. All injections were performed man-

ually. Every injection consisted of a maximum

volume of 2 ml. A single injection took around

45 s. After the injection, the needle was main-

tained in place for 15 s to prevent excessive

leakage of the injected solution. Several injec-

tions were performed per mouse for a total

final volume injected that ranged between

4 and 10 ml. Several types of injections were

performed: (i) UBC-GFP progenitor cells fresh-

ly flushed from femur (roughly 10,000 cells

injected permouse), (ii) Evans Blue, (iii) CD45-

PE antibody (Biolegend, clone 30-F11), and (iv)

CellTracker Deep red (C34565, Molecular

Probes). The Hamilton was filled directly with

the concentrated antibody solution from the

Biolegend/Molecular Probes vials. For intra-

tibial bone marrow injection, a skin incision

wasmade below the knee, andusing a 30-gauge

needle, bone was perforated between tube-

rosity and crest of tibia. Three microliters of

CellTracker CMFDA (green) (C7025 Molecular

Probes) dye was manually injected over 30 s.

After the procedure, the skin was sutured, and

mice were gently placed on a heating pad and

monitored until awake. Once awake,mice were

injectedwith ketoprofen and antibiotics (enro-

floxacin, 2.5 mg/kg). After the bone marrow

injections, mice were sacrificed 2 or 24 hours

later.

Skull bonemarrowdelivery of AMD3100was

performed as previously described (37). Brief-

ly, mice were anesthetized with a ketamine

(100 mg/kg)–xylazine (10 mg/kg) mixture. The

head of the mouse was shaved, a skin midline
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incision was made, and skull was exposed.

Using an electrical drill, the outer periosteal

layer was thinned on top of skull bonemarrow

near the bregma and lambda on five spots,

without damaging the bonemarrow. Onemic-

roliter of 1 mg/ml AMD3100 (ab120718, Abcam)

or vehicle was applied on each spot for 5 min.

The skin was sutured, and mice were sacri-

ficed 24 hours later.

Calvarium bone-flap transplantation

Mice were anesthetized with a ketamine (100

mg/kg)–xylazine (10mg/kg)mixture. Body tem-

perature was maintained throughout the sur-

gery by placing mice on a heating pad at 37°C.

The heads of WT mice were shaved, skin mid-

line incisions were made, and the skull was

exposed. Using an electrical drill, a 4-mm–by–

6-mm cranial window was made on parietal

and interparietal bones. During bone drilling,

periodic pauses were made to cool the bone

with 0.9% sodium chloride solution. After the

cranial window was detached from surround-

ing bones, craniotomywas performedwith the

help of fine forceps, and extra caution was

taken to not damage the underlying dura

mater. Craniotomy was performed with abun-

dant 0.9% sodium chloride solution bathing

the brain. If duramater, brain, or sinuses were

damaged during the craniotomy, mice were

sacrificed and were not used for our analysis.

In parallel, a sex-matched UBC-GFP mouse,

whose skull bonemarrowwas used as a donor

of calvarium, was euthanized, decapitated, and

a piece of calvarium comparable to the window

drilled in the host mouse was obtained. Con-

nective tissue and pericranium layers were left

attached on the bone flap to increase survival

of the transplanted bone. Before the transplan-

tation, meninges were peeled from the donor

skull. The donor piece of skull containing the

bone marrow was carefully placed within the

surgical window created in the host mouse.

Then, the donor skull was fixed to the host

skull using cyanoacrylate glue and a trimmed

10-0 nylon suture needle. The skin was sut-

ured, and mice were maintained on a heating

pad until they awoke. Mice were observed

daily and injected with ketoprofen (2.5mg/kg)

and antibiotics [2.5 mg of Baytril (Bayer) per

kilogram of body weight] once per day for the

first 5 days after the transplantation day.

EAE

For active induction of EAE in parabiotic pairs,

both mice joined in parabiosis were immu-

nized by subcutaneous injection of 200 mg of

MOG35-55 (CSBio) in complete Freund’s ad-

juvant (Sigma Aldrich) with 4 mg/ml of

Mycobacterium tuberculosis (H37Ra) (BD Bio-

sciences). Mice received 200 ng of pertussis

toxin (List Biological Laboratories) intrape-

ritoneally on day 0 (immunization day) and

day 1 (24 hours after immunization).

Spinal cord injury

Mice were anesthetized with a ketamine (100

mg/kg)–xylazine (10 mg/kg) mixture. Skin over

the upper thoracic areawas shaved and cleaned

with betadine and alcohol. A 15-mm midline

skin incision was made, and connective tissue

andmuscleswere bluntly dissected. After a Th9

laminectomy the spinal cord was crushed with

fine forceps. After the injury, muscles and skin

were sutured separately and allowed to recover

from anesthesia on heating pads. Once awake

mice were injected daily intraperitoneally with

buprenorphine (0.05mg/kg) andBaytril (2.5mg/

kg) (Bayer) for three consecutive days. Seventy-

two hours after surgery, mice were sacrificed

for further analysis.

Skin injury

Mice in parabiosis were briefly anesthetized

by placing them in an isoflurane induction

chamber for 3 min, then a fast ear punch was

performed on the left ear of each parabiont

(WT and UBC-GFP mouse). The ear puncher

was cleaned with a solution of 70% ethanol

between each couple of parabionts. After the

punch, mice were injected intraperitoneally

with ketoprofen analgesia (2.5 mg/kg) and

placed back in their cages to wake. Mice were

sacrificed 24 hours after skin injury.

Optic nerve injury

Mice in parabiosis were anesthetized by pla-

cing them in an isoflurane induction chamber

for 3 min. The soft tissue around the eye was

dissected to expose the optic nerve. The optic

nerve was crushed with an N5 self-closing

forceps. Mice were injected intraperitoneally

with ketoprofen analgesia (2.5 mg/kg), placed

back in their cages, and allowed to recover on

a heating pad. Mice were sacrificed 24 hours

after optic nerve injury.

Irradiation and bone marrow transplantation

All mice received split dose irradiation with a

first dose of 550 rads [5.5 gray (Gy)] followed by

another dose of 550 rads (5.5 Gy) 6 to 7 hours

later. For full-body irradiation, mice were ir-

radiated without anesthetics. For head shield-

ing, mice were anesthetized with a ketamine

(100mg/kg)–xylazine (10mg/kg)mixture. Mice

heads were shielded using a 1-inch-thick lead

shield (1-inch Lead Vial Shield, 50 ml, Pinestar

Technology), exposing the body below theneck.

Alternatively, for body shielding, mice were

inserted into a lead shield exposing only the

head. All mice were injected intravenously with

4 × 10
6
(100 ml in PBS) freshly isolated bone

marrow cells from UBC-GFP donors 6 hours

after the last irradiation. Mice were analyzed

4weeks after the bonemarrow transplantation.

EdU and Ki67 staining for proliferation analysis

Mice received two intraperitoneal injections

of 10 mg of EdU per kilogram of body weight

24 hours apart and were sacrificed 24 hours

after the final injection. After generation of

single-cell suspensions for flow cytometry and

surface staining as described earlier, fixation,

permeabilization, and EdU staining were per-

formed following the manufacturer’s instruc-

tion (Click-iT Plus EdU Alexa Fluor 488 Flow

Cytometry Assay Kit, C10632, ThermoFisher

Scientific). Intracellular staining for Ki67 and

additional staining for PE conjugates was per-

formed for 10 min at room temperature after

EdU staining.

Photoconversion of KikGR

Micewere anesthetizedwith aketamine (100mg/

kg)–xylazine (10 mg/kg) mixture. The heads

were shaved, skin midline incisions were

made, and the skull was exposed. Photocon-

version was performed using an Optogenetics-

LED-Violet module (Prizmatix) with the light

source placed 1 cm above the skull for 2min

at an intensity of 5. Mice were then sutured

and allowed to recover on a heating pad until

responsive.

Proteome profiler chemokine array

Chemokines were semiquantitatively deter-

mined from 2-month-old WT mouse dural

homogenates using the Proteome Profiler

Mouse Chemokine Array Kit (R&D Systems)

as per manufacturer’s instructions. Briefly,

peeled cranial dura was peeled from the

skull and placed into PBS with 1X Complete

Mini ETA Protease inhibitor cocktail (Sigma

Aldrich) and homogenized using a Mini Bead-

beater (BioSpec Products) and 2.3-mm zirconia-

silica beads (BioSpec Products). Triton X-100

was added to a final concentration of 1%,

were frozen at −80°C, thawed, and cen-

trifuged at 1000g for 10 min to pellet tissue.

Three pooled dural homogenates were used

for each sample, and samples were run in

duplicate. Semiquantitative analysis was

performed by densitometric measurements

using FIJI.

EAE scRNA-seq

Three pairs of femaleWT and UBC-GFP C57BL/

6Jmicewere parabiotically joined at 2months

of age.Micewere allowed to recover for 60days,

whereafter EAE was induced in both pairs by

MOG35-55 immunization. After 15 days, mice

were sacrificed, and spinal cord tissue was

collected from the WT parabionts. Tissues

were dissociated, stained, and sorted using a

BD FACSAria II (BD Biosciences) based on the

following phenotypes: DAPI
−

CD45
hi
IV-CD45

−

GFP
−

singlets or DAPI
−

CD45
hi
IV-CD45

−

GFP
+

singlets. Each sample represents GFP
−

or GFP
+

subsets from three pooled female mice at 4 to

5 months of age. Cells were sorted into 1.5-ml

tubes with DMEM, pelleted, viability deter-

mined using trypan blue exclusion, and resus-

pended in 0.04% nonacetylated BSA. Sample
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loading and library construction were per-

formed using the 10X Genomics Chromium

platform and Chromium Single Cell 3′ Library

and Gel Bead Kit v3 as previously described

(24) Data preprocessing, dimensionality re-

duction and clustering, differential expression

analysis, and pathway enrichment were per-

formed as previously described (24)

Spinal cord injury scRNA-seq

Four pairs of femaleWT andUBC-GFP C57BL/

6Jmicewere parabiotically joined at 2months

of age.Micewere allowed to recover for 60days,

whereafter spinal cord injury was performed

in both pairs by a crush at Th9 level with fine

forceps. After 3 days, mice were sacrificed, and

spinal cord tissue was collected from the WT

parabionts. Tissues were dissociated, stained,

and sorted using a BD FACSAria II (BD Bio-

sciences) based on the following phenotypes:

DAPI
−

CD45
hi
IV-CD45

−

GFP
−

singlets or DAPI
−

CD45
hi
IV-CD45

−

GFP
+
singlets. Each sample

represents pooled GFP
−

or GFP
+
subsets from

four pooled female mice at 4 to 5 months of

age. Cells were sorted into 1.5-ml tubes with

DMEM, pelleted, viability determined using

trypan blue exclusion, and resuspended in

0.04% nonacetylated BSA. Sample loading and

library construction were performed using the

10X Genomics Chromium platform and Chro-

miumSingle Cell 3′Library andGel BeadKit v3

as previously described (24). Data preprocess-

ing, dimensionality reduction and clustering,

differential expression analysis, and pathway

enrichment were performed as previously de-

scribed (24)

Whole-dura scRNA-seq analysis

Whole-dura scRNA-seq analysis was performed

on samples as previously described (24). To

determine potential cell–cell ligand–receptor

interactions promoting monocyte and neutro-

phil infiltration, the RNAMagnet package (38)

with RNAMagnetSignaling was used, and the

top signaling pair molecules were examined

for both monocytes and neutrophils with ev-

ery other cell type present in the dataset as

previously described (24).

Experimental study design

All experiments were blinded, where possible,

for at least one of the independent experi-

ments. For irradiation and bone marrow trans-

fer experiments and skull transplantation

studies, blinding was not possible because of

obvious differences in the physical appearance

of mice. No data were excluded, with the ex-

ception of skull transplantation studies, where

mice were excluded if they displayed no GFP

signal in the skull bone marrow after 7 or

30 days, demonstrating that the surgery was

unsuccessful. Animals from different cages

were randomly assigned to different experi-

mental groups. Statistical methods were not

used to recalculate or predetermine study sizes

but were based on similar experiments previ-

ously published (24, 39, 40, 41). Statistical tests

for each experiment are provided in the figure

legends. All data represent biological repli-

cates. Statistical analysis was performed using

Prism 8.0 (GraphPad Software, Inc.).
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Enterically derived high-density lipoprotein restrains
liver injury through the portal vein
Yong-Hyun Han*, Emily J. Onufer, Li-Hao Huang, Robert W. Sprung, W. Sean Davidson,

Rafael S. Czepielewski, Mary Wohltmann, Mary G. Sorci-Thomas,

Brad W. Warner, Gwendalyn J. Randolph*

INTRODUCTION:High-density lipoprotein (HDL)

participates in cholesterol homeostasis and

may also have anti-inflammatory or anti-

microbial roles through its interaction with

numerous plasma proteins. The liver synthe-

sizes most HDL in the body, but the intestine

also produces HDL. However, a role for intes-

tinal HDL distinct from that produced by the

liver has not been identified. While remodel-

ing its cargo, HDL particles circulate through

tissue spaces, but so far, HDL trafficking within

tissues has been scarcely studied.

RATIONALE:We reasoned that understanding

HDL-trafficking patterns might bring insight

into its roles in health and disease, including

whether HDL made by the intestine is func-

tionally redundant with that produced by the

liver. Using a knock-in mouse that we previ-

ously generated to phototag HDL in any tissue

location, we aimed to trace the fate of HDL

synthesized by the intestine.

RESULTS: PhototaggedHDLderived from small

bowel enterocytes was generatedmost abun-

dantly by the ileum and did not travel into

draining lymphatic vessels as enterocyte-

derived chylomicrons do. Instead, intestinal

HDL rapidly entered the portal vein, themajor

blood supply to the liver. This finding raised

the issue of whether the liver might benefit

from intestinal HDL and pointed us to an older

concept thatHDLmight neutralize a keymicro-

bial signal that can escape a permeable gut:

lipopolysaccharide (LPS) from Gram-negative

bacteria. Past studies using multiple models

have shown that LPS engagement of its re-

ceptor, Toll-like receptor 4 (TLR4), in the liver

drives significant liver pathology, including in-

flammation that progresses to fibrosis. Using

biochemical, proteomic, and functional ap-

proaches, we observed that the intestine pro-

duces a particular subspecies of HDL called

HDL3. Unlike another HDL subspecies (HDL2),

HDL3 sequestered LPS so efficiently that it

could not bind to TLR4
+
liver macrophages.

In this way, HDL3 produced by the intestine

protected the liver from the inflammation and

fibrosis observed in a variety of mouse models

of liver injury that parallel clinically relevant

conditions in humans, including surgical re-

section of the small bowel, alcohol consump-

tion, or high-fat diets. Administration of an

oral drug targeting the transcription factor

liver X receptor, the master regulator of genes

associatedwithHDL biogenesis, raised enteric

HDL levels and protected the mice from liver

pathology. This protection was lost if mice did

not express enterically derived HDL, indicat-

ing that intestinal HDL was a key target of

the drug. Six samples of human portal venous

blood with matched systemic venous blood

confirmed the enrichment of HDL3.

Mechanistically, LPS-binding protein (LBP)

was enriched in HDL3 particles and was re-

quired for HDL3 to mask LPS from detection

by TLR4. This findingwas unexpected because

LBP otherwise promotes TLR4 signaling by

shuttling LPS to CD14, which then shuttles it

to TLR4. Thus, HDL3 interacts with a known

component of the TLR4-signaling platform,

LBP, to hide LPS fromdetection.Without bind-

ing to TLR4, the HDL3-LBP-LPS complex was

not retained in liver. Instead, it exited the liver

while the LPS associated with it was inacti-

vated. The enzymeacyloxyacyl hydrolase,which

is produced in part by liver macrophages and

which deacylates critical fatty acid residues in

LPS for TLR4 activation, could still access and

act upon HDL3-associated LPS to detoxify it.

Low-density lipoprotein bound LPS, but not

LBP, and was thus unable to prevent LPS ac-

tivation of liver macrophages. LBP is in the

same family of lipid-binding proteins as phos-

pholipid transfer protein and cholesterol ester

transfer protein, which have well-established

roles in remodeling the lipid configuration of

HDL. Another microbial lipid, lipoteichoic acid

from Gram-positive bacteria, is known to bind

LBP. We found that it too complexed with

HDL3 and suppressed the activation of liver

macrophages.

CONCLUSION: The production of HDL by small

bowel enterocytes in a form that potentlymasks

LPS comprises a disease tolerance strategy to

protect the liver from injury of enteric origin.

Enteric HDL may thus be a suitable pharma-

cologic target for protecting the liver against

gut-derived LPS leakage in alcoholic and non-

alcoholic settings.▪
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The biogenesis of high-density lipoprotein (HDL) requires apoA1 and the cholesterol transporter ABCA1.

Although the liver generates most of the HDL in the blood, HDL synthesis also occurs in the small

intestine. Here, we show that intestine-derived HDL traverses the portal vein in the HDL3 subspecies

form, in complex with lipopolysaccharide (LPS)Ðbinding protein (LBP). HDL3, but not HDL2 or low-density

lipoprotein, prevented LPS binding to and inflammatory activation of liver macrophages and instead

supported extracellular inactivation of LPS. In mouse models involving surgical, dietary, or alcoholic

intestinal insult, loss of intestine-derived HDL worsened liver injury, whereas outcomes were improved by

therapeutics that elevated and depended upon raising intestinal HDL. Thus, protection of the liver

from injury in response to gut-derived LPS is a major function of intestinally synthesized HDL.

T
he portal vein collects venous drainage

from the intestine, carrying nutrients

andmetabolites of host andmicrobiome

origin to the liver (1). Through this route,

components of themicrobiomemaydrive

liver steatohepatitis and fibrosis (2, 3). Enteri-

cally derived lipopolysaccharide (LPS) from

Gram-negative bacteria triggers Toll-like re-

ceptor 4 (TLR4)–dependent injury in the liver

after insult to the intestine (3–7).

Mechanisms to limit LPS-mediated liver

injury through the gut-portal axis remain

incompletely defined. We hypothesized that

high-density lipoprotein (HDL) may have an

overlooked role in protecting the liver through

its potential to neutralize LPS (8–10). Indeed,

it is unclear why HDL is synthesized by the

intestine rather than solely by the liver. HDL-

cholesterol (HDL-C) is the smallest lipoprotein

particle in the blood and is best known for its

role in cholesterol transport. Only two tissues

produce the core protein component of HDL-C,

apolipoprotein A1 (apoA1): the liver and the

small intestine (11). When intestinal epithelial

cells selectively delete the gene encoding the

cholesterol transporter ABCA1, which is essen-

tial for HDL biogenesis, an ~25% reduction in

plasma HDL-C ensues. Conversely, an ~75%

reduction in HDL-C occurs after liver-specific

loss of ABCA1 (12), leaving investigators to

regard the intestine as simply a second source

of HDL-C.

An obstacle to considering a role for intes-

tinal HDL in the gut-liver axis is the paucity

of knowledge concerning how enterically de-

rived HDL is delivered to the liver. HDL typi-

callymobilizes from tissues through lymphatic

vessels (13–15), which do not route to the liver

from the intestine (16). However, an earlier

study failed to demonstrate that enterically

produced HDL-C entered lymphatics (17).

Here, we show that enterically derived HDL-C

alternatively traverses portal blood, and that

nearly all HDL-C found in the portal vein

arises from the intestine. Intestinal epithelial

cells produced small HDL particles (HDL3)

(18) with potent LPS-neutralizing properties.

Results

Enterically derived HDL is the main source of

HDL in portal blood

Although albumin levels were constant be-

tween portal and systemic blood (from the

inferior vena cava) (fig. S1A), apoA1 was ~40%

lower in portal versus systemic plasma in hu-

mans andmice (Fig. 1A). To determinewhether

this reduction resulted from diminished recir-

culation of HDL into portal blood, we traced

HDL using photoactivatable green fluorescent

protein (GFP) apoA1 knock-in mice (Pga1
KI/+

)

(15). When phototagged in the skin, HDL ap-

peared in systemic blood but was very low in

portal blood (Fig. 1B). Its appearance in mes-

enteric lymph to a concentration approaching

that in the systemic circulation (Fig. 1B) sug-

gested that it left the bloodstream to access

lymph before entering the portal vein (Fig. 1B).

Within 5 min after phototagging HDL in

the small intestinal lumen, fluorescence was

strong in portal blood but not lymph (Fig. 1C).

By 30 min, these compartments equilibrated

(Fig. 1C). HDL phototagged along the intes-

tinal exterior appeared in lymph but not

portal blood (Fig. 1D). These patterns were

unaffected by dietary composition or fasting

(fig. S1, B to D). Thus, HDL tagged at the in-

testinal epithelium first enters the portal vein

and is not observed in lymph until cargo in the

portal vein passes through the liver and enters

the systemic circulation. Upon reapproaching

the gut, it appears to traverse into the inter-

stitium and then into lymph.

Separate phototagging of the duodenum,

jejunum, and ileum revealed the ileum as the

major site of enteric HDL biogenesis (Fig. 1E).

Like apoA1, HDL-C in portal plasma of humans

or mice was present at lower concentrations

than in systemic blood (Fig. 1F). HDL-C was

decreased by >75% in portal blood of intestine-

specific ABCA1-knockoutmice (Vil1
Cre
-Abca1

fl/fl
;

Abca1
DVil1

) (Fig. 1G).However, in systemic blood

of Abca1
DVil1

mice, HDL-C dropped by only

25% (Fig. 1H) (12). By contrast, a marked re-

duction of HDL-C in systemic but not portal

blood was observed in liver-specific ABCA1-

knockout mice (Alb1
Cre

-Abca1
fl/fl

; Abca1
DAlb1

)

(Fig. 1, G and H). Thus, two distinct blood

compartments for HDL exist: one entering

the portal drainage governed by intestinal

production of HDL and the other in systemic

vessels governed by liver production of HDL.

Portal blood HDL is mainly HDL3 and strongly

suppresses Kupffer cell inflammatory responses

Portal venous HDL was relatively small in

size (~8 nm) in humans (Fig. 2A) and mice

(Fig. 2B), suggestive of a subspecies of HDL

called HDL3. Small-sized HDL3 and large-

sized HDL2 particles carry distinct accessory

proteins, with paraoxonase 1 (PON1) enriched

in the former and apoB in the latter (18). Thus,

we compared HDL2 or HDL3 species separated

by ultracentrifugation from pooled human

systemic blood with that of the larger or

smaller HDL species from portal or systemic

blood isolated by size-exclusion fast protein

liquid chromatography (FPLC) and affinity

purification (Fig. 2C). This approach yielded

four samples from the same individual, puta-

tive HDL2 and HDL3, each from both systemic

and portal blood, allowing evaluation of how

venous location affects HDL composition. Pro-

teomic analysis revealed >250 proteins in each

sample. A heatmap depicting relative abun-

dance of proteins revealed that small-portal

venous HDL shared a protein profile with

HDL3 from human systemic blood (Fig. 2D

and table S1). Similarities included known

enrichments of PON1, PON3, a1-antitrypsin

(SerpinA1), and PLTP in all HDL3 fractions

regardless of portal or systemic blood origin
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Fig. 1. Intestinal HDL transits through the portal vein and accounts for

most of the HDL in the portal blood. (A) Immunoblot for apoA1 in systemic

and portal serum from humans and mice. ALB, albumin. (B) Plasma and lymph

fluorescence measured 2 hours after phototagging HDL in skin. (C and D) Portal

plasma and mesenteric lymph fluorescence after phototagging the lumen

(C) or externa muscularis (D) of the small intestine (SI) of Pga1KI/+ mice. (E) HDL

phototagged in different small bowel regions separately. (F) Lipoprotein profiles

from humans fasted overnight or mice fasted for 4 hours. (G and H) Lipoprotein

profiles and HDL-C quantification of portal (G) or systemic (H) plasma after

4 hours of fasting. Plots show mean ± SEM. (A) and (F) show paired data from

six human subjects or six WT mice (same subjects in both panels). (B) to (E) show

data for 65 Pga1KI/+ mice. Each symbol designates different mice, except that

systemic versus portal blood in (B) and systemic versus portal blood from

the same time points in (C) were from the same mice (paired). Most panels show

one experiment, except for (C), which combines two experiments. (G) and (H)

show five individual mice from each of three genotypes from one experiment,

with paired portal (G) and systemic (H) plasma within the same genotype.

*P < 0.05, **P < 0.01, ***P < 0.001, ##P < 0.01, ###P < 0.001. Data in (A)

and (F) were analyzed for statistical significance using a paired t test; data in all

other panels were analyzed using one-way ANOVA.
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or method of isolation (Fig. 2E). Some pro-

teins, such as LPS-binding protein (LBP), were

especially enriched in immunopurified portal

blood HDL3 but notably absent after ultra-

centrifugation (Fig. 2E). The distribution of

LBPwas confirmed by immunoblotting of the

FPLC fractionsused topurifyHDL2 (fraction 20)

versus HDL3 (fraction 22) from human portal

vein (Fig. 2F), systemic blood (fig. S2), or mu-

rine portal blood (fig. S2). When these serum

samples were subjected to HDL isolation using

ultracentrifugation, LBP was absent (Fig. 2F),

suggesting its dissociation during ultracen-

trifugation (19).

Because LBP delivers LPS to CD14 to facil-

itate TLR4 signaling (20), we investigated

whether the association of portal venous HDL3
with LBP affects LPS signaling.We isolated pri-

mary liver Kupffer cells (KCs) (21, 22) (fig. S3A)

from wild-type (WT) or Tlr4
−/−

mice, and ob-

served that portal vein–derived HDL from

humans or mice neutralized LPS-induced pro-

inflammatory responses in these cultures more

effectively than HDL from systemic blood or

no HDL at all (Fig. 3, A and B). Whole portal

plasma obtained from Abca1
DVil1

mice less ef-

fectively protected against induction of in-

flammation (Fig. 3C), implicating gut-derived

HDL in this activity. Similarly, comparison of

human HDL2 or HDL3 from human periph-

eral blood showed that HDL3 more strongly

suppressed LPS-induced inflammatory genes

(Fig. 3D) than HDL2 in a concentration-

dependent, TLR4-dependent manner (Fig. 3D).

Activation of KCs by lipoteichoic acid was also

robust and strongly blocked by HDL3. CpG

oligodeoxynucleotides stimulated KCs less

strongly, but HDL3 did have some inhibitory

effect (fig. S3B). Modest inhibition was ob-

servedwhen the cytokines interleukin 1b (IL-1b)

or tumor necrosis factor (TNF) were used to

induce inflammatory activation of KCs (fig.

S3C). In these assays (Fig. 3, A to D), LBP was

included as an exogenous additive to restore

the LBP removed during centrifugation. Ex-

cluding LBP abrogated the anti-inflammatory

effects of HDL3 (Fig. 3E). Similarly, HDL3 sup-

pressed LPS bioactivity but only in the pres-

ence of LBP (Fig. 3F). Thus, portal blood HDL3
inhibits LPS signaling in TLR4

+
macrophages

in an LBP-dependent manner.

Portal HDL3 efficiently binds LBP and LPS to

prevent LPS binding to KC TLR4

We next evaluated binding between HDL and

LPS using LPS conjugated with biotin at its

inner core (23–25). HDL3more robustly bound

LPS compared with HDL2, but the presence of

LBP was required (Fig. 4A). HDL2-bound LPS

readily transferred to low-density lipoprotein

(LDL) or very-low-density lipoprotein (VLDL),

whereas most HDL3-bound LPS remained as-

sociated with HDL3 (Fig. 4B). In an immuno-

absorption assay, HDL3 was indeed shown

to be more effective than HDL2 and LDL in

binding LBP (Fig. 4C), and LDL did not com-

pete (Fig. 4, C and D). LDL bound LPS effi-

ciently (Fig. 4D) but did not bind LBP (Fig. 4C).

LDLdidnot neutralize LPSbioactivity (Fig. 4E),

nor did it dampen inflammatory gene expres-

sion (fig. S4A) with or without LBP (Fig. 4E).

ReconstitutedHDL also did not neutralize LPS

(Fig. 4E). In the presence of LBP, interactions

between biotin-LPS and HDL3 generally re-

duced the detection of biotin-LPS by strep-

tavidin capture (Fig. 4F). This reduction was

caused by efficient masking of the inner core

biotin label of LPS, because disruption of HDL3
with detergent reexposed the biotin (Fig. 4F).

Thus, binding of LBP to HDL3 promotes the

sequestration of LPS.

To determinewhetherHDL3 sequesters LPS

from KCs, we cocultured KCs with biotin-LPS

and monitored surface binding (Fig. 4G). This

binding largely depended upon TLR4 (Fig. 4H)

and was unaffected by the absence or blockade

of lipoprotein or scavenger receptors (fig. S4B).

HDL3 robustly prevented LPS interactionwith

KCs but only in the presence of LBP. Recon-

stituted HDL (Fig. 4G) or LDL in the presence

or absence of LBP (fig. S4C) did not diminish

binding, whereas HDL2 partially blocked it

(Fig. 4G). Peak interaction occurred within

3 hours of incubation with KCs (Fig. 4I). Sub-

stantial internalization of biotin-LPS by mac-

rophages in the presence or absence of HDL3
was not detected during this time (fig. S4D).

We next wondered whether, after failing to

bind to cells, LPS associated with HDL3might

later be inactivated. Using a low dose of HDL3
(20 mg/ml) that only weakly suppressed LPS

activity in a cell-free system (Fig. 3F), we ob-

served that LPS activity was further lowered in

the presence of macrophages or macrophage

supernatant. This was true as long as the KCs

were not held at 4°C (Fig. 4J), suggesting that

a soluble product from KCs inactivated LPS.

The enzyme acyloxyacyl hydrolase (AOAH),

which is produced in part by KCs, deacylates

and thereby inactivates LPS (26). Depletion of

AOAH fromKC-conditionedmedium increased

the recovery of LPS bioactivity (Fig. 4K). Be-

cause AOAH would not remove the biotin

from the inner core of LPS upon deacylation,

we calculated LPS bioactivity normalized to

recovered biotin after disrupting HDL3 with

detergent, finding that AOAH indeed drove

inactivation of HDL3-bound LPS (Fig. 4L). We

performed a similar experiment in vivo, inject-

ing a constant dose of biotin-LPS into the

portal vein in complex with HDL3, HDL2, or

LDL. After 30 min, when enterically derived

HDL had passed through the liver to access

the systemic circulation (Fig. 1C), we drew sys-

temic venous blood to recapture and assess

LPS. More of the recovered LPS was inactive

when complexed with HDL3 than with HDL2
or LDL (Fig. 4M and fig. S4E), indicating the

inactivation of HDL3-associated LPS. The ad-

ministration of LPS-loaded lipoproteins into

the portal vein caused acute elevation in as-

partate aminotransferase (AST), a measure

that was lowest when HDL3 was the vehicle

carrying LPS and highest when LDL carried

LPS (fig. S4F). Thus, HDL3 masks LPS to limit

inflammation by blocking LPS binding to KCs,

but HDL3-associated LPS remains susceptible

to inactivation by AOAH, allowing its perma-

nent inactivation.

The LPS receptor TLR4 on KCs drives liver injury

and fibrosis

To determine whether HDL neutralization

of LPS modulates liver inflammation in vivo,

we studied a model of small bowel resection

that promotes marked liver fibrosis (27, 28).

Small bowel resection removed 50 or 75%

of the small intestine (Fig. 5A), sparing the

proximal part of the small intestine and the

terminal ileum except when indicated other-

wise. Within 3 months, these resections in-

duced morphological changes in the liver (Fig.

5B), elevated the plasma AST (Fig. 5C), and en-

hanced the infiltration of myeloid cells (F4/80
+
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Fig. 2. Portal vein HDL is enriched in small HDL3 particles. Samples

(from Fig. 1A) of systemic or portal plasma from humans (A) or mice

(B) immunoblotted for apoA1 after electrophoresis under nondenaturing

conditions. Representative gels and plots show HDL3/HDL2 ratios in

six paired samples. Also shown are representative electron microscopy

images of negative-stained HDL fractions. Scale bars, 20 nm. HDL diameter

measurements, plotted as individual symbols, combine assessments from

four of six humans or mice (right). For proteomics (C to F), density

ultracentrifugation-purified HDL2 or HDL3 yielded 289 associated proteins

(C, left). Size-exclusion FPLC with immunopurified HDL identified 321 proteins

(C, right). This experiment was performed once using four paired samples

derived from the same individual (HDL2 or HDL3 from two vascular beds).

Additional samples were HDL2 or HDL3 from commercially available pooled

human plasma isolated by density ultracentrifugation. (D) Heatmap

of protein abundance. (E) Normalized spectral abundance factor plotted

for selected proteins. (F) Select proteins immunoblotted from portal or

systemic plasma HDL (top), using indicated fraction numbers collected

after FPLC separation (middle). Immunoblot of LBP from human or mice

systemic (hS- and mS-) and portal (hP- and mP-) plasma or whole liver

lysate (bottom). LBP quantification is shown in fig. S2A. N.D., not detected.

**P < 0.01, ***P < 0.001. Paired t test was used for statistical evaluation

in (A); unpaired t test was used in (B).
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Fig. 3. Portal blood HDL3 strongly inhibits LPS activation of KCs in an

LBP-dependent manner. (A and B) LPS-treated KCs were incubated with

100 mg/ml of HDL from human (hS-HDL) or mouse (mS-HDL) systemic

plasma or with human (hP-HDL) or mouse (mP-HDL) portal plasma. Analysis

included RT-PCR for inflammatory mediators, flow cytometry phenotyping

(iNOS+ F4/80hi macrophages), and CCL2 ELISA. (C) RT-PCR from LPS-

treated KCs incubated with 5% portal veinÐderived plasma from Abca1
fl/fl,

Abca1
DVil1, and Abca1

DAlb1 mice. (D) WT and TLR4−/− KCs were incubated in

LBP-containing medium with or without 20 ng/ml of LPS and 100 mg/ml

of HDL2, HDL3, or vehicle control before RT-PCR or ELISA to detect the

depicted mediators. (E) LPS-treated KCs were incubated with 100 mg/ml of

HDL3 with or without 1 mg/ml of LBP before CCL2 ELISA. (F) Endotoxin

LAL activity after 0.5 Ehrlich units (EU)/ml of E. coli LPS were preincubated

with HDL with or without 1 mg/ml of LBP. HDL fractions in the experiments

in this figure were isolated by density ultracentrifugation. Plots show

mean ± SEM. Each symbol represents independent preparations of KCs

from different mice. For (A) and (B), n = 3 different KC preparations

(three experiments). For (C), n = 9 different KC preparations, with n = 3 per

genotype (three experiments). In (D) and (E), n = 6 KC preparations

(n = 3 each WT or TLR4 knockout). In (F), there were three independent

technical replicates (three experiments) per condition per time point.

**P < 0.01, ***P < 0.001, #P < 0.05, ##P < 0.01, ###P < 0.001. Statistical

analysis on data presented as bar graphs used one-way ANOVA; data

presented as concentration curves were analyzed using two-way ANOVA.
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Fig. 4. HDL3 binds LPS and masks its capacity to bind to TLR4+ KCs while

allowing enzymatic inactivation by AOAH. (A) ELISA to assess HDL and

biotin-LPS binding with or without LBP added. (B) HDL3 or HDL2 preincubated

with biotin-LPS and incubated for 2 hours with LDL or VLDL. Biotin-LPS was then
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and S100A9
+
) into the liver (Fig. 5D). LPS bio-

activity in the portal vein was elevated by small

bowel resection (Fig. 5E) and was associated

with increased intestinal permeability (Fig.

5F), reductions in the epithelial junction pro-

teins ZO-1 and occludin (Ocln) (Fig. 5G), and

elevated plasmalemma vesicle-associated pro-

tein 1 (PV1) in villus capillaries (Fig. 5H) drain-

ing into the portal vein (29).

Reduced liver fibrosis and inflammatory

changes characterized KC-specific Clec4f-

Cre×Tlr4
flox/flox

male mice compared with

littermate controls (30) (Fig. 5, I to M). Female

mice (fig. S5) developed disease similarly to

males. Bonemarrow transplants in whichmice

received Tlr4
−/−

bone marrow confirmed the

role of TLR4 (fig. S6). Thus, TLR4 expressed by

KCs participates critically in liver fibrosis after

small bowel resection.

Disruption of enterically derived HDL

exacerbates liver injury

Portal venous HDL-C decreased after small

bowel resection (Fig. 6A), possibly a conse-

quence of the loss of bowel mass that might

normally contribute to HDL biogenesis. Ex-

pression of ABCA1 sharply increased from the

proximal to distal small bowel, whereas apoA1

modestly rose, overall fitting with the ileum as

the main site for HDL production in the small

bowel (Fig. 6B). When we modified the region

of the bowel resected to remove the proximal

50% or distal 50% portion of the small intestine,

HDL-C in portal blood decreased more sub-

stantially after distal resection (Fig. 6C). Accord-

ingly, liver injury and inflammatorymarkerswere

greater in response to distal resection (Fig. 6D

and fig. S7, A and B).

We compared liver injury outcomes in

Abca1
DVil1

mice versus control Abca1
fl/fl

mice

or Abca1
DAlb1

mice after small bowel resection.

HDL-C in portal blood was further reduced

in Abca1
DVil1

mice (Fig. 6E), and these mice

indeed exhibited greater liver injury, fibro-

sis, and inflammation (Fig. 6, F to I). Sham

surgery did not provoke liver injury (fig. S7,

C to F). After small bowel resection, LPS bio-

activity was elevated in Abca1
DVil1

mice (Fig.

6J, upper bar graph). However, the absolute

amount of LPS in portal plasmamatched that

of other groups (Fig. 6J, lower bar graph), sug-

gesting that the lowerHDL-C inAbca1
DVil1

mice

led to increased LPS activity for a given quan-

tity of LPS because of reduced neutralization.

Liver inflammationwas elevated inAbca1
DVil1

mice over control mice after perturbations in-

cluding 12 weeks of high-fat diet (HFD) feeding

or 4 weeks of the LieberÐDiCarli alcohol diet

(ALD) (Fig. 6, K to M). These additional liver

injury models are associated with elevated

LPS translocation across the intestinal barrier

(31, 32), elevations that we verified and that

were in keeping with reduced HDL-C in the

portal vein and apparent increased fat stor-

age in the liver of the HFD model (fig. S7, G

to I). Thus, enterically derived HDL protects

against injury in multiple mouse models of

liver damage.

Activation of LXR in the intestine increases HDL

output and protects against liver injury

Liver X receptors (LXRs) are transcription fac-

tors that govern the expression of HDL-related

genes such as Abca1. Low-dose LXR agonists

such as GW3965, when administered orally,

bypass activation of LXRs in the liver while

targeting the intestine (33, 34).We thus admin-

istered GW3965 orally at a low dose in mice

subjected to 75% small bowel resection and

followed gene expression in the ileum and liver

(Fig. 7, A to E, and fig. S8). GW3965 treatment

prompted increases inAbca1 andApoa1mRNA

in the ileum (Fig. 7, A and C). The impact of

low-dose oral GW3965 on these genes and

on LXR target genes associated with de novo

lipogenesis wasminimal in the liver (Fig. 7, B

and D). However, inflammatory and collagen-

remodeling genes in the liver were markedly

down-regulated in response to GW3965 in

Abca1
fl/fl

mice that retained expression of in-

testinal HDL (Fig. 7E and fig. S9). These genes

remained elevated in Abca1
DVil1

mice (Fig. 7E),

confirming that the effect ofGW3965 depended

on intestinal HDL. Oral, low-dose GW3965

did not affect Abca1 or related genes in peri-

toneal macrophages adjacent to the portal

venous drainage in the mesentery (fig. S8A).

Some intestinal macrophages were positive

for ABCA1 (fig. S8B), but deletion of ABCA1

in macrophages neither affected gene expres-

sion in the ileum nor altered portal HDL-C

(fig. S8C).No changes to the liverwere apparent

in Abca1
DVil1

mice compared with littermate

Abca1
fl/fl

controls receiving sham operations

(fig. S10).

Functionally, portal venous HDL-C, remain-

ing predominantly in the form of HDL3, was

increased by GW3965 inAbca1
fl/fl

mice but not

in Abca1
DVil1

mice (Fig. 7, F and G). Indeed,

oral GW3965 prominently reduced fibrosis

and inflammation in the liver after small bowel

resection (Fig. 7, H to K) but was unable to do

so in Abca1
DVil1

mice (Fig. 7, H to K). Thus,

orally delivered low-dose GW3965 protects

the liver from inflammation and fibrosis in

a manner that depends upon its capacity to

increase enteric HDL.

Discussion

Intestinal epithelial cells produce HDL par-

ticles (11), but neither the fate nor the function

of intestinal HDL has been clear. We show here

that the intestine produces the small form of

HDL called HDL3 and that it is enriched in

LBP. This HDL is shuttled to the liver through

the portal vein. By the time it reaches the portal

blood, it is already complexed with LBP, and

the LPS that it carries is masked so that it

does not bind to liver KCs, circumventing the

induction of proinflammatory and profibrotic

genes. The intestinal epithelial location forHDL

production allows the local capture of LPS be-

fore it gains access to downstream tissue.

That HDL may prevent LPS from binding

to cells in the liver has been noted earlier by
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detected in the various lipoproteins separated by FPLC. (C and D) Lipoproteins

incubated with LBP and biotin-LPS for 2 hours and then retrieved using apoA1

or apoB IP. The amounts of LBP protein (C) and biotin-LPS (D) in resulting

pellets (IP) versus supernatants (Sup) were measured. (E) Endotoxin

LAL activity assessed after 0.5 EU/ml of E. coli LPS preincubated with

different concentrations of HDL3, rHDL, or LDL with or without 1 mg/ml LBP.

(F) Biotin-LPS incubated with HDL3 with or without LBP. The complex was then

disrupted with SDS, and biotin-LPS was measured by streptavidin ELISA.

(G) KCs cultured with HDL3, HDL2, or rHDL with or without LBP in the presence

of biotinylated LPS for 3 hours, followed by streptavidin detection. Flow

cytometry plots (left) and quantification (right) of binding to KCs are shown.

(H) Binding of LPS to Tlr4
fl/fl and Tlr4

△Clec4f KCs cultured with biotin-LPS (white)

or biotin-LPS/HDL3 (red). (I) Time course of KC binding to biotin-LPS. (J) LPS

and HDL3 (20 mg/ml) coincubated for 3 hours in cell-free medium, with KCs

(+Mac), in medium conditioned by KCs (Mac Sup), or with KCs held at 4°C

(Mac Cold). LAL activity was then assessed. (K) Endotoxin LAL activity assessed

after LPS and HDL3 were incubated in KC-conditioned medium from which

AOAH was depleted or not. (L) Biotin-LPS and HDL3 incubated in the indicated

medium. LAL activity was assessed, and SDS denaturation was conducted

to allow for total biotin measurements. Relative LAL activity shown is normalized

to a constant amount of biotin. (M) HDL3, HDL2, or LDL complexed with

biotin-LPS and injected into the portal vein. Systemic plasma was harvested after

30 min. Endotoxin LAL activity and the amount of biotin were measured

and normalized as in (L). All HDL fractions studied in this figure were isolated

by density ultracentrifugation and, unless indicated [as in (B) to (G)],

coincubated with 1 mg/ml of LBP during the assays (H to M). (A) to (F) depict

three independent technical replicates (three experiments) per condition or

time point. (G) to (L) used two to six different primary KC cultures (each

prepared from different mice), with each symbol depicting data arising from

one of the KC cultures. (M) is from one experiment using 15 WT mice (n = 5 mice

per condition). *P < 0.05, **P < 0.01, ***P < 0.001, #P < 0.05, ##P < 0.01,

###P < 0.001. Statistical analysis on data presented as bar graphs used

one-way ANOVA except for (K), for which a t test was used; data presented as

concentration curves were analyzed using two-way ANOVA.
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Fig. 5. Small bowel resection triggers TLR4-mediated liver inflammation.

(A to H) Small bowel resection (SBR) operations were conducted on WT

mice. Nonoperated (Nonop) (n = 4), sham (n = 8), 50% SBR (n = 8), and

75% SBR (n = 8) mice were euthanized 12 weeks later. (A) Total length

of the remaining small intestine. (B) Representative hematoxylin and eosin

(H&E)Ðstained liver sections. Scale bar, 50 mm. (C) Plasma AST levels.
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Munford and colleagues (35), who pioneered

our understanding of the role of AOAH in

inactivating LPS (26). Indeed, we show that

whereas LBP-containing HDL3 suppresses

recognition of LPS by KCs, it remains accessi-

ble to AOAH inactivation. It is unknown how

HDL3 prevents TLR4 recognition of LPS but

not that of AOAH. The difference may relate

to the role of LBP. Because TLR4 depends

upon LBP shuttling to CD14 to interact with

LPS, the HDL3–LBP complex may most ef-

fectively mask this interaction by masking

the critical epitope that would support LBP-

mediated handoff of LPS to CD14. However,

AOAH activity does not require LBP or CD14

and thusmay recognize LPS in the HDL3 parti-

cle through a region of LPS notmasked by LBP.

HDL suppressed the LPS-mediated activa-

tion of KC, as well as the proinflammatory

action of mediators such as lipoteichoic acid,

which also interacts with HDL through LBP

(36). Enterically derived HDL may bind and

neutralize other microbial cargo not yet identi-

fied. Furthermore, theabsenceofHDL-mediated

neutralization of microbial lipids such as LPS

may affect the course of inflammation in lo-

cations other than the liver. For example, in

Crohn’s disease, a major inflammatory bowel

disease, apoA1 is the most substantially down-

regulated gene in the affected ileal tissue (37).

In cardiovascular disease and sepsis, HDL3
rather thanHDL2 levels correlate with better

health outcomes (38, 39). The connection be-

tween disease pathogenesis in these various

conditions and enteric HDL is ripe for future

investigations.

Unanswered questions arise from this study.

First, how do LPS and LBP interact withHDL3
in a manner that masks the bioactivity of LPS?

Although LBP is a critical promoter of TLR4

signaling, it conversely mediates suppressed

signaling in the presence of HDL3. The struc-

tural basis of this unexpected result deserves

future attention. Moreover, studies in whole-

body knockout mice likely obscure the anti-

inflammatory contribution of LBPwhen bound

to HDL3 because of its other well-characterized

proinflammatory role. Finally, are other com-

ponents of HDL3 needed to support the LPS-

masking action ofHDL3 that we identify here?

Yet another mystery is why most portal

venous HDL-C derives from the intestine. We

had expected that portal venous blood HDL

would arise from both portal and systemic

sources. However, although systemic HDL

clearly arrived to the gut or mesentery, as evi-

dencedby efficient entry into intestine-draining

mesenteric lymphatics, it was not strongly de-

tected in the portal vein. These data suggest the

existence of unknown trafficking steps, includ-

ing the possible extravasation of systemic HDL

near or within the intestine. After extravasa-

tion, HDL2 that has entered or formed in the

intestinal interstitium from the peripherymay

be too large to enter the fenestrated blood

vessels that drain to the portal blood such that

only enterically derived HDL3 gains efficient

access. Consistent with this possibility, mesen-

teric lymph is relatively deficient in the smaller

HDL3 particles but relatively enriched inHDL2
(40). In contrast to our findings and those of

others (12), studies in rats have found that

the intestine routes HDL to lymph (41, 42).

Although this discrepancy may be a species

difference, studies in humans are more con-

sistent with our present findings (43, 44) than

with those in the rat. Moreover, it has been

proposed that the use of lecithin-cholesterol

acyltransferase inhibitors in these rat studies

aberrantly affected the results (12).

We believe that this research has strong

translational potential. In humans, like mice,

portal blood was enriched in HDL3 and po-

tently suppressed KC activation in response

to LPS.We used three murinemodels of liver

injury involving nutritional, alcoholic, or sur-

gical insult to the intestine. All showed that

intestinally derived HDL reduced liver injury.

From a therapeutic perspective, oral delivery

of LXR agonists proved effective in protect-

ing the liver by upregulating HDL within the

intestine, consistent with another recent study

that engineered mice so that LXR activity was

genetically augmented selectively in the intes-

tine (45). Furthermore, our profiling and func-

tional analysis revealed that the intestinal

epitheliummust express ABCA1, which is crit-

ical for HDL biogenesis, in order for a low-

dose, oral LXR agonist to protect the liver.

LXR agonists have failed to find utility in the

clinical setting to date, but orally restricted

LXR agonists remain promising (46, 47). Our

findings highlight the possibility that enteric

HDL–raising LXR agonists have appeal for

the treatment of various forms of liver injury.

However, if suitable LXR agonists cannot be

developed for application in humans, then

other approaches to elevating intestinal HDL

should be explored.

MATERIALS AND METHODS

Mice

C57BL/6 WT, Tlr4
−/−

(B6.B10ScN-Tlr4
lps-del

/

JthJ; JAX #007227), Vil1-Cre (B6.Cg-Tg(Vil1-

cre)997Gum/J; JAX #004586), Alb1-Cre (B6.

FVB(129)-Tg(Alb1-cre)1Dlr/J; JAX #016832),

Abca1
fl/fl

(B6.129S6-Abca1
tm1Jp

/J; JAX #028266),

Tlr
fl/fl

(B6(Cg)-Tlr4
tm1.1Karp

/J; JAX #024872)

Clec4f-Cre (C57BL/6J-Clec4f
em1(cre)Glass

/J;

JAX #033296), Abca1/g1
fl/fl

(B6.Cg-Abca1
tm1Jp

Abcg1
tm1Tall

/J; JAX #021067), and Lyz2-Cre

(B6.129P2-Lyz2
tm1(cre)Ifo

/J; JAX #004781) mice

(7–10 weeks of age) were originally purchased

from Jackson Laboratories and housed in a

specific-pathogen-free room at 22 to 24°C and

50 to 60% humidity with a 12-hour light-dark

cycle. We previously generated and described

PGA
KI/+

mice (15).Lyz2-Cre×Abca1/gl
fl/fl

breed-

ers were provided by Dr. R. Apte and Cd36-

knockout mice (both strains also on C57BL/6

background) byDr. N. Abumrad atWashington

University. All experiments were performed

in a blinded and randomized fashion. Mice

were housed on a 12-hour light-dark cycle in

a temperature-controlled, specific-pathogen-

free unit with food and water provided ad

libitum. The studies were approved by the

WashingtonUniversityAnimal StudiesCommit-

tee (protocols 20170154, 20170252, and 20-0032)

or the Medical College of Wisconsin Animal

Studies Committee (protocol AUA00004173)

in accordance with the National Institutes

of Health laboratory animal care and use

guidelines.

Small bowel surgery and associated treatments

or transplants

For small bowel resection experiments, mice

underwent a 50% proximal (jejunal) bowel

resection, 75% proximal bowel resection, or
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(D) F4/80+ macrophages and S100A9+ neutrophils in liver sections. Scale bar,

50 mm. (E) LAL endotoxin activity in portal plasma. (F) Kinetics of FITC-dextran

translocation from intestine to peripheral blood. Area under the curve was

measured. (G) qRT-PCR for intestinal mRNA transcripts encoding tight junction

proteins. (H) Staining for von Willebrand Factor (vWF) (blood vessel) and

PV1 in intestinal sections (left). Note that goblet cell mucin stains with the PV1

antibody, possibly nonspecifically. Relative increase in PV1 staining of vWF+

vessels (highlighted by white arrows) after SBR (right). Scale bar, 50 mm.

(I to M) Sham or 75% SBR operations were performed on Tlr4
fl/fl and

Tlr4
△Clec4f male mice, which were euthanized after 10 weeks. (I) Sirius red and

immunostaining of liver sections. Scale bars, 100 mm. (J) Relative sirius

redÐpositive area per field. (K) Numbers of F4/80+ macrophages and S100A9+

neutrophils per field. (L) Plasma ALT and AST levels. (M) Hepatic mRNA

transcripts of inflammatory genes analyzed by qRT-PCR. (A) to (G) are the

results of analysis of 30 WT mice combined from two experiments, with

n = 4 to 10 mice per condition (nonoperated, sham, 50% SBR, or 75% SBR).

(I) to (M) depict one experiment arising from analysis of 26 mice (n = 6 to

7 per genotype with or without SBR). Each symbol represents data from

an individual mouse. *P < 0.05, **P < 0.01, ***P < 0.001, #P < 0.05,

##P < 0.01, ###P < 0.001. Statistical analysis on data presented as bar

graphs used one-way ANOVA; data presented as concentration curves were

analyzed using two-way ANOVA.
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Fig. 6. Disruption of enteric HDL production worsens small bowel

resectionÐinduced liver injuries. (A) Portal HDL cholesterol levels in mice

receiving sham or 75% SBR operations. (B) RT-PCR for Abca1 and Apoa1 in

mouse duodenum, jejunum, ileum, and liver (left). Protein expression of apoA1

and ABCA1 in human proximal and distal gut were analyzed by immunoblotting

(right). (C and D) SBR operations were conducted for WT mice. Mice receiving
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sham control operation (bowel transection

with reanastomosis alone), as previously de-

scribed (28). In brief, through a midline lapa-

rotomy, the small bowel was exteriorized and

transected 1–2 cm distal from the ligament of

Treitz and ~12 cm (for 50% resection) or 6 cm

(for 75% resection) proximal to the ileocecal

junction. For sham operations, a transection

12 cm proximal to the ileocecal junction with

immediate reanastomosis was performed. For

distal 50% small bowel resection, the ileum

(last 12 cm of small bowel) was removed with

an anastamosis of the jejunum to a small cuff

of small bowel on the cecum. All anastomoses

were hand sewn end to end with interrupted

9-0 nylon sutures. Postoperative care included

housing in an incubator for temperature sta-

bility and 24 hour fasting before starting a liq-

uid diet (PMIMicro-Stabilized Rodent Liquid

Diet LD 101; TestDiet), on which themice were

maintained for 8–12 weeks until euthanasia.

For bone marrow transplants, WT recipient

mice received whole-body irradiation at a

dose of 11 Gy at 8 weeks of age, and then were

intravenously injected with 5 × 10
6
bone mar-

row cells fromWTor Tlr4
−/−

donormice. After

4weeks, short bowel resectionswere conducted.

For LXR agonist treatment, GW3965 (Sigma-

Aldrich, #G6295) was suspended in 0.5% car-

boxymethyl cellulose and orally administered

twice weekly at 1 mg/kg body weight per day

for the last 5 weeks in the 10-week period after

intestinal resection. The different experimen-

tal groups of mice maintained a similar body

weight during liquid diet feeding and/or drug

treatment.

Dietary challenge models

Where specified, mice were given HFD or

ALD to induce liver inflammation and injury

(48, 49). The HFD study, containing 60% kcal

from fat (Research Diets, #D12492), was con-

ducted for 12 weeks. For ethanol feeding, the

mice were acclimated to increasing alcohol

concentration of 2.1, 4.2, and 6.4% v/v (ethanol

and liquid diet) over 3 days, respectively. After

alcohol adaptation, a 6.4% ethanol–enriched

diet was supplied in the same liquid diet used

after small bowel resection surgeries (diet

changed daily) for 4 weeks. In supplemental

experiments, mice were fasted (with ad libitum

access to water) for up to 20 hours, or chal-

lenged for 3 weeks with an atherogenic diet

containing 42% kcal from fat (Harlan Teklad,

#TD.88137).

Immunostaining and confocal microscopy

Left lobes of liver tissues and small intestines

were excised and fixed in 4%paraformaldehyde

(Santa Cruz Biotechnology) overnight at 4°C.

Ten-micrometer paraffin-embedded sections

were prepared and slides were boiled in Diva

Decloaker solution (BiocareMedical, #DV2004)

in a pressurized chamber for 15 min. Sections

wereblocked inphosphate-buffered saline (PBS)

containing 5% donkey serum, 1% bovine serum

albumin (BSA) (Sigma-Aldrich), and0.03%Triton

X-100 (Plusone, #17-1315-01) for 1 hour, then incu-

bated with rat anti-F4/80 (Abcam, #ab6640),

goat anti-S100A9 (R&DSystems, #AF2065), rab-

bit anti-vonWillebrandFactor (DAKO, #a0082),

rat anti-PV1 (BD pharmingen, #550563), or rab-

bit anti-ABCA1 (Novus Biologicals, NB400-105)

at 4°C overnight. Primary antibodies were de-

tected using Cy3- or Cy5-conjugated secondary

antibodies (Jackson ImmunoResearch). The

stained sections were imaged using an SP8

confocal microscope (Leica) equipped with

nine lasers and four tunable detectors (two hy-

brid, two tunable) and a 20× HC PL Apo CS 2

multi-immersion objective, numerical aperture

0.75. Images were processed with Imaris soft-

ware (Bitplane). Ten fields were quantified and

averaged for each sample, with cell counts per

image quantified using Image J software (NIH).

All slides were analyzed in a blinded and ran-

domized fashion.

Quantitative real-time polymerase chain

reaction (qRT-PCR)

Total RNA from tissues or cells was isolated by

using RNeasy Mini or Micro kits according to

the manufacturer’s protocol (Qiagen). cDNA

was synthesized using the high-capacity cDNA

reverse transcription kit (Applied Biosystems,

#4368814). qRT-PCR experiments were per-

formed using ABI StepOnePlus Real-Time

PCR machine with specific primers (Applied

Biosystems). Primer sequences are available

upon request. The relative transcriptional ex-

pression of target genes was evaluated by the

Eq. 2
−DCt

(DCt = Ct of target gene minus Ct of

18S rRNA).Relative transcription,whereplotted,

was calculated with the mean of the control

group set as 1.

Intestinal permeability assay

After themice had fasted for 4 hours, 200mg/kg

body weight of 4-kDa fluorescein isothiocyanate

(FITC)–dextran (Sigma-Aldrich) was adminis-

tered by gavage. After 0.5, 1, 2, or 4 hours, blood

for the preparation of plasma was collected

from the tail vein, and the fluorescence inten-

sity of the samples and standards was read at

excitation 485 nm/emission 525 nm using the

Cytation 5 Cell Imaging Multi-Mode Reader

(BioTek).

Photoactivation of PGA1KI/+ mice

For phototaggingHDL fromskin, 8- to 10-week-

old PGA1
KI/+

mice were anesthetized and a re-

gion of shaved skin was photoconverted using

a SOKY, Violet 405 nm 500mW (FDA), PL-405-

500B laser, as described previously (15). For

photoactivation of the lumen of the small in-

testine of anesthetizedmice, we stretched the

mesentery and intestine over the solid surface

of a Petri dish, located the region of interest,

and surgically clipped the bowel just enough

so that we could thread into the lumen a fiber-

optic endoscopic laser (Laserland, Violet 405nm

100 mW) to photoactivate enterocytes. Unless

otherwise specified, three areas were activated

for one data point, with the laser being held on

for 10 s and off for 20 s, cycling for 1 min 10 s to

achieve three exposures per location. For photo-

activation of the exterior of the small intestine,

the Laserland Violet 405 nm 100 mW 5V laser

was used to activate area of 14.668mm
2
of gut

with a similar on–off cycle as for the intesti-

nal lumen.

Collection of blood and lymph

Theportal bloodwas collected using a 33-gauge

needle to a volumeof 40 ml permouse. Systemic

blood was collected from the inferior vena cava

using a 26-gauge needle in EDTA-containing

tubes.Mesenteric lymph fluidwas also collected,

and the fluorescence intensity of plasma or

lymph fluid was measured using the Cytation

5 Cell Imaging Multi-Mode Reader (BioTek).

Mesenteric lymphatic cannulations were ac-

complished under general anesthesia using an
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sham (n = 3), proximal 50% SBR (P-SBR) (n = 7), and distal 50% SBR (D-SBR)

(n = 6) operations were euthanized 10 weeks later. (C) Portal HDL cholesterol

levels. (D) Plasma AST levels. (E to J) 75% SBR operations were performed

for Abca1fl/fl (n = 10), Abca1DVil1 (n = 10), and Abca1
DAlb1 (n = 7) mice, which were

euthanized 8 weeks later. (E) Portal HDL cholesterol levels. (F) Representative

sirius red staining of liver sections (left, top row) and relative area per field

(near right). F4/80+ macrophages and S100A9+ neutrophils were visualized

(left, bottom row); cell numbers per field are shown (far right). Scale bars,

100 mm. (G) Representative anti-SMA immunostaining of liver sections.

Scale bar, 200 mm. (H) Plasma ALT and AST levels. (I) Hepatic RT-PCR for

inflammatory genes. (J) Portal LAL LPS activity (top) and LPS quantification

by ELISA (bottom). (K to M) Abca1fl/fl and Abca1
DVil1 male mice were fed HFD

or ALD. (K) Representative H&EÐstained liver sections. Scale bar, 100 mm.

(L) Plasma ALT and AST levels. (M) RT-PCR for inflammatory genes. (A)

to (C) show results from n = 3 to 7 mice per condition using WT mice

(one experiment each panel). (E) to (I) combine data from two experiments

using 28 mice (n = 7 to 11 mice per genotype). (L) and (M) depict two

experiments (one HFD, one ALD) from n = 15 mice on HFD (n = 9 Abca1
fl/fl

mice, 6 Abca1
DVil1 mice) or n = 13 mice on ALD (n = 6 Abca1

fl/fl mice,

7 Abca1
DVil1 mice). *P < 0.05, **P < 0.01, ***P < 0.001, #P < 0.05,

##P < 0.01, ###P < 0.001. Statistical analysis on data presented as bar

graphs used one-way ANOVA except for (A), for which a t test was used.
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operating microscope. A midline laparotomy

with an extension to a left subcostal incision

wasmade and the intestine wasmobilized to

expose the mesenteric lymphatic duct proxi-

mal to the cisterna chyli. A small incision was

made on the mesenteric lymphatic duct and

gently cannulated using polyethylene tubing

(inner diameter, 0.28 mm; outer diameter,

0.61 mm; Intramedic, Sparks, MD). At the

completion of the collection, the mouse was

euthanized.

Preparation of HDL fractions

Human and mouse plasma collected from the

portal vein or peripheral vein (inferior vena

cava for mouse, antecubital vein for human)

was collected and ultracentrifuged overnight

using standard methodology at 100,000g at

4°C in sequential steps, adjusting the solu-

tion to 1.063 g/ml using KBr (Sigma-Aldrich,

#221864) to remove LDL. Then the HDL frac-

tion was prepared by another centrifugation

at 100,000g after further adjusting density of

the solution to 1.21 g/ml with KBr. Isolated

HDL fractions were dialyzed using the Slide-

A-Lyzer Dialysis cassette kit (Thermo Fisher

Scientific) with PBS solutions containing NaCl,

Tris, and EDTA for 4 hours at 4°C to remove

KBr.HumanHDL2 (1.063-1.125 g/ml) andHDL3
(1.125-1.21 g/ml) fractions were obtained from

GenWay Biotech.

FPLC and measurement of HDL cholesterol

Fifty microliters of blood from mice fasted for

4 hours was collected inmicrocentrifuge tubes

containing 10 ml of 0.5 mMEDTA and then cen-

trifuged at 500g to collect plasma. For choles-

terol distribution of total lipoproteins, plasma

was prepared and 100–200 ml was flowed over

a Superose 6 10/300GL gel filtration column

(GE Healthcare) to separate the different

classes of lipoproteins. Cholesterol in each

fraction was measured by an enzymatic assay

kit (Wako Diagnostics Cholesterol E, #439-

17501). AnHDLcholesterol assaykit (CellBiolabs,

#STA-394) was used to measure HDL-C levels.

Immunoblots

Protein immunoblotting was performed using

rabbit anti-mouse apoA1 (Meridian Life Sci-

ences), rabbit anti-human apoA1 (Millipore,

#MAB011), rabbit anti-human ABCA1 (Novus

Biologicals, #NB400-105), mouse anti-PON1

(Abcam,#ab24261), rabbitanti-ApoB(Proteintech,

#20578-1), rabbit anti-LBP (Abcam, #ab233524),

rabbit anti-AOAH (Proteintech, #12911-1), rab-

bit anti-SERPINA1 (Thermo Fisher Scientific,

#PA5-16661),mouse anti-ApoE (kindly provided

by D. M. Holtzmann, Washington University),

or rabbit anti-albumin (Proteintech, #16475-1)

antibodies. Table S2 specifies the dilutions of

the antibodies used. The HDL fractions were

loaded to achieve the same protein concentra-

tion per lane, and plasmawas loaded without

dilution. For native gels, the samples were di-

luted in 2× native sample buffer (Bio-Rad) and

run on 4 to 20%Mini-PROTEAN Tris-glycine

gels (Bio-Rad) with Tris-glycine running buf-

fer. For denaturing gels, the samples were

diluted in 2× Tris-Glycine-SDS sample buffer

(EZ Bioresearch) and heated at 95°C for 10min.

The samples were loaded onto 4 to 20%Mini-

PROTEAN gels and run with Tris-glycine-SDS

running buffer. The separated proteins were

transferred to 0.45-mmpolyvinylidene fluoride

membrane (Milipore, #IPVH00010) with Tris-

glycine transfer buffer for 2 hours at 20 V.

Membranes were blocked with 5% nonfat dry

skimmilk (Bio-Rad, #170-6404) for 1 hour, and

p rimary antibodies were incubated overnight

at 4°C. After incubation with horseradish

peroxidase–conjugated secondary antibodies,

signal was detected using ClarityWestern ECL

solution (Bio-Rad).

Electron microscopy of HDL particles

The isolated HDL fractions were diluted to

15 mg/ml of total protein and negatively stained

with 1% uranium acetate. The samples were

deposited on carbon-coated, 200-mesh copper

grids (Electron Microscopy Sciences). Images

were acquired with a transmission electron

microscope (TEM; JEOL, #JEM-1400
Plus

) at

120 KeV and 80,000× or 150,000× magnifica-

tions. The diameter of HDL particles wasmea-

sured using ImageJ software.

Isolation or culture of liver immune cells and

macrophages

For quantification of neutrophils, monocyte-

derivedmacrophages, and KCs in livers of mice

subjected to short bowel resection or sham

surgery, livers were collected and homogenized

in Hank's buffered saline solution containing

1.49 mg/ml of collagnase type IV (Sigma-

Aldrich, #C5139) and dissociated using the

gentleMACSOcto Dissociator (Miltenyi Biotec).

After centrifugation at 50g, the supernatant

containingnonparenchymal cellswas separated

using 33% Percoll (GE Healthcare).

For KC isolation and culture, the livers of

7- to 10-week-old male C57BL/6 mice were

perfused through the inferior vena cava with

collagenase type IV solution as described pre-

viously (50). The cell suspensionwas centrifuged.

Cell suspensions collected in the supernatant

were collected and again centrifuged in 50%/

25%Percoll (GEHealthcare). The layer contain-

ing liver macrophages was plated in RPMI-

1640 (Hyclone) containing 10% fetal bovine

serum (FBS). After 2hours of culture to allow for

cell attachment, the cell mediumwas changed

to “vehicle” medium, which was serum-free

RPMI-1640 containing 1 mg/ml of recombinant

LBP (R&D Systems, #6635-LP) for 3 hours of

culture. HDL preparations were added, or not,

to these cultures with 20 ng/ml of LPS (Sigma-

Aldrich, #L2630), 10 mg/ml lipoteichoic acid

(LTA) (Sigma-Aldrich, #L2515), 10 mg/ml CpG

DNA (Invivogen, #tlrl-1826), 100 ng/ml TNF

(Sigma-Aldrich, #T7539), or 100 ng/ml IL-1b

(Sigma-Aldrich, #I5271).

Flow cytometry

Isolated liver immune cells and cultured liver

macrophages were collected and counted in

an automated cell counters (Cellometer Auto

X4; Nexelcom Bioscience) after staining for

acridine orange (Sigma-Aldrich). Antibodies

(details in table S2) including BUV396-anti-

CD45 (BD Biosciences, #563791), FITC-anti-

Ly6G (BioLegend, #127605), APC/Cy7-anti-F4/

80 (BioLegend, #123117), PerCP/Cy5.5-anti-

Ly6C (BioLegend, #128011), PE/Cy7-anti-CD31

(BioLegend, #102417), Alexa Fluor 488-anti-

iNOS (Thermo Fisher Scientific, #53-5920-82),

APC-anti-CD11b (Thermo Fisher Scientific,

#17-0112-82), PE-anti-Tim4 (Thermo Fisher

Scientific, #12-5866-82), or goat anti-Clec4f

(R&D Systems, #AF2784) were incubatedwith

FACS buffer (2%FBS, 2mMEDTA, and sodium

azide in PBS) on ice for 30 min. In some ex-

periments, the primary cultures of KCs were
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Fig. 7. Intestine-restricted activation of LXR ameliorates liver injury in a

manner dependent upon enteric HDL production. (A to E) Abca1fl/fl and

Abca1
DVil1 mice received vehicle (n = 10 Abca1

fl/fl mice, n = 8 Abca1
DVil1 mice) or

1 mg/kg/day GW3965 (n = 10 Abca1
fl/fl mice, 8 Abca1

DVil1 mice) by gavage twice

weekly in the last 5 weeks of a 10-week feeding after SBR (Low-GW3965).

(A and B) RT-PCR analysis of select target genes in the ileum and liver tissues

was used to determine fold induction in response to GW3965 treatment.

(C and D) Heatmap of mRNA transcripts of LXR-regulated genes in the ileum

and liver tissues. (E) Heatmap of mRNA transcripts encoding genes associated

with the inflammatory response or collagen metabolism within the liver

according to GW3965 treatment and genotype. (F) Immunoblots for apoA1

to detect HDL after portal vein plasma were run on a nondenaturing gel.

(G) Portal plasma HDL cholesterol levels. (H) Sirius red staining of liver sections

(left) and relative area per field (right). Scale bar, 100 mm. (I) F4/80+

macrophages and S100A9+ neutrophils visualized by immunofluorescence in

liver sections (left) (scale bar, 100 mm) and cell numbers per field counted

(right). (J) Plasma ALT and AST levels. (K) RT-PCR measuring inflammation- or

fibrosis-associated mediators. Plots show mean ± SEM in male mice, with

each symbol on the bar graphs representing a single mouse with data combined

from two experiments; *P < 0.05, **P < 0.01, ***P < 0.001, ###P < 0.001.

t tests were used for statistical comparisons in (A) and (B); one-way ANOVA was

used for statistical comparisons in (G) to (K).
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incubated with 100 ng/ml of biotinylated LPS

(Invivogen, #tlrl-lpsbiot) for 2 hours. Then,

biotinwas detected using PE/Cy7-streptividin

(BioLegend, #405206). After surface staining of

biotin, in some experiments, internalized biotin-

LPS was stained using BV605-streptavidin

(BioLegend, #405229) in cells permeabilized

using the Intracellular Fixation& Permeabiliza-

tion Buffer Set (Thermo eBioscience, #88-8824).

After washing and resuspension, cells were

analyzed on a BDBiosciences FACS Symphony

machine and analyzed by FlowJo software

(BD Biosciences).

Enzyme-Linked Immunosorbent Assay

Enzyme-linked immunosorbent assay (ELISA)

kits were used according to the manufacturer’s

protocol and included the AST Activity Assay

Kit (Sigma-Aldrich, MAK055), TNF-a (Sigma-

Aldrich, RAB0477), or CCL2 ELISA (Sigma-

Aldrich, #RAB0055). Limulus amebocyte lysate

(LAL) endotoxin activity was measured using

the Pierce LALChromogenic EndotoxinQuan-

titationKit (Thermo Fisher Scientific, #88282).

LPS quantification by ELISA used the LPS

ELISA kit from MyBiosource (#MBS700021).

For sandwich ELISA to analyze LPS-HDL bind-

ing, we used high-binding clear polystyrene

microtiter plates (R&D Systems, #DY990), and

purified HDL was immobilized for 2 hours on

these plates at 37°C at 10 mg/ml. After washing,

plates were blocked with 1% BSA for 1 hour.

Then biotinylated LPS was preincubated with

or without 1 mg/ml of recombinant LBP (R&D

Systems) for 1 hour and incubated in plates for

30 min. For ELISA to quantify biotin, samples

including biotinylated LPS were incubated

in high-binding clear polystyrene microtiter

plates overnight at 37°C. Streptavidin perox-

idase (R&D Systems) was added, followed

by diaminobenzidine substrate (Abcam), for

colorimetric reactions. Colorimetric or fluo-

rometric absorbance was detected using the

Cytation 5 Cell Imaging Multi-Mode Reader

(BioTek).

IP of HDL, LDL, and biotinylated LPS

For proteomic analysis of systemic and por-

tal plasma, human plasma samples were sep-

arated using size-exclusion FPLC and then

plasma albumin and IgG were depleted using

the Pierce Albumin/IgG Removal kit (Thermo

Fisher Scientific, #89875). Immunoprecipitation

(IP) on the separated HDL fractions was con-

ducted using Pierce MS-Compatible Streptavi-

din Magnetic IP Kit (Thermo Fisher Scientific,

#90408). The anti-human apoA1 antibody

(Proteintech, #14427-1) was biotinylated using

PierceAntibodyBiotinylationkit for IP (Thermo

Fisher Scientific, #90407) for later capture by

streptavidin IP. The samples were eluted at low

pH and neutralized to 100 mM Tris, pH 8.0.

Biotinylated LPS in cell media was mixed

with 1% SDS to disrupt lipoproteins and then

purified using Streptavidin Magnetic IP kit.

Endotoxin activity of the immunopurified

biotinylated LPS was measured using the LAL

kit and normalized by relative amount of biotin

as detected in ELISA.

For binding studies, 50 mg/ml of protein in

HDL3, HDL2, or LDL fractions wasmixedwith

1 mg/ml of LBP and 20 mg/ml of biotinylated

LPS in 100 mMNaCl, 100 mM Tris, and 1 mM

EDTA buffer for 2 hours. The mixtures were in-

cubatedwith anti-apoA1 antibody (Proteintech)

or anti-apoB antibody (Thermo Fisher Sci-

entific, #MIA1605) overnight and immuno-

precipitated using Protein A agarose beads

(Abcam, #ab193254). The bead-bound sam-

ples were eluted using 0.1 M glycine buffer

(pH 2.5) and neutralized using 100 mM Tris,

pH 8.0. The distributions of LBP and bio-

tinylated LPS were measured by immuno-

blotting and streptavidin-peroxidase ELISA,

respectively.

Generation of reconstituted HDL (rHDL)

Human apoA1 isolation and purification from

fresh human plasma was performed as re-

ported previously (51). The lyophilized pro-

tein was solubilized and denatured in STB

(10 mM Tris, 0.15 M NaCl, 1 mM EDTA, and

0.2% NaN3) containing 3 M guanidine HCl,

followed by refolding at 4°C by dialyzing

against three changes of 4 liters of STB for

a minimum of 3 hours each. rHDL particles

were generated with a modified sodium cho-

late dialysis as previously described (52). A

molar ratio of 80:1 POPC (Avanti Polar Lipids)

and apoA1, respectively, was used to gener-

ate rHDL.

Depletion of HDL or AOAH

The HDL inmouse plasmawas removed with

the HDL Depletion Column IgY Kit (Genway

Biotech, #GWB-HDLIGY). AOAH in cell me-

dium was depleted through IP by anti-AOAH

antibody (Proteintech) and Protein A agarose

beads. After IP, the supernatant was har-

vested and depletion of HDL or AOAH con-

firmed by immunoblotting.

Chromatographic analysis of biotinylated LPS

transfer between lipoprotein species

HDL3 or HDL2 (100 mg protein/ml) was in-

cubated with or without 2 mg/ml of LBP and

1 mg/ml of biotinylated LPS in Tris buffer for

30 min and then dialyzed in a Slide-A-Lyzer

Dialysis cassette kit. Isolated VLDL (10 mg/ml

of protein) and LDL (50 mg/ml of protein)were

subsequently added to the HDL-LPS mix-

ture and incubated for 2 hours at 37°C. The

200-ml mixture was then subjected to FPLC

separation using a Superose 6 10/300GL gel

filtration column. The amount of biotin was

measured through streaptavidin peroxidase

ELISA, and lipoprotein-associated LPS was

thereby determined.

Portal vein injection of biotinylated LPS and

lipoprotein complex

A mixture containing 5 mg of biotinylated LPS

and 2 mg of LBP was incubated with 0.1 mg of

HDL3, HDL2, or LDL (concentration deter-

mined by protein not lipid) in saline buffer for

3 hours. Mice were anaesthetized by injection

of a mixture of ketamine (50 mg/kg body

weight) and xylazine (8 mg/kg body weight)

intraperitoneally. The LPS-loaded lipoprotein

mixtures described above were then injected

through the portal vein in a 100-ml volumeusing

an ultrasmall 33-gauge needle. VETSPON Ab-

sorbable Hemostatic Gelatin Sponges (Novartis)

were used to stop bleeding of the portal vein.

Systemic blood and livers were harvested

30 min later.

Peptide preparation and nano-liquid

chromatographyÐtandem mass spectrometry

Peptides were prepared as previously de-

scribed (53). Thenmodification of a previous

method (54) was followed. First, the column

was equilibrated to 0.1% formic acid (FA) for a

total of 11 ml at 700 bar pressure. The samples

in FA (1%) were loaded on an EASY nanoLC

(Thermo Fisher), with sample (2.5 ml) applied

onto a 75-mm inner diameter × 50-cm Acclaim

PepMap 100C18RSLCcolumn (ThermoFisher).

A constant pressure of 700 bar was maintained

at 0.1% FA. Peptide chromatography was per-

formed using mobile phase A (1% FA) con-

taining 2% B (100% MeCN, 1%FA) for 5 min,

then increased to 20%Bover 100min, to 32%B

over 20 min, to 95% B over 1 min, and held at

95%B for 29min. The flow ratewas 250nl/min.

Data were acquired in data-dependent acquisi-

tion (DDA) mode. Full-scan mass spectra were

acquired with the Orbitrap mass analyzer

with a scan range ofm/z = 350 to 1500 and a

mass resolving power set to 70,000. Ten data-

dependent, high-energy collisional dissocia-

tions were performed with a mass-resolving

power set to 17,500, a fixed lower value of

m/z 100, an isolation width of 2 Da, and a nor-

malized collision energy setting of 27. The

maximum injection timewas 60ms for parent

ion analysis and product ion analysis. The tar-

get ions that were selected for tandem mass

spectrometry (MS/MS) were dynamically ex-

cluded for 20 s. The automatic gain control

was set at a target value of 3 × 10
–6
ions for

full MS scans and 1 × 10
–5
ions for MS2. Pep-

tide ions with charge states of 1 or >8 were

excluded for HCD acquisition.

Protein identification

TheMS unprocessed data from the mass spec-

trometer were converted to peak lists using

ProteomeDiscoverer (ThermoFisher Scientific).

The MS2 spectra with charges +2, +3, and +4

were analyzed using Mascot software (Matrix

Science). Mascot was set up to search against

a UniProt (July 2019) database of human
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proteins (20,667 entries), using trypsin cleav-

age specificity (trypsin/P) with four missed

cleavages allowed. The searches were per-

formed using Mascot software according to

previously described parameters for peptide

identification (53). Peptides and proteins were

filtered at 1% false discovery rate (FDR) by

searching against a reversed protein sequence

database. The ontology of HDL signature pro-

teins were acquired from DAVID bioinfor-

matics functional annotiation (https://david.

ncifcrf.gov/).

RNA sequencing

Three individual mice per experimental group

were used for the generation of whole intesti-

nal or whole liver RNA sequencing. Total RNA

integrity was determined using an Agilent

Technologies Bioanalyzer or 4200 Tapestation.

Library preparationwas performedwith 500ng

to 1 mg of total RNA. Ribosomal RNA was re-

moved by anRNase-Hmethod using RiboErase

kits (Kapa Biosystems), and mRNA was then

fragmented in reverse transcriptase buffer

with heating to 94°C for 8 min. Then mRNA

was reverse transcribed to yield cDNA using

SuperScript III RT enzyme (Life Technologies)

and random hexamers. A second strand reac-

tion was performed to yield ds-cDNA. cDNA

was blunt-ended, had an A base added to the

3′ ends, and then had Illumina sequencing

adapters ligated to the ends. Ligated fragments

were then amplified for 12 to 15 cycles using

primers incorporating unique dual index tags.

Fragments were sequenced on an Illumina

NovaSeq-6000 using paired-end reads extend-

ing 150 bases. The gene countswere quantified

with CPM transformations addedwith custom

R scripting. Normalized Log2 CPM values were

visualized as heatmaps through the web in-

terface Phantasus (https://genome.ifmo.ru/

phantasus). Gene ontology pathway analyses

were acquired from DAVID bioinformatics

functional annotation. The sequencing and

expression data have been deposited in the

Gene Expression Omnibus (GEO) database of

theNational Center for Biotechnology Informa-

tion with the accession number GSE167983.

Human studies

Human portal and peripheral systemic blood

was acquired from adult patients undergoing

open surgical procedures in which the surgical

team deemed that the portal vein was safely ac-

cessible.Bloodwas collected inEDTA-containing

tubes and centrifuged for immediate analysis

of plasma for HDL. The population of patients

fromwhichplasmawas acquiredwas composed

of three males and three females ranging in

age from 54 to 80. Four underwent Whipple

pancreatic surgery, one underwent gastric

bypass, and one underwent an orthotopic liver

transplant. Immunoblotswere performedusing

tissue specimens from other patients under-

going surgical resection for proximal or distal

gut after traumatic injury. These were collected

and fixed in formalin by the Department of

Pathology and Immunology for a routine sur-

gical pathology workup and were shared for

research after sign out of the clinical case. After

dissecting tissue enriched in epithelium, dis-

sected tissueswere stabilized inPAXgeneTissue

Stabilization buffer (PreAnalytiX, #765512) for

at least 3 hours. Protein lysates were then pre-

pared by homogenization in Extraction EXB

buffer (Qiagen, #37623). All human studieswere

approved by the Human Research Protection

Office at Washington University (institution-

al review board protocols #201111038 and

#2019101009, PI G. J. Randolph).

Statistics

All graphs are plotted to depict mean ± SEM. A

paired or unpaired two-tailed Student's t test

was used for simple comparisons, a one-way

ANOVAwith Tukey's post hoc test formultiple

comparisons for three or more groups with

one variable, or a two-way ANOVA with Sidak

post hoc test for three or more groups with

two variables. Statistical differences were

analyzed and graphs were prepared using

GraphPadPrism software version 8.0. P < 0.05

was considered to be a significant difference.

Replicates in the bar graphs are shown by dis-

tinct symbols. Replicates in biochemical and/or

binding experiments were independent techni-

cal replicates using the same reagents (techni-

cal replicates; Figs. 3 and 4, A to F). In other

experiments, each symbol in a graph represents

experiments where independent cell prepara-

tions of plasma (Fig. 1, A and F, and Fig. 2, A

and B; paired samples) or primary cells (Fig. 3,

A to E, and Fig. 4, G to L) were generated and

studied within the experimental design. Fi-

nally, in all in vivo experiments, each symbol

in a graph represents data generated from an

individualmouse (Fig. 1, C to E; Fig. 4M; Fig. 5,

A, C, and E to H; Fig. 5, J to L; Fig. 6, A to F, H

to J,and L and M; and Fig. 7, A to K). All data

usingmice contained at least twomice in each

experimental group from the same litter, so

that the data in a given experimental cohort

contained littermate controls in the other

groups of the same experiment. Some studies

combined mice from three or four litters to

generate sufficient numbers. If these mice

were subjected to experimentalmanipulations

such as short bowel surgery on different dates,

then we refer to the combination of those data

into one graph as combining different experi-

ments, with each distinct start date of the

experimental manipulation considered an in-

dependent experiment. Experimental man-

ipulations that began on the same day with

age-matched litters were not classified as in-

dependent experiments. The distribution of

data was not affected by combining indepen-

dent experiments.Wherepossible, data collected

from different experiments were subjected to

assays simultaneously tominimize batch effects.
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INTRODUCTION: Enzymes possess extraordinary
catalytic proficiency and specificity. These
properties ultimately derive from interactions
not just between the active-site residues and
the substrate but from functional interactions
throughout a folded enzyme. Therefore, under-
standing the origins of catalytic proficiency and
specificitywill require the ability tomakemuta-
tions throughout the protein. Traditionally, en-
zyme active sites have been characterized by
means of site-directed mutagenesis (SDM), re-
vealingmuchabout the catalytic functions of these
residues; nevertheless, SDM is low-throughput,
costly, and labor intensive. By contrast, recently
developed high-throughput mutational scann-
ing techniques assay largenumbers of sequences
but provide only coarse estimates of function,
such as the amount of product generated at a
particular time under a particular set of con-
ditions or overall organismal fitness.

RATIONALE: New technologies are needed to
overcome the limitations of current approaches
and allow deep characterization of many en-
zyme variants in a cost- and time-efficientman-
ner. To meet this challenge, we developed a
high-throughput microfluidic platform that
allows the simultaneous expression and puri-
fication of more than 1500 rationally chosen
enzymemutants inhours and allows their quan-
titative functional characterization in days. HT-
MEK (High-Throughput Microfluidic Enzyme
Kinetics) can be used with any enzyme system
that can be tagged and expressed in vitro and
has a direct or coupled fluorogenic assay.

RESULTS: As a first application of HT-MEK,
we functionally characterized 1036 single-site
mutants that contain either a glycine or valine
substitution at each position within PafA
(phosphate-irrepressible alkaline phosphatase

of Flavobacterium), a well-studied enzyme from
the alkaline phosphatase superfamily. For each
mutant, we measured Michaelis-Menten kine-
tics [apparent unimolecular rate constant (kcat),
Michaelis constant (Km), and kcat/Km] for multi-
ple substrates, inhibition constants, and effects
on folding, obtaining more than 5000 kinetic
and thermodynamic constants frommore than
670,000 total reactions. We found that most
mutations (702 of 1036) yielded statistically sig-
nificant effects on some aspect of catalysis. By
systematically and independently varying ex-
pression and assay conditions, we determined
that 232 of these mutations reduced catalysis
by promoting the formation of a long-lived, cat-
alytically inactivemisfolded state, whereas none
did so through equilibrium unfolding under
our assay conditions. Combining these func-
tional measurements with prior mechanistic
knowledge allowed us to systematically assess
the effect of eachmutation. Different groups of
residues affected different aspects of function,
with residues that affect a particular function
forming large, spatially contiguous regions
that spanned from the active site up to 20 Å
from the active site and to the enzyme surface.

CONCLUSION: HT-MEK has allowed us to un-
cover functional effects throughout PafA and
to identify the catalytic features affected by
different groups of residues. Some of these ef-
fects are readily rationalized through inspec-
tion of structural interconnections to the
active site, whereas others were nonobvious,
including large distal and surface effects and
the discovery of a long-lived misfolded state.
These results underscore the need to mea-
sure the effects of mutations on multiple ki-
netic and thermodynamic parameters across
multiple reaction conditions and thus the need
for this new technology. Because HT-MEK is
applicable to any enzyme with a direct or
coupled fluorescent readout and provides an
in-depth and quantitative analysis of mutant
space rapidly and at modest cost, it may be
the method of choice to characterize new
enzymes. In future applications, HT-MEK
can be used to dissect potential evolutionary
trajectories, determine the functional conse-
quences of human disease-associated allelic
variants, identify surfaces with nascent al-
losteric potential for rational control of cat-
alysis, and direct the adaptation of natural
and designed enzymes for new functions and
roles.▪
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D. Herschlag1,6,7*, P. M. Fordyce3,7,8,9*

Systematic and extensive investigation of enzymes is needed to understand their extraordinary efficiency

and meet current challenges in medicine and engineering. We present HT-MEK (High-Throughput

Microfluidic Enzyme Kinetics), a microfluidic platform for high-throughput expression, purification, and

characterization of more than 1500 enzyme variants per experiment. For 1036 mutants of the alkaline

phosphatase PafA (phosphate-irrepressible alkaline phosphatase of Flavobacterium), we performed more

than 670,000 reactions and determined more than 5000 kinetic and physical constants for multiple

substrates and inhibitors. We uncovered extensive kinetic partitioning to a misfolded state and isolated

catalytic effects, revealing spatially contiguous regions of residues linked to particular aspects of function.

Regions included active-site proximal residues but extended to the enzyme surface, providing a map of

underlying architecture not possible to derive from existing approaches. HT-MEK has applications that

range from understanding molecular mechanisms to medicine, engineering, and design.

U
nderstanding how sequence encodes

function remains a fundamental chal-

lenge in biology. Linear chains of ami-

no acids fold into three-dimensional

protein structures that carry out the

physical and chemical tasks needed for life,

such as highly efficient and specific catalysis.

Sequence variations across organisms and

individuals confer beneficial and deleterious

effects: Variation throughout evolution cre-

ates proteins with improved or new func-

tions, but variation among individuals can

also compromise function and cause disease

(1–3). An enhanced predictive understanding

of the sequence-function landscape could have

profound impacts across biology, from en-

abling efficient protein design to improving

detection of rare allelic variants that drive

disease (4–7), but new approaches and data

are needed to attain this goal.

Understanding sequence-function relation-

ships within enzymes poses a particular chal-

lenge. Structural and biochemical studies of

enzymes have revealed the sites of substrate

binding and catalytic transformation, the resi-

dues directly involved in catalysis, and roles

for these residues. Nevertheless, residues out-

side the active site are needed for the active

site to assemble and function and for control

of function by allosteric ligands and covalent

modifications (8–10). Despite their importance,

the roles played by residues outside the active

site, which comprise the majority of amino

acids in an enzyme, remain largely unexplored.

This dearth of knowledge stems from the

nature of experimental approaches currently

available. Site-directed mutagenesis (SDM)

has traditionally been used to assess function

by means of in-depth biochemical assays that

yield kinetic and thermodynamic constants.

However, SDM is time-, resource-, and labor-

intensive, limiting investigation to a small

number of residues. By contrast, deep muta-

tional scanning (DMS) provides the ability

to assay the effects of all 20 amino acids at

every position within an enzyme (5, 11, 12).

However, DMS lacks the depth and dimen-

sionality of traditional SDM studies, typically

providing a scalar readout with an uncertain

relationship to the multiple fundamental phys-

ical constants needed to describe an enzyme’s

function.

Marrying the strengths of traditional SDM

and emerging DMS is needed to usher in a

new era of mechanistic enzymology. Here, we

present HT-MEK (High-Throughput Micro-

fluidic Enzyme Kinetics), a platform capable

of simultaneously expressing, purifying, and

characterizing more than 1500 rationally cho-

sen enzyme mutants in parallel with the depth

and precision of traditional SDM. EachHT-MEK

experiment provides 1000s of measurements

and multiple kinetic and thermodynamic con-

stants [such as the apparent unimolecular rate

constant (kcat), Michaelis constant (Km), kcat/

Km, and inhibition constant (Ki)] in days and

at low cost.

To guide HT-MEK development and dem-

onstrate its capabilities, we carried out a com-

prehensive mechanistic investigation of the

effects of mutations to every residue within

the alkaline phosphatase superfamily mem-

ber PafA (phosphate-irrepressible alkaline phos-

phatase of Flavobacterium) (Fig. 1A and fig. S1).

PafA and related phosphomonoesterases are

among the most prodigious catalysts known,

with rate enhancements of up to ~10
27
-fold,

providing a large dynamic range to explore

(13). We also anticipated that PafA, a secreted

enzyme, would be highly stable, potentially al-

lowing us to more deeply probe catalysis with-

out obfuscation fromglobal unfolding.We found

that 702 of the 1036mutants investigated have

substantial functional consequences, with none

arising from equilibrium unfolding. Addition-

al experiments revealed that many mutations

promote the formation of a long-lived, catalyti-

cally incompetentmisfolded state both in vitro

and in cells. The multidimensional measure-

ments provided by HT-MEK allowed us to de-

couple this misfolding from catalytic effects

and quantify mutational effects on particular

aspects of catalysis and mechanism using an

approachwe call Functional ComponentAnaly-

sis. This approach revealed spatially contiguous

regions of residues that extend from the active

site to the enzyme surface responsible for opti-

mizing particular catalytic strategies. Surface

residues with functional effects upon mutation

may compose candidate allosteric regions use-

ful for engineering rational control of catalytic

activity. The HT-MEK platform and the quan-

titative multidimensional datasets it can pro-

vide will have broad utility for future efforts to

understand catalyticmechanisms, natural var-

iation, and evolutionary trajectories and to

design enzymes with new functions.

Results

HT-MEK device and experimental pipeline

HT-MEK is built around a two-layer poly-

dimethylsiloxane (PDMS) microfluidic device

with 1568 chambers and integrated pneumat-

ic valves (Fig. 1B and fig. S2) (14, 15). Each

chamber is composed of two compartments

(DNAandReaction) separated by a valve (Neck),

with adjacent chambers isolated from one

another by a second valve (Sandwich). A third

valve (Button) reversibly excludes or exposes a

circular patch of the reaction compartment

surface, enabling surface patterning for on-

chip protein immobilization and purification

(Fig. 1C) and subsequent simultaneous initia-

tion of successive on-chip reactions across the

device (Fig. 1D). Each DNA compartment of

each chamber is programmed with a specified

enzyme variant by aligning the device to a

spotted array of DNA plasmids that encode for

the expression of C-terminally enhanced green
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fluorescent protein (eGFP)Ðtagged variants

(fig. S3). After alignment, device surfaces are

patterned with antibodies to eGFP beneath the

Button valve and passivated with bovine serum

albumin elsewhere. All enzymes are then ex-

pressed in parallel through the introduction

of an Escherichia coli in vitro transcription-

translation system and purified by means of

capture with surface-patterned immobilized

antibody and washing (fig. S4). Production

of up to 1568 different purified enzymes takes

~10 hours, withmost steps automated. Enzymes

are immobilized under the Button valves that

protect against flow-induced loss of enzyme

during solution exchange and allow repeated

synchronous initiation of reactions.

To obtain catalytic rate parameters, we

quantify (i) the concentration of immobilized
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Fig. 1. Overview of HT-MEK and PafA. (A) (Left) Crystal structure of WT PafA

[Protein Data Bank (PDB) ID: 5TJ3] highlighting “nucleophile” (residues 77 to 89,

green) and “monoesterase” (residues 161 to 171, yellow) helices. (Right) PafA

catalytic cycle (S, phosphate monoester substrate; E–P, covalent phospho-threonine

intermediate; −OLG, alkoxide leaving group) and active site in the transition state

of monoester hydrolysis. (Single-letter abbreviations for the amino acid residues are

as follows: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu;

M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr. In

the mutants, other amino acids were substituted at certain locations; for

example, T79S indicates that threonine at position 79 was replaced by serine.)

(B) HT-MEK microfluidic device image and schematic showing solution (Flow)

and pneumatic manifold (Control) input ports, device valves, and chambers.

(C) Schematic of on-chip enzyme expression pipeline. Dark and light gray valves

are pressurized (closed) and depressurized (open), respectively. (D) Schematic of

on-chip activity assays by using fluorogenic substrate in reaction chambers (orange).

(E) Sample images of (left) immobilized enzyme and (right) fluorogenic product

over time for WT PafA and two active-site mutants (R164A and T79S) with the

substrate cMUP. (F) Example cMUP progress curves for chambers containing wild

type and two active-site mutants and initial rate fits to these data. (G) Michaelis-

Menten fits to initial rates yield kcat, Km, and kcat/Km for cMUP. (H) (Left) On-chip

expressed concentrations for WT PafA and six active-site mutants calculated by

using eGFP calibration curves. (Middle left to right) Comparisons of on-chip (box

plots) and off-chip (gray circle) values of kcat, Km, and kcat/Km values (log10 axis) for

cMUP for seven PafA variants (table S1) and (inset) cMUP structure. K162A was

expressed at higher concentration in a later experimental tier (with higher [E]);

“skipped” refers to chambers without plasmid DNA; pink shaded region denotes

10-fold above the median apparent second-order rate constant for T79G control

chambers (supplementary materials, materials and methods).
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enzyme in each chamber, using an eGFP calib-

ration curve (fig. S5), and (ii) the amount of

product formed as a function of reaction time,

using a chamber-specific product calibration

curve (fig. S6). We then fit reaction progress

curves in each chamber to obtain initial rates

(vi) for each substrate concentration using a

custom image-processing pipeline and convert

observed rates (vi) to enzyme-normalized rate

constants according to the eGFP intensity in

each chamber and calibration curve (Fig. 1, E

and F, and figs. S7 and S8). This process—

repeated on a single device for multiple sub-

strate concentrations, multiple substrates, and

multiple inhibitors—provides the data neces-

sary to obtain Michaelis-Menten parameters

and other kinetic and thermodynamic con-

stants (Fig. 1G and fig. S7).

HT-MEK reproduces kinetic constants previously

measured with traditional assays

To demonstrate the technical capabilities of

HT-MEK, we applied it to study seven previ-

ously characterized PafA variants: wild type,

five active site mutants (T79S, N100A, R164A,

K162A, and N100A/R164A), and one mutant

lacking detectable activity (T79G, negative con-

trol) (16). Activities of wild-type (WT) PafA

and the six mutants span a broad range in

kcat (>10
4
-fold), kcat/Km (>10

4
-fold), and Km

(>10
2
-fold) for aryl phosphate monoester hy-

drolysis, providing a stringent initial test of

HT-MEK dynamic range (table S1). Nearly all

DNA-containing chambers expressed enzyme

(>90%), and all mutants expressed at similar

levels as determined from eGFP fluorescence

(K162A was deliberately expressed at higher

concentrations in a later experimental tier,

described below) (Fig. 1H and fig. S9).

Although fluorogenic phosphate ester sub-

strates permit kinetic assays of phosphatase

activity with a high dynamic range, micro-

fluidic assays that use the commercial 4-

methylumbelliferyl phosphate ester (MUP)

were complicated by partitioning of the hydro-

phobic fluorescent product into the hydropho-

bic PDMS, which increases background and

distorts kineticmeasurements. To address this

limitation, we synthesized MUP derivatives of

similar reactivity (cMUP and a corresponding

methyl phosphodiester, MecMUP) that bear a

charged moiety on the leaving group to elimi-

nate PDMS absorption (figs. S10 to S12 and

table S1).

Accurately resolving enzymatic rates span-

ning many orders of magnitude poses techni-

cal challenges because different acquisition

times are needed at catalytic extremes (fig. S13),

and even a small concentration of contaminat-

ing fast enzyme introduced into nearby cham-

bers during fluid exchanges can obscure the true

rates for the most catalytically compromised

mutants. To address the first challenge, we ex-

pressed enzymes at two concentrations: ~1.5 nM

(for accuratemeasurement of fast enzymes) and

~15nM(to speed reactions for efficient detection

of slow enzymes) (Fig. 1H and fig. S14). To

identify regions of the device with contam-

inating enzymes from other chambers, we

interspersed chambers that were empty or

contained the inactive T79Gmutant and also

measured their apparent activity (figs. S15

and S16 and table S2). Per-device normaliza-

tions (0.4 and 1.4-fold) were used to account

for small variations in apparent activity owing

to nonspecific adsorption of mutant enzymes

to chamber walls (supplementary materials,

materials and methods). This normalization

increased precision across replicates but did

not affect conclusions (fig. S17). HT-MEK as-

says recapitulated cMUP kinetic parameters

(kcat, Km, and kcat/Km) accurately and over a

wide dynamic range (>10
4
-fold in kcat/Km),

indicating that the device and added eGFP

tag did not alter activity (Fig. 1H and table S3).

Many mutations throughout PafA affect

phosphate monoester hydrolysis

To explore functional effects of mutations

throughout PafA, we created mutant libraries

in which we introduced two residues with

widely differing side-chain properties at each

position: (i) glycine, to ablate side chain inter-

actions and increase backbone flexibility, and

(ii) valine, to introduce a branched chain hy-

drophobe of average volume. Native valine

and glycine residues were mutated to alanine.

Nearly all of these 1052 possible mutants (1036;

98%) were successfully cloned, sequenced, ex-

pressed, and assayed with HT-MEK (fig. S18).

We first measured the catalytic effect of

each substitution on the steady-state kinetic

parameters for cMUP hydrolysis (kcat, Km, and

kcat/Km) (Fig. 2A). To facilitate efficient mea-

surement, we performed experiments in three

tiers based on reaction rates (table S2). In tier

1, we assayed devices that contained all variants

at low enzyme concentration ([E] ~ 1.5 nM),

with enzymes printed in duplicate and the

above-noted active site mutants distributed

throughout as fiducial controls. Tier 2 and 3

measurements, using higher enzyme concen-

tration ([E] ≈ 15 nM), focused successively

on the slowest variants with increasing assay

times and increasing numbers of replicates

to provide high-precision measurements of

these slower mutants. Each device was used

to measure tens of cMUP progress curves,

and all expressed variants were stable over

days, facilitating high-throughput data col-

lection. Per-experiment data reports contain

all data collected for each chamber, including

initial rate plots and fit Michaelis-Menten

curves (an example is provided in fig. S19, and

full data sets are available as data files S1 and

S2); per-mutant summaries combine data

from all experiments and include estimates of

statistical significance (Fig. 2, B and C, and fig.

S20). In total, we acquired a median of nine

and seven replicates for valine and glycine

mutants, respectively, over 16 experiments

(figs. S21 to 24 and table S2). The wealth and

precision of these data allowed us to resolve

differences across ranges of 10
4
, 10

2
, and 10

5
-

fold for kcat, Km, and kcat/Km, respectively.

As expected, mutations of active-site residues

and catalytic Zn
2+

ligands were highly delete-

rious, and positional effects varied for valine

and glycine (Fig. 2, D to F). Nevertheless, a

surprisingly largenumberofmutations through-

out the enzymewere deleterious, with decreases

in kcat/Km observed for 267 of the 1036 mutants

(P < 0.01). We also observed 35 mutants with

increasedactivity (fig. S21). Thesemeasurements

provide a quantitative survey of Michaelis-

Mentenkinetic constants formutations through-

out a large enzyme but do not tell us why so

many mutations alter activity.

Themost obvious explanation for thesewide-

spread effects would be destabilization leading

to a significant fraction of unfolded enzyme.

Beyond destabilization, mutations can have

other repercussions, altering the catalytic ef-

fectiveness of particular active-site residues,

reducing Zn
2+
affinity at the bimetallo active

site or altering enzymatic protonation states.

The ability to efficiently measure catalytic ac-

tivity for all mutants under different assay and

expression conditions as afforded by HT-MEK

allowed us to test each of these possibilities.

Widespread mutational effects do not arise from

equilibrium unfolding

Reflecting its role as a secreted phosphatase

designed to function in harsh and variable en-

vironments, WT PafA is highly stable and re-

mains folded, as inferred fromcircular dichroism

(CD) spectra, even after exposure to 4 M urea

for 14 days (fig. S25). This stability suggests

that any individual mutation is unlikely to

substantially unfold the enzyme. To directly

test this expectation, we measured cMUP ac-

tivities in the presence of increasing concen-

trations of urea. If a variant were already

partially unfolded in the absence of urea, then

even low concentrations of added urea would

cause substantial additional unfolding (17),

proportionally lowering activity (Fig. 2G and

supplementary text S1). By contrast, we ob-

served only minor rate effects for all mutants

(six ± onefold decrease at 3 M compared with

0 M urea, ±SEM), which is considerably less

than the >10
9
-fold decrease predicted for an

unfolding effect and consistentwith inhibition

by urea, with Ki = 2.6 M for all variants (Fig.

2H and fig. S26).

Equilibrium unfolding would also predict a

Zn
2+

concentration dependence for the ob-

served rate because added or removed Zn
2+

would pull the equilibrium between folded

(and Zn
2+
-bound) and unfolded states (Fig.

2G). Consistent with an absence of unfolding
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effects, we observed no dependence on Zn
2+

concentration over a ~10
3
-fold range (Fig. 2I

and supplementary text S1). This observation

also establishes that observed rate effects for

mutants with measurable rates do not arise

from loss of bound Zn
2+
owing to lowered Zn

2+

affinity. Last, mutants were unaltered in their

pH dependencies (fig. S27 and supplementary

text S1), ruling out altered protonation states

as responsible for observed kinetic effects.

A general high-throughput assay for phosphate

release and additional mutational effects

Although fluorogenic probes provide a sensi-

tive and convenientmethod for directly visual-

izing enzyme activity in kinetic assays, many

reactions lack a direct fluorogenic readout. To

allow future application ofHT-MEK to amuch

broader range of enzymes, we developed an

on-chip coupled assay inwhich inorganic phos-

phate (Pi) is detected through fluorescence em-

itted upon binding to a modified phosphate

binding protein (PBP) (Fig. 3A) (18). Calibra-

tion curves for Pi and PBP and control mea-

surements using the PafA substrate methyl

phosphate (MeP) established that this coupled

on-chip assay can detect submicromolar Pi
formation and accurately reproduce off-chip

kinetic constants (figs. S28 to S30).

Beyond their limited availability, fluoroge-

nic substrates are often more reactive than
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Fig. 2. HT-MEK measurements of aryl phosphate monoester (cMUP)

hydrolysis for valine and glycine scans of PafA. (A) Median Michaelis-Menten

curves for WT PafA and an example mutant with kcat and Km effects. Colored

regions denote 99% confidence intervals (CIs) on medians of parameters from

replicates. (B) Valine substitutions at 126 positions alter cMUP kcat/Km at

P < 0.01 (105 slower, 21 faster, gold markers; gray, P ≥ 0.01). (C) Glycine

substitutions at 176 positions alter cMUP kcat/Km at P < 0.01 (162 slower,

14 faster, gold; gray, P ≥ 0.01). (D) Effect of glycine versus valine substitution

on cMUP kcat/Km at each position, colored by identity type of the native

residue. Arrows denote the presence and direction of measurement limits.

(E and F) Valine (E) and glycine (F) substitution effects on cMUP hydrolysis

on the PafA structure. P < 0.01 sites shown as spheres, P ≥ 0.01 and missing

sites shown as ribbons. Alternate views are provided in fig. S21. (G) Model

of equilibrium unfolding with varying urea and Zn2+. (H) Activity of mutants

relative to wild type at 50 mM cMUP as a function of urea. Red and yellow lines

show predicted dependencies if mutants were 10% unfolded in the absence

of urea, assuming m values of 4.8 and 8 kcal/mol/M (supplementary text S1).

The blue curve is the best fit of the data for m = 4.8 kcal/mol/M with fraction

unfolded (fu) at 0 M [urea] as a free parameter (fit fu = 1 × 10−10), and the

dashed gray curve is the fit competitive inhibition of WT PafA by urea (fig.

S26). (I) Normalized activity of mutants relative to wild type as a function

of [Zn2+]. Orange and red points show expected activities for Zn2+-dependent

unfolding events if mutants were 10% unfolded at 100 mM Zn2+ assuming

two or three Zn2+ binding events, respectively.
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Fig. 3. Substrates with different intrinsic reactivity reveal kinetic folding

traps. (A) Schematic illustrating real-time detection of Pi produced by MeP

hydrolysis on-chip using a fluorophore-conjugated PBP (18). (B) Reaction

coordinate diagrams schematically illustrating substrates with either chemistry

(MeP) or binding (cMUP) as the rate-limiting step. Solid arrows indicate

observable mutational effects on the chemical step, and open arrows indicate

effects that are not observable. (C) Measured kcat/Km for MeP versus kcat/Km

for cMUP for active-site mutants off-chip (blue points) and for valine and glycine

mutants. Limits in one or both directions are indicated with chevrons pointing

in the direction or quadrant of the limit. The red shaded region denotes lower

limit of detection for MeP, the solid blue line indicates predicted relationship

between kcat/Km for cMUP and MeP hydrolysis, and the dashed blue line shows

predicted relationship for enzymes with WT activity but a varying fraction

of inactive enzyme (supplementary text S2). (D) Scheme showing kinetic

partitioning between folded (active) and misfolded (kinetically trapped) enzyme

during expression. (E) Pulse-chase experiment to test for expression-dependent

misfolding by varying expression conditions while keeping reaction conditions

constant. (F) Residues with temperature-dependent activity changes shown

as spheres on the PafA structure, with active-site residues N100, K162, R164,

and T79 shown as purple sticks. (G) Histograms of the ratio of measured

activities after expression at 23° and 37°C [cMUP (kcat/Km
mutant)/(kcat/Km

WT),

23°C/37°C] (red) compared with the ratios of randomly paired replicates

expressed under standard conditions (37°C and 100 mM Zn2+; gray). (H) Residues

with expression [Zn2+]–dependent activity changes shown as spheres on the

PafA structure. (I) Histograms of the ratio of measured activities across Zn2+

concentrations [cMUP (kcat/KM
mutant)/(kcat/KM

WT), 1000 mM/10 mM Zn2+]

(blue) compared with the ratios of randomly paired replicates expressed

under standard conditions (37°C and 100 mM Zn2+; gray). (J) (Top) Native

gels for enzymes expressed by means of in vitro transcription-translation

off-chip at 23°C. All constructs appear as a single band corresponding to the

natively folded species (“N”). (Bottom) At 37°C, non-WT variants have an additional

band corresponding to the putatively misfolded (“M”) species. (K) Expression

temperature effects on-chip (in vitro) versus in E. coli (in vivo). The red line indicates

linear regression of log-transformed data with the indicated slope (values

provided in table S5). In vivo protein levels were determined from eGFP

fluorescence to estimate total expressed protein concentration.
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naturally occurring substrates, potentially

rendering binding rate–limiting and obscur-

ing mutational effects on the chemical step of

catalysis, and there is evidence for this behavior

with PafA (16). On-chip MeP hydrolysis assays,

therefore, complement thewide dynamic range

of cMUP assays by identifying modest effects

on the chemical step. Off-chip measurements

of several active-site mutants revealed a de-

crease in observed MeP activity (owing to

effects on the chemical step) without a con-

comitant change in cMUP activity, as expected

for rate-limiting cMUP binding (Fig. 3B, red

vertical arrows). Once transition-state desta-

bilizationwas sufficiently large,MeP and cMUP

reactions both slowed (Fig. 3B, blue vertical

arrows). The solid blue line in Fig. 3C is a fit to

the rate model derived from the free energy–

reaction profiles in Fig. 3B for a series of active-

site mutants (Fig. 3C, blue points; figs. S31; and

supplementary text S2) (19) and predicts the

kinetic behavior expected for the PafA glycine-

and valine-scanning library mutants.

HT-MEK kinetic measurements revealed

kcat/Km effects for almost half of the mutants

(498 of 1035 with P < 0.01) (fig. S32), but few

exhibited the predicted behavior (Fig. 3C, solid

blue line versus gray symbols). Instead, the

mutants tended to fall between the predicted

line and a diagonal line representing equally

deleterious effects on the reactions of both

substrates (Fig. 3C, blue solid and dashed lines,

respectively). Equally deleterious effects are

expected for enzymes with WT activity but

only a fraction of the enzyme in the active

configuration, with less correctly folded var-

iants further down the diagonal. Thus, ob-

served intermediate effects could represent

combinations of effects on the chemical step

and on the fraction of the mutant population

that is active.

Many mutations reduce catalysis by

altering folding

The urea, Zn
2+
, and pH data presented above

provided strong evidence against equilibrium

unfolding for any of the variants (Fig. 2, H and

I). We therefore considered and tested an

alternate model in which inactive enzyme re-

sulted from a nonequilibrium process: the for-

mation of long-lived misfolded proteins during

expression (Fig. 3D) (20). Because temperature

is known to affect folding efficiency (21, 22),

and because PafA binds multiple Zn
2+

ions

during folding, we varied the expression tem-

perature (23° and 37°C) and Zn
2+

concentra-

tion (10 and 1000 mM) from our standard

expression conditions (37°C and 100 mMZn
2+
).

We then measured reaction rates under iden-

tical assay conditions (23°C and 100 mM Zn
2+
,

our standard assay conditions), so that any

observed rate changes must arise from differ-

ences during folding that persisted over time

(Fig. 3E). Many mutations had differential ef-

fects on observed catalytic activity when ex-

pressed at 23° versus 37°C (“T-Effect”) or with

different concentrations of Zn
2+

(“Zn-Effect”).

Whereas T-Effects were found predominantly

in the enzyme core, Zn-Effects were concen-

trated around the distal Zn
2+
(Fig. 3, F to I, and

figs. S33 and S34). These results strongly sup-

port the presence of persistent nonequilibrium

folding effects, which have been anecdotally

observed in other systems (20, 21, 23–25). A

second prediction of the misfolding model was

also met: Variants with T- and Zn-Effects were

not systematically altered in Km under varied

expression conditions (fig. S35), as expected

under amodel of nonequilibrating states. PafA

folding thus apparently involves one or more

branchpoints sensitive to temperature and

Zn
2+

that lead to active PafA or one or more

long-lived inactive states (Fig. 3D).

Altered folding pathways promote a long-lived

inactive state in vitro and in vivo

Misfolding could be an artifact of high-

throughput on-chip expression or could also

arise during standard expression in vitro and

possibly in vivo. To test for chip-induced mis-

folding effects, we selected 19 variants with

varying predicted amounts of misfolding for off-

chip expression bymeans of in vitro transcription-

translation and kinetic characterization (fig.

S36 and table S4). Activities were similar off-

and on-chip (fig. S37), suggesting that the chip

is not responsible for the observed misfolding.

Native gels and kinetic assays provided ad-

ditional support for the misfolded state. Mu-

tants predicted to misfold had an additional

band of distinct mobility when expressed at

high temperature that was not present or di-

minished when expressed at lower tempera-

ture (Fig. 3J, misfolded state “M”). Transient

treatment with thermolysin, a protease that

cleaves within exposed hydrophobic regions

that occur in unfolded ormisfolded proteins,

resulted in loss of M but not the native state

(native state “N”) (fig. S38A) (26). Neverthe-

less, despite degradation of the majority of

the protein (present as M), the total observed

enzyme activity for each mutant was un-

changed before and after degradation (fig.

S38B), indicating that M lacked substantial

activity and that N and M did not equilibrate

over the hours taken to carry out these ex-

periments. The observation that different

temperature-sensitive mutants gave the same

mobility on a native gel and similar protease

sensitivity suggests the formation of a single

misfolded state or set of states with similar

properties.

Our observation of a long-lived inactive state

raised the question of whether analogous

misfolding occurs in cells, where cellular mach-

inery can assist folding. We recombinantly ex-

pressed 21 variants in E. coli that did and did

not undergo temperature-dependent misfold-

ing in vitro (fig. S36 and table S5). Expression

in vivo was also temperature dependent, with

changes in apparent kcat/Km values for the

in vivo–expressed PafAmutants that correlated

with the change observed in vitro [coefficient

of determination (R
2
) = 0.38] (Fig. 3K). Tem-

perature effects were generally smaller for

in vivo–expressed mutants, suggesting that

cellular factors may partially rescue or prefer-

entially degrade themisfolded state, analogous

to cellular degradation of thermodynamically

destabilized mutants (27).

To test whether misfolding was a conse-

quence of the eGFP tag, we overexpressed a

non–eGFP-tagged variant (Y103G). We found

wild type–like activity when it was expressed

at 23°C but 260-fold less activity when it was

expressed at 37°C (table S6 and fig. S39), sug-

gesting that >99% of the 37°C-expressed en-

zyme was in the M state. CD spectra of the

purified Y103G mutant provided independ-

ent evidence for a structural alteration that

accompanied misfolding in vivo. WT PafA ex-

hibits identical CD spectra when expressed at

37° or 23°C; by contrast, the CD spectrum for

Y103G matches that of wild type when the

mutant is expressed at low temperature (23°C)

but not at higher temperature (37°C) (fig. S40),

with the observed difference at 37°C suggest-

ing loss of about one-third of PafA’s a-helical

character in M (table S7).

Together, these results suggest that cellular

folding conditions and chaperones are insuf-

ficient to prevent mutations from causing

PafA to misfold and form long-lived inactive

states in an E. coli expression strain [BL21

(DE3)]. However, the degree to which misfold-

ing is rescued likely varies between strains and

is sensitive to growth conditions and expres-

sion levels (28). A tendency to form kinetically

stable misfolded states may therefore exert a

selective pressure and influence the fitness

landscape of proteins in cells (29–33).

Dissecting the origins of observed

catalytic effects

HT-MEK assays allow us to quantify and dis-

sect the degree to which observed changes in

activity arise from changes in the amount of

expressed protein, the amount that is correctly

folded, and the catalytic efficiency of the cor-

rectly folded enzyme. Below, we isolate the

catalytic effects for our PafA variants. We then

take advantage of HT-MEK’s ability to provide

quantitative kinetic and thermodynamic con-

stants for multiple substrates and inhibitors

and use these data to probe PafA’s functional

architecture at a global level.

To remove folding effects, we compared kcat/

Km values measured for substrates with dif-

ferent rate-limiting steps (cMUP and MeP)

(Fig. 3C and supplementary text S3 and S4),

represented the datapoint for each PafA var-

iant in Fig. 3C as a superposition of a catalytic
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effect (Fig. 3C, blue solid line, defined by PafA
active site variants that do not havemisfolding
effects; fig. S41) and a misfolding effect (Fig.
3C, diagonal blue dashed line), and solved for
both (Fig. 4A and fig. S42).With this approach,
we were able to quantify catalytic effects (kcat/
Km

chem) for 946 of the 1036 variants and ob-
tain upper limits for an additional 65 (fig. S43).
Deleterious catalytic effects were found for
mutations at 161 of PafA’s 526 positions (Fig.
4B, figs. S44 and S45, and table S8). Muta-
tions at an even larger number of positions,
232, gave folding effects. The magnitude of
folding effects did not correlate with observed
eGFP fluorescence intensities, establishing
that enzyme misfolding does not influence
eGFP folding (fig. S46).
The largest catalytic effects cluster in and

around the active site, with the fraction of re-
sidues exhibiting effects diminishing with dis-
tance from the active site (Fig. 4C and table
S8). Although positions that give catalytic ef-
fects tend to cluster, the pattern is asymmetric

and complex (Fig. 4D). Many large distal ef-
fects are found surrounding the bound Zn2+

that is >15 Å from the active site (“distal Zn2+”),
suggesting that its coordination may restrain
the conformational mobility of surrounding
residues andpropagate to the active site. Never-
theless, it is difficult to rationalize catalytic
effects, especially more distal effects. To better
understand these patterns and to relate effects
to the specific mechanisms used in catalysis,
we defined functional components (FCs) from
prior mechanistic studies of PafA and other
alkaline phosphatase (AP) superfamily mem-
bers (16, 34, 35) and systematically assessed
the effect of each mutation on each FC.

FC1: Mutations disrupting O2 phosphoryl oxygen

atom interactions

Our first FC (FC1) is derived from the obser-
vation that removal of two active-site side
chains, K162 and R164, reduces monoester
hydrolysis by 105-fold but has no effect on
diester hydrolysis, rendering PafA an equally

potent phosphate mono- and diesterase (fig.
S47) (16). Because K162 and R164 interact with
the phosphoryl oxygen that is anionic in mo-
noesters but esterified in diesters (Fig. 5A, O2)
(34), we expect other residues that support the
formation of these interactions to similarly
disrupt monoester but not diester hydrolysis.
We define these effects as FC1 = D

diester/
D
monoester, where D = (kcat/Km)

mutant/(kcat/
Km)

WT. Although the simplest expectation is
that mutations to residues neighboring K162
and R164 will have FC1 effects, we cannot pre-
dict how large and how varied these effects
are, how far they extend, or whether there are
remote regions or surface sites that have large
effects. In addition, we cannot predict whether
residues that affect FC1 also contribute to
other catalytic mechanisms, represented as
other FCs below.
To measure diester activity on-chip and de-

termine FC1 effects, we synthesized a fluoro-
genic diester substrate suitable for HT-MEK
(MecMUP) andmeasured kcat/Km for the PafA
mutant libraries (high Km values for the non-
cognate diesterase activities preclude estima-
tion of kcat and Km separately) (fig. S48) (16).
We obtained kcat/Km values for 857 of the 1036
mutants and upper limits for an additional 178
(fig. S49, A and B), and on-chip diester rate
constants matched off-chip measurements (fig.
S49C). Because folding affects hydrolysis of
both substrates equally, we compared mea-
sured rates directly, without correcting for
folding effects (fig. S50A), allowing stronger
statistical inference (fig. S50B).
Many mutants had FC1 effects: 88 Val and

93 Gly mutations (fig. S50C), corresponding to
156 of the 494 measurable positions (of a total
of 526 positions) (Fig. 5, B to D). Seven of the
10 measurable non–active-site residues directly
contacting K162 or R164 (second-shell resi-
dues) exhibited FC1 effects (Fig. 5E; fig. S51,
A and B; and table S9A), which is consistent
with frequent second-shell effects observed
in directed evolution experiments (36–38). Of
the three active-site Zn2+ ligands with mea-
surable effects upon mutation, we observed
an FC1 effect for D38G (which accepts a hy-
drogen bond from K162) but no FC1 effect
for D352G or H353V (which do not interact
with K162 or R164). The active-site variants
T79S and N100G also had FC1 effects (tables
S9B and S10), which is consistentwith coupling
between active-site residues attributable to
shared contacts with K162 and R164 (Fig. 5E).
Although the largest effects were observed

for active-site residues and next-largest for the
second-shell residues, there was no additional
drop in effect size after the third shell; the
majority of residues with >10-fold FC1 effects
were found in the third shell and beyond (15 of
23) (fig. S51 and table S11). Four of these lie
at the enzyme surface (Fig. 5D and fig. S51),
which is consistent with the hypothesis that
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enzymes possess a reservoir of allosteric po-
tential and suggests that HT-MEK can be used
to identify regions that are potential sites for
allosteric inhibitors and drugs (39–43).
PafA has three of four nonterminal auxiliary

domains (ADs) found within the AP super-
family, referred to as ADs 2 to 4 (supplemen-
tary text S5), that sit around the universally
conserved Rossmann fold (Fig. 5F and fig. S52).
ADs 2 and 4 are present in both AP superfamily
phosphate mono- and diesterases, whereas AD
3 contains K162 and R164 and is considerably

more extensive in the monoesterases (figs. S52
and S53 and table S12). Despite these apparent
functional and evolutionary differences, FC1
effects are found in all three ADs to a similar
extent and with similar magnitudes (fig. S54
and table S13). The largest FC1 effect outside
of the active site or second shell comes from a
solvent-exposed surface residue, D473, within
AD 4 (Fig. 5F, yellow); a dramatically larger
effect for the valine substitution (>60-fold
versus less than twofold for D473G) suggests
that a change in local folding may allosteri-

cally disrupt the O2 site 20 Å away. Two
nearby residues (L434 and I451) also exhibit
>10-fold FC1 effects, and all three lie along
a three-way interface between ADs 3 and 4
and the Rossmann core domain (Fig. 5F). Fu-
ture multimutant cycle experiments (44–46)
using HT-MEK may allow testing of whether
mutations at interfaces result in more exten-
sive conformational rearrangements thanmu-
tations within a single domain and dissect the
underlying structural properties accounting
for long-range effects.
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Fig. 5. FC1: Catalytic effects through the O2 phosphoryl oxygen atom.

(A) Schematic of the transition states for reaction of (left) MeP and (right)

MecMUP highlighting the methyl group on the O2 phosphoryl atom of MecMUP

(orange) and the O2 interactions with K162 and R164. Thin black and pink arrows

indicate the reaction barrier for wild type and a mutant PafA, respectively, for

each reaction; the thick black arrow denotes their difference for the two reactions

(Dmonoester and Ddiester). The ratio of kcat/Km effects (the difference between

D
monoester and Ddiester in energy space) gives FC1. (B) FC1 values as a function

of the minimum distance to K162 or R164, with active site, second shell, and

significantly affected surface residues colored. (C) PafA positions with FC1

effects (P < 0.01) when mutated to valine or glycine, colored by FC1 magnitude.

Effects greater than fivefold are shown as spheres, with ribbon coloring for

positions with effects less than or equal to fivefold. (D) PafA surface

representation with FC1 effects colored as in (C). (E) FC1 effects of active site
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greater than fivefold shown as spheres colored corresponding to their auxiliary

domain. Only effects in auxiliary domains are shown.
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FC2 and FC3: Effects on phosphate affinity

To provide catalysis, enzymes must bind their

transition states more strongly than their sub-

strates; otherwise, the energetic barrier for the

reaction and reaction rate would remain the

same as in solution (47, 48). Enzymesmust also

limit the binding of substrates and products to

allow sufficient turnover in the presence of

higher substrate and product concentrations

(49, 50). Ground-state destabilization has been

considered a possible mechanism for achiev-

ing this, and there is evidence for ground-state

destabilization by PafA and other AP super-

family members through electrostatic repul-

sion between the anionic nucleophile, T79 in

PafA, and the negatively charged phosphoryl

oxygens (Fig. 6A) (16, 35, 51). For PafA, mu-

tating T79 to serine increases the affinity for

Pi, the reaction’s product and a ground-state

analog, by 100-fold, whereas in E. coli AP, the

nucleophile S102G mutation increases affinity

more than 1000-fold (16, 35); the S102G mu-

tation ablates the nucleophile entirely, and the

chemically conservative T79S substitution pre-

sumably allows greater mobility, reducing elec-

trostatic repulsion (16). We therefore expect

that mutations that perturb this mechanism

will increase Pi affinity and define the second

FC, FC2, as strengthened Pi binding (Ki
mutant

/

Ki
WT

< 1).

Conversely, active-site residues typicallymake

both ground-state and transition-state inter-

actions, so their removal weakens binding and

diminishes catalysis, in some instances to a

similar extent (“uniform binding”) and in

others preferentially destabilizing the transi-

tion state (52–55). As expected, mutations to

the PafA active-site residues that interact with

the phosphoryl O1 andO2 oxygen atoms (N100,

K162, and R164) weaken Pi binding, but N100

and K162 mutations have much larger effects

on catalysis, indicating preferential transition-

state stabilization (fig. S55) (16). We therefore

define the third FC (FC3) as weakened Pi
binding (Ki

mutant
/Ki

WT
> 1).
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Fig. 6. FC2 and FC3: Mutational effects on affinity for Pi. (A) Reaction

coordinate diagram for hypothetical mutant (green) with diminished destabilization

relative to wild type (black) and schematic illustrating a model for an FC2 effect

through increased flexibility of the T79 nucleophile. (B) Median Pi inhibition curves

for wild type and two mutants with FC2 (H83G) and FC3 (A165V) effects. Colored

regions denote 99% CIs on the medians of replicatemeasurements. (C) Volcano plot

of Ki Pi effects for glycine and valine scan mutants. P < 0.01, green markers;

P ≥ 0.01, gray markers. (D) PafA structure with positions for which Ki Pi is >1.5-fold

tighter than that of wild type (at P < 0.01) shown as spheres colored by the magnitude

of the larger effect. The “nucleophile” helix (green) is largely obscured. (E) Scatter

plot of catalytic and FC2 effects (P < 0.01) colored by location. Error bars correspond

to 95% CIs determined from bootstrapping; up and down arrows indicate lower

and upper kcat/Km
chem limits, respectively; left and right arrows indicate upper and

lower Ki Pi limits. (F) PafA active-site (pink residues) and the five mutants possessing

large FC2 effects without kcat/Km
chem effects shown as spheres, corresponding to

the labeled mutants in (E). (G) Front and back views of FC2 (blue spheres) and FC3

effects (red spheres). FC2 effects are those shown in (D), and FC3 effects are shown

for P < 0.01. (H) Scatter plot of catalytic (kcat/Km
chem) and FC3 effects for mutants

with FC3 effects (P < 0.01). Gray and red points indicate significant and insignificant

kcat/Km
chem effects, respectively. Error bars correspond to 95% CIs, as in (E); red

dashed line indicates the best fit line to mutants with significant FC3 and catalytic

(kcat/Km
chem) effects, excluding active-site mutants.
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To measure inhibition constants, we quan-

tified rates of cMUP hydrolysis as a function of

Pi concentration and fit observed initial rates

to a competitive inhibition model (Fig. 6B and

fig. S56). HT-MEK–determined inhibition con-

stants agreed with previous off-chip measure-

ments (fig. S57) and are of higher precision

than kinetic constants because they are not

sensitive to uncertainties in total enzyme con-

centration or active fraction (Fig. 6C; reports

of inhibition measurements are available in

data files S1 and S2).

We uncovered 331 mutants that increased

Pi affinity (FC2) and 73 that decreased Pi af-

finity (FC3) (Fig. 6C and fig. S58). Thus, about

one-third of all mutants measurably altered

affinity, and four times as many mutations

enhanced binding as weakened it. Because it

is highly unusual to enhance function through

random variation, this observation suggests

that residues at many positions are evolution-

arily selected to prevent tight Pi binding. Mu-

tationswith ground-state destabilization effects

(FC2) were located in an extended yet spatially

contiguous region that included the helix con-

taining the T79 oxyanion (“nucleophile helix”),

the catalytic Zn
2+
ions, and the distal Zn

2+
site

(Fig. 6D and tables S14 and S15).

Catalytic effects (kcat/Km
chem

) for mutants

with FC2 effects ranged from insignificant to

100-fold reductions (Fig. 6E and fig. S59). For

most, the catalytic effect was greater than the

FC2 effect, which is consistent with functional

roles beyond the prevention of too-tight bind-

ing. Nevertheless, fivemutants of residues that

form a spatially contiguous subregion on and

adjacent to the nucleophile helix have the

largest FC2 effects but little or no catalytic

effect (Fig. 6E and F), suggesting that these

mutations allow rearrangements to reduce

electrostatic repulsion in the presence of bound

substrate.

Mutants that weakened Pi binding (FC3 ef-

fects) were also located in a contiguous region

(Fig. 6G). The largest FC3 effects were near

active-site residues K162 and R164 and had

larger effects on catalysis (kcat/Km
chem

) than

Pi binding (Fig. 6H, red, and figs. S60 to S62),

presumably reflecting the greater constraints

present in the transition state than in the

ground state (56, 57).

Comparisons of the mutational effects across

FC1 to FC3 reveal that manymutations outside

the active site preferentially affect either FC1

or FC2. Further, several preferentially alter

FC2 without dramatically altering FC1, reduc-

ing the fraction of active enzyme, or reducing

overall catalysis (fig. S63). A small number of

residues at the interface of FC2 and FC3 effects

yield either an FC2 or FC3 effect depending on

the substitution (fig. S64). The ability to selec-

tively alter particular properties through spe-

cific mutations provides a potential starting

point for attempts to engineer enzymes with

desired kinetic and thermodynamic constants

and behaviors.

FC4: Rates of phosphoenzyme hydrolysis

Linking observed mutational rate effects to

their physical and chemical origins requires

knowledge of the step that is being observed:

the rate-limiting step. Pre–steady-state ap-

proaches (such as stopped flow and rapid

quench) are the gold standard for determining

rates of individual reaction steps but do not

readily scale to large libraries. For PafA, ex-

tensive prior mechanistic knowledge allowed

us todeterminemutational effects on individual

PafA reaction steps for 992 PafA variants with-

out requiring pre–steady-state measurements.

The steady-state kinetic constant kcat/Km

can be limited by substrate binding or chem-

ical cleavage of the substrate to form the co-

valent enzyme-phosphate (E–P) species (Fig. 7A,

k1 and kchem,1 steps), and kcat can be limited by

hydrolysis of E–P (kchem,2) or dissociation of

product Pi (koff,Pi) (Fig. 7A). We deconvoluted

mutational effects on kchem,2 using measure-

ments of kcat for cMUP andKi for Pi, and these

kchem,2 effects define FC4 (supplementary text

S6). Seven mutants changed the rate-limiting

step from E–P hydrolysis to Pi release (koff,Pi <

kchem,2) (fig. S65), which is consistent with the

observation of naturally occurring alkaline

phosphatases of the AP superfamily with either

of these steps rate limiting (58).

Overall, we found 18 Val and 36Glymutants

that reduce kchem,2 (Fig. 7B and fig. S66), and

these overlap substantially with those affecting

kcat/Km
chem

(table S16). In the simplest scenario,

mutations reducing kchem,2would be a subset of

those reducing kcat/Km
chem

because kcat/Km
chem

includes both a phosphoryl transfer chemical

step andanadditional step (binding). Consistent

with this expectation, mutations affect either

kcat/Km
chem

alone or kcat/Km
chem

and kchem,2 to a

similar or smaller extent (Fig. 7C).

Discussion

HT-MEK uses automatic valved microfluidics

to carry out high-throughput expression, puri-

fication, and comprehensive biochemical char-

acterization of enzymes at unprecedented scale

and mechanistic depth. In the future, HT-MEK

can be applied to the vast number of enzymes

whose activity can be monitored through fluo-

rescence directly or with a coupled assay. In

particular, the ability to sensitively detect Pi (18)

renders HT-MEK immediately applicable to

adenosine triphosphatases, guanosine triphos-

phatases, helicases, protein chaperones, poly-

merases (with pyrophosphatase present), and

many others.

Deleterious effects throughout the enzyme

and at the surface, with many of the largest

effects distant from the active site, mirror re-

sults obtained from DMS studies of other en-

zymes that often reveal distal effects on product

formation or organismal fitness (12, 59–61).

However, the ability of HT-MEK to provide

quantitative measurements of a battery of ki-

netic and thermodynamic parameters yields

an atlas of PafA functional “architecture” with

unprecedented detail (table S17). Regions of

residues with similar catalytic signatures ex-

tending throughout the enzyme affirm that

the enzyme beyond the active site is not a

passive, monolithic scaffold but rather con-

tributes to function in multiple ways.

Comparing patterns of mutational effects be-

tween FCs reveals that these architectural solu-

tions are idiosyncratic. For example, K162/R164,

and the T79 nucleophile, sit at the N-termini

of their respective helices, but the largest FC2

effects were on and around the nucleophile

helix, whereas FC1 effects were not similarly

distributed around themonoesterase helix. This
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Fig. 7. FC4: Mutational effects on phosphoen-

zyme intermediate hydrolysis. (A) Schematic of

PafA catalytic cycle with possible rate-limiting steps

under saturating (kcat) and subsaturating (kcat/Km)

conditions. (B) Structure showing positions with

decreased kchem,2 (P < 0.05 and P < 0.1 in dark and

light blue, respectively) upon mutation (spheres).

Positions lacking an estimate of kchem,2 for both

substitutions are light gray ribbons, and positions

without significant effects are black ribbons.

(C) Scatter plot comparing mutational effects on

phosphoenzyme hydrolysis (kchem,2, or FC4) and

kcat/Km
chem. Limits are indicated with red chevrons

pointing in limit directions (supplementary text S6).
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difference perhaps reflects a need for more

interactions to secure the nucleophile helix

against ground-state electrostatic repulsive

forces. Twice as many glycine as valine mu-

tations increased Pi binding (fig. S58), po-

tentially because side-chain ablation allows

structural rearrangements to reduce electro-

static repulsion without disrupting favor-

able binding interactions.

The need for interactions throughout the

enzyme for optimal catalysis highlights the

challenges inherent in de novo enzyme design

because it suggests that computational efforts

must consider in detail the interactions of a

prohibitively large number of residues. The de-

tailed architectural maps provided by HT-MEK

can focus computational and experimental

mutagenesis by distinguishing catalytic from

folding effects and by identifying residues

and regions that affect particular aspects of

catalysis.

The presence of a long-lived inactive popu-

lation of many PafA variants emphasizes how

different underlying (and unexpected) biophys-

ical mechanisms can compromise an enzyme’s

activity and thus the need to explicitly decouple

effects on folding and catalysis to understand

function. Analogous behavior observed for

these mutants in E. coli is consistent with se-

lective pressure to avoid misfolding in vivo

and adds to growing evidence that kinetic

factors affect stable protein expression in cells

(20, 30, 62–64). We speculate that highly stable

proteins such as PafA and other secreted en-

zymes may be more prone to forming kine-

tically trapped states.

Although PafA functional regions have super-

ficial similarities to sectors and other measures

of evolutionary covariation and coconservation

(65–69), our data report on sequence-function

relationships in ways that sequence analyses

alone cannot. On the basis of a metagenomic

alignment of 14,505 PafA-like AP superfamily

sequences (fig. S67 and supplementary text

S7), we found that observed kcat/Km values

correlate only modestly with conservation at a

given position (figs. S68 and S69). Positions at

which mutations promote misfolding tend to

be most conserved, suggesting that the largest

selective pressure at the residue level may be

related to ensuring correct folding, whereas

correlations between individual FCs and con-

servation are weak, with many large effects at

nonconserved residues (figs. S69 and S70). For

PafA, selective pressures will differ with the

available Pi at the organism’s physical location,

whether available Pi varies temporally, and

whether there is competition for Pi from other

organisms in the same ecological niche. Resi-

dues with critical roles in responding to these

adaptive pressures would be poorly conserved,

changing frequently despite being tightly linked

to survival. These results underscore the need

for in-depth functional studies to uncover the

relationships between the evolution of partic-

ular functions and conservation.

Enzymes are the targets of many therapeu-

tics, are altered in genetic diseases, serve as

tools for molecular biology, and play critical

roles in industrial processes. Its rapidity and

low cost make HT-MEK a powerful tool for

future applications across all these areas. In

basic research, the large, highly quantitative

datasets provided by HT-MEK can greatly ex-

tend and even supplant traditional SDM ap-

proaches for the initial characterization of new

enzymes and for in-depth mechanistic investi-

gation. Combined with recent advances in

gene synthesis, HT-MEK can rapidly func-

tionally characterize metagenomic variants,

providing a critically needed dimension to

phylogenetic analyses. In medicine, we anti-

cipate that HT-MEK will rapidly determine

the functional effects of human enzyme alle-

lic variants of unknown relevance identified

from sequence data and systematically id-

entify candidate allosteric surfaces within

currently “undruggable” therapeutic target

enzymes. We anticipate HT-MEK contribu-

ting to these and still more areas of basic

and applied biology, medicine, and engineering.

Materials and methods summary

A full description of materials and methods is

provided in the supplementary materials.

Briefly, we fabricated microfluidic devices

and aligned them to plasmid DNA arrays as

previously described (70–72), then connected

devices to a custom pneumatic manifold (73)

and imaged using a fully automated fluore-

scence microscope. The plasmid DNAs coded

for a set of specified PafA variants, each with a

C-terminal eGFP tag. The PafA-eGFP variants

were expressed in vitro on-chip and immobi-

lized to Button valves by means of antibodies

to eGFP (72) in parallel, before quantification

of the enzyme concentrationwithin each cham-

ber by using an eGFP standard curve. This

entire process takes ~10 hours to complete.

Before measuring kinetics of substrate hydro-

lysis for cMUP, MeP, and MecMUP, we de-

termined product standard curves for each

chamber by introducing a series of product

concentrations [cMU for cMUP and MecMUP

hydrolysis and Pi in the presence of 30 mM of

modified PBP (18) for MeP hydrolysis], imag-

ing the device after each addition. To measure

rates of hydrolysis, we flowed a single concen-

tration of substrate into the device with the

Button valves closed and then started reac-

tions by (i) closing the Sandwich valves to

isolate individual reaction chambers and (ii)

opening the Button valves to expose the im-

mobilized enzyme within each chamber to

substrate. We quantified initial rates of pro-

duct formation for each chamber by imaging

over time across the entire device and con-

verting measured intensities to product con-

centrations using standard curves. To deter-

mine kcat,Km, and kcat/Km for cMUP hydrolysis

and kcat/Km for MeP and MecMUP hydrolysis,

we quantified initial rates of product forma-

tion for a series of increasing substrate con-

centrations, scaled rates by measured enzyme

concentration, and fit to a simple Michaelis-

Menten model. For the nonfluorogenic MeP

substrate, we detected formation of Pi by per-

forming reactions in the presence of 30 mM

PBP. To determine the Ki for Pi inhibition,

we assayed rates of cMUP hydrolysis at 10 or

50 mM cMUP in the presence of increasing Pi
concentration, fit initial rates as described

above, and then fit these rates to a competitive

inhibition model. For each assay type, we car-

ried out multiple replicate experiments for

each parameter for each mutant, allowing

us to perform extensive quality control meas-

urements and determine the statistical sig-

nificance of effects.
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Retinal waves prime visual motion detection by
simulating future optic flow
Xinxin Ge†, Kathy Zhang†, Alexandra Gribizis, Ali S. Hamodi,

Aude Martinez Sabino, Michael C. Crair*

INTRODUCTION: Fundamental circuit features

of the mouse visual system emerge before the

onset of vision, allowing themouse to perceive

objects and detect visual motion immediately

upon eye opening. How the mouse visual sys-

tem achieves self-organization by the time of

eye opening without structured external sen-

sory input is not well understood. In the ab-

sence of sensory drive, the developing retina

generates spontaneous activity in the form

of propagating waves. Past work has shown

that spontaneous retinal waves provide the

correlated activity necessary to refine the

development of gross topographic maps in

downstream visual areas, such as retinotopy

and eye-specific segregation, but it is unclear

whether waves also convey information that

instructs the development of higher-order vis-

ual response properties, such as direction selec-

tivity, at eye opening.

RATIONALE: Spontaneous retinal waves exhibit

stereotyped changing spatiotemporal patterns

throughout development. To characterize the

spatiotemporal properties of waves during de-

velopment, we used one-photonwide-field cal-

cium imaging of retinal axons projecting to

the superior colliculus in awake neonatalmice.

We identified a consistent propagation bias

that occurred during a transient developmen-

tal window shortly before eye opening. Using

quantitative analysis, we investigated whether

the directionally biased retinal waves conveyed

ethological information relevant to future vis-

ual inputs. To understand the origin of direc-

tional retinal waves, we used pharmacological,

optogenetic, and genetic strategies to identify

the retinal circuitry underlying the propagation

bias. Finally, to evaluate the role of directional

retinal waves in visual system development,

we used pharmacological and genetic strat-

egies to chronically manipulate wave direction-

ality and used two-photon calcium imaging

to measure responses to visual motion in the

midbrain superior colliculus immediately after

eye opening.

RESULTS: We found that spontaneous retinal

waves in mice exhibit a distinct propagation

bias in the temporal-to-nasal direction during

a transient window of development (postnatal

day 8 to day 11). The spatial geometry of direc-

tional wave flow aligns strongly with the optic

flow pattern generated by forward self-motion,

a dominant natural optic flow pattern after eye

opening. We identified an intrinsic asymmetry

in the retinal circuit that enforced the wave

propagation bias involving the same circuit

elements necessary for motion detection in

the adult retina, specifically asymmetric inhi-

bition from starburst amacrine cells through

g-aminobutyric acid type A (GABAA) receptors.

Finally, manipulation of directional retinal

waves, through either the chronic delivery of

gabazine to block GABAergic inhibition or

the starburst amacrine cell–specific mutation

of the FRMD7 gene, impaired the develop-

ment of responses to visual motion in superior

colliculus neurons downstream of the retina.

CONCLUSION: Our results show that spontane-

ous activity in the developing retina prior to

vision onset is structured to convey essential

information for the development of visual re-

sponse properties before the onset of visual ex-

perience. Spontaneous retinal waves simulate

future optic flowpatterns produced by forward

motion through space, due to an asymmetric

retinal circuit that has an evolutionarily con-

served link with motion detection circuitry in

the mature retina. Furthermore, the etholog-

ically relevant information relayed by direc-

tional retinal waves enhances the development

of higher-order visual function in the down-

stream visual system prior to eye opening.

These findings provide insight into the activity-

dependentmechanisms that regulate the self-

organization of brain circuits before sensory

experience begins.▪
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bias in spontaneous retinal waves (scale bar, 500 mm). (B) Cartoon depiction of wave flow vectors

projected onto visual space. Vectors (black arrows) align with the optic flow pattern (red arrows) generated

by forward self-motion. (C) Asymmetric GABAergic inhibition in the retina mediates wave directionality.

(D) Developmental manipulation of wave directionality disrupts direction-selective responses in downstream

superior colliculus neurons at eye opening.
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Xinxin Ge†‡, Kathy Zhang†, Alexandra Gribizis§, Ali S. Hamodi,

Aude Martinez Sabino¶, Michael C. Crair*

The ability to perceive and respond to environmental stimuli emerges in the absence of sensory

experience. Spontaneous retinal activity prior to eye opening guides the refinement of retinotopy

and eye-specific segregation in mammals, but its role in the development of higher-order visual

response properties remains unclear. Here, we describe a transient window in neonatal mouse

development during which the spatial propagation of spontaneous retinal waves resembles the optic

flow pattern generated by forward self-motion. We show that wave directionality requires the same circuit

components that form the adult direction-selective retinal circuit and that chronic disruption of wave

directionality alters the development of direction-selective responses of superior colliculus neurons. These

data demonstrate how the developing visual system patterns spontaneous activity to simulate ethologically

relevant features of the external world and thereby instruct self-organization.

E
ssential functions of the mammalian vis-

ual system, including the ability to locate

objects and detect motion, are present

even at the first onset of vision (1–7). How

the visual system organizes its functional

maturation before the start of sensory expe-

rience remains unclear. Prior to vision, spon-

taneous retinal activity occurs in the form of

propagatingwaves that spread throughout the

ascending visual system (8–10). Spontaneous

retinal waves correlate the activity of neighboring

cells in the retina and, through a Hebb-based

mechanism, are critical for the development of

visualmaps (such as retinotopy and eye-specific

segregation) that reflectnear-neighbor relations

in visual space (1, 2, 11–21). Whether and how

the spatiotemporal pattern of spontaneous

retinal waves conveys additional information

beyond the gross correlations between topo-

graphically neighboring cells and contributes

to the development of higher-order visual

response properties remains unclear.

Spontaneous retinal waves in mice are di-

vided into three stages according to their req-

uisite mode of interneuronal communication

(fig. S1A) (22). The spatiotemporal pattern of

waves differs across these stages (10, 23, 24),

but relatively little is known about whether or

which of these spatiotemporal features might

be relevant for visual system development. Pre-

vious studies have shown that retinal waves

exhibit an early bias in propagation direction

of unknown origin and function (9, 10, 18). In

amphibian larvae, whose development takes

place largely externally and in the presence

of visual stimuli capable of driving retinal

activity, the direction of visual optic flow as

the animal moves through space instructs

visual system development (25). We sought to

examine whether the directional propagation

bias of spontaneous retinal waves prior to eye

opening might also convey critical informa-

tion for the functional maturation of the vi-

sual system in mammals.

Directional retinal waves resemble future

optic flow

To determine the developmental time course

of the directional bias in retinal waves, we

examined the spontaneous activity of retinal

ganglion cells in youngmice at multiple ages

throughout development in vivo. Spontaneous

retinal activity was imaged in topographically

mapped retinal ganglion cell axon arbors in the

superior colliculus (Fig. 1A). To gain full access

to retinal activity, we used Emx1-Cre; Tra2b
f/f

mice (cortexless mice) (26), which have a com-

pletely exposed superior colliculus due to sup-

pressed cortical neurogenesis. Retinal ganglion

cells were labeled with the genetically en-

coded calcium indicator GCaMP6s by intra-

ocular injections of AAV2/1-hSyn-GCaMP6s

virus at postnatal day 0 to 1 (P0–P1) for cal-

cium imaging of activity in retinal axon arbors

in the superior colliculus at later ages (Fig. 1A).

Spontaneous retinal activity was observed in all

age groups between P3 and P29 in head-fixed,

awake mice (movie S1).

During the first two postnatal weeks, wave

directionality changed together with other

spatiotemporal properties of waves, such as

wave interval, duration, size, and propaga-

tion distance (fig. S1). In retinal coordinates,

used throughout for data presentation and

description, retinal waves exhibited a temporal-

to-nasal directional bias, corresponding to

forward-to-backwardmotion in visual space.

The wave directional bias spanned the end

of stage 2 (P8–P9) and persisted into stage 3

(P10–P11) (Fig. 1C and fig. S1F), even though

waves at P8–P9 and P10–P11 differed in other

spatiotemporal properties (Fig. 1B, fig. S1, B

to E, and table S1). To exclude the possibility

that the wave directional bias was due to the

loss of cortex in Emx1-Cre; Tra2b
f/f

mice, we

also examined retinal activity in mice with an

intact cortex. A similar pattern of wave direc-

tionality was observed in mice with an intact

cortex and in Emx1-Cre; Tra2b
f/f

(cortexless)

mice with a restricted field of view to resemble

cortex-intact mice (fig. S2 and table S1). These

results reveal the presence of a development-

ally transient temporal-to-nasal bias in wave

propagation direction that spanned both stage

2 and stage 3 waves.

To examine whether locations across the

superior colliculus experienced a consistent

directional bias, we quantified the average

wave propagation across each pixel separately.

The pixel-based directionality analysis con-

firmed the temporal-to-nasal wave-based anal-

ysis across development (fig. S3). However, the

pixel-based flow patterns were inhomogeneous

and stereotypically deviated from the dominant

temporal-to-nasal wave direction, depending

on location in the superior colliculus (Fig. 1D

and fig. S4A). We investigated the relationship

between this stereotyped wave flow pattern

and optic flow by first measuring retinotopy

in the superior colliculus of cortexless mice

after eye opening (~P21) (fig. S4B). We then

compared the wave flow patterns with trans-

latory or rotatory optic flow fields. To quantify

the alignment between wave flow and transla-

tory or rotatory optic flow fields, we calculated

a concordance index (27) as the percentage of

pixels with wave flowwithin 10° of local optic

flow. We found that wave flow vectors were

significantly better aligned with a translatory

optic flow field than with a rotary optic flow

field (Fig. 1, E and F). The translatory optic

flow alignment was best fit with a center of

expansion in the temporal retina, consistent

with the flow patterns produced by forward

self-motion through space (fig. S5). These re-

sults demonstrate that spontaneous retinal

waves prior to eye opening resemble forward

translatory optic flow, the dominant future

optic flow pattern received by animals as they

move through space after eye opening.

Asymmetric GABAergic inhibition mediates

wave directionality

To investigate whether directional retinal

waves affect visual system development, we
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sought to first understand the origin of wave

directionality. We considered two nonexclusive

mechanisms for wave directionality (Fig. 2A).

The first is an intrinsic propagation bias: an

asymmetric retinal circuit that intrinsically

favors wave propagation in the temporal-to-

nasal direction. The second potential mech-

anism is an initiation bias: a tendency for

waves to initiate at the temporal edge of the

retina that could cause an overall temporal-to-

nasal directionality as waves travel away from

the temporal edge.

We first examined the possibility of a prop-

agation bias mechanism by assessing the direc-

tionality of waves initiated from the nasal part
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Fig. 1. Spontaneous retinal waves are directional and resemble translatory

optic flow during a transient developmental window. (A) Schematic

showing the wide-field single-photon microscopy used to perform Ca2+ imaging

of retinal ganglion cell axon activity in the superior colliculus (SC). GCaMP6s

expression in retinal ganglion cells was achieved by intraocular injections of

AAV2/1-hSyn-GCaMP6s at P0 in Emx1-Cre; Tra2bf/f mice. A cranial window above

the SC was surgically prepared before imaging. Mice were unanesthetized and

head-fixed during the imaging. Scale bar, 500 mm. (B) DF/F montages of example

waves at P8–P9 (top) and P10–P11 (bottom). (C) Frequency distributions of

propagation directions for all waves at P8–P9 [n = 5 hemispheres, 831 waves,

total circular variance (CV) = 0.6087] and at P10–P11 (n = 8 hemispheres,

7937 waves, total CV = 0.5611). Inset at right: Directions T, N, D, and V correspond

to temporal, nasal, dorsal, and ventral in the retina unless otherwise stated.

(D) Averaged pixel-based wave flow fields on the SC at P8–P9 (left) and

at P10–P11 (right). (E) Left: Optic flow pattern produced by an animal’s forward

translation through space, and an overlay between average wave flow (black

arrows) and the translatory optic flow that best matched with wave flow (red lines)

on the left SC. Right: Optic flow induced by an animal’s rotation in space,

and an overlay between average wave flow and rotatory optic flow that best

matched with wave flow on the SC. Wave flow was averaged from all recordings at

P8–P11 (n = 13 hemispheres). Optic flow fields were generated from retinotopic

maps in the SC (see supplementary materials for details). Forward and upward

indicate directions in visual space. (F) Concordance index between wave and

translatory or rotatory optic flow as a function of the axis of the animal’s

translation or rotation. All possible axes of translation or rotation were tested.

Concordance index is the percentage of pixels on the SC that have the same

direction (<10° difference) as the local optic flow. Top: Spherical maps of

average concordance index (n = 13 hemispheres) between wave and translatory

(top left) and rotatory (top right) optic flow in global visual space. The best match

between wave flow and optic flow due to translation deviated slightly from

forward motion (10° elevation and 15° azimuth). Bottom: Flattened concordance

maps. Black bars indicate the forward and upward directions in visual space. Right:

Maximum concordance index between individual wave flow fields and translatory

optic flow was much higher than rotatory optic flow (translatory, 0.611 ± 0.026;

rotatory, 0.438 ± 0.025; n = 13 hemispheres; **P = 0.0012, Wilcoxon signed-rank

test). *P < 0.05, **P < 0.01, ***P < 0.001. Data are means ± SEM.
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Fig. 2. Wave directionality requires a propagation bias mediated by

asymmetric GABAergic inhibition. (A) Possible mechanisms of wave direc-

tionality. Top left: Wave bias may be generated by a propagation bias in the

retinal circuitry that favors wave propagation in the temporal-to-nasal direction.

Top right: Biased initiation in the temporal retina can induce wave directional

bias. White circles, likelihood of initiation; black arrows, likelihood of propagation

in certain directions. Bottom: Hypothetical propagation directions for waves

stimulated in the nasal retina for the two proposed mechanisms. (B) Left: At

P10–P11, light stimulation was performed in Emx1-Cre; Tra2bf/f mice that had

received intraocular injections of AAV2/1-hSyn-GCaMP6s at P0–P1. The 615-nm

LED strobe was placed ~5 cm away from the stimulated eye and was oriented

toward the nasal retina. Light stimuli had a duration of 500 ms and were

repeated every 30 s. Center: Example montages of waves induced by light

stimulation at P10–P11. Right: Averaged activity 0 to 10 s after each stimulation

in the same example animal. Solid circles (stim, surrounding the stimulation site)

and dashed circles [control, mirrored region of interest (ROI) in the opposite

hemisphere] indicate the ROIs that were selected for the analyses of wave

propagation directions. (C) Pooled pixel-based activity flow directions within stim

(left) and control (right) ROIs 0 to 10 s after each stimulation (n = 5 animals;

stim, total CV = 0.680; control, total CV = 0.682). Dashed black lines indicate

the 60° around the dominant direction that was used for further analyses.

(D) Proportion of pixel-based activity flow vectors within 60° around the

dominant direction. Each data point represents one hemisphere; data points

from the same animal were paired. Dashed black line, fraction in the dominant

direction if wave propagation directions are random (stim, 0.282 ± 0.033;

control, 0.284 ± 0.030; P = 0.625, Wilcoxon signed-rank test). (E) Gabazine

(50 mM) was applied in vivo at P10 in Emx1-Cre; Tra2bf/f mice that received

intraocular injections of AAV2/1-hSyn-GCaMP6s at P0–P1. (F) Frequency

distributions of wave propagation directions in animals without gabazine

injection (before, n = 8 hemispheres, total CV = 0.561) or after gabazine injection
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of the retina at P10–P11 (Fig. 2A). To control

the site of wave initiation, we made use of ex-

ogenous stimuli. Starting around P9, photo-

receptors areweakly but functionally integrated

into the retinal circuit (28–31), which enabled

us to evokewaves using focal light stimuli (Fig.

2B and movie S2). Waves stimulated in the

nasal retina at P10–P11 exhibited the same

temporal-to-nasal bias as spontaneous retinal

waves (Fig. 2, C and D), suggesting an inher-

ent anisotropy in retinal circuitry that favors

retinal wave propagation in the temporal-to-

nasal direction at this age. Consistent with

P10–P11, P8–P9 waves initiated in the nasal

retina exhibited the same temporal-to-nasal

bias (fig. S6, A to C). To ensure that the prop-

agation bias was not an artifact of stimulation,

we examined waves initiated in the nasal ret-

ina at P6–P7 when spontaneous retinal waves

are not biased in the temporal-to-nasal direc-

tion. At this age, waves were initiated by opto-

genetic stimulation of starburst amacrine cells,

interneurons that are responsible for stage 2

wave initiation and propagation (fig. S6A and

movie S3). In contrast to P8–P9 and P10–P11,

waves initiated in the nasal retina at P6–P7

were not biased in the temporal-to-nasal direc-

tion (fig. S6, B and C). We next quantified the

distribution of wave initiation locations at

P8–P9 and P10–P11. Although waves were

equally likely to initiate from any location in

the retina at P10–P11, there was an initiation

bias at P8–P9 (fig. S6D). The initiation bias

at P8–P9 could be due to an extra source of

excitatory drive in the temporal retina at this

age, or could be a consequence of the slow

afterhyperpolarizations in the recurrent net-

work of starburst amacrine cells that entrains

an initiation zone (22, 32–34). Regardless, neo-

natal mice at both P8–P9 and P10–P11 dis-

played a consistent retinal circuit propagation

bias, which suggests a generic role of intrinsic

propagation anisotropy in mediating retinal

wave directionality that is absent at P6–P7.

We next investigated the origin of the prop-

agation anisotropy described above. In the

adult mouse retina, direction selectivity in

retinal ganglion cells is achieved through

asymmetric g-aminobutyric acid–mediated

(GABAergic) inhibition (35, 36). We reasoned

that asymmetric circuit wiring might also be

present during development and provide im-

balanced inhibition to waves propagating in

different directions to generate the observed

propagation anisotropy. To determine whether

asymmetric inhibition is involved in wave di-

rectionality, we examined wave directionality

after the application of inhibitory antagonists

to the retina in vivo at P10 (Fig. 2E). Application

of gabazine, a GABAA receptor (GABAAR) anta-

gonist, significantly reduced the wave direc-

tional bias (Fig. 2, F and G, and movie S4),

whereas applications of TPMPA, a GABAC re-

ceptor (GABACR) antagonist, or strychnine, an

antagonist of glycine, had little effect (fig. S7, A

to C). As a result of disrupted wave direction-

ality, the concordance between translatory op-

tic flow andwave flowwas significantly reduced

after gabazine injection (fig. S7H). No other

spatiotemporal featurewas significantly altered

by gabazine application, suggesting the spec-

ificity of GABAARs at this age in mediating

wave directionality (fig. S7, D to G, and table

S1). We further examined the directionality of

exogenously stimulated waves after retinal

application of gabazine (Fig. 2H). Consistent

with the significant reduction of directional

bias in spontaneous waves, stimulated waves

were similarly disrupted after gabazine appli-

cation (Fig. 2, I and J). These data demonstrate

that asymmetric inhibition mediated by reti-

nal GABAARs is crucial for wave directionality.

Wave directionality requires starburst

amacrine cells

We next sought to identify the underlying cel-

lular components that produce the asymmetric

inhibition necessary for wave directionality.

Starburst amacrine cells are known to con-

fer motion direction-selective responses on

direction-selective ganglion cells in the adult

mouse retina (35, 37). This property suggests

starburst amacrine cells as a candidate for

providing asymmetric inhibition inwave prop-

agation. However, in the developing retina,

starburst amacrine cells are only thought to

generate stage-2 retinal waves via their re-

current excitatory network (33), and little is

known about the role of inhibition from star-

burst amacrine cells in wave propagation. To

examine the role of starburst amacrine cells

in directional waves, we selectively ablated

starburst amacrine cells through daily retinal

application of diphtheria toxin (DT) from P5

to P7 in ChAT-Cre; LSL-DTR mice, which spe-

cifically expressDT receptors in starburst ama-

crine cells (Fig. 3, A and B), and examined

wave directionality at P10. Retinal waves in

P10 starburst amacrine cell–ablated animals

maintained a normal peakwave area and prop-

agation distance relative to controls (fig. S8,

B to E, table S1, and movie S5) but had sig-

nificantly disruptedwave directionality (Fig. 3,

D and E). Wave directionality in starburst

amacrine cell–ablated animals was not further

altered after gabazine injection (fig. S8A),

consistent with GABAAR-dependent wave

directionality acting through starburst ama-

crine cells. These results reveal that genera-

tion of the temporal-to-nasal wave directional

bias observed at P10 requires starburst ama-

crine cells.

To further identify the features of starburst

amacrine cells crucial for wave directionality,

we examined retinal waves in transgenic ani-

mals that have a starburst amacrine cell–

specific mutation of the FRMD7 gene (38, 39).

In the adult retina, mutation of FRMD7 abol-

ishes temporal and nasal retinal ganglion

cell direction selectivity by eliminating the

asymmetry of inhibition from starburst ama-

crine cells onto temporal- or nasal-preferring

direction-selective ganglion cells (38). During

development, spontaneous retinal waves in

FRMD7
tm

mice displayed a significant dis-

ruption in wave directionality similar to that

observed in starburst amacrine cell–ablated

animals (Fig. 3, F and G). The disruption in

wave directionality in FRMD7
tm

micewas not

further altered by gabazine (fig. S6F), and other

wave properties remained unchanged (fig. S6,

G to J, table S1, and movie S5). These results

show that asymmetric inhibition fromstarburst

amacrine cells, which confer direction selec-

tivity in the adult retina, is also necessary for

mediating temporal-to-nasal wave direction-

ality during development. Taken together

with the finding that gabazine blocks wave

directionality, our data suggest that asymmetric

GABAAR-mediated inhibition by starburst

amacrine cells is necessary for the transient

temporal-to-nasal directional bias in sponta-

neous retinal waves during development.

Because starburst amacrine cells in the adult

retina provide asymmetric inhibition to down-

stream direction-selective ganglion cells as well

as to neighboring starburst amacrine cells or

other amacrine cells (27, 37, 40, 41), it remains

unclear which asymmetric inhibitory connec-

tionmediateswave directionality. To determine

whether starburst amacrine cells modulate

wave directionality by providing asymmetric

inhibition onto direction-selective ganglion

cells, we examined wave directionality in two

different subtypes of direction-selective gan-

glion cells: Cdh6-positive ganglion cells that

receive asymmetric inhibition from starburst

amacrine cells along the dorsal-ventral axis
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(after, n = 6 hemispheres, total CV = 0.931) at P10. (G) Gabazine reduced

the proportion of waves propagating within 60° of the dominant temporal-to-nasal

direction (control, 0.456 ± 0.044; gabazine, 0.234 ± 0.021; **P = 0.003, Wilcoxon

rank sum test). (H) Light stimuli were applied in Emx1-Cre; Tra2bf/f mice

before and after gabazine injection to the eye, following the same protocol

described in (A). (I) Pixel-based activity flow directions within stim ROIs 0 to 10 s

after each stimulation before (n = 5 animals, total CV = 0.682) and after gabazine

injection (n = 5 animals, total CV = 0.938). (J) Gabazine injections reduced the

proportion of pixel-based activity flow vectors within 60° surrounding the dominant

direction. Data points from the same hemisphere were paired (before, 0.267 ±

0.040; after, 0.152 ± 0.020; *P = 0.031, one-tailed Wilcoxon signed-rank test). All

boxplots report medians with the 75% confidence interval unless otherwise noted.

RESEARCH | RESEARCH ARTICLE



Ge et al., Science 373, eabd0830 (2021) 23 July 2021 5 of 10

ChAT-Cre; LSL-DTR

No inj PBS inj DT inj

0

10

20

N
o

. 
o

f 
S

A
C

s
 /

 1
0

4
 u

m
2

No in
j

PBS DT

***

0

0.1

0.2

0.3

0.4

**
**

Wave direction at P10
T

N

D V

*

Control

0

0.2

0.4

FRMD7

***

Contro
l

FRMD7

0.6

Wave direction at P10 T

N

D V

FRMD7 tm

No in
j

PBS DT

Stage 2 (P8-9) Stage 3 (P10-11)

Diphtheria toxin (DT) 

injections P5-to-P7
AAV2/1-hSyn-GCaMP6s

 at P0

AAV2/1-hSyn-GCaMP6s

 at P0

15

5

P10 no inj P10 DT inj

SAC SAC

RGC

SAC SAC

RGC

BC
Wave

T N
Wave

T N

Acetylcholine

GABA

Glutamate

A B C

F
ra

c
ti
o

n
 o

f 
w

a
v
e

s
 i
n

 

d
o

m
in

a
n

t 
d

ir
e

c
ti
o

n
F

ra
c
ti
o

n
 o

f 
w

a
v
e

s
 i
n

 

d
o

m
in

a
n

t 
d

ir
e

c
ti
o

n

D E

F G

H

ChAT

Fig. 3. Starburst amacrine cells (SACs) mediate wave directionality.

(A) AAV2/1-hSyn-GCaMP6s was intraocularly injected in ChAT-Cre; LSL-DTR

mouse pups at P0. Intraocular injections of diphtheria toxin (DT, 0.8 ng/ml,

or PBS as controls) were performed every 24 hours between P5 and P7.

(B) Immunostaining of ChAT in the whole-mount retina at P10 with (left) or

without (right) DT treatment. Scale bar, 20 mm. Images were background-

subtracted. (C) Number of SACs per unit area (1 × 104 mm2). Each data point

represents the averaged quantification from one retina (no inj: n = 8 retinas,

16.79 ± 0.74; PBS: n = 6 retinas, 14.17 ± 1.36; DT: n = 7 retinas, 2.98 ± 0.67;

***P = 0.0009, Kruskal-Wallis test; Tukey’s post hoc test, no injection

versus PBS P = 0.659, no injection versus DT ***P = 7.405 × 10–4, PBS versus

DT *P = 0.028). (D) Frequency distributions of wave propagation directions
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(42) and JamB-positive ganglion cells that lack

strong asymmetric inhibitory input from star-

burst amacrine cells in the adult retina (43). If

wave directionality arises at the synapse be-

tween starburst amacrine cells and direction-

selective ganglion cells, which emerges around

P8 (44, 45), we should observe a dorsal-ventral

propagationbias inCdh6-positive ganglion cells

and little propagation bias in JamB-positive

ganglion cells at P10. However, waves in both

JamB-positive and Cdh6-positive ganglion

cells propagated in the temporal-to-nasal di-

rection (fig. S9 and movie S6). These data

demonstrate that retinal ganglion cells inherit

biased propagating activity from upstream cir-

cuits in the retina, not from asymmetric inhib-

itory inputs from starburst amacrine cells onto

direction-selective ganglion cells. Our results

also suggest that starburst amacrine cellsmod-

ulate wave directionality by providing inhi-

bition onto other cell types involved in wave

propagation, perhaps onto starburst amacrine

cells themselves during stage 2 and directly

onto bipolar cells or indirectly onto bipolar

cells via other amacrine cells (41) during stage 3

(Fig. 3H). Further experiments are required

to test these hypotheses.

Directional retinal waves enhance downstream

visual function

To directly probe the role of directional waves

in visual system development, we chronically

manipulated the directionality of spontaneous

retinal waves and measured the visual func-

tion of neurons in the superior colliculus at

eye opening. We used two-photon imaging

to record the activity of neurons expressing

nucleus-targeted GCaMP6s in the superior

colliculus of Emx1-Cre; Tra2b
f/f
mice (Fig. 4A).

To specifically disrupt wave directionality, we

performed intraocular injections of gabazine

(or saline) every 24 hours from P7 to P12 (Fig.

4A). We collected cellular responses in the

superficial layers (50 to 60 mm) at the center of

the superior colliculus 2 to 4 days after the last

gabazine treatment (at P14–P16) in awake

head-fixed mice as they viewed drifting grat-

ing visual stimuli (Fig. 4A). Drifting gratings

elicited responses from similar proportions of

neurons in saline-treated and chronic gabazine–

treated mice (fig. S10A). Cells that preferentially

responded to certain directions or orientations

were found in both groups (Fig. 4C and sup-

plementarymaterials). For all responsive cells,

we measured the strength of direction and

orientation tuning with a global direction

selectivity index (gDSI) and a global orien-

tation selectivity index (gOSI). We observed a

significant reduction overall in the direction

selectivity of cells in chronic gabazine–treated

mice relative to saline controls (Fig. 4D). In

contrast, gabazine treatment had little effect

on the orientation selectivity of neurons in the

superior colliculus (fig. S11A).

To determine whether disruption of wave

directionality affected the selectivity of neurons

for specific stimulus directions, we divided the

responsive cells into eight groups according

to their preferred direction and compared the

tuning strength in each group. We observed a

significant change in the distribution of gDSI

across directions in chronic gabazine–treated

mice in comparison to saline-treatedmice, but

the strength of direction selectivity was not

significantly altered in any single direction

(Fig. 4E and fig. S10B). We next examined

whether the disruption of wave directionality

altered the proportion of direction-selective

cells preferring different directions. To do

so, we computed the proportion of direction-

selective cells preferring each direction among

all responding cells. Consistent with the over-

all reduction in the strength of direction selec-

tivity, we observed that the overall proportion

of direction-selective cells was also significantly

reduced in chronic gabazine–treatedmice rela-

tive to saline-treated mice (Fig. 4F). We also

observed that the distribution of direction pref-

erence across the eight different directions

was significantly altered in chronic gabazine–

treated mice relative to saline-treated mice,

with a significant reduction in the dorsal di-

rection (Fig. 4G and fig. S10C). Finally, we

examined whether orientation selectivity was

impaired in an orientation-dependent way,

even though gabazine treatment had no im-

pact on overall orientation tuning. No differ-

ence between saline- and gabazine-treated

groups was observed in the tuning strength

for any orientation (fig. S11, A and B), and the

proportion of orientation-selective cells prefer-

ring each orientation among all responding

cells was not significantly different between

saline and gabazine groups (fig. S11C).

Because the effects of gabazine had a re-

stricted duration in vivo (fig. S13), the manip-

ulation of wave directionality using chronic

intraocular injections of gabazine was likely

limited. To more consistently disrupt wave di-

rectionality, we examined the direction-selective

responses of superior colliculus neurons in

Emx1-Cre; Tra2b
f/f
; FRMD7

tm
mice, which lack

a temporal-to-nasal wave directional bias, as

described earlier (Fig. 3, F and G). Like our

findings in chronic gabazine–treated mice, we

observed a significant impact on direction se-

lectivity, but not orientation selectivity, of neu-

rons in the superior colliculus of FRMD7
tm
mice

at eye opening (P14–P16) relative to littermate

controls (Fig. 4, J to M, and fig. S11, D to F). In

particular, there was a significant decrease

overall in the direction selectivity of respond-

ing neurons in FRMD7
tm

mice relative to lit-

termate controls (Fig. 4J) and a significant

change in the distribution of gDSI across the

eight directions, with significant reductions in

the temporal quadrant of directions in retinal

coordinates (Fig. 4K and fig. S10E). Like the

results of chronic gabazine treatment, we also

observed a significant reduction in the overall

proportion of direction-selective neurons among

all responding neurons in the superior collic-

ulus of FRMD7
tm

mice (Fig. 4L).When divided

according to direction preference, we also ob-

served a significant change in the distribution

of direction preference in FRMD7
tm

mice rela-

tive to control mice, with a significant reduc-

tion in the temporal quadrant (Fig. 4M and

fig. S10F). Direction selectivity is reduced in

temporal- andnasal-preferringdirection-selective

retinal ganglion cells in FMRD7
tm

mice (38),

which may have contributed to the changes

observed here in the superior colliculus. How-

ever, although there was an overall reduction in

both the tuning and proportion of direction-

selective cells in the superior colliculus of

FMRD7
tm
mice, only cellspreferring the temporal
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show that SAC-depleted retinas lack temporal-to-nasal propagation bias.

Left to right, no injection (n = 8 hemispheres, total CV = 0.5167), PBS-injected

(n = 10 hemispheres, total CV = 0.5475), and DT-injected (n = 7 hemispheres,

total CV = 0.8373). (E) Proportion of wave propagation directions within

60° surrounding the dominant direction (no inj = 0.347 ± 0.014; PBS = 0.332 ±

0.027; DT = 0.146 ± 0.021; **P = 0.0011, Kruskal-Wallis test; Tukey’s post hoc test,

no injection versus DT-injected **P = 0.0043, PBS injection versus DT-injected

**P = 0.0024, no injection versus PBS-injected P = 1). (F) Left: FRMD7tm mice

received intraocular injections of AAV2/1-hSyn-GCaMP6s at P0. Middle right:

FRMD7tm mice lack temporal-to-nasal wave propagation bias as revealed by the

frequency distribution of wave propagation directions in littermate controls

(n = 11 hemispheres, total CV = 0.559) and in FRMD7tm mice (n = 9 hemispheres,

total CV = 0.9214) at P10. (G) Proportion of wave propagation directions within

60° surrounding the dominant direction (control, 0.353 ± 0.027; FRMD7tm,

0.145 ± 0.010; ***P = 1.971 × 10–6, Wilcoxon rank sum test). Dashed black lines in

(E) and (G) indicate the fraction in the dominant direction if wave propagation

directions are random. (H) Schematic models of retinal circuits that generate

temporal-to-nasal directional waves during stage 2 (left) and stage 3 (right). Left:

Stage 2 retinal waves propagate via SAC release of acetylcholine (blue) onto other

cells, wave directionality is mediated by asymmetric GABAergic inhibition (red)

among the recurrent SAC network. Greater inhibition on the nasal SAC dendrite

prevents temporal propagation of waves. Right: Stage 3 retinal waves propagate via

spillover of glutamate (green) from bipolar cells (BCs) onto other BCs, wave

directionality is mediated by asymmetric GABAergic inhibition among SACs, and

their feedback onto BCs. Feedback from SACs onto BCs may also be relayed by

other types of intermediate amacrine cells in the retina (41).
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and not the nasal quadrant of directions were

significantly disrupted. This finding suggests

that both the retina and colliculus may contrib-

ute to the disrupted development of direction-

selective responses in superior colliculus

neurons of FMRD7
tm

mice.

To further examine whether impaired di-

rection selectivity in the superior colliculus in

chronic gabazine–treated and FRMD7
tm

mice

was a product of abnormal direction selectiv-

ity derived from the retina or alterations em-

erging in the superior colliculus, we treated

mice with a single (acute) application of intra-

ocular gabazine at eye opening immediately

before imaging (fig. S14A). Gabazine applica-

tion to the retina is known to disrupt direction-

selective responses in retinal ganglion cells (44).

In contrast to the effects of chronic gabazine

well before eye opening (Fig. 4 and fig. S10),

superior colliculus neurons in mice that re-

ceived an acute gabazine injection showed no

significant difference in the strength of direc-

tion selectivity or the proportion of direction-

selective neurons (fig. S14, B to F), whereas

direction-selective responses in the nasal but

not the temporal quadrant were modestly de-

graded in the superior colliculus relative to

controls (fig. S14, B to H). The differential ef-

fects of acute and chronic gabazine treatment

on direction selectivity and the proportion of

direction-selective cells suggests that disrup-

tions in the development of circuits in the

superior colliculus likely contribute to changes

in the selectivity of superior colliculus neurons

in chronic gabazine–treatedmice and FRMD7
tm

mice (Fig. 4 and fig. S10), although disruptions

in the retinamay also contribute. Overall, these

results demonstrate that interfering with the

directional bias of spontaneous retinal waves

during development compromises the emer-

gence of direction-selective responses in the

superior colliculus at eye opening, highlighting

the role of directional retinal waves in the emer-

gence of functional response properties in mice.

Prior studies show that spontaneous retinal

waves are necessary for the refinement of reti-

notopy in the superior colliculus (11, 12, 20, 21).

To investigate whether the impairment in

direction selectivity in the superior colliculus

can be explained by altered retinotopy, we

quantified the refinement of retinotopy in the

superior colliculus inmice with disruptedwave

directionality. No difference was observed be-

tween the sizes of retinal ganglion cell arbors

in the superior colliculus in FRMD7
tm

mice

and littermate controls (fig. S15). Furthermore,

retinotopy measured at eye opening was sim-

ilar between chronic gabazine–treated and

chronic saline-treated mice (fig. S16). These

data suggest that retinotopic refinement re-

mained normal in mice with disrupted wave

directionality, and exclude the possibility that

retinotopic impairment contributes to the re-

duction of direction selectivity in the supe-

rior colliculus after the manipulation of wave

directionality.

Discussion

Our data show that spontaneous retinal waves

during development exhibit a distinct and

strong propagation bias in the temporal-to-

nasal direction during a transient window of

development (P8 to P11) in mice. Directional

wavesmimic the translatory optic flow pattern

that would be produced by an animal’s own

forward motion through space, a dominant

optic flow pattern that is ethologically relevant

after eye opening. Wave directionality during

development is enforced by asymmetric inhi-

bition through starburst amacrine cells medi-

ated by GABAARs, which is the same circuit

element necessary for the computation of di-

rection selectivity by retinal ganglion cells in

the adult (35, 37). Disrupting the directionality

of spontaneous retinal waves compromises the

emergence of direction-selective neurons in

the superior colliculus at eye opening, causing
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Fig. 4. Wave directionality instructs development of visual response

properties. (A) AAV2/9-Syn-Intron-H2B-GCaMP6s was injected into both

hemispheres of the SC in Emx1-Cre; Tra2bf/f mice at P0–P1. Mouse pups then

received daily (chronic) intraocular injections of gabazine (200 mM) from

P7 to P12. Two-photon imaging of SC neurons in the center of the left SC in

response to visual stimuli presented to the right eye was performed in P14–P16

mice. (B) Example two-photon field of view in the SC ~50 mm from the surface.

Scale bar, 50 mm. (C) Average fluorescence signal (DF/F ± SD) of individual

neurons in the left SC of an example saline-treated P15 mouse (left) and

an example chronic gabazine–treated P15 mouse (right) in response to

20 repetitions each of drifting gratings in eight directions. For each trial, gratings

were static for 8 s, drifting for 8 s, and then static for another 8 s before

switching to another direction. Solid lines, averaged DF/F signal where colored

part indicates the DF/F during drifting grating period; gray shadow, SD of

DF/F. Top, direction of drifting grating stimuli. The left most direction is nasal-to-

temporal (backward-to-forward in visual space), the third from the left is

ventral-to-dorsal (upward-to-downward in visual space). (Right) Polar plots of

the averaged responses to each direction, with inset showing temporal (T), nasal

(N), dorsal, (D) and ventral (V) directions in retinal coordinates. (D) Median

gDSI of all responding cells in chronic gabazine–treated mice (n = 9) was

significantly lower than in saline-treated mice (n = 8) (saline, 0.265 ± 0.025;

gabazine, 0.175 ± 0.021; **P = 0.008, Wilcoxon rank sum test). (E) Polar plot

showing the median gDSI of responding cells in saline- and gabazine-treated

mice. Cells were divided into eight groups according to the directions for which

they had the largest responses (see supplementary materials). The distribution

of gDSI across directions was significantly altered in chronic gabazine–treated

mice in comparison to saline-treated mice (***P = 2.724 × 10–4, Mack-Skillings

test; P > 0.05 for individual directions, Wilcoxon rank sum test with Benjamini-

Hochberg false discovery rate adjustment). Solid line and shadow,

mean ± SEM of median gDSI across all animals. Polar plot r range, [0, 0.45].

(F) The proportion of direction-selective (DS) cells (gDSI > 0.25) among

all responding cells was significantly reduced in chronic gabazine–treated mice

relative to saline-treated mice (saline = 0.208 ± 0.017, gabazine = 0.113 ±

0.023; **P = 0.008, Wilcoxon rank sum test). (G) The distribution of

direction preference of DS cells among all responding cells was significantly

altered in chronic gabazine–treated mice relative to saline-treated mice

(***P = = 4.002 × 10–6, Mack-Skillings test), with a significant reduction in

the dorsal direction (**P = 0.005, Wilcoxon rank sum test with Benjamini-

Hochberg false discovery rate adjustment). Solid line and shadow, mean ± SEM

of proportions across all mice. Polar plot r range, [0, 0.07]. (H) Emx1-Cre;

Tra2bf/f; FRMD7tm and littermate control mice received AAV2/9-Syn-Intron-

H2B-GCaMP6s injections into the SC at P0–P1 and then visual response

properties of SC neurons were measured using two-photon imaging of the

center of left SC at P14–P16. (I) Average fluorescence signals (DF/F ± SD)

of individual neurons in the left SC of an example littermate control P15 mouse

(upper) and an example Emx1-Cre; Tra2bf/f; FRMD7tm P15 mouse (lower) in

response to 20 repetitions of drifting gratings in each of eight directions.

(J) The median gDSI of all responding cells was significantly reduced in

FRMD7tm mice (n = 6 animals) relative to controls (n = 8 animals) (control,

0.182 ± 0.035; FRMD7tm, 0.144 ± 0.021; *P = 0.029, Wilcoxon rank sum test).

(K) The distribution of gDSI across directions was significantly altered in

FRMD7tm mice relative to control mice (***P = 2.361 × 10–13, Mack-Skillings

test), with a significant reduction in the ventral-temporal (*P = 0.021),

temporal (**P = 0.005), and dorsal-temporal (*P = 0.011) directions

(Wilcoxon rank sum test with Benjamini-Hochberg false discovery rate

adjustment). Solid line and shadow, mean ± SEM of median gDSI across

all animals. Polar plot r range, [0, 0.45]. (L) The proportion of DS cells

(gDSI > 0.25) among all responding cells was significantly reduced in FRMD7tm

mice relative to control mice (control = 0.211 ± 0.012, FRMD7tm = 0.141 ±

0.028; *P = 0.029, Wilcoxon rank sum test). (M) The distribution of direction

preference of DS cells among all responding cells was significantly altered in

FRMD7tm mice relative to control mice (***P = 2.569 × 10–8, Mack-Skillings

test), with a significant reduction in the temporal (*P = 0.011) and dorsal-

temporal (*P = 0.019) directions (Wilcoxon rank sum test with Benjamini-

Hochberg false discovery rate adjustment). Solid line and shadow, mean ± SEM

of proportions across all animals. Polar plot r range, [0, 0.07].
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a general degradation in direction-selective

responses and linking visual motion detection

to retinal wave patterns during development.

The results of in vitro experiments suggest

that starburst amacrine cells are responsible

for the generation of stage 2 (P1–P9) retinal

waves via their recurrent cholinergic neuro-

transmission (22, 32–34, 46). Here, we showed

that starburst amacrine cells also enforce

biased propagation of waves, even at P10–P11

when stage 3 waves are dependent on gluta-

matergic, not cholinergic, neurotransmission.

Specifically, we found that asymmetric inhib-

itory outputs from starburst amacrine cells,

which confer motion direction selectivity in

direction-selective ganglion cells after the onset

of vision (35–37), also mediate the temporal-to-

nasal bias inwave directionality. This reveals an

evolutionarily conserved link between the reti-

nal circuitry responsible for biased wave propa-

gation during development and the motion

detection circuitry in mature retinas. There are

also some differences between the develop-

mental starburst amacrine cell–dependent

wave propagation circuitry and the adult mo-

tion detection circuitry. Retinal waves in JamB-

positive andCdh6-positive ganglion cells, which

prefer dorsal or ventral directions ofmotion in

the adult retina, exhibit the same temporal-

to-nasal wave propagation bias as the overall

population of retinal ganglion cells during de-

velopment. Because JamB-positive ganglion

cells receive little inhibition from starburst

amacrine cells (43), and because Cdh6-positive

ganglion cells receive asymmetric inhibition

from starburst amacrine cells along the dorsal-

ventral axis (42), these results suggest thatwave

directionality is not generated by asymmetric

inhibition from starburst amacrine cells onto

direction-selective ganglion cells. Instead, di-

rect or indirect asymmetric inhibition from

starburst amacrine cells onto cells that are re-

quired for wave propagation—that is, star-

burst amacrine cells during stage 2 and bipolar

cells during stage 3—mediates wave propaga-

tion bias.

Notably, the spatial geometry of the direc-

tional wave flow field resembles translatory

optic flow from forwardmotion, which is the

same optic flow pattern preferred by nasal-

preferring direction-selective ganglion cells

in the adult retina (27). This suggests that the

asymmetric dendrites of starburst amacrine

cells along the temporal-nasal axis that pro-

vide inhibition to nasal-preferring direction-

selective ganglion cells—perhaps because they

develop precociously or are more numerous

(27)—may contribute the most to directional

wave propagation. Further experiments are

needed to examine this hypothesis.

Chronic blockade of GABAA transmission

does not alter the development of direction

selectivity in the retina, at least for a subset of

direction-selective retinal ganglion cells for

which this has been tested (44, 47). In our ex-

periments, we observed that blocking retinal

direction selectivity with gabazine injections

at eye opening, but leaving the directional

waves intact earlier during development, re-

sulted in little disruption in the direction selec-

tivity of superior colliculus neurons.Moreover,

FRMD7
tm

mice that lack a temporal-to-nasal

wavedirectional bias exhibited a general disrup-

tion in the strength andproportion of direction-

selective neurons in the superior colliculus,

with amore specific effect on direction-selective

cells preferring the temporal quadrant of di-

rections. These results suggest that impaired

direction selectivity of neurons in the superior

colliculus after the disruption of wave direc-

tionality is not fully explained by disruptions

in retinal ganglion cell directional selectivity,

and likely involves miswiring between the

retina and the superior colliculus or within the

superior colliculus. Our data also suggest that

direction selectivity in superior colliculus neu-

rons at eye opening, unlike the adult (48), is not

wholly dependent on direction-selective in-

puts from the retina. Further experiments are

needed to determine the origin andmechanism

underlying the computation of direction selec-

tivity in the developing superior colliculus.

We used Emx1-Cre; Tra2b
f/f
(cortexless) mice

because they have a fully accessible superior

colliculus due to cortical agenesis. Although

the absence of cortical feedback to the super-

ior colliculus may compromise some visual

functions (26, 49), retinal waves in cortexless

mice were similar to those in mice with an

intact cortex, which suggests that waves were

not altered in the absence of cortex during

development. Previous studies also show that

Emx1-Cre; Tra2b
f/f
mice have normal direction

selectivity, orientation selectivity, and ON-OFF

responses in the superior colliculus (26, 49),

indicating that the impairment of direction

selectivity we observed in Emx1-Cre; Tra2b
f/f

mice after the disruption of wave direction-

ality is not attributable to cortical agenesis.

Our experiments demonstrate that sponta-

neous retinal activity is self-structured to con-

vey information essential for the development

of visual response properties before the onset

of visual experience. By simulating ethologi-

cally relevant features of the external environ-

ment, spontaneous retinal activity specifically

and causally enhances higher-order visual func-

tion at eye opening. This is analogous to am-

phibian larvae, in which visual optic flow as

the animal moves forward through space con-

tributes to the development of retinotopy (25),

as well as preplay in the developing mamma-

lian hippocampus, where preconfigured se-

quences of neuronal firing foreshadow the

development of hippocampal place cellmemory

function (50). Future experiments are necessary

to determine the detailed mechanism by which

wave directionality instructs the development

of direction selectivity of neurons in the supe-

rior colliculus. Spontaneous retinal waves are

transmitted through the entire developing vis-

ual system (9, 10).Whether wave directionality

contributes to the functional development of

other downstream visual areas remains to be

established.

Methods summary

All animal procedures followed the Yale In-

stitutional Animal Care and Use Committee

(IACUC), the US Department of Health and

Human Services, and institution guidelines.

Mouse pups received intraocular or intracol-

licular injections of virus encoding GCaMP6s

at P0–P1 and were prepared with a craniot-

omy over the superior colliculus at later ages

for wide-field calcium imaging of retinal

ganglion cell axons in the superior colliculus

or two-photon calcium imaging of superior

colliculus neurons, respectively. Light stim-

ulation or optogenetic stimulation of the re-

tina was applied to initiate retinal waves in vivo.

Retinal waves after acute intraocular injec-

tions of gabazine, TPMPA, or strychnine in

mice at P10 were measured and analyzed to

assess the role of inhibition in wave direction-

ality. To ablate starburst amacrine cells, intra-

ocular injections of diphtheria toxin (0.8 ng/ml

in PBS) or PBS in littermate controls were

performed daily from P5 to P7 in ChAT-Cre;

iDTRmice. Daily gabazine (200 mM) injections

(or saline injections in control mice) were per-

formed from P7 to P12 to chronically disrupt

wave directionality during development. Pro-

cedures for the experiments and data analyses

are described in the supplementary materials.
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Structure of an AMPK complex in an inactive,
ATP-bound state
Yan Yan1, Somnath Mukherjee2†, Kaleeckal G. Harikumar3†, Timothy S. Strutzenberg4†,

X. Edward Zhou1†, Kelly Suino-Powell1, Ting-Hai Xu1,5, Ryan D. Sheldon6, Jared Lamp7,

Joseph S. Brunzelle8, Katarzyna Radziwon2, Abigail Ellis6, Scott J. Novick4, Irving E. Vega7,

Russell G. Jones6, Laurence J. Miller3, H. Eric Xu9, Patrick R. Griffin4,

Anthony A. Kossiakoff2,10, Karsten Melcher1*

Adenosine monophosphate (AMP)–activated protein kinase (AMPK) regulates metabolism in response

to the cellular energy states. Under energy stress, AMP stabilizes the active AMPK conformation, in

which the kinase activation loop (AL) is protected from protein phosphatases, thus keeping the AL in its

active, phosphorylated state. At low AMP:ATP (adenosine triphosphate) ratios, ATP inhibits AMPK by

increasing AL dynamics and accessibility. We developed conformation-specific antibodies to trap ATP-

bound AMPK in a fully inactive, dynamic state and determined its structure at 3.5-angstrom resolution using

cryo–electron microscopy. A 180° rotation and 100-angstrom displacement of the kinase domain fully

exposes the AL. On the basis of the structure and supporting biophysical data, we propose a multistep

mechanism explaining how adenine nucleotides and pharmacological agonists modulate AMPK activity

by altering AL phosphorylation and accessibility.

A
denosine monophosphate–activated pro-
tein kinase (AMPK) is the primary energy
sensor and regulator of energy homeo-
stasis in eukaryotes (1–5). Upon activation
by energy stress, AMPKreprogramsmetab-

olism by phosphorylating and modulating the
activities of metabolic enzymes and key regula-
tors of metabolism, growth, and proliferation
(6–9). Deregulation of AMPK is associated with
metabolic diseases, and AMPK is a pharmacol-
ogical target for the treatment of diabetes, obe-
sity, cancer, and cardiometabolic disease (10–12).
AMPK is a heterotrimeric protein kinase

that is assembled from an a subunit (a1 or a2)
containing the kinase domain (KD) and reg-
ulatory b subunits (b1 or b2) and g subunits
(g1, g2, or g3) (13) (Fig. 1A). AMPK senses the

cellular energy state by competitive binding
of adenosine monophosphate (AMP), adeno-
sine diphosphate (ADP), and adenosine triphos-
phate (ATP) to three sites in its g subunit, of
which site 3 (CBS3) is the primary sensor (14, 15)
(Fig. 1A). In addition, pharmacological com-
pounds including Abbot A769662 and Merck
991 bind to a distant site called the allosteric
drug and metabolite (ADaM) site, which is at
the interface between the KD and the carbo-
hydrate-binding module (CBM) of the b sub-
unit (16, 17) (Fig. 1A). AMPK is activated about
100-fold by phosphorylation of a residue (Thr174

in human a1 and Thr172 in human a2) in its
kinase activation loop (AL) and up to 10-fold
by direct allosteric kinase activation (18–22).
In reconstituted systems, AMP, ADP, andADaM
agonists all increase net AL phosphorylation
by stabilizing a conformation that limits phos-
phatase access to the AL (14, 19, 20, 23, 24),
although AL protection by ADaM agonists has
been less clear in a cellular context (23, 25).
In addition, binding of AMP, but not ADP or
ADaM ligands, further increases AL phosphor-
ylation by stabilizing an interaction with AMPK’s
main upstream kinase, the tumor suppressor
LKB1 (22, 26–28), and possibly with other up-
stream kinases (21). Under energy excess, ATP
competes with AMP and ADP at one or more
of the allosteric sites and inhibits AMPK.
Modulation of AL accessibility by adenine

nucleotides was identified as a major mecha-
nism of AMPK regulation more than 20 years
ago (19), but how adenine nucleotides and
ADaMagonists induce conformational changes
that modulate AL accessibility is unknown be-
cause the structure of the AMPK complex in

its highly dynamic, ATP-bound state has yet to
be resolved. Equally important, how agonists
can restrict access to protein phosphatases
without impeding access to AL kinases has
remained enigmatic.

Conformational trapping of inactive-state

AMPK by protein engineering

and conformation-selective Fabs

AMP binding stabilizes, and ATP binding de-
stabilizes, an interaction between the g sub-
unit and the a linker that is required for AMPK
activation (29). To determine the structure
of ATP-bound AMPK in the phosphorylated,
more-AL-accessible state,we stabilized thephos-
phorylated AMPK (pAMPK) construct shown
in Fig. 1A through (i) adenosine-5′-(g-thio)-
triphosphate (ATPgS), which we found tomore
potently inhibit the interaction between the g

subunit and the a linker than ATP (fig. S1A);
(ii) a nonflexibly linked maltose-binding pro-
tein (MBP) tag; (iii) the AMPK inhibitor com-
pound C (CpdC) (30); and (iv) an E199A/E200A
surface entropy reduction mutation in the b
subunit (see materials and methods in the
supplementary materials). These modifica-
tions did not change AMPK modulation by
AMP and ATP (fig. S1, B to D) and allowed us
to solve its crystal structure at a modest reso-
lution of 5.4 Å (fig. S1E and table S1). Although
the resolution was insufficient to gain detailed
mechanistic insight, it showed that the KD
was associated with the b subunit as in active
AMPK and that all three binding-competent
CBS sites were bound by adenine nucleotides.
A difference density map with the phosphate
group omitted from the model suggested that
AL residue T174 was phosphorylated (fig. S1E).
The resolution could not be improved through

further optimization, indicating the need for
more potent trapping of the dynamic complex
in a distinct, inhibitory conformation. To do
so, we generated Fabs specific for the inactive
conformation of the AMPK crystallization con-
struct (Fig. 1B and fig. S2). We also included a
Fab-binding nanobody (31) to eliminate flexi-
bility between the Fab’s constant and variable
domains. Together, these measures allowed us
to determine a cryo–electronmicroscopy (cryo-
EM) structure at 3.48-Å nominal resolution from
286,895 particles used in the three-dimensional
reconstruction (Fig. 1, C to E; fig. S3; and table
S2). Because CpdC is a nonphysiological AMPK
inhibitor, we also determined the structure in its
absence at a nominal resolution of 3.92 Å (fig. S4
and table S2). The two cryo-EM structures were
very similar [rootmean squaredeviation (RMSD)
of 1.48 Å; fig. S6], indicating that CpdC did not
change the overall domain organization or
complex conformation of the inhibited AMPK.

Structures of Fab-stabilized, ATP-bound AMPK

The cryo-EM structures allowed an unambig-
uous assignment of the KD, core domain, and
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Fig. 1. Overall structure of the ATPgS-bound AMPK/CpdC/Fab/nanobody

complex. (A) Diagram of the AMPK construct and its domain architecture,

using the same color code as in (D) to (G). It lacks flexible termini and the ST

loop (a1[477–528]) (white). These loops impede structure determination,

are unresolved in all AMPK structures, and are not required for AMPK structural

integrity or regulation by adenine nucleotides or ADaM site ligands

(14, 17, 29, 35). Segments with patterned shading are not resolved. ADaM,

allosteric drug and metabolite site (brown oval); AID, autoinhibitory domain;

AL, activation loop; CBM, carbohydrate-binding module; CBS1, CBS2, and

CBS4, adenine nucleotide binding sites; CTD, C-terminal domain; KD, kinase

domain; PPases, protein phosphatases; p, phosphorylation site in the AL (T174)

and the CBM (S108). Single-letter abbreviations for the amino acid residues

are as follows: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile;

K, Lys; L, Leu; M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val;

W, Trp; and Y, Tyr. (B) Fab13 binding to active (AMP+staurosporine) and

inactive (ATP+CpdC) AMPK. A450, absorbance at 450-nm wavelength.

(C) SDS–polyacrylamide gel electrophoresis analysis of the purified AMPK

a1b2g1 complex bound to Fab and nanobody. (D) Cryo-EM density map.

(E) Atomic model. (F) Side-by-side structural alignment of the inactive,

Fab-stabilized AMPK cryo-EM structure (left) with the crystal structures of

active pAMPK [Protein Data Bank (PDB) ID 4RER; middle] and Fab-free

ATPgS- and CpdC-bound pAMPK (right). MBP, Fab, and nanobody were

omitted. (G) Nucleotide occupancy at CBS1, CBS3, and CBS4 overlaid

with EM density (shown as mesh) contoured at 7.5s (PyMOL).
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amino acid residues 180 through 203 of the b
linker, as well as of the MBP tag, Fab, and
nanobody in the EM density map (Fig. 1, D
andE).Weobserved a conformation that is very
different from both active-state pAMPK and
the crystal structure of inactive ATPgS/CpdC–

bound pAMPK (Fig. 1F). Although the core
complex remained largely superimposablewith
that of active-state AMPK (RMSD = 2.1 Å), the
KD was completely dissociated from the b

subunit by a rotation of ~180° and a translation
of ~100 Å (Fig. 1, D to F, and movie S1). In this
conformation, the KD associated weakly with
the g subunit (see fig. S7 for details and muta-
tional analysis) in an orientation in which the
AL became fully accessible to phosphatases
and upstream kinases.
AL residues 169 through 177 showed rela-

tively weak density compared with the core
domains in both structures, but the lack of
the characteristic strong phosphate density
[as seen for AMP in the same structure (com-
pare fig. S6with Fig. 1G)] suggested that residue
T174 was not phosphorylated. This conclu-
sion was supported by the lack of counter-
charges around the buried T174 to balance a
heavily negatively charged phosphate group.
To confirm this interpretation, we also de-
termined the structure of AMPK in complex
with Fab and CpdC from a protein prepara-
tion that was not phosphorylated (figs. S5
and S8). As seen in fig. S8, the structure from
the nonphosphorylated sample was superim-
posable with the other two cryo-EM structures,
with the same interfaces between subunits, in-
cluding an identical interface between KD and
the g subunit. Usingmass spectrometry, we con-
firmed that T174 inAMPKused for Fab selection
and structure determination was incompletely
phosphorylated (5.3% nonphosphorylated; table
S3). We expect that preclearing with phosphor-
ylated active-state AMPK during Fab selection
enriched for Fabs binding to the nonphosphor-
ylated target.
The KD in the cryo-EM structures adopted

an inhibitory conformation showing the hall-
marks of inactive kinase domains (fig. S9). More-
over, ATP destabilizes the interaction between
the a linker and CBS3 (29). Consistently, the
a linker was disordered in the structures, and
the position of the resolved flanking sequences
of the a linker and preceding autoinhibitory
domain (AID) suggests that the a linker was
indeed displaced (fig. S10). Further, we saw no
density for the CBM, consistent with double
electron-electron resonance spectra indicating
that the CBM can dissociate from the KD in
the absence of ADaM ligands and adopt multi-
ple alternative positions, especially in nonphos-
phorylated AMPK (32).
In this conformation, the CBM, AID, and a

linker are unresolved and completely or par-
tially dissociated, and the KD makes only lim-
ited interactions with the g subunit [515-Å2

buried interface compared with buried inter-
faces of 1677 Å2 with b subunit and a-CTD in
the KD-associated conformation (4RER)]. This
state is in equilibrium with the more stable
active AMPK conformation. The Fab shifts this
equilibrium by binding a surface in nonphos-
phorylated AMPK that largely overlaps the
AL-containing surface in pAMPK that is pro-
tected by b linker and core AMPK (fig. S11).
Thismutually exclusive binding is the basis for
the Fab’s conformational selectivity and stabi-
lization of the inactive conformation.
An important question in the AMPK field is

which adenine nucleotides bind to which in-
dividual CBS sites. Unexpectedly, although AMP
and ADP were not added for the ATP-complex
formation, we observed AMP-occupied CBS4
and ADP-occupied CBS1 (Fig. 1G; see detailed
discussion in the supplementary materials and
fig. S12). Only CBS3, the nucleotide sensor site,
was occupied by ATPgS.
In contrast to the cryo-EM structures, in the

crystal structure in the absence of Fab, the AL
was phosphorylated, as expected, and the KD
remained associated with the b subunit (fig.
S1E). On the basis of these results, we hypoth-
esized that allosteric ATP binding of phos-
phorylated AMPKmay partially destabilize AL
protection in a KD-associated conformation,
whereas AL dephosphorylation may lead to
KD displacement and full inhibition.

Dephosphorylation is a switch

for KD displacement

We tested whether AL dephosphorylation in-
deed leads to KD displacement in the context
of full-length AMPK in solution and in the ab-
sence of Fab andnanobody. First, we scrutinized
our previously published hydrogen-deuterium
exchange mass spectrometry (HDX-MS) data
(33).We overlaid all resolved peptides (Fig. 2A,
colored gray) having phosphorylation-induced
reduction in deuterium exchange (i.e., that have
increased interaction and/or stability in pAMPK)
onto the structures of KD-associated and KD-
displaced AMPK. These peptides were found
in three regions: (i) the AL-containing surface
of the KD that is protected in KD-associated
conformation but is solvent-accessible in the
KD-displaced conformation; (ii) the b-CTD
surface that interacts with the AL in the KD-
associated conformation; and (iii) the g sub-
unit surface that interacts with the a linker,
which is dissociated from the g subunit in KD-
displaced AMPK. In contrast, no such changes
occurred in purified pAMPK upon the shift
from energy stress to energy excess nucleotide
levels (fig. S13) (32). These data therefore sup-
port that the KD-displaced conformation is
primarily adopted by fully inactive, dephos-
phorylated AMPK.
Next we probed the AMPK conformation

using AlphaScreen luminescence proximity
sensors (29). This assay measures the proxim-

ity between a hexahistidine (His6) tag intro-
duced at the N terminus of the KD and a biotin
tag introduced at the N terminus of the g sub-
unit (Fig. 2B). AMP, ATP, and ATPgS had only
small effects on tag distances in purified phos-
phorylatedAMPK. In contrast, the luminescence
signal was more than threefold stronger (i.e.,
the distance between the tags shorter) in non-
phosphorylated than in phosphorylated AMPK
(Fig. 2B). This is in agreement with the dif-
ference in distances seen in the structures of
KD-associated versus KD-displaced AMPK and
further supports dephosphorylation-induced
KD displacement.
The assay also provided insight into AL re-

phosphorylation. AMP stimulates AL rephos-
phorylation by inducing an interaction of AMPK
with LKB1-bound axin (22). How AMP can
stimulate a conformation in which the AL is
protected against dephosphorylation and yet
is accessible to upstream kinases had been
puzzling. Our data indicate that the AL is pro-
tected only in phosphorylated AMPK, the sub-
strate for dephosphorylation; it is accessible in
nonphosphorylated AMPK. As in our previous
study (29), incubation of nonphosphorylated
AMPK with AMP caused a strong and highly
significant increase in the AlphaScreen lumi-
nescence proximity signal indicative of an
AMP-induced movement of the N termini of
the KD and the g subunit toward each other
(Fig. 2B). While the details of this induced con-
formational change are unclear, we speculate
that they mediate the effects of AMP-induced
binding of AMPK to LKB1-bound axin.
We further probed the protein structures of

phosphorylated,AMP-boundAMPK(fully active)
and ATPgS-bound, nonphosphorylated AMPK
(fully inactive) by cross-linking coupled with
mass spectrometry (XL-MS), using the MS-
cleavable cross-linker disuccinimidyl sulfoxide
(DSSO) (34). ThemaximumCa–Ca distance be-
tween any two stably positioned lysine residues
cross-linked by DSSO is ~30 Å (35). Because of
the distance constraints, cross-linked residues
are often located in flexible loops, whose move-
ments allow extended cross-linking distances.
We identified seven cross-links that (i) could

be reliably identified (cross-linking scores
>50); (ii) were statistically significant (P <
0.05); (iii) could be mapped onto the struc-
tures of both pAMPK/AMP and non-pAMPK/
ATPgS (i.e., the lysine residues of both peptides
were resolved or bordered resolved regions);
and (iv) had Ca–Ca distances that differed in
both structures (Fig. 2, C and D; see data S1
for full data). The two cross-links enriched in
pAMPK/AMP were between residues that are
~19Å (a1-K71–a1-K476) and 30.1 Å (a1-K53–b2-
K203) apart in the structure of pAMPK/
(AMP+staurosporine) but that would be ~65
and 87.4 Å apart, respectively, in the structure
of AMPK/(ATPgS+CpdC) (Fig. 2C). Similar-
ly, the cross-links enriched in AMPK/ATPgS
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(a1-K71–g1-K234, a1-K6–g1-K234, a1-K62–g1-
K234, a1-K71–g1-K58, and a1-K116–g1-K100)
were only compatible with the KD-displaced
structure (distances between 24.7 and 46.3 Å,
with distances >30 Å involving loop residues);
these would be between 56.6 and >100 Å apart
in the KD-associated structure (Fig. 2D). To-
gether, the XL-MS data confirmed that AMP-
bound phosphorylated AMPK preferentially
adopted the KD-associated conformation and
that ATPgS-bound, nonphosphorylated AMPK
preferentially adopted the KD-dissociated
conformation. The XL-MS analysis also pro-
vided insight on the positions of the unre-
solved N terminus of the b subunit and the
position(s) of the CBM (fig. S14 and additional
data analysis section of the supplementary
materials).

ATP binding stimulates AL dephosphorylation

by destabilizing an interaction between

AL and the b linker

To understand how AMPK ligands change AL
accessibility in pAMPK, we first identified the
AL-protecting elements. The AMPK core con-
sisting of the g subunit and the a- and b-CTDs
was previously implicated in AL protection
(14), and only the core and the b linker are in
the vicinity of the AL and have the potential
to shield it (fig. S15, A and B) (14, 29). Where-
as pT174 was rapidly dephosphorylated by
only 100 nM human protein phosphatase 2Ca
(PP2C) in the isolated KD, similar rates of
dephosphorylation required about threefold
higher concentration of PP2C for a truncated
AMPK complex that contains the core but
lacks the CBM and b linker (DCBM–b linker)

and an ~260-fold higher concentration for
full-length AMPK (fig. S16). This result indi-
cated that the core complex contributes to
restricting AL access but that most of the pro-
tection is due to the b linker. Energy excess nu-
cleotide levels (4.5 mM ATP, 400 mM ADP,
40 mMAMP) slightly reduced AL protection,
although the decrease was not statistically sig-
nificant, whereas energy stress levels (3.8 mM
ATP, 1 mM ADP, 0.3 mM AMP) moderately,
and compound 991 strongly, increased AL pro-
tection for full-lengthAMPK. In contrast, none of
the ligands affected AL protection in the iso-
latedKDor inAMPK(DCBM–b linker), consistent
with a previous finding (16) (fig. S16). Therefore,
both adenine nucleotides and ADaM site ligands
likely regulate pT172 or pT174 access through
modulation of the b linker–AL interaction.
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Next we sought to identify the connections
between ligand binding and the AL–b linker
interaction. Both AMP and 991 allosterically
stabilize the active KD conformation (3, 33)
thereby ordering the inherently flexible AL
(36) and its interaction with the b linker. To
test whether the active KD conformation con-
tributes to pT174 protection, we stabilized
the conformation by an unrelated approach:
binding of the catalytic cosubstrate Mg2+-ATP
or the high-affinity, ATP-competitive kinase in-
hibitor staurosporine (fig. S17A). Both reduced
AL dephosphorylation, suggesting that the allo-
steric kinase activation by AMP and 991 con-
tributed to the increase in AL protection.
In addition,wehypothesized that both ligands

stabilize the b linker by stabilizing its flank-
ing domains, the CBM and the b-CTD (Fig. 3A).
ADaM ligands, and to a lesser degree CBMS108
phosphorylation, stabilize the CBM conforma-
tion and position and induce formation of a
helix, called the C-interacting helix, at the N
terminus of the b linker (Fig. 3A) (16, 17, 29).
Confirming our hypothesis, replacement of the
C-interacting helix with an equally long, flexi-
ble linker (GSAGSAGSAGS), and possibly to a
lesser degree the CBMS108Amutation, reduced
AL protection by 991 while having little effect
on protection in the absence of ligands or in the
presence of AMP (Fig. 3B and fig. S17, B and C).
AMP is sensed through formation of a CBS3–

AMP–a linker interaction through a-E364 (fig.
S15B, inset) that is required for both direct
AMPK activation and protection against AL
dephosphorylation (14, 29, 37). The E364-
adjacent R365 binds an inducible pocket (R365
pocket) in the b-CTD C terminal to the b linker
(fig. S15B, inset) (37). Mutation of either R365
or the R365 pocket reduced AL protection by
AMP yet had little effect on protection in the
absence of ligands or in the presence of 991
(Fig. 3B and fig. S17, B andC). This result strongly
supports an important role for the R365 pocket
in AMP-mediated AL protection. In contrast,
mutation of the AL-interacting core residue
b2-H233 reduced AL protection, as previously
reported (14), regardless of the presence or
absence of AMP or 991 (Fig. 3B and fig. S17, B
and C). Stabilization by theH233 interaction is
thus not regulated by AMPK agonists. These
results are confirmed in the context of full-
length wild-type AMPK by analyzing our previ-
ously published HDX-MS data (33, 38, 39),
which showed that AMP, ADaM ligandA769662,
and AMPK phosphorylation induced stabiliza-
tion of the b linker flanking regions (fig. S18).
Showing further agreement with our previ-

ously reported results, the a linker is dissociated
from its position at the g subunit in ATP-bound
AMPK (fig. S19), and the R365 pocket moved
up to 6 Å relative to its position in AMP-bound
AMPK (fig. S19A). In addition, the lack of den-
sity for the CBM in all three structures of ATP-
bound AMPK, together with our XL-MS data
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(see supplementary materials) and previous
double electron-electron resonance spectra
(32), indicates that the CBM can dissociate
from the KD in the absence of ADaM ligands
and adopt multiple alternative positions, es-
pecially in nonphosphorylated AMPK. Fi-
nally, the resolved part of the b linker moved
outward by up to 9 Å (fig. S19B). Collectively,
our results thus indicate that a series of con-
nected conformational changes link ATP bind-
ing and the absence of ADaM agonists to an a

linker movement, CBM dissociation, and de-
stabilization of the b linker, which then pro-
motes dephosphorylation. Dephosphorylation
in turn destabilizes KD association, which de-
pends on phosphate-mediated charge inter-
actions that stabilize the AL and the CBM–KD
interaction (fig. S20, A and B).

Live-cell time course of energy

excessÐinduced conformational changes

Our luminescence proximity, HDX-MS, and
XL-MS assays provided three independent
lines of support for the KD-displaced confor-
mation seen in our cryo-EM structures. Be-
cause these experiments used recombinant,
purified proteins, we developed a biolumines-
cence resonance energy transfer (BRET) con-
formational sensor to monitor changes in
the position of the KD in cells. We genetically
fused yellow fluorescent protein (YFP) to theN
terminus of the KD and Renilla luciferase
(Rlu) to either the C terminus of b2 or the C
terminus of the a-CTD. For both combinations,
Rlu andYFPmove closer togetherwhen theKD
adopts the displaced conformation (50 and
56 Å, respectively) relative to the KD-associated
conformation (Fig. 4A).
To determine the time course of AMPK in-

activation, we first pretreated COS-1 cells ex-
pressing these two sets of BRET conformational
sensors with 5 mM metformin, which activates
AMPK by producing energy stress (30, 40).
Because COS-1 cells are highly dependent on
glycolysis to generate ATP, we induced the tran-
sition to energy excess by replacing metformin
with 25 mM glucose. We followed AMPK in-
activation over 2 hours by monitoring, in paral-
lel, AMPK conformation by BRET (Fig. 4B); AL
dephosphorylation by immunoblotting (Fig.
4C and fig. S22); changes in the AMP/ATP and
ADP/ATP ratios by liquid chromatography–
mass spectrometry (Fig. 4, D and E); and
AMPK activity by immunoblotting of the AMPK
substrate acetyl–coenzymeA carboxylase (ACC)
(Fig. 4F). At 15 min after glucose addition, the
AMP/ATP and ADP/ATP ratios, AL phosphor-
ylation, and ACC phosphorylation had already
dropped drastically and remained at low levels
(Fig. 4, C to F). Simultaneously, BRET ratios
for both BRET combinations approximately
doubled and reached a maximum of about a
2.5-fold increase after 30 min of glucose treat-
ment (Fig. 4B), indicating a closer distance

between KD and core AMPK upon AMPK
inactivation by energy excess. This indicated
that energy excess and AL dephosphorylation
were coupled to the conformational change
of the KD–AMPK core interaction. The delay
in reachingmaximumBRET ratios relative to
AMPK dephosphorylation, while in part due
to a small delay of pelleting cells for immuno-
blotting (see methods), is consistent with our
data suggesting that, predominantly, phosphor-
ylation precedes KD displacement in cells. To-
gether, this illustrates a multistep model of
AMPK inactivation and reactivation (fig. S21).
In the fully active state, AMPK is bound by AMP
and/or an ADaM agonist and both the KD and
CBM are phosphorylated. AMP stabilizes the b

linker through the CBS3/a linker/R365 pocket
network and ADaM ligands through the KD/
CBM/C-interacting helix network. Under con-
ditions of energy excess, ATP replaces AMP at
CBS3. ATP weakens the interaction network,
thereby destabilizing the b linker and the KD
active conformation, resulting in increased AL
access to phosphatases. Partial destabilization
of AL–b linker and CBM–KD interactions in-
creases AL and CBM dephosphorylation lead-
ing to KD and CBM displacement and full
inhibition. Upon energy stress, AMP or ADP
replaces ATP at CBS3 again. This induces a
conformational change in AMPK that facil-
itates AL rephosphorylation by LKB1 and
CBM phosphorylation by autophosphoryla-
tion. The detailed mechanism of AL accessibil-
ity regulation revealed in this study provides a
structural framework for the rational develop-
ment of therapeutics that selectively modulate
AL accessibility, and itmay serve as a paradigm
for other signaling kinases that are regulated
through changes in AL protection.
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PLANT SCIENCE

Plant “helper” immune receptors are Ca2+-permeable
nonselective cation channels
Pierre Jacob1†, Nak Hyun Kim1†, Feihua Wu2,3, Farid El-Kasmi4, Yuan Chi2, William G. Walton5,

Oliver J. Furzer1, Adam D. Lietzan6, Sruthi Sunil4, Korina Kempthorn1, Matthew R. Redinbo5,

Zhen-Ming Pei2*, Li Wan1,7*, Jeffery L. Dangl1*

Plant nucleotide-binding leucine-rich repeat receptors (NLRs) regulate immunity and cell death. In

Arabidopsis, a subfamily of “helper” NLRs is required by many “sensor” NLRs. Active NRG1.1

oligomerized, was enriched in plasma membrane puncta, and conferred cytoplasmic calcium ion (Ca2+)

influx in plant and human cells. NRG1.1-dependent Ca2+ influx and cell death were sensitive to Ca2+

channel blockers and were suppressed by mutations affecting oligomerization or plasma membrane

enrichment. Ca2+ influx and cell death mediated by NRG1.1 and ACTIVATED DISEASE RESISTANCE 1

(ADR1), another helper NLR, required conserved negatively charged N-terminal residues. Whole-cell

voltage-clamp recordings demonstrated that Arabidopsis helper NLRs form Ca2+-permeable cation

channels to directly regulate cytoplasmic Ca2+ levels and consequent cell death. Thus, helper NLRs

transduce cell death signals directly.

I
n plants, successful pathogens inject ef-
fectors into the host cell to dampen the
immune response. Plants evolved a sur-
veillance system consisting of intracellu-
lar nucleotide–binding leucine-rich repeat

receptors (NLRs) capable of triggering immu-
nity in response to effector activity or by direct
effector recognition (1). Effector-triggered im-
munity leads to activation of pathogen defense
and culminates in the death of the host cell,
the “hypersensitive response,” which can fur-
ther limit pathogen growth (2). NLR activa-
tion is sufficient to determine the outcome
of a plant-pathogen interaction (1). In plants,
NLRs are divided into twomajor classes based
on their N-terminal domains: Toll/interleukin-1
receptor/Resistance (TIR)-NLRs, (hereafter,
TNL) and the coiled-coil (CC)-NLRs (hereafter,
CNL) (3,4). All testedTNLs requireENHANCED
DISEASE SUSCEPTIBILITY 1 (EDS1), as well
as a subfamily of five redundant “helper”NLRs
also known as RNLs because of their CC-R
[RPW8 (Resistance to PowderyMildew 8)-like
CC] domain (5–7). There are two subfamilies of
RNLs, NRG1 (N REQUIREMENTGENE 1) and

ADR1 (ACTIVATEDDISEASE RESISTANCE 1),
in nearly all flowering plants (8).
Activation of the Arabidopsis RNL NRG1.1

can be mimicked using an autoactive allele
(D485V; hereafter DV), mutated in the con-
served methionine-histidine-aspartate motif.
This is an accepted proxy for pathogen effector–
mediated NLR activation (9–12). NRG1.1 DV–
induced cell death is independent of the
native RNLsNRG1 andADR1 and of the EDS1-
signaling module in the heterologous host,
Nicotiana benthamiana [(4, 7, 13, 14); fig. S1].

Results

Structure of NRG1.1-signaling domain

We obtained x-ray crystal structures of twomu-
tant NRG1.1 CC-R domains (residues 1 to 124),
K94E/K96E/R99E/K100E/R103E/K106E/K110E
[7K(R)/E] and K94E/K96E (2K/E), which dif-
fracted to 3.0 and 2.5 Å, respectively (table S1).
These putative surfacemutationswere required
to achievemonodispersionof theprotein. Struc-
tural homology modeling suggested that the
CC-Rdomains share anN-terminal four-helical
bundle with cell death pore forming mamma-
lianmixed-linage kinase domain-like (MLKL)
proteins and fungal HET-s/HELO domain pro-
teins (6, 15, 16). Similar to predictions, the two
mutant structures superimposed well with the
four-helical bundles of the resting-state CC do-
main of ZAR1 (17) and the cation channel-forming
domainofMLKL (18) (Fig. 1, A toD, and table S2).
The four-helical bundle of MLKL is suffi-

cient to cause cell death, and this requires
two hydrophobic residues, L58 and I76, which
maintain the four-helical bundle hydrophobic
core (19). Structural overlay predicted that the
two hydrophobic residues are conserved in
NRG1.1 as L69 and F86 (Fig. 1E); mutating
them abolished cell death activity of an NRG1.1
fragment fromresidues 1 to 180 (hereafterNRG1.1
1-180) (Fig. 1F). In ZAR1, a hydrophobic groove
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Fig. 1. NRG1.1 CC-R resembles the ZAR1 and

MLKL four-helical bundle. (A) Structural overlay of

7K(R)E (PBD: 7L7V) and 2KE (7L7W) with 2KE in

green, 7K(R)E four-helical bundle (4HB) in cyan, and

7K(R)E N-terminal region in yellow. (B) Structural

overlay of 2KE in green and the ZAR1 4HB (6J5V)

structure in light purple. (C) Structural overlay

of 2KE in green and mMLKL 4HB (4BTF) in orange.

(D) Structural overlay of 2KE in green and hMLKL

4HB (2MSV) in magenta. (E) Conserved F86/I75/I76

and L69/I57/L58 shown in sticks in the a3 helix

of superimposed 2KE, mMLKL and hMLKL 4HB

structures, respectively. (F and G) In planta

(N. benthamiana) phenotypes at 2 days after induction

and protein accumulation of WT NRG1.1 CC-R and

structure-derived mutants. EV, empty vector.
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made by a2 and a4B is important for oligo-

merization and function (17). We found two

hydrophobic residues, L134 and L125, in the

homologous region in NRG1.1; mutating them

to glutamic acid abolished cell death in NRG1.1

1-180 (Fig. 1G). These data validate the NRG1.1

four-helical bundle structure.

Active ZAR1 oligomerizes into a pentamer

in which the a1 helix of the four-helical bundle

rearranges, flips out, and forms a plasmamem-

brane (PM)–penetrating, funnel-like structure

(17, 20, 21), consistent with models proposed

for fungal Het-s/HELO activation (22). This

first helix was essential for ZAR1 function at

the PM (17). One of theNRG1.1 CC-R structures

[7(K)R/E] revealed a potentially flexible N ter-

minus (residues 1 to 16; absent in ZAR1; Fig. 1A)

that could extend the four-helical bundle a1

helix of a putative funnel in the active NRG1.1

protein. This was disordered in the 2K/E struc-

ture. This region was required for NRG1.1 1-180

cell death induction (DN16; Fig. 1G).

Active NRG1.1 oligomerizes and forms puncta

We introduced several of the structure-derived

mutations into the full-lengthNRG1.1 in ciswith

the autoactive DV allele because the wild-type

(WT) resting NRG1.1 is inactive in the absence

of sensor NLR activation (Fig. 2A). We found

that the DN16, L134E, and L125E cismutations

each abolished the cell death function of NRG1.1

DV (Fig. 2A). Blue native-PAGE analyses re-

vealed that active NRG1.1 DV formed high-

molecular-weight complexes, whereas the

inactiveWT, catalytic p-loop (G199A/K200A),

andDVp-loop cis doublemutants did not (Fig.

2B).Mutation of L134E, but not of L125E, in cis

also abolished NRG1.1 DV oligomer formation

(Fig. 2B). Unlike the WT or inactive p-loop mu-

tants, NRG1.1 DVwas enriched in the PM frac-

tion, whereas DV L125E showed substantially

reduced PMenrichment (Fig. 2C). Although it
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Fig. 2. Active NRG1.1

(D485V) oligomerizes on

the PM and triggers cell

death. (A) In planta pheno-

types of NRG1.1 variants in

N. benthamiana (Nb) at

2 dpi. YFP, yellow fluorescent

protein. (B) Oligomerization

of NRG1.1 DV variants. Accu-

mulation of YFP-tagged

NRG1.1 variants was verified

by SDSÐpolyacrylamide gel

electrophoresis (PAGE)

immunoblotting, and their

oligomeric states were

checked by blue native-PAGE

immunoblotting in Nb adr1

nrg1. (C) Activation promotes

PM enrichment. Total

proteins (T) extracted from

Nb-expressing NRG1.1:YFP

variants were fractionated

into cytosolic (C), total

membrane (TM), and PM

fractions and verified by

marker proteins: Cytosol,

cytosolic ascorbic peroxidase;

endoplasmic reticulum

membrane (EM), sterol

methyltransferase 1; PM,

H+ATPase.
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oligomerized andwas enriched at the PM (figs.

S2 to S4), NRG1.1 DVDN16 failed to induce cell

death (Fig. 2, A to C).

Confocal microscopy demonstrated that

NRG1.1 DV exhibits increased PM localization

comparedwith inactive alleles (figs. S2 to S4).

Active NRG1.1 DV exhibited numerous puncta

on the PM, whereas the NRG1.1 DV p-loop

doublemutant exhibited many fewer (figs. S2

to S4). These puncta were also observed for

the NRG1.1 DV DN16 doublemutant but were

less common for the missense loss-of-function

alleles, which colocalized more with the endo-

plasmic reticulummarker than the PMmarker

(fig. S3). These results show that the NRG1.1

N-terminal 16 residues may extend a funnel-

like structure similar to that of ZAR1.

NRG1.1 is functional in human HeLa cells

We investigated the possibility that NRG1.1

forms PM pores and functions as a channel.

We expressed NRG1.1 variants in HeLa cells. If

NRG1.1 caused cell death, formed pores, and

exhibited channel activity in this evolutionar-

ily distant cellular background, then themost

parsimonious conclusion would be that it did

so autonomously. The alternative hypothesis

would require a signaling partner conserved

between plants and humans. NRG1.1 DV in-

duced significant cell death at 6 hours after

induction (fig. S5). This did not occur when

WT NRG1.1 was expressed or when NRG1.1

DV activity was suppressed by p-loop, DN16,

L125E, or L134Emutations in cis (fig. S5). Oligo-

merization and PM localization of the NRG1.1

variants in HeLa cells were similar to the in

planta results (fig. S6). Thus, the genetic re-

quirements for NRG1.1 DV cell death initia-

tion, (p-loop, N16, L125, and L134) are similar

in HeLa cells and plant cells.

We observed the morphology of the dying

HeLa cells using scanning electron micros-

copy. We found that the number of PM pores,

appearing as dark spots (23), correlated with

the cell death activity of NRG1.1 variants (fig.

S7 and Fig. 3, A to C). NRG1.1 DV–expressing

cells exhibited 8-nm (average) pores in these

processed samples (Fig. 3, E and F), although

422 23 JULY 2021 • VOL 373 ISSUE 6553 sciencemag.org SCIENCE

Fig. 3. NRG1.1 forms ion channels permeable to

Ca2+ and not ClÐ. (A) Quantification of apparent

PM pores in HeLa cells expressing NRG1.1 variants.

(B to D) Representative scanning electron micro-

graphs of cells exhibiting apparent PM pores in cell

lines expressing the NRG1.1 DV p-loop (B), NRG1.1

D485V (C) or the pore-forming protein GSDMN

1-275 L192D (D). White arrows indicate the visible

PM pores. (E and F) Distribution of the diameter

of PM pores visible after NRG1.1 D485V (E) or

GSDMN L192D (F) expression. The average diame-

ters are significantly different (t test, P < 0.0001).

(G) [Ca2+]i in NRG1.1 D485V or NRG1.1 D485V

p-loop–expressing HeLa cells. Black arrow indicates

CaCl2 addition. (H) Ca2+ influx in HeLa cells

expressing NRG1.1 variants. (I) Effect of the Ca2+

channel blockers LaCl3, GdCl3, and ruthenium

red (RR) on NRG1.1 D485V–induced Ca2+ influx.

(J) Intracellular [Cl–] accumulation in cells

expressing the NRG1.1 D485V or NRG1.1 DV p-loop.

(K) Representative time course experiment showing

variation of [Cl–]. Black arrow indicates 200 mM

NaCl addition. Letters indicate statistical signifi-

cance (ANOVA with post hoc Tukey, P < 0.01).
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this may not represent the actual pore size.

This apparent pore size was significantly dif-

ferent from the size of larger pores formed by

GASDERMIN-D 1-275 L192D, a partial loss-of-

function mutant of the pore-forming protein

GASDERMIN-D that induces cell death and

allows high protein accumulation [(17, 24); Fig.

3, D to F, and fig. S5B]. Cell fractionation ex-

periments indicated that NRG1.1 DV was

enriched in the PM fraction inHeLa cells, where-

as the NRG1.1 DV p-loop cis double mutant was

not (fig. S6B). Overall, active NRG1.1 DV localized

to thePMand its cell deathactivitywasassociated

with the occurrence of PM pores in HeLa cells.

Helper NLRs form Ca2+-permeable channels

Ca
2+
influx is a hallmark of programmed cell

death in both the animal and plant kingdoms

(25, 26) and is a requirement for NLR signal-

ing (25, 27). Using Fura-2–based Ca
2+
imaging

(28, 29), we measured the cytosolic free Ca
2+

concentration ([Ca
2+
]i) inHeLa cells expressing

NRG1.1 DV or the DV p-loop double mutant to

determine whether NRG1.1 DV affected cyto-

plasmic Ca
2+

homeostasis. We observed sus-

tained [Ca
2+
]i increases specifically in the

NRG1.1 DV–expressing cells seconds after CaCl2
addition (Fig. 3G and fig. S8). Loss of the cell

death cis mutations DN16, L125E, or L134E

all suppressed NRG1.1 DV–driven Ca
2+
influx

(Fig. 3H and fig. S8). The general Ca
2+

influx

channel blockers LaCl3 and GdCl3, but not the

Ca
2+
release channel blocker ruthenium red

(30–32), blocked NRG1.1 DV–driven Ca
2+
influx

(Fig. 3I and fig. S9). These observations are

consistent with NRG1.1 DV directly or indi-

rectly facilitating Ca
2+
influx. We investigated

the specificity of NRG1.1 DV–driven ion flux by

measuring cytosolic [Cl
–

] using 6-methoxy-N-

ethylquinolinium iodide (MEQ)/dihydroMEQ

(33). There was no difference between the

NRG1.1 DV andNRG1.1 DVp-loop–expressing

cells (Fig. 3, J and K, and fig. S10), indicating

that NRG1.1 DV channels do not drive Cl
–

influx. Thus, we conclude that NRG1.1 might

form Ca
2+
-permeable channels, or facilitate

their formation, in the PM of HeLa cells.

Conserved negatively charged RNL residues are

required for Ca2+ influx

We focused on the first 16 amino acids of

NRG1.1 across 334 plant RNL sequences be-

cause NRG1.1 DV DN16 retained oligomeriza-

tion and PM enrichment but lost Ca
2+
influx.

We observed a pattern of glycine or negative-

ly charged or polar residues separated by

two to three hydrophobic residues (table S3

and fig. S11). This motif was conserved in the

ADR1 clade of RNLs, partially degenerated

in the NRG1 clade, and further degenerated

in CNLs (fig. S12). Although different from an
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Fig. 4. Negatively charged residues in the

conserved RNL motif are required for Ca2+

influx and cell death. (A) In planta phenotypes

(2 dpi) of plant RNLs in the presence of the

Ca2+ channel blockers LaCl3 (La) and GdCl3 (Gd).

Accumulation of YFP-tagged RNL variants

was verified by SDS-PAGE and-immunoblotting,

in Nb adr1 nrg1. (B, C, and E) Time course

RNL-induced Ca2+ influx measurements with

GCaMP3-transgenic Nb. (D and F) Time course

conductivity measurement depicting RNL-triggered

cell death in Nb. (G to J) [Ca2+]i in HeLa cells

expressing NRG1.1 DV and variants (G and H) or

ADR1 and variants (I and J). Black arrows indicate

the addition of CaCl2. Letters indicate statistical

significance (ANOVA with post hoc Tukey, P < 0.05).

YFP-tagged RNL protein expression in Nb and HeLa

cells was verified (fig. S16).
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N-terminal motif recently implicated in CNL

function (34), these two domains share regu-

larly spaced, negatively charged residues. Such

residues are critical for ion selectivity and per-

meability in Ca
2+
channels (35, 36).We targeted

the negatively charged residues within the first

16 amino acids of NRG1.1 DV and the auto-

active WT ADR1 (37) for structurally conserva-

tive but uncharged cismutations (NRG1.1 DV:

D3N, E14Q, or D3N/E14Q; ADR1: D6N, D11N,

or D6N/D11N).

We assayed Ca
2+

influx triggered by these

alleles in planta using the intracellular Ca
2+
re-

porter GCaMP3 in transgenicN. benthamiana

(38). We confirmed that either NRG1.1 DV or

ADR1 expression triggered [Ca
2+
]i increases in

planta 2 to 3 hours after estradiol treatment

(a typical time required for estradiol-induced

protein accumulation), which was accom-

panied by cell death 16 hours after [Ca
2+
]i

increase (Fig. 4, A and B). LaCl3 and GdCl3

abolished cell death (Fig. 4A) and reduced

Ca
2+

influx (Fig. 4B). In both plant (Fig. 4, C

to F) andHeLa cells (Fig. 4, G to J), mutations

in the RNL-conserved N-terminal motif, es-

pecially E14Q (in NRG1.1 DV) and D11N (in

ADR1), significantly reduced the rate of Ca
2+

influx (Fig. 4, C, E, and G to J, and fig. S13).

These mutations also reduced cell death in-

duction (Fig. 4, D and F, and figs. S14 and S15).

We analyzed the electrophysiological prop-

erties of NRG1.1 DV and NRG1.1 DV D3N E14Q

in human embryonic kidney (HEK) 293 cells

using the patch-clamp technique (28, 29).

Having confirmed that NRG1.1 DV drives Ca
2+

influx in transfected HEK293 cells similar to

HeLa cells using Fura-2 imaging (fig. S17), we

proceeded to record whole-cell voltage-clamp

currents with voltage ramp (from +50 mV to

–200 mV). We recorded robust currents at

both positive and negative potentials only in

cells expressing NRG1.1 DV with CsCl and

CaCl2 in the pipette and bath solution, re-

spectively (Fig. 5, A and C). Both inward and

outward currents were abolished when Cs
+

and Ca
2+

were substituted for the channel-

impermeable cation TEA
+
(Fig. 5, B and C), in-

dicating that NRG1.1 DV formed nonselective

cation channels mediating Ca
2+
influx rather

than Cl
–

efflux. The NRG1.1 D3N E14Q double

mutant eliminated Ca
2+
currents (Fig. 5, A to

C), consistent with D3 and/or E14 acting as a

selectivity filter. Substitution of Mg
2+

for Ca
2+

in the bath resulted in a similar permeability

for Mg
2+
and Ca

2+
(Fig. 5D), confirming that

NRG1.1 is a nonselective, cation-permeable

channel.

Discussion

Ca
2+

signaling is known to regulate plant im-

munity (26, 39). Constitutive cytoplasmic Ca
2+

influx induces constitutive defense activa-

tion and cell death (40, 41). We found that the

NRG1.1-signaling domain structure resembles

the pore-forming domain of the cation channel

MLKL (Fig. 1), oligomerizes in puncta on the

PM (Fig. 2), and is sufficient to drive cyto-

plasmic Ca
2+
influx in plants and human cells

(Figs. 3 to 5 and fig. S2). Our data are con-

sistent with NRG1.1 acting as a nonselective,

Ca
2+
-permeable cation channel.

All TNL immune receptors tested so far re-

quired the redundant RNLs of the ADR1 and

NRG1 subfamilies (5). Thus, we propose that

TNL activation induces RNL-dependent Ca
2+

influx to initiate cell death and, likely, immune

responses. Supporting this view, we observed

that TNL RPS4 activation is associated with

Ca
2+

influx (fig. S18). Cyclic nucleotide–gated

channels may also contribute to sustain the

RNL-initiated Ca
2+
influx because they have

been shown to be activated upon immune

response (42). It is plausible that cell death

is a product of Ca
2+
-responsive factors that

execute a cell death program rather than being

a consequence of Ca
2+
cytotoxicity. Cell death

anddefense activation canbe uncoupledduring

effector-triggered immunity, suggesting that

cell death has additional signaling require-

ments beyond elevated [Ca
2+
] (2, 43). Plants

have MLKL homologs that are involved in

immunity and can trigger cell death (44), pos-

sibly by regulating ion homeostasis [Mg
2+

rather than Ca
2+

(18, 45), by analogy with

human MLKL].

CNLs likely also function like RNLs and trig-

ger cytoplasmic Ca
2+
influx. Recently, the CNL

ZAR1was shown to be a Ca
2+
-permeable chan-

nel that requires a negative charge ring for

cation influx (21). It is thus likely that ZAR1

E11, NRG1.1 E14, and ADR1 D11 all form nega-

tive charge rings that act as cation selective

filters to achieve fast Ca
2+
influx and initiation

of cell death and defense signaling. The com-

bined data from our work and (21) provide a

mechanistic explanation for how the twomajor

424 23 JULY 2021 • VOL 373 ISSUE 6553 sciencemag.org SCIENCE

Fig. 5. NRG1.1 D485V forms nonselective cation channel. (A) Whole-cell current recorded in voltage ramp

(+50 to –200 mV) in a CaCl2 bath solution. (B) Whole-cell current recorded in voltage ramp (+50 to

–200 mV) in a TEA-Cl bath solution. (C) Mean current recorded at –200 mV during experiments in (A)

and (B). (D) Reversal potential (Erev) and relative ion permeability (PX/PCs) measured in voltage ramp

experiments in CaCl2 or MgCl2 solutions in HEK293 cells expressing NRG1.1 D485V (N = 10 Ca2+ and

N = 8 Mg2+). Letters indicate statistical difference (ANOVA with post hoc Tukey, P < 0.05).
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classes of plant intracellular innate immune

receptors, the TNLs and CNLs, control cell

death triggered by pathogen recognition.
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ASTROPARTICLE PHYSICS

PetaÐelectron volt gamma-ray emission
from the Crab Nebula
The LHAASO Collaboration* 

The Crab Nebula is a bright source of gamma rays powered by the Crab Pulsar’s rotational energy through

the formation and termination of a relativistic electron-positron wind. We report the detection of gamma

rays from this source with energies from 5 × 10−4 to 1.1 peta–electron volts with a spectrum showing gradual

steepening over three energy decades. The ultrahigh-energy photons imply the presence of a peta–electron

volt electron accelerator (a pevatron) in the nebula, with an acceleration rate exceeding 15% of the

theoretical limit. We constrain the pevatron’s size between 0.025 and 0.1 parsecs and the magnetic field to

≈110 microgauss. The production rate of peta–electron volt electrons, 2.5 × 1036 ergs per second, constitutes

0.5% of the pulsar spin-down luminosity, although we cannot exclude a contribution of peta–electron

volt protons to the production of the highest-energy gamma rays.

T
he Crab Nebula is a remnant of the

explosion of a massive star. The neb-

ula formed on 7 July 1054, recorded in

Chinese chronicles as a “guest star” (1).

It is the brightest known pulsar wind

nebula—an extended nonthermal structure

powered by the ultrarelativistic electron-

positron wind from the central neutron star

(the Crab Pulsar). This makes the Crab Nebula

one of the brightest gamma-ray (g-ray) sources

in the sky, which has been observed for decades

at tera–electron volt energies (2). At the transi-

tion from giga–electron volt to tera–electron

volt energies, the spectral energy distribu-

tion [(SED) E
2
dN / dE, where dN / dE is the

differential flux of radiation at the photon

energy E ] reaches a maximum of ~100 GeV

(3, 4). Previous observations reported a de-

tection at ≈80 TeV (5) and measured the

spectrum up to 300 TeV (6–8). The angular

size of the g-ray source at tera–electron volt

energies has been reported as ≈50 arc sec (9).

The Crab Nebula was among the sources de-

tected at energies above 100 TeV using the

Large High Altitude Air Shower Observatory

(LHAASO) (10).

LHAASO is a dual-purpose complex of par-

ticle detectors, designed for the study of cosmic

rays (CRs) and g rays in the sub–tera–electron

volt to 1000-PeV energy range (11, 12). When a

very-high-energy extraterrestrial particle en-

ters Earth’s atmosphere, it initiates a cascade

consisting of secondary hadrons, leptons, and

photons known as an air shower. The LHAASO

detectors record different components of these

air showers, which are used to reconstruct the

type, energy, and arrival direction of the pri-

mary particles.

LHAASO consists of three arrays (13). The

largest is the square kilometer array (KM2A),

comprising surface counters and subsurface

muon detectors. KM2A is designed to detect

CRs from 10 TeV to 100 PeV and distinguish

g-ray photons from CRs using the muon de-

tector array. The muon content in an air shower

event can be used to effectively reject hadronic

showers, which are initiated by CRs. The sur-

face array of KM2A is used to determine the

energy and arrival direction of the primary

particles. KM2A operates as an ultrahigh-

energy [(UHE) Eg > 0.1 PeV] g-ray telescope

(14) with energy resolution of ≤20% and angu-

lar resolution of 0.25°. For g rays above 50 TeV,
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the sensitivity of KM2A reaches the flux level

of 10�14ergcm�2s�1 for a point source like the

Crab Nebula in 1 year of observations (12).

TheWater CherenkovDetector Array (WCDA)

consists of three ponds with a total area of

0.08 km
2
that are sensitive to g rays down to

0.1 TeVwith an angular resolution of dy ≈ 0.2°

(15). WCDA is designed to perform deep sur-

veys of very-high-energy g-ray sources, including

the Crab Nebula for both pulsed and unpulsed

signals. The sensitivity at energies >2TeV reaches

the flux level of 10�12ergcm�2s�1 for a point

source like the Crab Nebula in 1 year of obser-

vations (12). At energies above 0.1 PeV, WCDA

also serves as an additional muon detector

to enhance the determination between elec-

tromagnetic and hadronic showers detected

by KM2A.

KM2A andWCDA are complemented by the

Wide-Field-of-view Cherenkov Telescope Array

(WFCTA) (16), designed to consist of 18 tele-

scopes (of which 14 have been constructed)

that detect Cherenkov radiation emitted by

air showers induced by CRs, with energy rang-

ing from 0.1 to 1000 PeV. Cherenkov light in

showers initiated by g rays at energies above

0.1 PeV is recorded byWFCTA telescopeswhich

cover a 32° by 112° region of the northern

sky, through which the Crab Nebula passes

every day.

LHAASO observations of the Crab Nebula

On 11 January 2020 at 17:59:18 coordinated

universal time (UTC), a giant air shower was

recorded by all three LHAASO detectors. The

shower arrived from the direction of the

Crab Nebula and was centered in the west-

ern part of KM2A (Fig. 1A). WCDA was also

triggered, despite being 150m away from the

shower core. The event occurred after local

midnight, when eight WFCTA telescopes were

operational. The Cherenkov radiation from

the air shower appeared in the field of view

(FOV) of telescope no. 10 and triggered it

(Fig. 1C).

We identify the event as a g ray–induced

shower, on the basis of 4996 particles (elec-

trons, photons, muons, and hadrons) recorded

by 395 surface detectors and 15muons recorded

by 10 under-surface detectors of KM2A. The

probability for this event to be a misidenti-

fied CR is estimated as 0.1% (13). Two inde-

pendent estimates of the shower energy were

derived from the KM2A and WFCTA data:

0.88 ± 0.11 PeV and0:92þ0:28
�0:20 PeV, respectively.

The former value has previously been reported

as the maximum energy of g rays detected from

the Crab Nebula by LHAASO (10).

Approximately 1 year later, on 4 January 2021

at 16:45:06 UTC, another shower was regis-

tered by KM2A at even higher energy—1.12 ±

0.09 PeV. This event occurred at zenith angle

12.9°, closer to vertical and therefore better

measured by KM2A than the previous shower.

Unfortunately, the primary photon arrived

1 hour before the Crab entered the FOV of the

WFCTA telescopes. Although the number of

detected secondary particles (5094) exceeded

those in the previous event, the number of

muons (14) was fewer, so we also identified

this event as a g ray–induced shower with a

misidentification probability of 0.03%.

426 23 JULY 2021 • VOL 373 ISSUE 6553 sciencemag.org SCIENCE

A B C

Fig. 1. The 0.88-PeV g-ray event from the Crab recorded by the LHAASO

detectors. (A) Squares indicate the scintillator counters of KM2A, colored according

to the logarithm of the number of detected particles Ne (color bar). The open circles

indicate the 10 muon detectors of KM2A triggered by the shower. The position of

the core is indicated by the red arrow, which is orientated in the arrival direction of

the primary photon. (B) Map of WCDA detector units. The logarithm of the number

of photoelectrons recorded in each unit is indicated by the color. The scale is

represented by the color bar. Telescope 10 of WFCTA (black square), which also

detected the event, is located on the southern side of WCDA. (C) Telescope FOV

outlined by the dotted lines. The dashed arcs indicate zenith angles of 20°, 30°, and

40° from right to left, and dashed lines indicate azimuth angles of 175° and

200° counterclockwise. The shower image, composed of 11 pixels, started about 34°

in zenith and stretched to the edge of the FOV at 38°. The color scale shows the

logarithm of the number of photoelectrons (Npe) in each pixel. The main axis

of the image in the FOV of the telescope indicates the shower-telescope plane,

which is consistent with the event direction [indicated by the red cross in

(C)] reconstructed using KM2A. The green line in (A) is the intersection of the

shower plane and the ground, which is consistent with the shower core.
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KM2A operated for 314 days at half of its

design capacity and a further 87 days at three-

quarters of its design capacity. In that time, a

total of 89 UHE g rays with energy exceeding

0.1 PeV were detected from the Crab. Figure 2

shows the integrated g-ray detection rate, re-

normalized to the nominal 1-km
2
array and

1-hour exposure time, assuming the Crab is with-

in the FOV of KM2A (approximately 7.4 hours

per day with zenith angle <50°). Above 0.1 PeV,

we find ~0.05 events per hour, equivalent to

135 events per year. Figure 2 also shows the

detection rate of the CR-induced showers

within a cone of 1° centered on the Crab, both

before and after applying the CR shower rejec-

tion on the basis of the muon content in the

showers. This muon-cut filter requires that

the number of muons detected by KM2A in

the shower must be less than 1
230= of the

number of particles detected by the KM2A

surface counters. The cut reduces the CR

background by factors of 1000 and 500,000

at 50 TeV and 1 PeV, respectively. At en-

ergies above 0.1 PeV, the detection rate of g

rays from the Crab exceeds the CR-induced

background by an order of magnitude. Be-

cause the point spread function (PSF) of KM2A

is dy ≈ 0.25°, the CR background could be

lower by an additional factor of (1°/dy)2 ≈ 16.

Spectral energy distribution

The g-ray fluxes in the energy range from 0.5 to

13 TeV were measured using the WCDA pond.

From September 2019 to October 2020, the

total exposure was 343.5 transits of the Crab

Nebula. The KM2Ameasurements in the ob-

servation period reported above cover the

higher energy range from 10 TeV to 1.6 PeV.

We combined the WCDA and KM2A data to

determine the SED of the Crab Nebula, shown

in Fig. 3A. The two independent measure-

ments are consistent with a simple SED func-

tional form, dN=dE ¼ 8:2 T 0:2ð Þ� 10�14 E=ð
10 TeVÞ�Gcm�2s�1 TeV�1 , where N is the

number of g rays, E is the g-ray energy, and

G is the energy-dependent spectral index. The

two measurements are connected smoothly in

the narrowoverlapping region around 12.5 TeV.

In this energy bin, the discrepancy between flux

measured by KM2A and WCDA is 1.3s. The

overall c2/dof is 9.3/14, where dof is the num-

ber of degrees of freedom. No systematic de-

viation between the two segments of the SED is

found. The functional form of the spectral in-

dex, G ¼ 2:90 T 0:01ð Þþ 0:19 T 0:02ð Þlog10 E=ð
10 TeVÞ, implies a gradual steepening of the

spectrum characterized by the local index G,

from ≈2.5 at 1 TeV to 3.7 at 1 PeV (Fig. 3B).

Figure 3A also shows previous measure-

ments using atmospheric Cherenkov telescopes

(5, 6, 17) and air shower arrays (7, 8, 18). These

are consistent with theWCDA andKM2A data

from sub–tera–electron volt to multi–tera–

electron volt energies, including the flux at

the highest energy previously reported, Eg ≈

300 TeV (8).

Origin of the petaÐelectron volt photons

and electrons

Photons from the Crab Nebula have been de-

tected over 22 decades of energy, from mega-

hertz radio to UHE g rays, in both pulsed and

unpulsed components. g rays can be produced

in three physically distinct sites—in the pulsar’s

magnetosphere, in the ultrarelativistic electron-

positron (hereafter, simply electron) wind, and

in the nebula. UHE g rays are absorbed in the

strong magnetic field of the pulsar, so a pulsed

g-ray component from the magnetosphere

has been predicted only in the energy range

of mega–electron volts to giga–electron volts.

However, the detection of pulsed tera–electron

volt g rays from the Crab (19, 20) indicates

that pulsed g-ray emission occurs in the wind

(21–23). Extension of this component to UHE

g rays is theoretically unexpected. We never-

theless searched for a pulsed component in

the LHAASO data but did not detect one. We

therefore assume that the entire flux detected

by LHAASO consists of an unpulsed compo-

nent that is produced in the nebula.

The broad-band nonthermal emission of the

CrabNebula is dominated by twomechanisms—

synchrotron radiation and inverse Compton

(IC) scattering of relativistic electrons inter-

acting with the ambient magnetic and radia-

tion fields (24, 25). In the standard paradigm,

the acceleration of electrons is initiated by

the termination of the wind, at a standing

reverse shock located a distance R ≈ 0.1 pc

from the pulsar (26, 27). Although the details

of the acceleration mechanism remain un-

known, the detection of peta–electron volt

photons allows us to estimate the accelerator

size l, the magnetic field strength B, and the

minimum acceleration rate h.

In the Crab Nebula, several radiation fields

supply target photons for the IC scattering of

electrons. However, at energies above 100 TeV,

the 2.7-K cosmic microwave background ra-

diation (CMBR)dominates the g-ray production

(25, 28). Because the CMBR is well quanti-

fied, the g-ray data provide direct information

about the parent electrons. g-ray production

above 100 TeV proceeds in the Klein-Nishina

regime, where the energies of the upscat-

tered photon Eg and the parent electron Ee
are linked through the simple relation Eg ¼
0:37 Ee=1 PeVð Þ1:3 PeV, which, over two energy
decades, from 30 TeV to 3 PeV, is accurate to

within 10% (see fig. S7) or, equivalently

Ee ≃ 2:15 Eg=1 PeV
� �0:77

PeV ð1Þ

Thus, for the 1.1-PeV photon, the energy of

the parent electron is 2.3 PeV. Correspondingly,

themean energies of the synchrotron esynð Þand
IC Eg

� �
photons produced by the same electron

in the ambient magnetic field B are related by

esyn ¼ 9:3 Eg=1 PeV
� �1:5

B=100 mGð Þ MeV ð2Þ
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Fig. 2. The rates of detection of g rays from the Crab and the CR background events above the shower

energy E by the 1-km2 array in a cone of 1° centered at the Crab direction. The rates correspond to the

number of events per hour of observation of the source within the FOV of KM2A. E is the reconstructed

shower energy. The dash-dotted and dashed lines represent the integrated detection rates of g rays

from the Crab, based on log-parabola and power-law models fitted to the measured fluxes (see Fig. 3),

respectively. The filled circles show the rate of CR events accumulated by KM2A. The integrated rate can be

approximately described as power law with index of −1.6. The open circles represent the integrated rate

of CR events after the muon-cut filter.
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Simultaneous modeling (13) of the synchro-

tron and IC components constrains the mag-

netic field strength within a narrow interval,

B ≃ 112þ15�13 mG(seeFig. 4 anddiscussionbelow).

The upper limit is set by the requirement for

the synchrotron radiation of the same elec-

trons responsible for the production of 1-PeV

photons to not overshoot themeasuredmega–

electron volt flux (29). The lower limit is set by

requiring the electron energy Ee and the ac-

celerator’s linear size, l, to meet the condi-

tion that the electron gyroradius Rg ¼ Ee=eB
(where e is the charge of electron) cannot

exceed l. Using Eq. 1, we find

B=100 mGð Þ l=1 pcð Þ ≥ 0:023 Eg=1 PeV
� �0:77

ð3Þ

Magnetohydrodynamic (MHD)models of the

Crab Nebula (26, 27) postulate that electrons

are accelerated at the termination of an electron-

positron wind, then advected into the nebula

through the MHD outflow. X-ray imaging of

the inner parts of the nebula (30) indicates

that the acceleration site is located close to

the termination shock, at R ≈ 0.1 to 0.14 pc

from the pulsar (28). The linear size of the ac-

celerator must exceed the gyroradius, l ≥ R;

this imposes a lower limit on the magnetic

field from Eq. 3, B ≥ 20 mG . On the other

hand, the standard one-zone model, which

assumes that both the synchrotron and IC

radiation components are produced in the

same region by the same electron population,

gives B ≃ 112 mG (Fig. 4). Then, from Eq. 3, we

find that l ≥ 0:025 pc. These constraints are

inconsistent with estimates of the character-

istic size and magnetic field in the region(s)

where the flares of the mega–electron volt or

giga–electron volt g-ray emissions (“Crab flares”)

(31) originate. Those variations of g-ray fluxes

on time scales of days are interpreted as fast

acceleration and synchrotron cooling of peta–

electron volt electrons in compact (R ≤ 0.01 pc)

highlymagnetized (B ≥ 1 mG) regions [see (32)

for a review]. In the presence of such a large

magnetic field, the IC g-ray component is

suppressed; however, this does not exclude

an indirect link between the peta–electron

volt electrons responsible for the UHE g-ray

emission and the synchrotron mega–electron

volt or giga–electron volt flares.

The detection of ~1-PeV photons implies an

acceleration rate that overcomes the synchro-

tron losses of the parent electrons up to peta–

electron volt energies. The acceleration rate of

electrons is E
�

¼ eEc ¼ heBc , where h is the

ratio of the projection of the electric field E ,
averaged over the particle trajectory, to the

magnetic field, h ¼ E=B. This parameter char-

acterizes the acceleration efficiency and is al-

ways smaller than 1; in objects where h → 1,

the accelerator proceeds at the maximum rate

allowed by classical electrodynamics and ideal

MHD (33). The maximum energy of electrons

is then determined by the balance between

the acceleration and the energy loss rates:

Ee;max ≈ 5:8h
1=2 B=100 mGð Þ�1=2 PeV. Using the

relationbetweenEg andEe givenbyEq. 1,we find

h ¼ 0:14 B=100 mGð Þ Eg=1 PeV
� �1:54

ð4Þ

Thus, for the detected Eg ¼ 1:1 PeV and the

magnetic field B ≃ 112 mG derived from the

one-zonemodel (Fig. 4), we find that the accel-

eration proceeds at the efficiency h ≈ 0.16. For

comparison, at the diffusive shock accelera-

tion in young supernova remnants (34), h is

smaller by at least three orders of magnitude.

For the distance to the Crab Nebula, d ≈ 2 kpc

(35), the luminosity in peta–electron volt g

rays is estimated as Lg;PeV ¼ 4pd2Fg ≈ 5�
1031 erg s�1, where Fg ≈ 10

�13 erg cm�2 s�1

is the energy flux of 0.5- to 1.1-PeV g rays (Fig.

4). In the Klein-Nishina limit, the IC cooling

time of electrons in 2.7-K CMBR is tIC ≃ 5�
1011 Ee=1 PeVð Þ0:7 s (36) or, for the given Eg,

usingEq. 1we have tIC ≃8�10
11 Eg=1 PeV
� �

0:54 s.

Thus, the total energy held by the ≥1-PeV elec-

trons responsible for production of ≥0.5-PeV

g rays is estimated asWe;PeV ¼ Lg;PeVtIC ≈ 4�
1043 erg. Because the overall cooling of peta–

electron volt electrons is dominated by syn-

chrotron losses tsyn ≪ tICð Þ, the injection rate of

peta–electron volt electrons isW
�

e;PeV ¼ We;PeV=
tsyn ≈ 2� 1036 B=100 mGð Þ2 erg s�1 . Thus,with-

in the framework of the standard one-zone

model with B = 112 mG, the acceleration power

of peta–electron volt electrons constitutes an

≈0.5% fraction of the pulsar’s spin-down lu-

minosity, LSD ≈ 5� 1038 erg s�1 (27).

Multiwavelength modeling

We consider whether the detection of peta–

electron volt photons agrees with predictions

from the standard MHD paradigm of the

Crab Nebula, which assumes that nonthermal

emission from x-rays to multi–tera–electron

volt g rays is produced by electrons acceler-

ated at the termination of the pulsar wind
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Fig. 3. g-ray flux of the Crab measured by LHAASO and spectral fitting. (A) Tera–electron volt to peta–

electron volt g-ray fluxes of the Crab plotted as EdN/dE. The red squares and blue squares are the

spectral points measured using KM2A and WCDA, respectively. The spectral points above 100 TeV were obtained

in the signal-dominated regime, with 89 detected g rays and two events expected from CR-induced (hadronic)

air showers after the muon cuts. No events were detected in the 1.6- to 2.5-PeV bin, where an arrow indicates

the flux upper limit at 90% confidence level. The purple line shows the fitting using a log-parabola model

in the 0.3-TeV to 1.6-PeV interval (c2/dof:9.3/14). For comparison, the black line shows the fitting using a

simpler power-law model in the 10-TeV to 1.6-PeV interval (c2/dof:5.4/9). Also plotted are previous

observations of the Crab by other facilities: High Energy Gamma Ray Astronomy (5), High Energy Stereoscopic
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Shower array (8). (B) Energy-dependent local power-law index G derived by the log-parabola model fitting,

as indicated by the purple band. For comparison, the black line shows the photon index 3.12 ± 0.03

derived from the simpler power-law model fitting. Error bars represent one standard deviation.
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(25, 28, 37–39). We modeled the Crab’s multi-

wavelength radiation within the idealized

synchrotron-IC one-zone model, assuming a

homogeneous spatial distribution of the mag-

netic field and electrons (Fig. 4). For Eg ≥

100 TeV g rays, the dominant target for IC

scattering is the 2.7-K CMBR, with proper-

ties that are known more precisely than the

targets at lower energies. For a steady-state

electron energy distribution, above 1 TeV, we

assumed a power-law function terminated by

a super-exponential cutoff at the high-energy

end. Figure 4 shows the SEDmodel using three

free parameters—the power-law slope a ¼ 3:42,

cutoff energy E0 ¼ 2:15 PeV , and magnetic

field B = 112 mG, which reproduces the obser-

vations from the x-rays to multi-mega–electron

volt g rays with synchrotron radiation and

the tera–electron volt to peta–electron volt

g rays with IC radiation. Below 1 TeV, the elec-

tron spectrum must undergo a break to avoid

conflicting with the synchrotron radiation at

optical to radio frequencies and to provide a

smooth transition of the IC radiation from tera–

electron volt to giga–electron volt energies (13).

The one-zone model in Fig. 4 is tightly con-

strained; the 3s limits on the index a (3.37

to 3.47) are constrained by the uncertainty

of the x-ray data. Because ≥10-TeV electrons

are cooled on short time scales, the index of

the initial (acceleration) spectrum must be

close to 2.4. The magnetic field is determined

by the flux ratio of the synchrotron and IC

components, with 3s range from 100 to 130 mG.

For these values of a and B, the cutoff energy

E0 is set by the synchrotron and IC spectra

above 10 MeV and 100 TeV, respectively. The

derived ranges of magnetic field and the power-

law index of electrons are consistent with pre-

vious studies based on the synchrotron-IC

one-zonemodel (28, 39) as well as MHD flow

models (25, 38, 40) in which the magnetic

field’s radial distribution is determined by

the wind-magnetization parameter sB. The

magnetic field B ≃ 112G derived for the pro-

duction region of multi–tera–electron volt

to peta–electron volt g rays is a factor of 2 to

3 times smaller than the average nebular

magnetic field, consistent with the MHD flow

model (27). The latter predicts reduced mag-

netic field at the termination shock for a broad

range of the magnetization parameter sB be-

tween 0.001 and 0.01 (27).

Within the one-zone model, the IC g-ray

spectrum can be precisely calculated. Whereas

the KM2A spectral points from 10 TeV to 1 PeV

agree with the one-zone model within the sta-

tistical uncertainties, there are possible de-

viations from its predictions. Between 60 and

500 TeV, the two differ with a significance of

4s, with the observational data having a steeper

spectrum than the one-zone model predic-

tions. The possible excess around 1 PeV indi-

cates an opposite tendency—a hardening of

the spectrum. A hardening of the electron spec-

trum is difficult to accommodate theoretically

with plausible assumptions. The problem of

suppression of the one-zone spectrum at 1 PeV

can be circumvented by introducing a second

population of peta–electron volt electrons. This

could also explain the inconsistency of the syn-

chrotron part of the SED with the one-zone

model (fig. S4) by decoupling the highest-energy

synchrotron and IC components, assuming that

the mega–electron volt synchrotron radiation

is predominantly produced in compact, highly

magnetized regions, whereas the peta–electron

volt IC photons originate from regions with B ≤

100 mG. A second electron component could

extend the SED to a few peta–electron volts

but not much further. From Eq. 4, it follows

that, even for h = 1 and minimum allowed

magnetic field, B ≥ 20 mG, then the maximum

energy of photons cannot exceed 4 PeV. Any

detection of g rays well beyond 1 PeV would

require a nonleptonic origin for the extra com-

ponent of radiation—e.g., multi–peta–electron

volt protons and atomic nuclei in the nebula.

Because of the limited energy budget avail-

able for acceleration of protons, hadronic

interactions cannot be responsible for the

overall broad-band g-ray luminosity. How-

ever, the contribution of hadronic interactions
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Fig. 4. The spectral energy

distribution of the Crab Nebula.

(A) The black curves represent

the fluxes of the synchrotron

(Syn) and IC components of

radiation of an electron population

calculated within the one-zone

model. The electron spectrum

above 1 TeV is assumed to be a

power-law function terminated by

a super-exponential cutoff, E−a

exp[−(E/E0)
2]. The best-fitting

model parameters are: a ¼

3:42 T 0:05, E0 ¼ 2:15þ0:55
�0:65 PeV,

and B ¼ 112þ15
�13 mG. The total

energy in electrons above 1 TeV is

We ¼ 7:7� 1047 erg. A break in

the electron spectrum at

Eb ¼ 0:76 TeV is assumed to

provide a consistency with the

giga–electron volt g-ray and low-

frequency synchrotron data

(see supplementary text and fig.

S6). The dark gray and light

gray shaded regions show the

1s and 3s uncertainty regions,

respectively. The circles on the left

show the x-ray and the mega–electron volt emission of the Crab Nebula (29). The circles in the middle represent the Crab observations by Fermi–Large Area

Telescope (LAT) in the nonflare state (3). The squares on the right represent WCDA and KM2A measurements reported in this work. (B) Zoom-in of the

fluxes above 10 TeV, plotted as E3dN/dE. The thin curve presents the log-parabola spectral fitting shown in Fig. 3. (C to E) Two-dimensional projected parameter

spaces of the free parameters a, B, and E0, with uncertainty regions indicated by the hatching shown in the legend in (C).
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at peta–electron volt energies could be non-

negligible. The g-ray production efficiency of

hadronic interactions—i.e., the fraction of the

proton kinetic energy converted to g rays—is

determined by the ratio k = tesc/tpp, where tesc
is the confinement time of protons inside the

nebula, and tpp ≈ 1.5 × 10
8
(n/1 cm

−3
)
−1

years

is the cooling time of protons through the

production and decay of the secondary p
0
-

mesons. For the average density of the neb-

ular gas n ≈ 10 cm
−3
, the radiation efficiency

is low; even for themost effective confinement

of 10-PeV protons, tesc ≤ 250 years (13), thus k ≤

5 × 10
−5
. To explain the peta–electron volt g-ray

luminosity,Lg ≈ 5 × 10
31
erg s

−1
, the acceleration

power of ~10-PeV parent protons would need

to beW
�

p ¼ Wp=tesc ¼ k
�1
Lg ≈ 1036 erg s�1 or,

in the case of a broad E
−2
-type proton spec-

trum, an order of magnitude larger. These es-

timates are supported bynumerical calculations

(fig. S5). They avoid exceeding the theoretical

constraints on the proton fraction (41) only

if there is effective proton confinement in the

nebula.
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QUANTUM DEVICES

Coherent manipulation of an Andreev spin qubit
M. Hays1*, V. Fatemi1*, D. Bouman2,3, J. Cerrillo4,5, S. Diamond1, K. Serniak1 , T. Connolly1,

P. Krogstrup6, J. Nygård6, A. Levy Yeyati5,7, A. Geresdi2,3,8, M. H. Devoret1*

Two promising architectures for solid-state quantum information processing are based on electron spins

electrostatically confined in semiconductor quantum dots and the collective electrodynamic modes of

superconducting circuits. Superconducting electrodynamic qubits involve macroscopic numbers of electrons

and offer the advantage of larger coupling, whereas semiconductor spin qubits involve individual electrons

trapped inmicroscopic volumes but aremore difficult to link. We combined beneficial aspects of both platforms

in the Andreev spin qubit: the spin degree of freedom of an electronic quasiparticle trapped in the supercurrent-

carrying Andreev levels of a Josephson semiconductor nanowire. We performed coherent spin manipulation

by combining single-shot circuit–quantum-electrodynamics readout and spin-flipping Raman transitions

and found a spin-flip time TS = 17microseconds and a spin coherence time T2E = 52 nanoseconds. These results

herald a regime of supercurrent-mediated coherent spin-photon coupling at the single-quantum level.

A
weak link between two superconductors

hosts discrete, fermionic modes known

as Andreev levels (1). These levels govern

the physics of the weak link on the mi-

croscopic scale, ultimately giving rise to

macroscopic phenomena such as the Josephson

supercurrent. Superconducting electrodynamic

qubits rely on the nonlinearity of the super-

current in Josephson tunnel junctions, a man-

ifestation of the ground-state properties of

millions of Andreev levels acting in concert

(2). Although the vast majority of conduction

electrons undergo collective nonlinear bosonic

oscillations in the superconducting conden-

sate, each Andreev level can be occupied by a

fermionic electronic excitation known as a

Bogoliubov quasiparticle.

It was proposed that quantum information

could be stored in the spin of a quasiparticle

trapped in a weak link possessing a spin-orbit
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interaction (3). This Andreev spin qubit (ASQ)

would carry a spin-dependent supercurrent,

opening paths for spinmanipulation andmea-

surement unavailable to electrostatically con-

fined spin qubits (4–7). In particular, this

supercurrent could provide strong coupling

between the spin and a superconductingmicro-

wave resonator (8–13). In the context of such

supercurrent-based integration of Andreev levels

with circuit quantum electrodynamics (cQED),

pairs of quasiparticles have been coherently

generated and recombined (14, 15). However,

because Andreev levels in most weak links are

paired into spin-degenerate doublets, quasipar-

ticle spin manipulation has remained elusive.

Weak links composed of superconductor-

proximitized semiconductor nanowires (“Josephson

nanowires” for short) offer a platform to in-

vestigate spinful Andreev physics (16–18). The

Andreev spectra of Josephson nanowires was

recently observed, owing to the development

of an atomically perfect superconductor-

semiconductor interface. This in turn revealed

a rich interplay between superconductivity,

spin-orbit interaction, electromagnetic field

effects, and device geometry. Properties of

Andreev levels in superconductor-semiconductor

nanowires have been exploited to realize gate-

tunable weak links for superconducting qubits

(19,20), probenon-abelianAndreev levels known

as Majorana zero modes (21), and relevant to

this experiment, investigate spin-split doublets

without a Zeeman field (18, 22).

We performed coherent manipulation of the

spin of an individual quasiparticle excitation

of a superconductor. A naturally occurring

quasiparticle is stochastically trapped in the

Andreev levels of a Josephsonnanowire (14, 15),

where it then resides predominantly in the

two spin states of the lowest-energy Andreev

doublet with roughly equal probability (22).

First, we initialized this ASQ by post-selecting

on a single-shot cQED spinmeasurement (22).

We then achieved coherent control of the ASQ

by driving Raman transitions in a L system

formed by the two spin states and an auxiliary

higher-energy Andreev level. We observed spin

lifetimes of up to TS = 17 ms and a spin co-

herence time T2E = 52 ns, which appears to be

limited by a spinful bath.

Our realization of the ASQ hinges on the

interplay between spin-orbit interaction in

the semiconductor nanowire and the super-

conducting phase bias across the weak link

(Fig. 1A) (3–6, 18, 22). In a conventional weak

link, a trapped quasiparticle is restricted to

spin-degenerate Andreev doublets, and there-

fore the spin cannot be coherently manipu-

lated. In a Josephson nanowire, however, an

intersubband spin-orbit interaction can cause

spin to hybridize with translational degrees of

freedom (this hybridized spin is sometimes

known as pseudospin; we will continue to

refer to it as “spin” for simplicity). Because of

this interaction between spin andmotion, the

two spin states of an Andreev doublet carry

equal and opposite supercurrent ±IS/2 at φ = 0,

with IS being doublet dependent (5). Then, be-

cause energy varies linearly with ∫Idφ, the
doublet degeneracy canbe liftedwith anonzero

phase bias: Perturbatively near φ = 0, the spin

splitting is Ds = ISφF0/2p.

Microwave quantum optics techniques are

well suited to achieve quasiparticle spin man-

ipulation, given such a phase-induced spin

splitting. In this experiment, the two spin

states ↓qj i; ↑qj i of one Andreev doublet form
the qubit basis (Fig. 1B), while a second,

higher-energy doublet provides auxiliary states

↓aj i; ↑aj i critical for both qubit control and

measurement (22). The number of Andreev

doublets is given roughly by the ratio between

the weak link length (here, ≈500 nm) and the

superconducting coherence length (typically

~200 nm for the presented device parameters)

(5, 6, 18). To manipulate the ASQ, we used the

qubit states ↓qj i; ↑qj i in conjunction with ↑aj i
as a L system. We applied simultaneous mic-

rowave drives to both the ↑qj i↔ ↑aj i transition
(drive frequency f↑) and ↓qj i↔ ↑aj i (drive fre-

quency f↓). By equally detuning the two drives

from their respective transitions, a Raman pro-

cess is induced so that the ↓qj i; ↑qj if g mani-

fold can be coherently manipulated while ↑aj i
remains minimally populated.

The success of the Raman process is con-

tingent on driving both the spin-conserving

transition ↑qj i↔ ↑aj i and the spin-flipping tran-
sition ↓qj i↔ ↑aj i. In principle, a radio frequen-

cy (rf) electric field can flip spin by coupling to

the spatial character of the spin-orbit hybrid-

ized Andreev levels (23). However, as we out-

line here [(24), section 1], a broken spatial
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Fig. 1. Principle of the ASQ.

(A) Illustration of a semiconductor
nanowire (white) coated with epitaxial
superconducting leads (light blue). The
pair potential D of the leads confines
the quasiparticle to the weak link.
Because of spin-orbit interaction, if the
quasiparticle is in the spin-up state
(top), supercurrent flows to the right
near zero phase bias φ = 0, whereas in
the spin-down state (bottom), super-
current flows to the left. Nonzero φ thus
breaks spin degeneracy. (B) Energies of
two Andreev doublets tuned to a L
configuration. Two microwave drives
(frequencies f↑, f↓) are equally detuned
from ↑q

�� �
↔ ↑aj i and ↓q

�� �
↔ ↑aj i,

inducing a Raman process between
the qubit states ↑q

�� �
and ↓q

�� �
by way

of a virtual level (black dashed line).
(C) Both drives induce an rf electric
field Ed between the superconducting
leads. But for a nanowire symmetric
across the plane M (only nanowire +
substrate), drive-induced spin-flips
would be forbidden. (Inset) However,
the mirror symmetry is broken by both
the partial aluminum shell as well as the cutter (blue, bias Vg,c) and plunger gates (black, bias Vg,p). (D) The
Josephson nanowire (light blue) is embedded in a superconducting loop (gray), which enables phase bias
through an external flux φ ≈ 2pF/F0 as well as inductive coupling to a superconducting microwave resonator
(dark red). The resonator reflection coefficient G = I + iQ is probed with a tone near its fundamental
frequency fr = 9.188 GHz. (E) Histogram of repeated 1.9-ms measurements of G clustered into three
distributions, corresponding to ↑q

�� �
; ↓q
�� �

, and gj i (standard deviation s). The system state was assigned
according to thresholds indicated with the black dotted lines.
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symmetry of the Josephson nanowire system

is also required. Our hexagonal nanowire was

made of [001] wurtzite indium arsenide grown

by use of molecular beam epitaxy. Such a nano-

wire lying alone on a substrate would possess

a transverse mirror symmetry (Fig. 1C); this

property would then be inherited by the levels

of the nanowire so that one spin state of each

doublet would be mirror-symmetric and the

other spin state mirror-antisymmetric (mirror

character coincides with spin component char-

acter). Because we applied the drive voltage

along the weak link, the rf electric field did not

break themirror symmetry—it points along the

nanowire—and therefore would not flip spin.

In our device, the mirror symmetry is bro-

ken by both the superconducting leads and

the electrostatic gates (Fig. 1C) as well as any

symmetry-breaking disorder present in the

nanowire. The superconducting leads consist

of 10-nm-thick epitaxial aluminum, of which a

500-nm length was removed to form the weak

link. The aluminum only covers two of six

nanowire facets, breaking themirror symmetry

of the nanowire-substrate system. Because the

gates are fabricated on one side of the nano-

wire, they also break the mirror symmetry.

Both the cutter and plunger gates were used to

tune the transparency of the weak link and

were biased toVg,c= –71.9mVandVg,p=4.0mV,

respectively, unless otherwise noted [system

tune up is provided in (24), section 2].

As mentioned above, the ASQ appears spon-

taneously when a quasiparticle is stochasti-

cally trapped in the Josephson nanowire. These

nonequilibrium quasiparticles are ubiquitous

in superconducting circuits and likely orig-

inate from background ionizing radiation and

infrared photons (25, 26). By embedding the

Josephson nanowire in a cQED architecture

(Fig. 1D), the effect of spin-orbit interaction

can be harnessed to determine whether a

trapped quasiparticle is in the “spin down”

state ↓qj i or the “spin up” state ↑qj i or whether
the weak link is in the ground state gj i, where
no quasiparticles are present (Fig. 1E) (22). For

the bias conditions presented in this work, a

quasiparticle remained trapped in the weak

link on average 22 ± 1 ms and had a spin-flip

lifetime TS = 17 ± 1 ms [(24), section 6]. Below,

we present data in terms of spin state occu-

pation probabilities P↑, P↓ computed on the

basis of the thresholds displayed in Fig. 1E.

Because the two spin states were occupied

with roughly equal probability, under any co-

herent manipulation ↓qj i↔ ↑qj i the observed

spin state populations would not change.

Throughout this work, we overcame this prob-

lem by preparing the quasiparticle in ↑qj i by

means of an initial readout pulse and post-

selection [ ↓qj i post-selection is provided in (24)].
The first step in driving the Raman process

(Fig. 1B) was to locate the two transitions that

defined theL system: ↑qj i↔ ↑aj iand ↓qj i↔ ↑aj i.
After breaking spin degeneracy with F =

–0.010F0 (Fig. 1D), wemeasured the spectrum

(Fig. 2A) using two-tone spectroscopy, without

spin initialization. The dip in P↑ at 13.00 GHz

corresponds to the drive coming into resonance

with the ↑qj i↔ ↑aj i transition, resulting in pop-

ulation transfer out of ↑qj i and into ↑aj i. Sim-

ilarly, the dip in P↓ at 13.68 GHz corresponds to

the ↓qj i↔ ↑aj i transition. Taking the difference
yields the spin splitting D/h = 680 MHz.

After initializing the quasiparticle in ↑qj i ,
we applied two simultaneous Gaussian pulses

with variable respective carrier frequencies f↑
and f↓ and then measured the final state (Fig.

2B) [awider frequency range is available in (24),

section 3]. Along the line f↓ = f↑ + 610MHz, we

observed an increased ↓qj i population that we

attribute to a Raman process. As expected for

Raman transitions, the slope of the line is

unity because a shift of one drive frequency

must be compensated by an equal shift of the

other. The discrepancy between the spin split-

ting D/h = 680 MHz and the 610 MHz offset is

due to an uncontrolled jump of the Andreev

spectrum that occurred between the measure-

ments shown in Fig. 2, A and B (24).

We then proceeded to coherent manipula-

tion of the spin of an individual quasiparticle.

Parking f↑, f↓ on resonance with the Raman

process [(24), section 4], we varied the ampli-

tudes A↑, A↓ of the two Gaussian pulses be-

fore determining the final quasiparticle state

(Fig. 3A). The observed oscillations in the spin

population difference are characteristic of a
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Fig. 2. Raman transitions of a

trapped quasiparticle. (A) Two-

tone spectroscopy of the

↑q
�� �

↔ ↑aj i and ↓q
�� �

↔ ↑aj i tran-

sitions consisting of a saturation

pulse (gray, 1 ms long with variable

carrier frequency fd) followed by a

readout pulse (dark red). (B) The

quasiparticle was first prepared in

↑q
�� �

by means of an initial readout

pulse and postselection. Simulta-

neous Gaussian pulses [235 ns full

width at half maximum, 30 dB

more power than used in (A)] with

variable frequencies f↑, f↓ were

then applied, followed by a final

readout pulse. Color shows proba-

bility of measuring ↓q
�� �

, and the

peak in the final ↓q
�� �

population

lies along f↓ = f↑ = 610 MHz (black

dashed line). (C) Full G histograms

of the final readout pulse for the two subsets of measurements enclosed by the gray and black solid lines in

(B). Data accrued in the region enclosed by the black line (right) show appreciable population transfer

↑q
�� �

→ ↓q
�� �

compared with data enclosed by the gray line (left).

Fig. 3. Coherent L-Rabi

oscillations of the

ASQ. f↓ = 13.280 GHz; f↑ =

13.964 GHz. Color repre-

sents the probability

difference between ↑q
�� �

and ↓q
�� �

after the drive.

(A) Varying the amplitudes

A↓, A↑ of the simultaneous

drive pulses (94 ns full

width at half maximum)

resulted in oscillations

between ↑q
�� �

and ↓q
�� �

.

(B) Simulated dynamics of

the quasiparticle under

the action of the drive

pulses. The reduced contrast observed in (A) is taken into account by using the measured readout fidelities.
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coherent Raman process. Qualitatively, when

either A↑ = 0 or A↓ = 0, there is no population

transfer because both drives are required for

the Raman process. As the amplitudes of both

drives are increased (roughly along the diag-

onals A↑
�� ��

≅ A↓
�� ��), the spin population dif-

ference undergoes coherent oscillations. As

expected, the data are symmetric under A↑→

–A↑ and A↓ → –A↓. Quantitatively, we verified

this interpretation by using a Lindbladmaster

equation to numerically calculate the dynam-

ics induced by the drive pulse (Fig. 3B) (24).We

then fit the simulation to themeasured data by

varying the four interdoublet transitionmatrix

elements, a slight detuning from the Raman

resonance condition (fitted value 5.5 ± 0.1MHz),

and a phenomenological drive-induced de-

trapping rate (fitted value 10.8 ± 0.9 MHz at

A↑
�� �� ¼ A↓

�� �� ¼ 1) to capture the measured in-

crease of ↓qj i; ↑qj i→ gj i for larger drive powers.
We then characterized the coherence lifetime

of an Andreev spin by performing Ramsey (Fig.

4A) andHahn-echo experiments (Fig. 4B). The

measured coherence times, T2R = 18 ± 1 ns and

T2E = 52 ± 3 ns, are similar to what has been

measured for spin-orbit qubits (23, 27). How-

ever, we found that coherence lifetimes of so-

called “pair transitions” were systematically

an order of magnitude longer [(24), section 5].

In a pair transition, two quasiparticles are ex-

cited out of the condensate into both levels of a

doublet so that the transition frequency is ag-

nostic to baths that couple to spin (14, 15, 18).

It therefore appears that themuch shorter ASQ

coherence lifetime is limited by such a spin-

coupled bath—perhaps hyperfine interactions

with the spinful nuclei of indium and arsenic

[although nuclear baths typically have a lower

frequency spectrum than the measured ratio
T2E
T2R

¼ 2:9would indicate (28)], phonon-induced

fluctuations of spin-orbit coupling, or paramag-

netic impurities on the nanowire surface (7).

At the heart of the ASQ lies a spin-dependent

supercurrent, presenting a natural mecha-

nism for coherent integration of spins and

electrodynamic modes at the single-quantum

level. This fusion of superconducting electro-

dynamic qubits and semiconductor spin qubits

has the potential to inherit the benefits of both

platforms while leaving behind certain short-

comings. Inmodernmany-qubit superconduct-

ing processors, the qubit size is comparable

with that of the readout resonators (29). The

ASQ presents the possibility to shrink the qubit

area by a factor of more than a thousand with-

out sacrificing coupling strengths. The small

spatial footprint of the ASQ also protects it

from dielectric loss mechanisms prevalent in

superconducting qubits, and experiments fol-

lowing the path carved by electrostatically con-

fined spins (such as the dynamics in tesla-scale

magnetic fields)may diagnose the decoherence

mechanisms observed here (7). The effects of

dephasing and quasiparticle de-trapping could

be mitigated by the use of a resonant stim-

ulated Raman adiabatic passage (STIRAP) pro-

tocol, which would reduce the required pulse

lengths and amplitudes (30). Last, our single-

spin manipulation techniques could be used

in conjunction with a superconducting bus to

achieve gates between spatially distant spin

qubits, a long-standing goal in the spin qubit

community (8–13).
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Fig. 4. Coherence decay of

the ASQ. Vg,c = –59.1 mV;

Vg,p = –33.3 mV; F =

–0.115F0. (A) Ramsey and

(B) Hahn-echo experiments

reveal T2R = 18 ± 1 ns and

T2E = 52 ± 3 ns, respectively

(supplemenatary materials,

materials and methods).

Oscillations were introduced

in both cases by adding a

phase proportional to t to

the final Raman pulse. The

smaller value of P↑ + P↓ in

(B) as compared with (A) is

likely due to additional

quasiparticle detrapping

↓q
�� �

; ↑q
�� �

→ gj i caused by

the echo pulse.
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Upper mantle structure of Mars from InSight
seismic data
Amir Khan1,2*, Savas Ceylan1, Martin van Driel1,3, Domenico Giardini1, Philippe Lognonné4, Henri Samuel4,

Nicholas C. Schmerr5, Simon C. Stähler1, Andrea C. Duran1, Quancheng Huang5, Doyeon Kim5,

Adrien Broquet6,7, Constantinos Charalambous8, John F. Clinton9, Paul M. Davis10, Mélanie Drilleau11,

Foivos Karakostas5, Vedran Lekic5, Scott M. McLennan12, Ross R. Maguire5, Chloé Michaut13,14,

Mark P. Panning15, William T. Pike8, Baptiste Pinot11, Matthieu Plasman4, John-Robert Scholz16,

Rudolf Widmer-Schnidrig17, Tilman Spohn18, Suzanne E. Smrekar15, William B. Banerdt15

For 2 years, the InSight lander has been recording seismic data on Mars that are vital to constrain the structure

and thermochemical state of the planet. We used observations of direct (P and S) and surface-reflected

(PP, PPP, SS, and SSS) body-wave phases from eight low-frequency marsquakes to constrain the interior

structure to a depth of 800 kilometers. We found a structure compatible with a low-velocity zone associated

with a thermal lithosphere much thicker than on Earth that is possibly related to a weak S-wave shadow

zone at teleseismic distances. By combining the seismic constraints with geodynamic models, we predict that,

relative to the primitive mantle, the crust is more enriched in heat-producing elements by a factor of 13 to

20. This enrichment is greater than suggested by gamma-ray surface mapping and has a moderate-to-elevated

surface heat flow.

T
he Interior Exploration Using Seismic

Investigations, Geodesy and Heat Trans-

port (InSight) mission (1) touched down

on Mars in Elysium Planitia (2) at the

end of 2018 and has been acquiring high-

quality seismic data with the Seismic Experi-

ment for Interior Structure (SEIS) instrument

(3) since early 2019 (4, 5). SEIS’s main instru-

ment is a three-component very-broadband

seismometer (6), and to date (sol 676), >1000

distinct seismic events have been identified

by the Marsquake Service (MQS) (7). A pri-

mary goal of the InSightmission (1) is to image

the interior structure of Mars from observa-

tions of seismic events and to use this to im-

prove our understanding of its formation and

evolution.

The compilation of travel-time tables of seis-

mic body waves by Jeffreys and Bullen (8) was

of fundamental importance for establishing

the first radial average structure of Earth’s

interior. Earth’s seismic velocity structure has

been constrained by a plethora of seismic ob-

servations includingbodywaves, surfacewaves,

and normalmodes (9–12). However, replicating

this progress on the Moon has been more

difficult. For the Moon, strong scattering in

the shallow parts of the lunar crust has largely

limited seismic observations to the main P-

and S-wave arrivals (13) and core reflections

(14, 15), from which averaged radial seismic

profiles of the crust, mantle, and core could be

deduced (16). Relative to the four-station seis-

mic array that operated on the Moon, travel-

time inversions on Mars are complicated

because accurate epicentral distance and origin-

time measurements of marsquakes are diffi-

cult to obtain with only one seismic station.

Only event distance can be estimated from

arrival-time measurements of direct P- and

S-waves (5). To obtain information on interior

structure, we need observations of additional

seismic phases such as planet-circling surface

waves (17, 18), normal modes (19, 20), or re-

flected and refracted body waves that have in-

teractedwith the surface or internal boundaries.

As we have yet to positively identify planet-

circling waves or normal modes on Mars, we

used observations of P- and S-wave differen-

tial travel-time measurements together with

surface-reflected body-wave phases PP, PPP,

SS, and SSS (fig. S1) to jointly invert for both

epicentral distance and interior structure. This

strategy allows us to construct a quantitative

model of the seismic velocity structure of the

martian mantle.

Marsquakes have been divided into twomain

categories based on their frequency content.

The low-frequency (LF) events have energy

dominantly below 1 Hz, and high-frequency

(HF) events have energy dominantly above

1 Hz (5, 7). InSight has recorded far more HF

events, and these events often lack clearly

identifiable P- and S-wave arrivals and po-

larizations. Here, we focused on eight high-

quality LF events of the 43 recorded to date

by InSight (21), labeled by mission sol of oc-

currence and sublabeled alphabetically for sols

with more than one event: S0167b, S0173a,

S0185a, S0189a, S0235b, S0325a, S0407a, and

S0484b. Each of these events has a high signal-

to-noise ratio with identifiable P- and S-waves,

which allows for epicentral distance estima-

tion (7). We determined the back azimuth of

three events (S0173a, S0235b, and S0325a)

from polarization and found that all were

located in the Cerberus Fossae region (7). These

eight events occurred in the distance range

~25° to 75° and had moment magnitudesMW

between 3.0 and 4.0 (7).

An example broadband-filtered seismogram

from marsquake event S0235b is shown in

Fig. 1A and includes our picks of the direct P-

and S-wave arrivals. Marsquake waveforms

are characterized by codas produced by scat-

tering (4, 5), which, like their lunar seismogram

counterparts, complicate the identification of

seismic body-wave phases. Consequently, we

do not identify seismic arrivals directly in

the time series, but instead use narrowband-

filtered time-domain envelopes (Fig. 1B) called

filter banks (6). Figure 1B shows a zoom-in

around the main P- and S-wave arrivals for

event S0235b and our identification of surface-

reflected body-wave phases PP, PPP, and SS

that were made on the filter banks (bold black

lines). We made our picks on the envelope

peaks rather than the phase onsets because

arrival onsets are more difficult to discern for

the later-arriving seismic phases. Filter banks

for the eight LF events considered here are

shown in fig. S9.

To provide an independent verification of the

filter bank–based picks, we used complement-

ary methods for the identification of seismic

phases. These include (i) polarization filtering

and vespagrams, and (ii) waveform matching

(6). Despite the independent nature of the

three analysis methods, our picks (table S4)

are consistent within the overlapping uncer-

tainties as illustrated in fig. S9. To ensure

that the arrivals identified in the envelopes

were not due to noise, we compared the ob-

served waveforms to the pulse shape of the

direct P- and S-wave arrivals. As we expected

for multiply reflected body waves, the wave-

forms we observed are consistent with shifts
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in phase of 90° and 180° for PP/SS and PPP/

SSS, respectively (6). On the basis of absence

of surface waves and dispersion in the LF

seismograms, we assumed that the events oc-

curred below the crust-mantle interface (5, 22)

at a depth of 50 km. We found that varying

assigned event depth in the range 50 to 70 km

produced little difference in inversion results.

We note that for some events, possible depth

phases are discernable (Fig. 1B) but are not

considered in the inversion.

We used the travel-time picks based on the

visual inspection of filter banks (table S4, bold

numbers) as our preliminary differential travel-

time dataset to simultaneously invert for epi-

central distance (D) and elastic seismic wave

velocity structure (18, 23). We modeled Mars

as a spherically symmetric planet, althoughwe

acknowledge that it varies laterally in crustal

thickness (24, 25) and possibly in seismic pro-

perties (20, 26). Global and regional synthetic

seismograms that we computed for one- and

three-dimensional (1D, 3D)Marsmodels (23, 26)

yielded generally small travel-time differences

between 1D and 3D models for the direct P-

and S-wave arrivals (<3 s). Thus, picking un-

certainty (5 to 10 s) should be larger thanwhat

we expect for 3D effects. This might not be

the case for the multiply reflected waves. For

instance, 3D effects could potentially be more

pronounced for the surface-reflected phases

because they travel in themore heterogeneous

shallow structure beneath ElysiumPlanitia (1, 4).

We carried out two separate inversions to

determine interior structure using a seismic

and a geophysical parameterization (6). The

seismic parameterization is based on P- and

S-wave velocities in a layered planet model

(23), whereas the geophysical parameteriza-

tion (18, 27) relies on an unified description

of phase equilibria, seismic properties, and

thermochemical parameters. We assumed a

homogeneous bulk composition derived from

the martian meteorites (28) and computed P-

and S-wave velocities as a function of temper-

ature, composition, and pressure using Gibbs

free energy minimization (29). On the basis of

stagnant-lid models that include a crust en-

riched in heat-producing elements (30–33), we

parameterized the martian geotherm using

variable conductive crustal and lithospheric

geotherms for which the underlying mantle

can be assumed to be adiabatic. The exact

nature of the crustal geotherm is less impor-

tant here because we relied on a seismic pa-

rameterization of the crust (6). We computed

mantle adiabats (isentropes) self-consistently

from the entropy of the lithology at the press-

ure and temperature of the bottom of the

thermal lithosphere (6). To solve the inverse

problem (6), we used a stochastic sampling

algorithm (34) that produces a suite of mod-

els that fit the differential travel times, within

uncertainty, and enable estimates of model

parameter uncertainty. In total we sampled

10
5
models, of which ~10

4
were retained to

ensure model independence.

We inverted for radial P- and S-wave veloc-

ity and geothermal profiles (Fig. 2, A and B),

using both the geophysical parameterization

(red and blue models) and the seismic param-

eterization (gray-shaded models). The seis-

mic velocity profiles we obtained from both

inversions are very similar, with slightly wider

posterior model parameter ranges in the case

of the seismic parameterization. This reflects

the inclusion of mineral physics information

in the geophysical parameterization. On the

basis of ray path geometry and sensitivity (Fig.

2C), we found that the differential travel-time

data constrained the structure to 800-kmdepth,

with sensitivity below ~500 km provided pri-

marily by the two events located at D > 60°

(S0185a and S0167b). Below 800-km depth,

the distribution of inverted profiles starts to

resemble the prior P- and S-wave velocity dis-

tributions (fig. S10, gray-shaded areas), signal-

ing loss of resolution. Comparison of prior (fig.

S13) and posterior (Fig. 2, A and B) distribu-

tions of geothermal and P- and S-wave velocity

profiles based on the geophysical parameter-

ization confirms that the differential travel-

time data constrain upper mantle structure.

For both parameterizations, S-wave velocity is

better constrained than P-wave velocity, which

reflects the more abundant number of S-wave

picks relative to P-wave picks. We found good

agreement between the inverted epicentral

distances for both parameterizations (fig. S11),

with slightly wider D distributions for the seis-

mic parameterization because of the broader

velocity distributions. We focus on the impli-

cations of the geophysical parameterization

because it provides a good fit to the observa-

tions (Fig. 2, D and E).

We grouped the geotherms, including litho-

spheric geothermal gradients (Fig. 2B, inset),

and seismic wave velocity profiles into fami-

lies according to lithospheric thickness (Zlit):

Zlit < 400 km (fig. S13, green models), Zlit =

400 to 500 km (blue models), and Zlit = 500 to

600 km (redmodels).We found that onlymod-

els that group in a Zlit range of 400 to 600 km

(blue and redmodels), corresponding to a ther-

mal gradient between 1.6 and 2.5K/km (mantle

potential temperatures between 1600 and

1700 K), fit the data. These thermal gradients

are consistent with those obtained on the

basis of radar observations of the faint litho-

spheric flexure beneath the north polar cap

(1.3 to 3.2 K/km), which constrains the ther-

mal state of the present-day lithosphere (35).

Our crustal velocity models (Fig. 2A, insets)

include an upper-crustal low-velocity layer with
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Fig. 1. Marsquake recorded by the InSight seismometer. (A) Three-component broadband-filtered (1.5 to

8 s) seismogram of event S0235b. The main direct P- and S-wave arrivals are indicated by the vertical

arrows. (B) Close-up view of the P-wave (left) and S-wave (right) arrivals, showing the direct and surface-

reflected body waves (PP, PPP, and SS). Because arrival onsets are less palpable for the surface-reflected

phases, arrivals are picked on the peak rather than the onset (arrows). The arrival of a possible depth

phase is also marked. Bold black lines indicate the time-domain envelopes that are used for picking phase

arrivals. The P- and S-wave envelopes are filtered at 2 s and 1.4 s, respectively, and are 0.5 octave wide

on either side. Horizontal gray bars indicate the measurement uncertainty on the picks.
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S- and P-wave velocities in the ranges 2 to

3 km/s and 3.5 to 5 km/s, respectively, sepa-

rated from the lower crust by an intracrustal

discontinuity around 5- to 10-km depth, which

had been observed previously (4), and a larger

discontinuity around 30- to 50-km depth that

could be the crust-mantle interface. Lateral

variations in crustal structure can result in dif-

ferences betweennear-station structure andpro-

files inverted from our differential travel-time

dataset, which averages structure across a wide

geographic region, yet may not be entirely rep-

resentative of the average structure of Mars.

The crustal discontinuities beneath the InSight

lander are discussed in more detail in (36).

At greater depth, the lithospheric structure

is characterized by constant negative S- and

neutral-to-positive P-wave velocity gradients,

respectively, to depths of 400 to 600 km. The

S-wave velocity decrease, an inherent feature

of the models and consistent with the data, is

followed by an increase to 800-km depth. This

behavior defines an S-wave low-velocity zone

(LVZ) in the martian upper mantle. The LVZ

results from the large thermal gradient across

the lithosphere that arises when a relatively

thick stagnant conductive thermal boundary

layer sits on top of a convective mantle, as

previously postulated (37). A possible mani-

festation of an LVZ is the presence of a weak

S-wave shadow zone at epicentral distances

of ~40° to 60°. There is no equivalent LVZ for

compressional waves because P-wave velocity

is less affected by temperature. The LVZ on

Mars results from the decrease in seismic ve-

locity associated with increasing temperature

with depth dominating over the opposing in-

crease in seismic velocity associated with the

increase in pressure with depth. Other mecha-

nisms such as fluid and melt in the astheno-

sphere (38) and redox effects (39) are also

thought to play a role in shaping Earth’s LVZ

(40), but we lack the resolution to address

these issues.

To provide an observational constraint on

the strength and extent of the LVZ, we con-

sidered the alignment of the seismic traces

(fig. S9A) to qualitatively estimate the S-wave

amplitude behavior with distance. From the

alignment, wemake the following observations:

(i) For D < 40°, both P- and S-wave arrivals are

identifiable (S0235b, S0407a, S0484b, S0173a,

S0189a, and S0325a); (ii) for 40° <D < 59°, only

a P-wave arrival is visible above the background

noise on the vertical component, although

there is a signal consistent with a low-amplitude

S-wave (S0183a); and (iii) for D > 59°, P- and
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Fig. 2. Summary of MarsÕ

upper mantle structure.

(A and B) Inverted S- and

P-wave velocity and geothermal

profiles. Colored (red and blue)

and gray-shaded models are

obtained from the geophysical

and seismic inversions, respec-

tively. Insets show the

distribution of sampled crustal

S- and P-wave velocity struc-

ture and lithospheric geo-

thermal gradients (dT/dz),

respectively. Profiles are color-

coded according to lithospheric

thickness: 400 to 500 km

(blue) and 500 to 600 km

(red). The lithospheric thermal

gradient is determined from

the temperature at the crust-

mantle interface and at the

bottom of the lithosphere and

from the difference in depth

between the two points. For

comparison, prior sampled

models are shown in fig. S13.

Gray-shaded contours in (A)

indicate the 50%, 75%, and

90% credible intervals com-

puted from the distribution of

models inverted using a purely

seismic parameterization (6).

(C) Body-wave ray path

geometry for the eight events

(labeled S0167b, S0185a,

etc.) considered in this study.

Color bar denotes ray path

density (i.e., number of rays

passing through a given area)

based on inverted models shown in (A), which explains the diffuseness of ray paths and source locations. The column to the left of “InSight” shows radial sensitivity,

computed as the integrated ray path density with epicentral distance. (D and E) Differential body-wave travel-time misfits for all sampled models shown in (A).

Green and purple lines denote differential travel times computed using the inverted models; squares and circles indicate the observations including error bars. For the

travel-time calculations performed here, we always pick the first arrival. See fig. S14 for a more detailed version of the differential travel-time misfit.
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S-wave arrivals are again distinctly visible

(S0185a and S0167b). We interpreted the re-

covery in S-wave amplitude as the bottom of

the LVZ because the increase in S-wave am-

plitude is commensurate with velocity switch-

ing to an increase with depth. This sequence

provides tentative observational evidence for a

weak S-wave shadow zone in the ~40° to 59°

epicentral distance range.

We compared the InSight observations to

reflectivity synthetics (6) for a range of models

covering the inverted blue and red families

(Fig. 3). The synthetic relative S- to P-wave

amplitude ratios illustrate the effect of the

LVZ and lead us to predict that the S- to P-

wave amplitude ratio falls off with increasing

epicentral distance, but stabilizes where the

velocity gradient begins to increase with depth.

The drop in synthetic relative amplitudes be-

tween ~53° and 59° is compatible with the low-

amplitude S-wave event S0183a (not included

in our travel-time inversions) and allows us to

revise the event’s distance and the models ob-

tained from the travel-time inversion. The

colored box (beige and brown) shows the al-

lowed range (~40° to 59°) based on alignment

(fig. S9A); the brown portion corresponds to

the location (~54° to 59°) for which synthet-

ically predicted amplitudes drop, as observed

for S0183a. Comparison with InSight observa-

tions (Fig. 3, gray boxes) indicates that the

blue model family predicts an amplitude be-

havior that is in line with the location of both

the observed amplitude drop (S0183a) and am-

plitude increase (S0185a). The red model fam-

ily would appear to put S0183a (drop) in slight

contradiction with the inferred location of

S0185a (increase).

Theweak S-wave shadow zone is based on an

absent or low-amplitude S-wave from a single

event (S0183a), which could potentially arise

from the source radiation pattern. However,

the relatively long (several minutes) coda that

is observed throughout suggests that near-

source scattering is substantial and that

S-wave energy is emitted in all directions. Be-

cause the ray paths of the direct and coda

S-waves are similar, the simultaneous absence

of both is best explained by geometrical spread-

ing such as that produced by a shadow zone.

Attenuation may also result in additional com-

plexity if the quality factors (Q) are strongly

depth-dependent, such that the effective at-

tenuation along the path is different for the

surface-reflected phases. Our initial observa-

tions from the direct phases suggest an effec-

tive Q ≈ 200 to 300 to distances of 45° (4, 5),

and a similar value is expected for the surface-

reflected phases. Alternatively, if we assume

that attenuation increases with depth, themore

deeply diving S-waves would simply weaken

and would therefore be unable to replicate the

amplitude effects of a LVZ, as evidenced by

S0183a and S0185a.

The presence of the LVZ has important im-

plications for the thermal evolution of the mar-

tianmantle, the formation of the crust, and the

planet’s surface heat flow. To identify plausible

geophysical parameters that pertain to the

dynamical evolution of Mars, we computed

present-day thermal profiles using a param-

eterized stagnant-lid mantle and core convec-

tion model that simulates 4.5 billion years of

planetary evolution (32, 41–43). We explored

all relevant geodynamic model parameters in

computing the thermal evolution of Mars (6)

and compared the resulting present-day litho-

spheric thermal profiles and crust and litho-

spheric thicknesses with themodels constrained

seismically (Fig. 2B).

We found that the seismic results are repro-

ducible by parameterized convection models

for a restricted range of geodynamic model pa-

rameters. In particular, themodels point toward

an initially relatively cold state (mantle poten-

tial temperature in the range 1630 to 1720 K)

and a moderately sluggish mantle (with a ref-

erence viscosity h0 = 10
20.2

to 10
21.8

Pa·s). The

bulk heat-producing element (HPE) content

of the primitive mantle could be comparable

to estimates based on the martian meteorites

(28, 44) or 25 to 50%more enriched (45). More-

over, to match the seismic results requires

a crust that is more enriched in HPEs than

the primitive mantle by a factor of 13 to 20,

leading to an average surface heat flow of 14

to 29 mW/m
2
—a value that is generally higher

than previously estimated (27, 31–33, 46–48).

These enrichment levels also call into question

models of crustal composition (6,49, 50).Models

that estimate crustal HPE from orbital gamma-

ray near-surface mapping (51) predict HPE en-

richments relative to the primitive mantle by

a factor of nomore than 12 (50). Accordingly,

deeper crust may mostly consist of petrologi-

cally more evolved lithologies, such as those ob-

served at Gale crater and inmartian brecciated

meteorites (52) and in TES Surface Type 2 (53).

We relatedmantle thermal structure to surface

heat flow using radial models with an average

crustal thickness, neglecting regional variations

that could vary across the surface of Mars, per-

haps by a factor of 2 ormore (33, 47). Fortuitous-

ly, the area sampledby the seismic data, between

Cerberus Fossae and the InSight landing site,

has beenpredicted to be relatively homogeneous

in terms of surface heat flow and close to the

averageplanetary value (33). Thus, our approach

appears justified given the large uncertainty in

current surface heat flow predictions.

As of sol 676, the SEIS instrument has ope-

rated at optimal noise conditions during the
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Fig. 3. Seismic amplitude behavior with distance. Blue and red bands show the predicted S/P amplitude ratio

computed using a range of models covering the inverted blue and red model families (Fig. 2) that correspond

to models with lithospheric thicknesses in the ranges 400 to 500 km and 500 to 600 km, respectively. The

gray boxes indicate the observed S/P amplitude ratio for the events that have been determined from the

time-domain envelopes (fig. S9A). The height of the gray boxes indicates the uncertainty on the observed

amplitudes, whereas their location and width are based on the inverted epicentral distance distributions

(fig. S11), except for S0183a. For S0183a, the widths of the beige and brown boxes show the ranges based on

the alignment (fig. S9A) and the synthetically predicted amplitudes, respectively.
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martian northern spring and summer between

sols 100 and 520 (1, 5). Since then, the average

wind speed has increased to a level that would

make all but the three largest events (S0173a,

S0235b, and S0325a) unobservable. Seismicmo-

nitoring conditions have improved again since

sol 780 (February 2021), and we expect ~10 ad-

ditional P-S travel-time observations during the

extended mission. Meanwhile, our preliminary

radial velocity model for the upper mantle of

Mars will help to guide and inform searches

for other seismic arrivals, particularly core-

related phases [the core is considered inmore

detail in (54)]; possibly aid in aligning currently

unlocated LF events to complement our data-

set; and constrain a variety of geophysical and

geochemical models as well as models of

planetary evolution.
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Thickness and structure of the martian crust from
InSight seismic data
Brigitte Knapmeyer-Endrun1*, Mark P. Panning2, Felix Bissig3, Rakshit Joshi4, Amir Khan3,5, Doyeon Kim6,
Vedran Lekić 6, Benoit Tauzin7,8, Saikiran Tharimena2 , Matthieu Plasman9, Nicolas Compaire10,
Raphael F. Garcia10, Ludovic Margerin11, Martin Schimmel12, Éléonore Stutzmann9, Nicholas Schmerr6,
Ebru Bozdağ 13, Ana-Catalina Plesa14, Mark A.Wieczorek15, Adrien Broquet16,15, Daniele Antonangeli17,
Scott M. McLennan18, Henri Samuel9, Chloé Michaut19,20, Lu Pan21, Suzanne E. Smrekar2,
Catherine L. Johnson22,23, Nienke Brinkman3, Anna Mittelholz3, Attilio Rivoldini24, Paul M. Davis25,
Philippe Lognonné9,20, Baptiste Pinot10, John-Robert Scholz4, Simon Stähler3, Martin Knapmeyer14,
Martin van Driel3, Domenico Giardini3, W. Bruce Banerdt2

A planet’s crust bears witness to the history of planetary formation and evolution, but for Mars, no

absolute measurement of crustal thickness has been available. Here, we determine the structure of the

crust beneath the InSight landing site on Mars using both marsquake recordings and the ambient wavefield.

By analyzing seismic phases that are reflected and converted at subsurface interfaces, we find that the

observations are consistent with models with at least two and possibly three interfaces. If the second interface

is the boundary of the crust, the thickness is 20 ± 5 kilometers, whereas if the third interface is the boundary,

the thickness is 39 ± 8 kilometers. Global maps of gravity and topography allow extrapolation of this point

measurement to the whole planet, showing that the average thickness of the martian crust lies between 24 and

72 kilometers. Independent bulk composition and geodynamic constraints show that the thicker model is

consistent with the abundances of crustal heat-producing elements observed for the shallow surface,

whereas the thinner model requires greater concentration at depth.

P
lanetary crusts form as a result of man-

tle differentiation and subsequent mag-

matic processes, including the partial

melting of mantle reservoirs that may

continue to the present day (1). ForMars,

the cratering record shows that much of its

crust formed early in the planet’s history and

was accompanied by substantial volcanism

(2, 3). During both the initial crystallization of

a putative magma ocean as well as later-stage

partial melting, incompatible components, in-

cluding heat-producing elements and volatiles,
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concentrated in the melt and were largely

sequestered into the crust. The thickness of

the crust of Mars thus provides fundamental

constraints on how the planet differentiated,

how incompatible elements were partitioned

among the major silicate reservoirs, and how

the planet evolved thermally and magmati-

cally over geologic time (4–6).

Previous estimates of the crustal thickness

of Mars and its spatial variations were made

by modeling the relationship between gravity

and topography. By assuming Airy isostasy and

using a restrictive range of crustal densities

of 2700 to 3100 kg m
−3
, the average crustal

thickness of the planet was reported to be 57 ±

24 km (7). More recent analyses, however,

have used elemental abundances of the sur-

face (8) alongwithmajor element chemistry of

martian meteorites to argue that the crust

could be considerably denser, with values close

to ~3300 kgm
−3
. If these higher densities were

representative of the underlying crust, the

gravity data would allow average crustal thick-

nesses up to 110 km (9). By contrast, bulk

crustal densities lower than those previously

assumed (~2600 kg m
−3
) have been inferred

from gravity analyses and would allow a thin-

ner average crustal thickness (10). Low densi-

ties were confirmed locally for the near-surface

sediments in Gale crater (11) as well as the

pyroclastic deposit of the Medusa Fossae For-

mation (12). Low bulk crustal densities could

result from either substantial porosity or the

presence of buried silica- and feldspar-rich rocks

(13). Silica-rich magmatic rocks are potentially

consistent with ancient evolved lithologies

identified in martian meteorite breccias (14).

We used data from the Seismic Experiment

for Interior Structure (SEIS) onNASA’s Interior

ExplorationusingSeismic Investigations,Geodesy

andHeat Transport (InSight)mission (15) to pro-

vide an absolutemeasurement ofMars’ crustal

thickness and layering. Our assessment of the

crustal structure at the landing site is based on

a combination of methods using both converted

and reflected seismic phases to resolve trade-

offs between the depth of a layer and its seismic

velocity (16). By calculating receiver functions

(17, 18), we extracted P-to-S conversions from

the P-wave coda of three seismic events with

the clearest P-wave onsets and polarizations.

In addition, we applied seismic interferometric

techniques by calculating autocorrelations of

both ambient noise and event coda using the

vertical component. Under the assumption of

a diffuse wavefield, as expected in the case of

noise from homogeneously distributed, un-

correlated sources as well as in the coda of

high-frequency events, the correlations can

be interpreted as zero-offset vertical reflection

responses (19). By focusing on the reflected

wavefield, the autocorrelations provide inde-

pendent and complementary information to

the receiver-function conversion-basedmethods

that make use of the transmitted wavefield (20).

In a previous study (18), we already con-

sidered P-to-S receiver functions for two of the

same events but only inverted for the proper-

ties of the interface at the base of the shal-

lowest layer (interpreted there as a transition

from fractured to unfractured basalt within

the crust), causing the first converted arrival at

2.4 s. After including an additional event and

applying extensive reanalysis to the data (16),

the P-to-S receiver functions for nine different

processingmethods (16) show three consistent

positive arrivals within the first 8 s but no

clear and consistent negative arrivals or later

phases (Fig. 1A). Because all three events are

located at epicentral distances between 25°

and 59° (21, 22), no strong move-out of either

direct arrivals or multiple reflections is ex-

pected, which impedes the unambiguous iden-

tification of multiples. The third positive arrival

at 7.2 to 7.5 s could either be simply a PpPs

multiple of the first arrival at 2.4 s (ray path 3

in Fig. 2B) or contain additional energy from a

direct conversion from a third, deeper dis-

continuity (ray path 3 in Fig. 2D). We applied

two inversion approaches to the P-to-S re-

ceiver functions (16), and both canmatch the

three clear peaks with either two (Fig. 2, A

and B) or three interfaces (Fig. 2, C and D).

In both inversion approaches, our models

showed robust and consistent depths of the
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A

B

C

Fig. 1. Measured and modeled converted phases

that constrain the crustal structure at the InSight

landing site. (A) P-to-S receiver functions for the

three events considered (S0183a, S0173a, and

S0235b) and the summed trace. Different traces for

each event correspond to different processing

methods as described in the supplementary materials.

Gray shading highlights the three clear positive

phases within the first 8 s. Numbered labels

correspond to predicted ray paths shown in Fig. 2,

B and D. The two datasets used for model

inversions shown in Fig. 2 are highlighted in

cyan. (B) Comparison between the low-frequency

(LF) representative receiver function sum trace

and synthetic summed P-to-S receiver functions

for the two- and three-layer models. Data are shown

in black on top, with solid portion of the line

representing the time window used in the inversion.

Solid and dashed red lines show the synthetics

computed by the range of models produced by

inversion method A (16), whereas solid and dashed

blue lines show the mean receiver functions with

standard deviations based on the 5000 best-fitting

receiver functions derived from inversion method

B (16). Gray-shaded regions are the same as in

(A). (C) Same as (B) but for the high-frequency (HF)

receiver functions.
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two shallowest interfaces. The first layer with

a thickness of 6 to 11 km and an S-wave velo-

city between 1.2 and 2.1 km s
–1
is consistent

with the previous results for the shallow crust

(18), whereas a second interface is found at a

depth of 15 to 25 km independent of themodel

parameterization. The third interface, the ex-

istence of which is supported but not abso-

lutely required by the data, showed greater

variability in depth between different inver-

sion choices and generally required a smaller

velocity contrast at the base of this layer than

for the shallower second interface (figs. S18

and S19). Based on the ensemble of models

from the two inversion approaches, our results

are consistent with either a local crustal thick-

ness at the InSight landing site of 15 to 25 km,

when the base of layer 2 is the Moho (thin-

crust models), or 27 to 47 km, when the base of

layer 3 is the Moho (thick-crust models; Fig. 2

and figs. S18 and S19). S-to-P receiver func-

tions can also be calculated for two events

(S0173a and S0235b; figs. S4, S6, and S7), and

both show a signal consistent with conver-

sion at the first interface, whereas S0235b also

shows possible arrivals consistent with deeper

conversions (16). Further support for the P-to-S

receiver function–derived models is provided

by waveform fits in inversions for source mech-

anisms (16), where a strong interface at a depth

around 24 km is required tomatch S precursors.

Vertical component autocorrelations based

ondifferent datasets and processing algorithms

(16, 23) show consistent energy maxima in the

5- to 6-s, 10- to 11-s, and 20- to 21.5-s time ranges

(Fig. 3). Comparison with predicted arrival

times from representative models produced

by the receiver-function inversion shows that

these energy maxima can be explained by

P-wave reflections in those models interacting

with the first two interfaces, without any clear

observations requiring the third interface. Prev-

iously published autocorrelations (24) contain

an arrival near 10 s that is consistent with our

results and which can be explained as a P-wave

reflection from the bottom of the second layer

at a depth around 22 km. A second arrival re-

ported by (24) near 20 s, which is also present

in many of the autocorrelation functions calcu-

lated here, is consistent with a multiple reflec-

tion from that layer (Fig. 3). These arrivals were

interpreted by Deng and Levander (24) as P

and S reflections, respectively, from a crust-

mantle discontinuity at a depth of 35 km.

However, we do not expect a strong S reflec-

tion in a vertical autocorrelation because ver-

tically propagating S waves are horizontally

polarized. Interpreting the second arrival as

a multiple P reflection instead is consistent

with our receiver function–derived results and

more likely to be observed in a vertical com-

ponent autocorrelation. The previously pub-

lished crustal thickness estimate of 35 kmbased

on autocorrelations (24) is consistent with the

possible range of the thick-crust models, but

the specific arrivals identified in that study are

more consistent with a reflection andmultiple

from the shallower second interface at a depth

around 20 km.

We inverted for the thickness of the crust at

a global scale using the seismically estimated

thickness at the InSight landing site and the

observed gravity field as constraints (16). Our

models consider the gravity of hydrostatic

relief along density interfaces beneath the lith-

osphere, surface relief, variations in thickness

of a constant density crust, and the low-density

polar cap deposits (25). We used several dif-

ferent interior prelanding models (26) that

specify the density profile of the mantle and
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A B

C D

Fig. 2. Synopsis of the crustal structure of Mars at the InSight landing site from receiver-function

analyses. (A) Inversion results for all three events using inversion method A (blue lines) and method B

(brown lines) using a two-layer parameterization. (B) Cartoon showing the ray paths of the main direct and

converted phases present in the data. Blue lines show P-phase paths, whereas red lines show conversions

to S phases at the interfaces below the lander. Direct conversions and one P multiple are shown, and

numbered labels correspond to arrivals identified in Fig. 1A. (C and D) Same as (A) and (B) except for the

assumption of a three-layer model and exclusion of the multiple arrival.

RESEARCH | REPORTS

http://sciencemag.org


core, and, for each, we constructed crustal

thickness models for all permissible crustal

densities. For a given seismic thickness, the

mean thickness of the crust depends almost

exclusively on the density contrast across the

crust-mantle interface (fig. S22). To ensure

that the thickness of the crust is positive with-

in the major impact basins, each reference

model has a maximum permissible crustal

density. If the thin-crust seismicmodel is used

as a constraint, the global mean crustal thick-

ness is predicted to lie between 24 and 38 km

and the maximum permissible density of the

crust is 2850 kg m
−3

(Fig. 4 and figs. S22 and

S23). For the thick-crust seismic model, the

average crustal thickness lies between 39 and

72 km and the maximum permissible crustal

density is 3100 kgm
−3
(Fig. 4 and figs. S22 and

S23). For both seismic constraints, the crustal

density is substantially less than would be ex-

pected based on the composition of surface

materials (9), which is close to 3300 kg m
−3
.

The lower bulk densities are signatures of

highly altered layers and can be accounted

for by the presence of more than 5% porosity

in the crust on average, the presence of fluids

or low-density cements filling fractures and

pore space, the existence of abundant petro-

logically evolved felsic rocks beneath the sur-

face layer, or a combination thereof.

The seismic observations argue for a rela-

tively thin crust, or at least thinner than some

earlier predictions (9), providing constraints

on crustal heat production and the degree of

planetary silicate differentiation (Fig. 4). Be-

cause the present-day crustal thickness is the

outcome of the planet’s differentiation history

(27, 28), geodynamic and geologic modeling

can place constraints on the composition of

the crust and of themantle, and on the cooling

rate of the planet (16). Our results indicate that

average crustal thickness models that are con-

sistent with the thick-crust seismic model are

compatiblewith currently accepted bulk (29, 30)

and crustal (8, 31) heat-producing element

contents and the occurrence of present-day

melting only in an ascending plume below

the thickened crust of the Tharsis province

(fig. S27). Such a scenario implies a crust that

is about 13 times more enriched in heat-

producing elements than the primitivemantle

(fig. S24), consistent with 55 to 70% of the

martian heat-producing elements being se-

questered into the crust. By contrast, the thin-

crust seismic model requires a crust that is

about 21 timesmore enriched than a relatively

cold primitive mantle (fig. S25). This is more

than two times larger than estimates from

gamma-ray spectroscopy data that constrain

the surface layer of the crust (table S6) and

would point toward an enrichment in heat-

producing elements beneath the surface layer

(16). Furthermore, this would call for an effi-

cient process of incompatible element ex-

traction from the mantle, possibly by upward

segregation during the solidification of a mag-

ma ocean or by a secondary differentiation

mechanism, as for the continental crust of

Earth. In both crustal models, assuming a

Wänke and Dreibus (29) bulk composition,

the present-day heat flux is predicted to lie be-

tween 20 and 25 mW m
−2

(Fig. 4). The depth

to the crust-mantle boundary, as well as layer-

ing in the crust, can further constrain crustal

magnetization amplitudes, depending on

whether themagnetization is carried in upper

or lower crustal layers, or both (16). We can

also investigate whether crustal thickness and

density models are consistent with moment-

of-inertia measurements and constraints on

the properties of Mars core from the k2 tidal

Love number (16). Generally, these constraints

are easier to match for most mantle compo-

sition models with the thick-crust seismic

models, although somemodels also allow for

the thin-crust model. Overall, when consid-

ering geodynamic, geochemical, and geodetic

constraints, the thin-crust models place tight-

er constraints on the density and enrichment

of heat-producing elements within the crust,
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Fig. 3. Autocorrelation functions for different

datasets, components, and processing

methods. (A) Overlaid traces are from the

three analysis methods discussed in the

supplementary materials. The dashed bar at

9.5 s corresponds to a change in normalization in

order to see smaller amplitude arrivals later

in the trace. Green bars highlight areas where all

methods are nearly in-phase and show potential

arrivals, whereas purple bars highlight arrivals

indicated from an independent study (24).

(B) Envelopes of the autocorrelation functions

displayed in (A). (C) Envelopes of synthetic

zero-offset GreenÕs functions for a representative

model from the family of two-layer models

in Fig. 2A for method A in blue and method B in

red. (D) Same as (C) but for the three-layer

models from Fig. 2C. (E) Histograms of predicted

arrivals from the family of two-layer models

as shown in Fig. 2A. The first subscript of

the arrival in the legend refers to the interface

of reflection, and the second subscript

(if present) represents a second or third bounce

between the free surface and that interface.

rel. freq., relative frequency. (F) Same as

(E) but for the three-layer models in Fig. 2C.
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as well as on themantle composition, than the

thick-crust models, but neither of the two can

be excluded.
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Fig. 4. Schematic interpretations of the geochemical and geodynamical implications for the thin-

and thick-crust models. (A and B) To match geodynamic constraints, an enrichment of heat-producing
elements (HPEs), shown in color, and lower density than observed from the surface are required in the thin-
crust model (A), whereas the thick-crust model (B) is consistent with surface observations. r, density.
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Seismic detection of the martian core

Simon C. Stähler1*, Amir Khan1,2, W. Bruce Banerdt3, Philippe Lognonné4, Domenico Giardini1,
Savas Ceylan1, Mélanie Drilleau5, A. Cecilia Duran1, Raphaël F. Garcia5, Quancheng Huang6,
Doyeon Kim6, Vedran Lekic6, Henri Samuel4, Martin Schimmel7, Nicholas Schmerr6, David Sollberger1,
Éléonore Stutzmann4, Zongbo Xu4, Daniele Antonangeli8, Constantinos Charalambous9, Paul M. Davis10,
Jessica C. E. Irving11, Taichi Kawamura4, Martin Knapmeyer12, Ross Maguire6, Angela G. Marusiak3,
Mark P. Panning3, Clément Perrin13, Ana-Catalina Plesa12, Attilio Rivoldini14, Cédric Schmelzbach1,
Géraldine Zenhäusern1, Éric Beucler13, John Clinton15, Nikolaj Dahmen1, Martin van Driel1,
Tamara Gudkova16, Anna Horleston11, W. Thomas Pike9, Matthieu Plasman4, Suzanne E. Smrekar3

Clues to a planet’s geologic history are contained in its interior structure, particularly its core. We

detected reflections of seismic waves from the core-mantle boundary of Mars using InSight seismic data

and inverted these together with geodetic data to constrain the radius of the liquid metal core to 1830 ±

40 kilometers. The large core implies a martian mantle mineralogically similar to the terrestrial upper

mantle and transition zone but differing from Earth by not having a bridgmanite-dominated lower

mantle. We inferred a mean core density of 5.7 to 6.3 grams per cubic centimeter, which requires a

substantial complement of light elements dissolved in the iron-nickel core. The seismic core shadow as

seen from InSight’s location covers half the surface of Mars, including the majority of potentially active

regions—e.g., Tharsis—possibly limiting the number of detectable marsquakes.

T
he core of a planet plays a prominent

role because it governs many of the fun-

damental processes—fromdynamo action

and magnetic-field generation to mantle

convection—that affect the surface through

volcanic and tectonic activity and may influence

the early climate through magnetic shielding of

the atmosphere. The size of themartian core is of

particular interest because of its notable impact

on the planet’s evolution, which differs from that

ofEarthprimarily as a result ofMars’ smaller size

and, therefore, accelerated differentiation and

core formation and cooling-off that resulted in

a rigid-shell, one-plate planet (1, 2).

A small core with a radius between 1300 and

1600 km would be deficient in light elements

andwould accommodate amartian lowerman-

tle similar to that ofEarth,which isdominatedby

bridgmanite-structure silicates (3). A large core

with a radius range between 1800 and 1900 km

would instead be enriched in light elements and

exclude the presence of a phase transition equiv-

alent to the 660-km discontinuity thatmarks the

onset of Earth’s lowermantle (4). It would exert

a markedly different dynamic control over the

martian mantle (5–8), with implications for an

early martian dynamo (1) that could explain

the observed highly magnetized crust in the

southern highlands (9). Direct constraints on

the core and deep interior of Mars, however,

are scarce and limited to global geophysical

measurements, including mass, moment of

inertia, and tidal response (10, 11), in addition

to geochemical data based on achondritic

basaltic meteorites that originated from the

surface of Mars (12–14). Collectively, these ob-

servations suggest a liquid core with a radius in

the range of ~1700 to 1900 km (4, 8, 11, 15, 16).

However, without additional observations,

the range of potential martian core sizes en-

compasses a large enough range to allow for

either the presence or the absence of a lower

mantle.

The estimate of core size can be improved

with the direct detection of core-interacting

seismic phases, which constrain the core size

of Earth and the Moon. Earth’s core had been

predicted in the late 18th century—on the

basis of the recognition that the density of

near-surface rocks is substantially lower than

the average density of Earth (17)—but was not

confirmed until global observations of earth-

quakes became possible (18). Subsequent seis-

micmeasurements led to unexpected discoveries

in Earth’s deep interior, such as the inner core

(19) and deep mantle layering (20, 21). Similarly,

the Apollo lunar seismic data (22) were used to

establish the existence of a lunar core (23, 24).

The detection of seismic waves reflected

from the core stands not only to refine the

insights gained from studying the chemis-

try of the martian rocks, whose siderophile

element depletion and isotopic signature

point to a core-forming event early in Mars’

history (25, 26), but also to considerably im-

prove our understanding of the deep interior

of Mars.

After a full martian year, the Interior Ex-

plorationusing Seismic Investigations,Geodesy,

and Heat Transport (InSight) mission (27) and

its seismometer SEIS (28) have recorded a

multitude of seismic events, which have been

located and classified by the Marsquake Ser-

vice (29–31). Of these, the low-frequency events

with main energy below 1 Hz and waves

traveling through the mantle can be used to

characterize the crustal and mantle structure

of Mars (32, 33).

To investigate the core of Mars, we analyzed

seismic data from 11 low-frequencymarsquakes.

Six of them were found in a suitable distance

range [27° to 38.5° (30)], with high enough

signal-to-noise ratio (SNR) to identify potential

core-reflected S waves (ScS waves) (Table 1).

Because S waves cannot propagate in a fluid

medium, the core-mantle boundary (CMB)

acts as a polarization filter, reflecting hori-

zontally polarized S waves (SH waves) back

into the mantle, whereas vertically polarized

S waves (SV) lose some energy as a result of

S-to-P conversion. Swaves reflected from the

CMB are therefore expected to be predom-

inantly horizontally polarized,with an azimuth

orthogonal to the source-receiver direction.
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The events for which the direction could be

determined from P- and S-wave polarization

(S0173a and S0235b) appear to originate in

the Cerberus Fossae graben system (29, 34),

with backazimuths of 70° to 90°. The focal

mechanisms inferred for these events con-

firmed normal faulting (35), resulting in rela-

tively strong radiation of SH waves toward

the core.

All low-frequency marsquakes show an S-

wave coda dominated by receiver-side scatter-

ing (Fig. 1A) (31).Within this coda, themarsquake

with the highest SNR observed so far (S0173a)

shows a peak around 350 s after the main

S-wave arrival. We used polarization fil-

tering (36) to enhance signals that are

linearly and horizontally polarized, as expected

for ScS waves (Fig. 1A). After filtering, we ob-

served matching signals for five other events

(S0235b, S0407a, S0409d, S0484a, and S0325a)

at a similar distance (Fig. 1B). To identify

energy pulses that are consistent with ScS, we

performed a slant stack (37) for the events,

using predicted travel times in 5000 mantle

models compatible with surface-reflected seis-

mic body waves (32). The stack of energy in a

10-s time window (filtered between 0.3 and

0.8 Hz) around the predicted ScS arrival time

shows the presence of a signal (Fig. 1C), at the

timewhen a reflection from an~1600-kmdepth

interface is expected. This result is confirmed by

a model-agnostic vespagram stack showing a

low-slowness, steep incidence-angle arrival

compatible with a deep reflector (38). To

refine the arrival time estimate, the time

window identified in the stacking was further

examined using two independent methods:

(i) manual picking in polarization-filtered fil-

ter banks to discriminate seismic phases and

potential artifacts from instrument or wind

and (ii) coda correlation using the S wave-

form as matching filter, assuming that the
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Fig. 1. Summary of data processing and identification of core-reflected

S waves. (A) Seismogram and envelope of event S0173a before and after

polarization filtering (top) and envelope stack for all six events (bottom).

The individual event envelopes are shown in fig. S1-4 (38). (B) Polarization-

filtered spectrograms for each of the six events considered here. Cyan

triangles mark proposed ScS picks based on the processing methods

described in the main text, and green triangles mark the final set of picks

summarized in Table 1. Light gray lines mark SS and SSS picks from (32).

All events show energy around the predicted arrival time of ScS, using a

model from (32) with a core radius of 1830 km, in agreement with the ScS

observation for S0173a shown in (A). Bold event labels (e.g., S0235b) indicate

events with strong ScS energy. (C) Stacked energy in a 10-s time window

around ScS as predicted for 5000 models from (32) with core radii centered

around 1830. (D) Residual travel times of the models presented in (C)

compared with the picks in (B), show that the ScS picks are able to constrain

the core radius to within ±60 km (80).
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S-wave train has high similarity to ScS (38).

This resulted in a set of picks for each event (Fig.

1D). The results from the two methods were

compared with the event slant-stacks to re-

move misidentified signals and were consoli-

dated into a single set of picks (Table 1).

Whereas the SNR of the ScS phases is

around 2 or less, the signal is significant com-

pared with the energy of the S-wave coda,

wind noise, and known instrument artifacts

(38, 39). From travel-time tables computed in

seismic velocity models compatible with ob-

servations so far (8, 32, 40), no other seismic

phase is predicted to arrive this late in the

seismogramwith similarmove-out and polar-

ization. Love waves traveling along the sur-

face would have similar polarization but arrive

much earlier and show a large move-out and

dispersion.Multiply-reflected bodywaves should

also arrive earlier. We therefore interpreted this

signal as anS-wave reflection from theCMBthat,

when using seismic velocity models from (32),

corresponds to a core with a radius in the range

1770 to 1890 km. We also searched for other

phases, such as core-reflected P waves (PcP), but

were unable to find consistent arrivals. This was

not unexpected because of the lower P-wave

reflection coefficient at the CMB. A shear wave

that is converted into a Pwave at the CMB (ScP)

is predicted to arrive 290 s after P for S0325a,

and we observed a weak phase by correlation

analysis. This arrival is only 2 s after the iden-

tified SSS arrival reported in (32), so the peak,

although consistent, is not used for inversion

here.

The spectral character and the travel time of

the deep-diving direct S wave for the most

distant event (S0167b) located to date (30, 32)

were consistent with and comparable to those

of the ScS phase with similar travel times (fig.

S6-1) (38). This supports the identification of

the latter as a core reflection that has traversed

the entire attenuating mantle. The attenuation-

corrected power of the ScS phases is below

that of the corresponding S-wave arrivals

SCIENCE sciencemag.org 23 JULY 2021 ¥ VOL 373 ISSUE 6553 445

Fig. 2. MarsÕ mantle and core structure. (A) Inverted seismic wave velocity

profiles (95% credible intervals) based on the three inversion methods

defined here (see legend). The pale gray shaded area below 800-km depth for

the P-wave velocity profiles indicates that no direct information is available

for this region. (B) Differential body wave travel time misfits for all sampled

models obtained from the geophysical (blue shades) and geodynamical

(orange shades) inversions shown in (A). Yellow and green circles indicate the

observations including error bars. A detailed version of the misfit plot is

shown in fig. S9-1 (38). (C) Sampled core properties. The middle plot shows

the mean core density versus core radius for the geophysical (blue) and

geodynamical (orange) methods, whereas their marginal distributions are

shown as histograms to the right and on the top. The seismic method

only constrains core radius. The blue and orange models are color-coded

according to their fit to the tidal response in the form of the observed

degree-2 Love number k2 (11), defined by the white circles and horizontal

error bars. Relying on Fe-S models, the purple bands indicate the variation

of core sulfur (S) content (purple axis) with mean core density for four

different iron (Fe)–light element (S, O, H, and C) assemblages (65–68).
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by 10 to 20 dB. This value is slightly below

the ray-theoretical prediction from geomet-

rical spreading (fig. S6-2) (38), assuming

full reflection of SH waves at the CMB,

possibly because of scattering at other

interfaces and three-dimensional structure.

For four of the six events we investigated,

(32) reports a second arrival within 20 s

after the main S wave. We considered these

secondary arrivals to be the depth phase (sS),

resulting inmarsquakes that occur in the depth

range 20 to 35 km.

We inverted differential ScS travel times

(Table 1) with respect to P together with

the travel times of S, PP, SS, PPP, and SSS

from (32) and geodetic data in the form of the

degree-2 Love number (11), mean density (16),

andmeanmoment of inertia (11) for mantle P-

and S-wave velocity and density, epicentral

distance for all considered events, and radius

and mean density of the core. We conducted

three separate inversions that relied on a pure

seismic parameterization and two mineralog-

ically constrained inversions: a geodynamic

(41, 42) and a geophysical parameterization

(4). The seismic parameterization considers

a layered model of Mars described by P- and

S-wave velocity gradients, respectively, and

does not use the geodetic data. The geodynamic

parameterization depends on quantities that

influence the thermochemical evolution of the

planet and accounts for 4.5 billion years of plan-

etary evolution. The geophysical parameter-

ization relies on a unified description of phase

equilibria, seismic properties, and thermochem-

ical parameters. The parameterizations (38) re-

flect, in going from seismic over geodynamic

to geophysical parameterization, a decrease in

the number of degrees of freedom, as the two

latter parameterizations depend increasingly

onmineral physics information and therefore

better-resolved parameters. Because themean

density of the core depends on that of theman-

tle and therefore on the bulk mantle composi-

tion, we considered six differentmodel martian

compositions (12, 14, 43–47) as part of the geo-

physical inversion. To solve the inverse problem,

we employed a stochastic algorithm (48) that

samples models that fit the differential body

wave travel times within uncertainties and are

consistent with prior information (38).

We plotted the results from the joint in-

version of the differential body wave travel

times and the geophysical data (Fig. 2). The

S-wave velocity profiles (Fig. 2A) we obtained

from the three parameterizations were found

to be in good agreement. More scatter exists in

the P-wave velocity profiles, which reflects

fewer P-wave observations, and structure is

only constrained to 800-km depth (Fig. 2A).

All parameterizations provide a good fit to

the ScS-P travel time observations (Fig. 2B).

Above 800-km depth, the velocity profiles are

similar to those obtained by the uppermantle

inversion (32), and below, the S-wave velocity

profiles showadistinct increase around 1050-km

depth, equivalent to the 410-km seismic dis-

continuity in Earth’s mantle that marks the

onset of the mantle transition zone, where

the dominant upper mantle mineral olivine

transforms to wadsleyite. The CMB occurs

between 1520- and 1600-km depth, correspond-

ing to CMB pressures of 18 to 19 GPa and tem-

peratures in the range of ~1900 to 2000 K.

These conditions are unfavorable for the stabi-

lization of bridgmanite and imply that the lower

mantle of Mars is mineralogically comparable

to Earth’s mantle transition zone. This means

that a relatively dense and thermally insulat-

ing lowermantle is absent inMars, which favors

the development of an early thermally driven

dynamo as a means of explaining crustal

magnetism because of elevated core heat flux

(1, 49, 50).

In agreement with geodetic observations that

require a liquid core (10), the observation of

ScS with substantial relative amplitudes com-

pared with direct S waves rules out a solid

outer core because reflection coefficients would

be too small at a solid-solid interface [fig. S6-2

(38)]. The separate inversions converge on the

same mean radius but show more spread in

mean core density (Fig. 2C), which reflects

the trade-off with mantle density through

bulk mantle composition (indicated by the

blue circles in Fig. 1C). On the basis of the

distributions, we estimate core radius to be

1830 ± 40 km, at the upper end of premission

estimates (4, 8, 15, 16) that were based on an

earlier and slightly lower degree-2 Love num-

ber [0.169 ± 0.006 (51)], and mean core den-

sity in the range 5.7 to 6.3 g/cm
3
. We also

conducted separate inversions using the geo-

dynamic method to consider the influence
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Fig. 3. Schematic dia-

gram of MarsÕ interior

structure. The cross sec-

tion depicts the core-

induced shadow zone for

seismic waves. The surface

topography is a cut

through the MOLA map

(81) on a great circle arc

from InSight through

Olympus Mons. The

S-wave shadow zone is

minimal and probably filled

by diffracted S waves

(Sdiff), whereas the

P-wave shadow zone is

large and contains

specifically the Tharsis

region. The existence of an

inner core cannot be

determined by current

data, and the seismic ray

paths shown assume no

inner core. Topography

and InSight lander are

exaggerated in scale.

Table 1. Consolidated differential travel times of S and ScS for the events used in this study.

Magnitudes, Mw, are from the Marsquake Service catalog, version 6 (30), as defined by Böse et al. (82).

Depth estimates are based on the identification of the depth phase sS (see the main text). The events are

labeled by mission Sol of occurrence and sublabeled alphabetically for Sols with more than 1 event.

Event tS-tP (s) tScS-tP (s) sigma(tScS) Depth (km) Mw

S0235b 167 511 3 24 ± 5 3.5
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

S0407a 168 510 10 25 ± 5 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

S0484b 172 513 20 33 ± 5 2.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

S0173a 173 512 3 24 ± 5 3.6
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

S0409d 177 510 5 25 ± 5 3.1
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

S0325a 230 500 20 30 ± 5 3.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .
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of individual datasets on the retrieved core

properties (38). These inversions showed that

the mean core radius changed from 1836 km

(seismic data only) to 1815 km (geodetic data

only), whereas the mean core density remained

unchanged. To test the influence of the source

depth, we fixed it to 50 km for all events—

consistent with (29, 32)—and found that this

would change the core radius to 1820 ± 40 km,

within the above range.

Compositional constraints on the core typ-

ically derive from geochemical models coupled

with metal-silicate partitioning and mass ba-

lance arguments (52–55) but depend on the

assumed compositions of the building blocks

(56, 57). Although sulfur is commonly considered

the main light element (14, 44, 45, 55) be-

cause of its abundance in the mantle as de-

termined from the martian meteorites (58)

and its siderophile nature at the P-T-fO2 con-

ditions of the formation of Mars’ core (59),

additional light elements, including C, O, Si,

N, and H, are all potentially viable candidates,

as in Earth’s core (60–63). Ni is also expected

to be a core constituent based on meteorite

compositions (64) and should make up 5 to

6 wt % (4). The purple-shaded areas in Fig. 2C

indicate how the mean core density varies

with S content in the Fe-S, Fe-S-O, Fe-S-O-H,

and Fe-S-O-H-C systems, based on thermo-

dynamic solution models constructed using

experimental data (65–68). For a core com-

posed of Fe and S, sulfur contents surpass

25 wt %, which is above the value of the

sulfur-richest meteorites (EH chondrites)

and in excess of what is deduced from geo-

and cosmochemical models [<13 to 19 wt %

(52, 55)]. To bring the S content in line with

the cosmochemical constraints, additional

light elements (e.g., C, O, and H) in the core

are needed (fig. S11-1) (38). For geochemically

defensible amounts of S, O, and H, the mean

core density has to be >6 g/cm
3
, which en-

compasses the upper end of our predictions

(Fig. 2C). Because our core density estimate is

tied to reasonable assumptions about the

composition and temperature of the mar-

tian mantle, a higher mean core density is

possible and requires less light elements as a

result of a lower bulk mantle FeO content

(46) or higher temperatures as seen in some

geodynamic models (69). The influence of a

lower bulk mantle FeO content on mean core

density is reflected by the cloud of blue circles

with a mean core density >6.1 g/cm
3
(Fig. 2C)

that were obtained on the basis of the bulk

mantle composition of (46). Thus, a lower

bulk mantle FeO content seems to provide

a better match than the canonical martian

compositions with FeO contents exceeding

17 wt % (12, 14, 44, 45), which had also been

found to be at odds with geophysical con-

straints (4, 57). As a preliminary observation,

our results can be construed as pointing to an

Fe-Ni core that is composed of, in order of

abundance, S (10 to 15 wt %), O (<5 wt %), and

H and C (<1 wt % level) (38). Although such O,

H, and C contents represent upper limits, they

serve to emphasize the need for light elements

in Mars’ core.

A chemical composition close to the eutectic

(~15 wt % S in the Fe-FeS binary at the CMB

conditions of Mars) likely prevented crystalli-

zation of a bottom-up inner core because of

the temperatures (~1200 K) required to drop

below the liquidus (70). This is compatible

with the absence of a current martian geo-

dynamo (71). Strong crustal remnant magne-

tization in the southern hemisphere of Mars

(72) and observations of further magnetized

units suggest a dynamo that was active between

4.5 and 3.7 billion years ago (9). The dynamo

would have been thermally driven in the first

fewhundredmillion years (49, 50) and possibly

followed by a compositionally driven dynamo

that may resuscitate through FeO exsolution

(73) or inner-core crystallization (71, 74, 75). This,

however, depends critically on the light-element

content and thermal state of the core.

As a consequence of the large core, the seis-

mic core shadow on Mars (Fig. 3) commences

at closer epicentral distances (94° to 98°) than

on Earth [100° (76)]. This makes up half of the

planet, including 33% of total extensional faults,

specifically 75% of those in terrain younger than

600 million years (77). For marsquakes in

Tharsis, the region presumed to host most of

the recent tectonic activity (78), direct P and S

waves are therefore unobservable, and this

may result in an underestimation of the global

seismic activity of Mars as seen from InSight’s

location (27).

The differentiation of Mars into a primor-

dial crust, mantle, and core is likely the result

of early magma ocean crystallization and

solidification that could potentially result

in compositional stratification of the mantle

(69, 79). There is, however, no direct evidence

for this on the basis of current observations.

Continued analysis using marsquakes observed

during the extendedmission will be required to

delve into the question of deepmantle layering.

To determine the compressional wave speeds of

the core itself and further refine light-element

content, an unequivocal observation of an event

beyond the core shadow, with clear core-crossing

phases like PKP or SKS, will be necessary. This

would allow us to employ velocity-density sys-

tematics (61) as a means of gaining further

insight into the total light-element content of

the core. In the interim, the new martian

seismic data and models presented here pro-

vide a wealth of new insights into the interior

structure of Mars, which contain the clues

needed to unravel the planetary building blocks

(57); thephysical and chemical conditionsduring

assembly (52); and the chronology of crust,

mantle, and core formation (25).
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PHOTOPHYSICS

Inhibited nonradiative decay at all exciton densities
in monolayer semiconductors

Hyungjin Kim1,2†, Shiekh Zia Uddin1,2†, Naoki Higashitarumizu1,2, Eran Rabani2,3,4, Ali Javey1,2*

Most optoelectronic devices operate at high photocarrier densities, where all semiconductors

suffer from enhanced nonradiative recombination. Nonradiative processes proportionately reduce

photoluminescence (PL) quantum yield (QY), a performance metric that directly dictates the maximum

device efficiency. Although transition metal dichalcogenide (TMDC) monolayers exhibit near-unity

PL QY at low exciton densities, nonradiative exciton-exciton annihilation (EEA) enhanced by van-Hove

singularity (VHS) rapidly degrades their PL QY at high exciton densities and limits their utility in

practical applications. Here, by applying small mechanical strain (less than 1%), we circumvented VHS

resonance and markedly suppressed EEA in monolayer TMDCs, resulting in near-unity PL QY at all

exciton densities despite the presence of a high native defect density. Our findings can enable

light-emitting devices that retain high efficiency at all brightness levels.

E
xciton recombination in transitionmetal

dichalcogenide (TMDC) monolayers de-

pends on the exciton generation rate (G),

background carrier concentration, and

electronic band structure. The combined

effect of the first two factors has been studied

thoroughly (1), and the photocarrier G and

background carrier concentrationwere tuned

by varying the incident pump power and the

gate voltage (Vg), respectively, in a capacitor

structure. Given pronounced Coulomb inter-

actions, background carriers turn photogen-

erated excitons into charged trions (2) that

mostly recombine nonradiatively (1, 3). In the

absence of background carriers, at low exciton

densities, neutral excitons in intrinsic mono-

layers can recombine completely radiatively

even in the presence of defects (1, 4). However,

at high exciton densities, recombination of neu-

tral excitons is dominated by exciton-exciton

annihilation (EEA), in which an exciton non-

radiatively recombines while colliding with

another exciton (4–6). All excitonic materials

found in nature (7) exhibit EEA, which is the

primary cause of the efficiency roll-off ob-

served in all organic (8) and some inorganic

(9, 10) light-emitting devices. The EEA effect

has similarities to Auger recombination, which

is commonly observed in conventional free-

carrier systems and is also a prominent cause
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of the efficiency roll-off observed in light-

emitting diodes and solar cells (11, 12). Through

the conservation of momentum and energy in

the participating quasiparticles, EEA depends

on the aforementioned third factor: detailed

band structure (6, 13, 14).

In this work, we modulated these three fac-

tors simultaneously. Along with Vg and pump

power, we altered the electronic band structure

by applying a uniaxial strain (e). With appro-

priate strain, all neutral excitons recombined

radiatively evenat high concentrations inmono-

layers of WS2, WSe2, and MoS2, resulting in

near-unity quantum yield (QY) at all measured

Gs. The density of states of electrons in a two-

dimensional (2D) periodic crystal are topolog-

ically constrained to exhibit logarithmic van

Hove singularities (VHSs) arising from saddle

points in the energy dispersion (15). When the

energy of a transition is near the VHS, weak

interactions are often intensified by the en-

hanced density of states (DOS) (16). On the

basis of the energy andmomentum conserva-

tion, we found that as-exfoliated TMDCmono-

layers exhibited enhanced EEA because the

final energy of this process coincided with in-

herent VHS. Strain drove the final energy away

from the VHS resonance and substantially re-

duced EEA in both sulfur- and selenide-based

TMDCs.We could uniformly suppress all non-

radiative recombination in a centimeter-scale

chemical vapor deposition (CVD)–grownWS2
monolayer at all Gs.

Monolayer field effect transistor deviceswere

fabricated on plastic flexible substrate, enabling

simultaneous modulation of carrier concentra-

tion and strain while performing quantitative

photoluminescence (PL) QY measurements

(device fabrication details are available in the

supplementarymaterials). Figure 1A shows the

schematic and optical micrograph of such a

device using WS2monolayers. Mechanically

exfoliated monolayers were transferred to a

polyvinyl alcohol layer attached to polyethylene

terephthalate (PET)–handling substrate, a com-

bination selected for its superior strain transfer

efficiency (17). Exfoliated hexagonal boron ni-

tride (70 to 100 nm in thickness) and graphene

(2 to 5 nm in thickness) were transferred se-

quentially on the monolayer WS2 to serve as a

gate insulator and gate electrode, respectively.

TheWS2monolayer was electrically grounded

and Vgwas applied to the top graphene. Bend-

ing the PET substrate with positive curvature

applied tensile strain to the monolayer in the

direction of bending (18). Applied strain was

calculated from geometrical considerations. G

is the number of excitons created or the num-

ber of photons absorbed per unit area per unit

time, which can be tuned by changing the laser

intensity.

As-exfoliated monolayer WS2 is known to

be electron rich. Application of a negative Vg

(–30 V) electrostatically compensated for that

unintentional electron doping and ensured

that the recombination process was dominated

by neutral excitons (1). At this biasing condi-

tion, we compared PL spectra of an unstrained

and strained WS2 monolayer at a high G of

6.5 × 10
19
cm

–2
s
–1
(Fig. 1B). We observed both

a redshift of PL spectra and ~15 times enhance-

ment in PL intensity with the application of

e = 0.4% tensile strain at this highG. Note that

G is independent of strain because absorption

at pump wavelength does not change with

strain (fig. S1).

Calibrated PLmeasurements at room tem-

perature were performed to quantitatively

extract the QY as a function of e, Vg, and G

(Fig. 1, C to F, and fig. S2), and Fig. 1C shows PL

QY as a function of Vg and Gwhen no strain is

applied. At zero and positive gate voltages, the

background electron concentration of mono-

layer WS2 was large and led to the formation

of negative trions that predominantly recom-

bined nonradiatively, thus yielding a low PL

QY. At negative Vg, the background electrons

were removed, and recombination of neutral

excitons dominated. At lowG, neutral excitons

recombined completely radiatively despite na-

tive defect density.

At high G, PL QY rolled off because of EEA.

These same results were observed previously

for other substrates such as polymethyl meth-

acrylate and SiO2 and are quantitatively the

same as the results here (1). With the applica-

tion of 0.2% tensile strain, the PL QY drop-off

at high excitonGwas notably reduced for nega-

tiveVg (Fig. 1D). For a tensile strain of 0.4%, no

PLQYdrop-off at highGwas observed (Fig. 1E).

Thus, all nonradiative recombination processes

in as-exfoliatedmonolayerWS2were suppressed

by applying tensile strain and Vg.

Suppression of EEA is further elucidated in

Fig. 1F, where we show PL QY as a function of

strain at Vg = –30 V and at a high G of 6.5 ×

10
19
cm

–2
s
–1
. For no applied strain, PL QY was

low at thisG, but for a threshold strain of 0.3%,

PL QY increased sharply and asymptotically

approached unity. This PL QY enhancement

by strain was also reversible and repeatable,

because PL QY traces for increasing and de-

creasing strain fully overlapped (fig. S3). Such

reversibility and repeatability indicate an ab-

sence of slippage, so applied strain is equal to

the actual strain transferred to the monolayer.

High PLQY at all pump powers persisted even

for a tensile strain of e = 1.0% (Fig. 1F and fig.

S4). In addition to electrostatic counterdoping,

high PL QY was achieved by applying tensile
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Fig. 1. Near-unity PL QY in WS2 at all generation rates (Gs). (A) Schematic and optical micrograph of

the device structure. Scale bar, 20 mm. A two-terminal capacitor structure with graphene as source and gate

and hexagonal boron nitride as insulator was fabricated on a flexible polymer substrate. (B) Comparison

of PL spectra of unstrained and 0.4% strained monolayer WS2 at a high G of 6.5 × 1019 cm−2 s−1 and a gate

voltage of Vg = Ð30 V. (C to E) PL QY of monolayer WS2 as a function of gate voltage, G, and strain. (F) PL QY

approaching unity with the application of strain at a high G of 6.5 × 1019 cm−2 s−1.
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strain inmonolayerWS2 chemically counter-

doped byNafion, a knownhole dopant (fig. S5).

The PL QY for neutral excitons (Vg = –30 V)

can be written as the ratio of radiative recom-

bination rate of to the total recombination rate

as follows:

QY ¼
Rr

Rr þ Rnr

ð1Þ

where Rr and Rnr are the exciton radiative and

nonradiative recombination rates, respectively.

Nonradiative recombination for neutral exci-

tons is predominantly attained through the

EEA process (1). Therefore, Rnr = REEA, where

REEA is the nonradiative EEA rate. Even with

the application of strain, the semiconductor

remained strongly excitonic (6), so strain did

not change the PL QY versus G response at

lowG, andRrwas independent of strain (Fig. 1,

D to F). However, because strain changed the

QY at high pump powers, REEAmust depend

strongly on the strain. Using the experimen-

tally measured PL QYs at a high G of 6.5 ×

10
19
cm

–2
s
–1
, we found that

REEA e ¼ 0:4%ð Þ

REEA e ¼ 0:0%ð Þ
≈ 7 � 10�3 ð2Þ

which would indicate a roughly two orders

of magnitude decrease in EEA rate at the

highest G. Although the EEA rate was not

rigorously zero, it was decreased by the ap-

plication of strain such that Rr » REEA, and

the radiative relaxation dominated the total

recombination.

The photophysics of these monolayer semi-

conductors as a function of Vg and G arises

from the quasiparticle interaction and can be

captured by a simple kinetic model described

elsewhere (1). The exciton-to-trion ratio can be

tuned with Vg, activating their respective re-

combination routes, whereas high densities of

neutral excitons activate the EEAprocess.How-

ever, themechanismbywhich strain suppresses

EEA at high pump necessitated a closer look

at the EEA process itself. EEA occurs when

one exciton ionizes another exciton by non-

radiatively transferring its energy (Fig. 2A)

(6). The initial state consists of two excitons,

with center-of-mass momenta K1 and K2 and

energies E1 and E2, respectively. The exciton

energy and momentum are related by (13) as

follows:

E1 ¼ EG � EB þ
ħ
2
K 1j j2

2MX

ð3Þ

E2 ¼ EG � EB þ
ħ
2
K2j j2

2MX

ð4Þ

In the above relations, EG is the fundamental

bandgap, EB is the exciton binding energy,

and MX is the exciton mass. The final state

consists of a high-energy electron and hole,

with crystal momenta ke and kh and ener-

gies Ee and Eh, respectively.

Irrespective of the details of the interaction

potential, two quantities are conserved in the

EEA process: total momentum and energy

(13, 19, 20). The condition for conservation of

crystal momentum yields (13) is

ke þ kh ¼ K 1 þK2 ð5Þ

Because K1 and K2 are determined by the

thermalmotion of excitons, they are negligible

compared with ke and kh, implying that the

electron and the hole momentum in the final

state should be almost opposite to each other

ke ≈� kh ð6Þ

Therefore, momentum conservation dictates

that the electron and hole from the ionized

exciton have opposing crystal wavevectors (on
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Fig. 2. EEA suppression by strain. (A) Schematic describing the microscopic mechanism of EEA, which

occurs when one exciton ionizes another exciton by nonradiatively transferring its energy. (B) Momentum

and energy conservation dictate that the electron from the ionized exciton ends up with a wavevector

in which the energy difference between the conduction and valence bands is equal to twice the exciton

transition energy. The JDOS at that energy determines the rate of EEA. (C and D) Energy difference

between the conduction and valence bands for unstrained and 0.4% strained monolayer WS2, respectively.

Gray hexagon denotes the first Brillouin zone (each side is 19.946 nm−1), and red areas are the possible

final wavevectors. Possible final wavevectors in unstrained monolayer WS2 include the saddle points (“Q”)

where there are VHSs but strained samples do not. (E) Calculated JDOS for monolayer WS2. JDOS rCV(E) at

E = EC – EV = 2EX determines EEA rate. Dashed lines denote values of 2EX at the corresponding strain.
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top of each other in the energy dispersion,

shown with the red dashed line in Fig. 2A).

The condition for conservation of crystal mo-

mentum yields (13) is

Ee þ Eh ¼ E1 þ E2 ð7Þ

Because the exciton center of mass wavevector

is negligible, E1 ≈ E2 ≈ EG –EB = EX, whereEX is

the exciton transition energy. Therefore, en-

ergy conservation stipulates that the energy

difference between the electron and hole must

be 2EX

Ee þ Eh ≈ 2EX ð8Þ

If we denote the conduction and valence band

of the semiconductor as EC and EV, then com-

binedmomentum and energy conservation can

be written as

Ee þ Eh ¼ EC keð Þ � EV �khð Þ
¼ EC keð Þ � EV keð Þ ¼ 2EX ð9Þ

Therefore, any wavevector for which the en-

ergy difference between the conduction and

valence band is equal to twice the exciton tran-

sition energy can be the final wavevector of

the electron from the ionized exciton (Fig. 2B).

Note that the exciton transition energy is dif-

ferent from the fundamental bandgap because

of enhanced electron-hole interaction in TMDC

monolayers. By Fermi’s golden rule, the joint

DOS (JDOS) at twice the exciton transition

energy determines the strength of the EEA

process (13, 20).

Typically, the effective mass approximation

is invoked to determine the energy of the io-

nized electron. However, the ionized electron

and hole have high energy, so this is no longer

a valid approximation. We first calculated the

band structure of monolayer TMDC with an

11-band tight-binding theory based onWannier

transformation of ab initio density functional

theory calculations [details of the band struc-

ture are in (21) and (22)]. We then calculated

the energy difference between the conduction

and valence band (EC – EV) for unstrained and

strained monolayer WS2, respectively. The first

Brillouin zone is indicated by a gray hexagon

in Fig. 2, C and D; red areas are the final states

of the electron from the ionized excitonwhere

the conservation laws are satisfied.

Possible final wavevectors in unstrained

monolayer WS2 include the saddle points (in-

dicated by “Q” in Fig. 2C), but in 0.4% strained

WS2, they do not include the saddle points

(Fig. 2D). Saddle points in the band structure

of a 2D semiconductor create VHS and result in

a logarithmically diverging JDOS (15, 23, 24).

The JDOS for monolayer WS2 rCV(E) at E =

EC – EV = 2EX determines the strength of EEA.

Figure 2E shows the JDOS of 0.4% strained

and unstrained WS2. In unstrained samples,

therewas a VHS at twice the exciton transition

energy, resulting in an expedited EEA. Strain

shifted the exciton transition energy EX such

that 2EX did not overlap VHS resonance and

reduced EEA.

We also show the JDOS of a 0.4% compres-

sively strainedWS2monolayer in Fig. 2E. We

note that compressive strain also drove the

EEA process off VHS resonance by changing

the exciton transition energy, for both uniaxial

strain applied in any direction and biaxial strain

(figs. S6 to S8). The choice of tensile versus

compressive strain to suppress all nonradiative

recombination should ensure that the system

remains direct bandgap with the application

of strain to avoid nonradiative recombination

through momentum-dark indirect excitons
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Fig. 3. General nature of EEA suppression. Near-unity PL QY at all generation rates (Gs) in electrostatically

counterdoped WSe2 (A) and chemically counterdoped MoS2 (B) by tensile and compressive strain,

respectively, demonstrates the universality of the conditions that suppress nonradiative recombination.

Fig. 4. High PL QY on large-area CVD-grown WS2. (A) Schematic (top) and photograph (bottom) of the

flexible substrate used to strain CVD grown, centimeter-scale WS2. (B) Normalized PL spectra of a typical

spot at different strains. (C and D) Spatial mapping of PL QY of a 2-mm × 2-cm area of WS2 grown at

a low G of 1016 cm–2 s–1 and a high G of 1026 cm–2 s–1, respectively, shows that high PL QY is uniformly

achieved by strain at the highest G while maintaining high PL QY at low pump.
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(25). Compressive strain canmake some TMDC

monolayers such as WS2 indirect.

Strain has also been used to reduce tradi-

tional Auger recombination in conventional

3D semiconductors, but the mechanism is dif-

ferent (26). In 3D semiconductors, bandgap

renormalization and effectivemass equalization

by applied strain can lead to one order of mag-

nitude reduction of the conventional Auger rate

(27). However, in the case of 2D TMDCs, EEA is

inhibited by shifting the exciton transition en-

ergy EX such that 2EX did not overlap VHS

resonance. Because of the existence of saddle

points, logarithmic VHSs always characteris-

tically appeared in 2D semiconductors andwere

not found in 3D, leading to a much stronger

response to strain in monolayer TMDCs (15).

These principles applied equally to other

TMDC semiconductors. Like WS2, exfoliated

monolayer WSe2 also exhibited near-unity PL

QY at all Gs when it was made intrinsic by

electrostatic counterdoping and tensile strain

was being applied (Fig. 3A and fig S9). As-

exfoliated monolayer MoS2 has a PL QY in the

range of 0.1 to 1.0%, whichmarkedly increased

at low pump after chemical counterdoping by

Nafion (Fig. 3B). Unlike WS2 and WSe2, mono-

layer MoS2 became an indirect-gap material

when tensile strain was applied and remained

a direct-gap material when compressive strain

was applied (17).

We found that, rather than creating com-

pressive strain, downward bending of flexible

substrate with negative curvature resulted in

buckling ofmonolayer TMDC. Instead, we used

the thermal coefficient of expansion mismatch

between the glycol-modified PET substrate and

MoS2 to apply compressive strain. A chemically

counterdoped, 0.5% compressively strained

monolayer MoS2 also exhibited roll-off free

PL QY at all Gs.

The optoelectronic quality of large-area

2D TMDCs must be improved for their use

as next-generation devices. The principles

of suppressing all nonradiative recombination

can also be applied to achieve high PL QY on

centimeter-scale WS2 monolayer grown by

CVD. We first transferred a large-area CVD-

grownWS2 (28) onto a flexible substrate and

spin-coated it with Nafion (Fig. 4A). The nor-

malized PL spectra redshifted with applied

tensile strain (Fig. 4B). Nafion counterdoping

led to a strain-independent PLQY of 70 ± 10%

(mean ± SD) at low pump powers, as can be

seen in a spatial map of the PLQY of a 2-mm×

2-cm area taken at aG of 10
16
cm

–2
s
–1
(Fig. 4C).

At a high G of 10
20
cm

–2
s
–1
, if no strain was

applied, a low PL QY of 1.6 ± 0.8% was ob-

served uniformly, consistentwith as-exfoliated

monolayer WS2 (Fig. 4D). However, at 0.4%

applied tensile strain, PL QY of the same area

reaches 59 ± 10%, indicating an ~38 times

uniform enhancement of PL QY for a large-

scale grown sample at a highG of 10
20
cm

–2
s
–1
.

This demonstration shows that ideal opto-

electronic quality can be achieved in large-

area-grown monolayers by relatively simple

and scalable application of counterdoping

and strain.
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Atomically resolved single-molecule triplet quenching
Jinbo Peng1*, Sophia Sokolov1, Daniel Hernangómez-Pérez2, Ferdinand Evers3, Leo Gross4,

John M. Lupton1, Jascha Repp1*

The nonequilibrium triplet state of molecules plays an important role in photocatalysis, organic photovoltaics,

and photodynamic therapy. We report the direct measurement of the triplet lifetime of an individual

pentacene molecule on an insulating surface with atomic resolution by introducing an electronic pump-

probe method in atomic force microscopy. Strong quenching of the triplet lifetime is observed if oxygen

molecules are coadsorbed in close proximity. By means of single-molecule manipulation techniques,

different arrangements with oxygen molecules were created and characterized with atomic precision,

allowing for the direct correlation of molecular arrangements with the lifetime of the quenched triplet. Such

electrical addressing of long-lived triplets of single molecules, combined with atomic-scale manipulation,

offers previously unexplored routes to control and study local spin-spin interactions.

M
any macroscopic phenomena in chem-

istry, biology, and materials science

can only be understood on the basis

of the underlying microscopic nature

of the interacting molecules. Ensem-

ble averaging inherent to macroscopic mea-

surements severely obscures interactions on

the atomistic level, which in turn are those

most readily grasped by theory. This limita-

tion particularly holds true if two different

compounds can interact in a large variety of

spatial constellations. The optical detection of

singlemolecules, developedmore than 30 years

ago, marked a leap forward in overcoming

molecular inhomogeneities but is inherently
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limited to bright molecular excited states and

does not readily entail atomic spatial resolu-

tion (1, 2). Atomistic information directly re-

solved in space has recently become available

as a result of progress in scanning probe mi-

croscopy (3), providing a detailed picture of

chemical structure (4–6), bond order (7), molec-

ular orbitals (8, 9), hydration-promoted diffusion

of ions (10), and many other single-molecule

features. Beyond steady-state spectroscopy, all-

electronic pump-probe techniques have opened

the door to accessing dynamical properties on

submolecular scales, as recently demonstrated

by measurements of spin lifetimes of indi-

vidual atoms (11). Only recently, however, has

access to out-of-equilibrium electronic states

of molecules been gained in scanning probe

spectroscopy (12, 13), enabled by electronic de-

coupling from a conductive support.

Here we demonstrate how to probe the life-

time of the out-of-equilibrium dark state of a

single pentacene molecule—the triplet state—

by means of electronic pump-probe atomic

force microscopy (AFM). Combining this ap-

proach with real-space atomic resolution, we

revealed atomistic details in the excited-state

quenching by coadsorbed oxygen molecules.

Different atomic arrangements of pentacene

with oxygen in the immediate vicinity were

created and imaged, allowing a direct corre-

lation between molecular arrangement and

the rate of excitation-energy transfer. The pre-

cise placing of oxygen molecules with respect

to the pentacene was crucial, providing un-

precedented atomistic insight into the phenom-

enon of triplet quenching. Such quenching is

of significance in photochemistry because it

leads to the formation of reactive oxygen spe-

cies, which limit the durability of materials in

organic electronics and are crucial in applica-

tions as wide-ranging as super-resolution mi-

croscopy, photocatalysis, and photodynamic

therapy. Despite many decades of extensive

research into the mechanisms of photosensi-

tized production of singlet oxygen, there is still

no broad consensus on the underlying micro-

scopic interaction pathways between excited

states of molecules and oxygen (14).

The experimental setup is depicted in Fig. 1A.

Pentacene was adsorbed on an insulating NaCl

layer that was thick enough to prevent electron

exchange between the molecule and the gold

substrate beneath the NaCl layer. The conduc-

tive tip of the atomic forcemicroscope allowed

deterministic tunneling of individual electrons

into and out of the molecule. The gate voltage,

Vg, applied between the gold substrate and the

metal tip determined the alignment of the

chemical potential of the tip with respect to

the molecular states. This alignment, in turn,

controlled transitions between the different

electronic states of the molecule, including out-

of-equilibrium ones such as the triplet excited

state T1 (15), by single-electron tunneling.
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Fig. 1. Experimental procedure for measuring single-molecule triplet lifetimes by AFM.

(A) Sketch of the experimental setup. Charge transfer to the gold substrate was inhibited by a

thick insulating NaCl layer. A time-dependent gate voltage, Vg, was applied to the gold substrate,

driving single-electron exchange between the tip and the molecule. (B) (Top) Sequence of Vg

controlling the three phases of a single measurement and the corresponding mutual energetic

alignment of the cationic (P+) doublet ground state D0, the neutral (P0) singlet ground state S0,

and the neutral triplet excited state T1 (center). The charge-transfer rates k1Ð5 (black arrows) were

chosen to be much faster than the triplet decay (red arrow). (Bottom) Example of the evolution

of the state populations. Vdc ≈ −1.45 V was chosen to render S0 and D0 degenerate. Vreset = −1.38 V

and Vset = +2.3 V were added to Vdc. During the reset pulse, D0 was rapidly occupied by a charge

transferring from S0 or T1. During the set-and-decay interval of duration tD, this charged doublet

population was swiftly transferred into a neutral state, either S0 or T1. The latter decayed to S0

with a characteristic lifetime of tT. During the probe interval, any remaining population in T1
was quickly transferred back to D0. Owing to the reorganization energy, S0 and D0 do not interconvert.

Thus, the populations of S0 or T1 were mapped to different charge states and detected. typ,

typically. (C) Two discrete values of the shift in cantilever frequency Df corresponded to

the two charge states P+ and P0 and signified the two different outcomes of individual

measurement trials.
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Owing to the single-electron sensitivity of

AFM, different charge states of the molecule

could reliably be detected (16).

The approach advanced here to measure

molecular triplet lifetimes by means of AFM

was direct: By virtue of two subsequent tun-

neling events, we prepared the molecule in its

first excited triplet state, T1, at a time t = 0.

After a certain dwell time, tD, we probed the

fraction of the population remaining in the

T1 state and decaying into the singlet ground

state, S0. The time tD was chosen to span time

scales from a small fraction to a large multiple

of the excited state lifetime of the target mo-

lecule and has no relation to the cantilever

oscillation frequency. To discriminate between

S0 and T1 states by means of AFM, we trans-

ferred the population of T1 to the cationic state

by appropriate electronic level alignment with

the gate voltage. In this way, the population

fractions at time tDwere mapped onto different

metastable charge states, which are associated

with an appreciable shift D f of the resonance

frequency of the AFM cantilever (16).

The measurement scheme is depicted in

greater detail in Fig. 1, B and C, and proceeds

as follows. Before probing the triplet-state

population, we ensured positive charging of

pentacene by application of a reset pulse. This

strong voltage pulse prompted one electron

to tunnel out of the highest occupied mo-

lecular orbital (HOMO) of the pentacene mo-

lecule, transferring it into the cationic (P
+
)

doublet ground state, D0. A second voltage

pulse of variable duration tD, referred to as

the set-and-decay pulse, shifted this cationic

state D0 energetically above the T1 and S0

levels of neutral pentacene (P
0
). This shift

prompted the molecule to accept a tunneling

electron from the tip. The charge either re-

filled the HOMO of the molecule, yielding the

S0 ground state, or occupied the lowest un-

occupied molecular orbital (LUMO), resulting

in the T1 excited state. The latter tunneling

process occurred at a considerably higher en-

ergy [the T1 state lies 0.86 eV in energy above

S0 (17)] and therefore experienced a lower re-

maining tunneling barrier and was thus more

likely to occur (15). The rates of these two

transitions could be controlled by the tip-to-

molecule distance and were chosen such that

the tunneling process arose within the first

~100 ns of the set-and-decay pulse (see fig. S1

for details). This time was short in compari-

son to the triplet lifetime of the molecule.

After the tunneling process, the molecule was

in its neutral charge state P
0
, either in the

T1 or S0 state. The two states were found to

be populated in a ratio of ~4:1 because of the

aforementioned difference in tunneling rates,

in agreement with the simulations shown in

fig. S2. During the remainder of the set-and-

decay pulse, the population of T1 decayed into

S0 following the characteristic triplet lifetime

tT. After the dwell time tD, the voltage was

set to a value Vdc, for which the D0 and S0
states were almost degenerate. Further details

on how to choose Vdc to ensure this degene-

racy are provided in fig. S3. Because of the

reorganization energy associated with charging—

considerably increased owing to the presence

of NaCl (13)—no tunneling transition occur-

red between the S0 and D0 ground states

(9, 12, 13, 15). However, the excited state T1

was able to quickly decay into D0 by the tun-

neling of an electron from the LUMO into the

AFM tip. After the end of the set-and-decay

pulse, the population of S0 remained neutral,

whereas the T1 population converted to the

charged D0 state. Both ground states D0 and

S0 were stable on macroscopic time scales

under this biasing condition and were readily

distinguished by virtue of the force acting on

the tip and the resulting frequency shift D f

(16) (Fig. 1C and fig. S4). This measurement

cycle was performed on the time scale of a

fraction of a second.

In a single-molecule experiment, the mole-

cule is only in one state at a given time. The

measurement cycle therefore represented an

individual Bernoulli trial with two possible out-

comes, corresponding to S0 or T1 at tD. The

population P(tD) of different states for one

particular dwell time tD was extracted by re-

peating the experiment multiple times. Exam-

ples of three such sequences are shown in

Fig. 2A. Repeating these sequences for differ-

ent values of tD yielded P(tD) (Fig. 2B and fig.

S5), reflecting the decay of the T1 population

with a characteristic lifetime tT.

There are three triplet states, Tx, Ty, and Tz,

as sketched in the inset of Fig. 2B, which are

nondegenerate because of the zero-field split-

ting due to dipolar and spin-orbit interactions

(18, 19). Although this energy splitting is

tiny—on the order of several micro–electron

volts—the triplet states have substantially dif-

ferent lifetimes, t1, t2, and t3 (18). Indeed, the

decay of P(tD) with time tD derived here was

accurately described by a triple-exponential

decay, with values of t1 = 11 ± 5 ms, t2 = 75 ±

12 ms, and t3 = 135 ± 11 ms extracted for 23

datasets on several different individual mole-

cules (see table S1 for further details). Note

that in optical experiments, the initial popula-

tion of the three triplet states is not uniform

(18), such that the different rates can only be

extracted indirectly. Here, however, the initial

population was expected to be equal with re-

spect to Tx, Ty, and Tz because the electron in-

jection leading to triplet formation occurred

with a random spin orientation. These life-

times were comparable to those obtained by

optical means for individual pentacene mole-

cules in a host matrix (1, 20), suggesting that

neither the presence of the AFM tip nor the

interaction with the NaCl substrate consid-

erably altered the triplet state. To scrutinize

this conclusion further, we varied the tip-to-

molecule distance and observed no apprecia-

ble change in the triplet lifetimes (fig. S6A).

Additionally, no variation of lifetimes was ob-

served when we varied the lateral tip position

above the molecule either (fig. S6B).

We now turn to the possibility of tracking

triplet-state quenching with atomic spatial re-

solution. It is well known that molecular

oxygen, which itself has a triplet ground state,
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Fig. 2. Extraction of the triplet

lifetime from a single pentacene

molecule. (A) Three Df time traces,

each representing a sequence of

600 trials for different dwell times

tD. The corresponding counts NPþ

and N
P0 of the two possible

outcomes of charge transfer are

shown on the right. The triplet

population P(tD) was determined

from NPþ= NPþ þ N
P0

� �
. (B) Plot of

P(tD) and extraction of individual

lifetimes t1, t2, and t3 of the

three triplet states Tx, Ty, and Tz,

respectively. Each data point

corresponds to 1800 individual trials,

and the error bars are derived from

the standard deviation of the bino-

mial distribution NPþ= NPþ þ N
P0

� �

(see supplementary text). The triplet

is zero-field split into three states

(inset, splitting on the order of

microÐelectron volts, not drawn to

scale). Themeasurements follow a triple-exponential decay. In contrast to optical experiments, all three triplet states

were initially populated with equal probability by single-electron injection from the AFM tip.
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strongly quenches triplet excited states of other

molecules (14). Indeed, after coadsorption of

oxygen next to the pentacene molecule, we

observed a drastic reduction of triplet lifetime

by almost two orders of magnitude (Fig. 3A).

In contrast to the case of isolated pentacene,

the decay of the triplet population now fol-

lowed a single exponential, which could be

rationalized by the triplet-state lifetime being

controlled solely by the energy-transfer rate to

O2. Although the atomistic arrangement of trip-

let quenching had previously remained elu-

sive experimentally, in this study, we resolved

different geometries (G1 to G7) of the arrange-

ment and measured the triplet lifetimes, as

summarized in Fig. 3 and fig. S7. The adsorp-

tion site of O2 is determined to be on top of a

Na
+
ion (fig. S8). The experimental identifica-

tion of the exact adsorption site was comple-

mented by density functional theory (DFT)

simulations, providing the minute details of

the adsorption constellation (see Fig. 3B and

fig. S9). The simulations confirmed that the

adsorption site lay on top of a Na
+
ion and

revealed a pronounced tilt (45° to 60°) of the

O2 molecule toward the pentacene. Further,

the simulations confirmed that the O2 mole-

cule was in a triplet ground state when ad-

sorbed on NaCl (see fig. S10). This combination

of atomically resolved experiments with atom-

istic simulations provided an unprecedented

characterization of the process of triplet quench-

ing for the different atomic geometries, demon-

strating the full strength of our method. Our

experiments showed that these strongly

quenched lifetimes that were shorter than a

microsecond were characteristic for the differ-

ent local arrangements of molecules. Deter-

mination of these lifetimes was robust against

variations of the tip height (fig. S11). Notably,

the triplet lifetime varied strongly not only

for an increasing number of oxygenmolecules

(Fig. 3C) but also for the same number of sur-

rounding oxygen molecules if the O2 mole-

cules were positioned at different sites, as

summarized in Fig. 3D.

Upon removal of the O2 molecules in the

direct vicinity of the pentacene molecule by

atomicmanipulation techniques (Fig. 3E, geom-

etry G0), the same average of decay rates,

kh i ¼ 1
3

P
i
ti
�1, as measured for pristine pen-

tacene was recovered (table S1). The three

individual triplet lifetimes, t1, t2, and t3, dif-

fered slightly, which was rationalized by the

dipolar magnetic fields arising from the pa-

ramagnetic O2 molecules adsorbed on the tip

in the vicinity of the AFM junction, thus mix-

ing the pristine triplet states Tx, Ty, and Tz to

a new set of three eigenstates. Such an effect

does not correspond to triplet quenching. Fur-

ther details are discussed in the supplementary

text section of the supplementary materials.

Finally, in a control experiment, we tested

the effect of a single CO molecule adsorbed

adjacent to the pentacene molecule (Fig. 3E).

The triplet lifetimes of this geometry (G8)

were identical to those of the isolated penta-

cene (G0) (fig. S12), confirming that the strong

quenching was indeed characteristic of the

presence of O2 and that the pentacene triplet

state was unaffected by CO.

Our experiments show how the interaction

between individual molecules, and the impact

of such interactions on molecular nonequilib-

rium properties, can be traced with atomic

resolution directly in space. In view of the

wealth of literature on triplet-based single-

molecule electron-spin resonance (ESR), the
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Fig. 3. Quenching of the pentacene triplet state by coadsorbed oxygen

molecules for different well-defined geometries G0 to G8. The molecular

structure on the NaCl lattice is shown with the corresponding constant-height

AFM images. (A) Two O2 molecules adsorbed close to the center of the

pentacene molecule. The triplet decay is single exponential with tT = 0.58(5) ms.

Error bars are derived from the standard deviation of the binomial distribution

NPþ= NPþ þ N
P0

� �
(see supplementary text). (B) On the basis of the experimental

assignment of the atomic adsorption site, DFT calculations allowed for further

specification of the atomic geometry. (C) Increasing the number of adsorbed

O2 molecules to three (G2) or five (G3) lowers the triplet lifetime even further.

(D) For a given number of O2 molecules, the relative position of the O2

adsorbates strongly influenced the triplet-lifetime quenching, as shown for one

(G4 versus G5) and two (G6 versus G7) O2 molecules. CO molecules were

used to stabilize oxygen arrangements that are unstable otherwise. These

geometries had to be imaged at larger tip-to-sample distances, resulting in a

reduced AFM contrast. The contrast reversal for CO and O2 in the images

resulted from the different tip-to-sample distances used, so that either attractive

or repulsive interactions dominated. (E) The presence of a CO molecule did

not affect the intrinsic triplet lifetime of the pentacenemolecule (G8), as deduced from

a comparison to measurements of an isolated pentacene molecule after removal

of O2 by atomic manipulation (G0). Size of the AFM images: 2.3 nm by 2.3 nm (G0 to

G5, and G8), 2.2 nm by 2.2 nm (G6), and 2.5 nm by 2.5 nm (G7).
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AFM-basedmethod introduced heremay pave

the way for adding atomic-scale resolution to

single-molecule ESR (21–23), including direct

real-spacemapping of themolecular hyperfine

tensor (23) on insulators. Electronic and nu-

clear spins inmolecules have long been consid-

ered building blocks for quantum-information

science (24–27), particularly inmolecularmag-

nets of high electronic spin (27, 28). A key req-

uisite for designing a molecular-level qubit is

addressability on the single-molecule level, pref-

erably electrical (29). Molecular triplet states

in p-conjugated hydrocarbons are expected to

exhibit long coherence times with a weak tem-

perature dependence (30), suggesting their po-

tential exploitation even at room temperature.
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ANIMAL CULTURE

Innovation and geographic spread of a complex
foraging culture in an urban parrot
Barbara C. Klump1*, John M. Martin2, Sonja Wild1,3, Jana K. Hörsch1,4,

Richard E. Major5, Lucy M. Aplin1,3*

The emergence, spread, and establishment of innovations within cultures can promote adaptive responses

to anthropogenic change. We describe a putative case of the development of a cultural adaptation to

urban environments: opening of household waste bins by wild sulphur-crested cockatoos. A spatial

network analysis of community science reports revealed the geographic spread of bin opening from

three suburbs to 44 in Sydney, Australia, by means of social learning. Analysis of 160 direct observations

revealed individual styles and site-specific differences. We describe a full pathway from the spread of

innovation to emergence of geographic variation, evidencing foraging cultures in parrots and indicating the

existence of cultural complexity in parrots. Bin opening is directly linked to human-provided opportunities,

highlighting the potential for culture to facilitate behavioral responses to anthropogenic change.

I
dentifying persistent cultures in animal

species—that is, population-specific behav-

iors acquired via social learning from

knowledgeable individuals (1)—remains

challenging. The behavior in questionmay

be rare or hard to observe, and it is difficult

to exclude genetic and ecological variables as

alternative explanations for population-level

differences (1, 2). Urban habitats provide op-

portunities to overcome these challenges, as

community science allows for a wide spread

of observations (3). Additionally, many urban

resources are standardized (e.g., waste dispo-

sal) (4). Urban environments may also pro-

mote innovation [an asocially learned solution

to a problem (5)] by providing novel resources

and foraging opportunities (4, 6). Innova-

tions by wild animals living in cities are well

documented, and comparative analyses sug-

gest that innovativeness may enable behav-

ioral flexibility to anthropogenic changes (7).

Observations of multiple individuals engag-

ing in a novel behavior are often assumed to

result from the spread of innovation (5, 8),

although direct evidence of this is lacking (9).

However, if innovations spread through pop-

ulations via social learning, they can lead to

emergent adaptive cultures (8, 10)—socially

learned behaviors that are beneficial for urban

living and that differ between sites.

The cultural intelligence hypothesis predicts

that animal culture has coevolved with larger

brain size, high sociality, and slower life his-

tory (11). Supporting this, extensive cultures

across multiple domains have been identi-

fied in social species with relatively complex

cognition [e.g., primates, cetaceans, and corvids

(2, 10, 12)]. Large parrots share many life

history traits with these groups and also exhibit

vocal cultures (13). However, there is a paucity

of evidence for social learning or culture in the

foraging behavior of large parrots. Sulphur-

crested cockatoos, Cacatua galerita (henceforth:

cockatoos), are a large-brained, long-lived, and

highly social parrot native to eastern Australia.

They are increasingly common in cities (3) and

occur throughout our study area. In recent years

there have been isolated reports of cockatoos

opening the lids of household waste bins to

scavenge food (henceforth: bin opening; Fig. 1).

This foraging innovation exploits a widely

available resource, but little else is known

about it. We used a large-scale community

science survey tomap bin opening across the

Sydney and Wollongong regions combined

with direct observations at multiple sites

to identify possible individual or site-level

differences.

To map occurrence, we collected data via an

online survey over two consecutive years (2018
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and 2019). We asked whether residents had

observed cockatoos opening lids of household

bins and, if so, when and where (supplemen-

tary text). We collected 1396 reports by 1322

participants across 478 suburbs, of which 338

reports from 44 suburbs described bin open-

ing. Multiple cockatoos were present in 93.3%

of the observed cases, highlighting the ample

opportunities for birds to observe bin opening.

In 88.8% of cases, birds opened general waste

bins (identifiable by red lids).

To investigate spatial-temporal dynamics,

we assigned the data to seven discrete time

periods on the basis of survey reports (fig. S1;

see supplementary text for sensitivity analy-

sis on discretization of continuous data). We

then created a spatial network of geographic

distance (in meters) between suburbs, in-

formed by knowledge of cockatoo dispersal

distances, and ran a spatial network–based

diffusion analysis (14). This analysis assumes

that if cumulative uptake in suburbs is due

to social learning, new occurrences are more

likely in suburbs closer to and within dis-

persal distance to where the behavior is estab-

lished (14). Three suburbs inwhich bin opening

was observed prior to 2018 were included as

likely sites of origin. We included three suburb-

level variables: (i) number of survey partic-

ipants to control for reporting rate, (ii) suburb

size (square kilometers) as an imperfect proxy

for cockatoo population size, and (iii) number

of dwellings as a proxy for resource availability

(number of bins). Network models with social

transmission received overwhelming support

(summed Akaike weight, indicating relative

support
P
wi > 0:99). In the best model, bin

opening was estimated to have spread by

social learning to 93.9% (95% confidence

interval 86.5 to 97.3%) of suburbs where it

occurred. The models also revealed a second-

ary innovation of bin opening in the far north

of Sydney (Narraweena) in late 2018, as shown

by Fig. 2. From this, the behavior subsequently

spread by social learning. The estimated social

learning rate was negatively influenced by

the number of dwellings
P
wi ¼ 0:87ð Þ and

positively by the number of survey partic-

ipants
P
wi > 0:99ð Þ, but no other suburb-

level variable influenced learning rates (allP
wi < 0:5; table S1).

To evaluate the complexity of bin-opening

behavior, we temporarily color marked 486

cockatoos across three hotspot sites identified

from the online survey (Fig. 3, B and D, and

fig. S2). Movie analysis of 160 successful

opening sequences revealed that bin opening

is a complex, multistep foraging behavior, con-

sisting of five stages with several options at

each stage (Fig. 3A and tables S2 and S3).

Several components of the opening sequen-

ces, such aswalkingdirection (possibly related to

laterality) and whether or not the lid was pried

open (possibly related to experience as pry-

ing is not necessary for successful bin open-

ing), were strongly associatedwith individual

cockatoos. Other components—e.g., those as-

sociated with the opening stage—differed

more between sites (Fig. 3C). Overall, sequen-

ces by the same individual were more similar

than sequences by different individuals (par-

tial Mantel test, accounting for geographic

distance: r = 0.16, P < 0.001). Controlling for

individual identity, dissimilarity between se-

quences increased with increasing geographic

distance between observations (partial Mantel

test: r = 0.21, P = 0.002; Fig. 4 and Movie S1),

suggesting the formation of local subcultures of

the behavior [for a similar example in chimpan-

zees, see (15)].

To assess the importance of individual and

social characteristics on bin-opening ability,

we marked >90% of the birds at one hotspot

site (Stanwell Park, Fig. 3B) and collected

data on sex, age, weight, dominance rank, and

social associations (16). Out of 114 identifiable

individuals, 9 cockatoos were successful (n =

112 complete sequences) and 27 attempted

but were unsuccessful (n = 94 sequences) in

opening bins. Both adults and juveniles

opened bins [cumulative link model (CLM)

testing age bias: c
2
= 0.86, P = 0.35, n = 84],

suggesting social transmission between age

classes. Of cockatoos with known sex, most

successful bin-openers (89%) and most birds

that attempted to open bins (84%) were male

(table S4). Individuals higher in the male

dominance hierarchy were also more likely

to attempt and succeed at bin opening (CLM:

c
2
= 7.68, P = 0.006, n = 37; fig. S3). Finally,

there was a nonsignificant tendency for heavier

males to attempt bin opening (generalized

linear model: c
2
= 3.12, P = 0.08, n = 20),

although a small sample size for males with
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Fig. 1. A paint-marked sulphur-crested cockatoo

opening a household bin.

Fig. 2. Spread of bin opening across the Sydney and Wollongong regions. Reported in only three suburbs before 2018, bin-opening behavior had spread to 44

suburbs by late 2019. Suburbs outlined with black returned only negative reports, whereas suburbs with at least two positive reports for the respective time period are

colored (cumulative over time). Forested areas (>9.6% of the area covered by trees 10 to 15 m high) are shown in dark gray. For all time periods, see fig. S1.
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known weight precluded full analysis of poten-

tial interactions between rank and weight.

Males tend to be heavier and more domi-

nant than females (17), andmalesmight have a

strength advantage if bin opening is physically

demanding. Alternatively, high-ranking males

might have preferential access to resources

(bins); we frequently observed cockatoos

displacing conspecifics off of bins. Our results

contrast other studies suggesting that younger

and lower-ranking individuals have a higher

probability of social learning [e.g., (18)] but

demonstrate how resource distribution can

influence social dynamics of social learning

and culture (19). In the only other bird known

458 23 JULY 2021 ¥ VOL 373 ISSUE 6553 sciencemag.org SCIENCE

Fig. 3. Individual and geographic variation in bin-opening behavior. (A) The five stages of bin opening. Columns list the variables scored from the movies for each

stage (for details, see tables S2 and S3). (B) Study areas for direct observations. (C) Relative contribution of each behavioral variable to geographic (left) and

individual differences (right); most to least important, bottom to top, cumulative to 100%. Colors and letters are matched to those in (A). (D) Marked individuals

holding the lid with the bill at the handle (top) and with bill and foot at the rim (bottom).
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to open bins, the New Zealand kea (Nestor

notabilis), it was also only males that opened

lids (20). Further comparisons are difficult,

however, as kea bin opening was only observed

at one location and with low success rates.

Finally, social network analysis revealed a

tendency for males [permutating within bin-

opening status, linear model (LM): t78 = 2.54,

P = 0.018] and attempting or successful bin-

openers to have a higher eigenvector cen-

trality in the association network (permutat-

ing within sex, LM: t78 = 1.07, P = 0.001, fig.

S4). As expected, the likelihood of higher

similarity in bin-opening status was most

strongly affected by sex [multiple regression

quadratic assignment procedure (MRQAP):

est = 0.13, P < 0.001, n = 89]. However, when

males were considered separately, there was

a significant tendency for bin-openers to as-

sociate more (controlling for rank, MRQAP:

est = 0.97, P = 0.010, n = 34). Although

directionality cannot be ascertained from

these data (supplementary text), these pat-

terns are consistent with those expected from

social learning, with associated and more

socially central individuals having better ac-

cess to social information and therefore a

greater likelihood of learning [for a similar

finding in primates, see (21)].

Our study combines the two classic ap-

proaches to the study of animal culture;

namely, mapping the spread of an innovation

over space and time (6, 10) and observing

geographic variation in behavior (2). Our

results show that the spread of innovation

can not only result in establishment of culture,

but can also further lead to emergent geo-

graphically distinct subcultures. Our study

area is characterized by suburbs and forests.

Data from color-marked birds suggest that

forestsmay serve as barriers, as littlemovement

through such areas was observed. This in turn

might trap behaviors in suburban areas (within

which they can spread). Founder effects and

drift may then give rise to local behavioral

variants at relatively small geographic scales;

cultural evolutionary theory would predict that

complex multistep traits, as observed here,

could potentially further enhance this effect.

This behavior has emerged in direct response

to land-use change. It illustrates how, in the

Anthropocene, animal culture can allow urban

populations to access novel resources, poten-

tially facilitating local adaptation (22, 23).
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A few weeks later, Maria passed 
away suddenly from a mysteri-
ous autoimmune disease. It was 
as though the life went out of our 
department. Maria had been a 
near-constant, vivid presence, and 
a bright light of welcome to every-
one who entered the building. The 
hallways felt empty without the 
echo of her laughter. Her death was 
especially shocking because I, like 
many in the department, didn’t 
even know she’d been sick.

Maria was by all accounts the 
model student: She had received a 
prestigious fellowship, was about 
to publish two high-profile research 
articles, and was deeply involved 
in serving the community. It was 
only after her death that I learned 
Maria had spent the last weeks of 
her life searching for answers to 
unexplained symptoms.

As I weighed her public accomplishments against her 
private hospitalizations and struggle to find a diagnosis, I 
felt like a hypocrite. For me, hiding the effects of my con-
nective tissue disorder—my chronic pain, crushing fatigue, 
and skeletal deformities—was an art form. Summer of 2013, 
the classes taken during my recovery from major surgery 
to hide my summer “off.” Summer of 2016, another major 
surgery and the pain of sitting through a short course too 
soon after having my rib cage pieced together like a jig-
saw puzzle. Fall of 2016, weeks of 7 a.m. physical therapy 
scheduled to avoid missing classes. Summer of 2017, sleep-
ing through my flight to a conference. Perhaps worse than 
any of the physical symptoms was my sense of alienation 
from my classmates, who seemed to know more about back-
packing across the country and pulling all-nighters in the 
lab than appealing denied health insurance claims or jug-
gling doctor’s appointments. I wondered whether there was 
a place for me in academic science.

Maria’s sudden death was a wake-up call. I began to reach 

out to fellow students, disability 
services, and the diversity office 
to discuss how to better support 
trainees with disabilities, chronic 
illnesses, and mental health condi-
tions. We started a seminar series 
featuring senior scientists and cli-
nicians with these conditions and 
held social events for trainees to 
connect over our shared experi-
ences. Along the way, I met a class-
mate with a similar condition just 
down the hallway. As we compared 
notes on physical therapy tech-
niques and whether our insurance 
covers compounded medications, 
I began to regret that I’d wasted 
4 years in solitude. I was only alone 
to the extent that I stayed silent. I’d 
been so blinded by my fear of be-
ing vulnerable that I couldn’t imag-
ine the immense relief I would feel 
when I finally let go.

I’ve now talked to countless students with a range of con-
ditions and experiences. Ironically, the one feeling we all 
share is a deep sense of isolation. It can seem a privilege 
to be able to pass as nondisabled and avoid the potential 
consequences of disclosure, but it is also a curse when we 
choose to suffer in silence.

In 4 more years, the graduate students in our depart-
ment will know Maria only as a name on a plaque. But 
the community can honor Maria’s legacy by taking steps 
to ease the burdens of those with chronic illnesses and 
disabilities. Include us in diversity initiatives. Simplify 
access to health care and insurance. Promote a climate 
that prioritizes health above productivity. Foster a sense of 
community where we feel safe to disclose our conditions. 
Show us that we belong in science and don’t let us fall 
through the cracks. j

Anna Moyer is a graduate student at the Johns Hopkins University 
School of Medicine. Send your story to SciCareerEditor@aaas.org.

“Maria’s sudden death was a 
wake-up call. … I was only alone to 

the extent that I stayed silent.”

For those we’ve lost

E
very day on my way to lab, I pass a bulletin board tacked with 4-by-6 photos of a petite brunette 
with twinkling eyes and a broad smile. In one, she’s celebrating her successful qualifying exam. 
In another, she’s en pointe, arms arched gracefully above her head. It was in this spot just over 
2 years ago that I last spoke to Maria, who was standing in the hallway eating her lunch. “Why 
don’t you go sit down in the break room to eat?” I laughed as I passed by. “If I sit down, I’ll fall 
asleep,” she answered. I walked on, concerned but telling myself she must have been tired from 
working long hours, as she always did.

By Anna Moyer
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