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As part of a recent series of online workshops organized by Tsinghua University and 

Science/AAAS, an international panel of experts  discussed the interplay of molecular 

shapes and improving treatments.

Although scientists now know that the interaction of a drug with its targets 

is more complicated than the oft-cited  îlock-and-keyî mechanism, molecular 

structures still matter. The physical shapes of the drug and the target impact 

the efficacy of a treatment. Even small shifts in features can change the  drugís 

efficacy.

On March 5, 2021, pharmaceutical scientist Xiangyu Liu of Tsinghua University 

discussed the role of  beta-adrenergic receptors (βARs) in different physiological 

states, such as resting or stressed. In particular, he described the roles of the 

hormones epinephrine and norepinephrine, which interact differently with the 

binding pockets of the two forms of βARs. In this work, he showed that drugs can 

be developed to bind just one of the βAR forms, despite the identical structures 

of the binding pockets.

βARs are part of the large family of G proteinñcoupled receptors (GPCRs), 

which biochemist Bryan Roth of the University of North Carolina  School of 

Medicine discussed in the  next presentation. Humans have more than 800 GPCR 

types. Roth described how the structures of these molecules can be studied with 

crystallographic methods and cryo-electron microscopy (cryo-EM). He noted that 

more knowledge about the structure and function of GPCRs will speed up the 

process of drug development.

The focus moved to ion channels in two presentations on April 15, 2021. 

First,  Princeton University molecular biologist Nieng Yan  talked about one of 

neurobiologyís best-known channels: the voltage-gated sodium channel (Nav), 

which plays a key role in the  initiation and propagation of nerve action potentials. 

Using cryo-EM, she and her colleagues achieved near atomic-scale resolution of 

several Nav channel structures, including human ones. Those structures can serve 

as templates when designing drugs for Nav-related diseases.

Pain researcher David Julius of the University of California, San Francisco 

explained how natural products can be used to study ion channels related to 

somatosensory pathways. For example, his group studies the  transient receptor 

potential (TRP) channels   involved in detecting thermal stimuli, such as hot and 

cold sensations triggered by capsaicin and menthol, respectively. Insights gained 

 from this research can be used to elucidate signal transduction mechanisms and 

potential therapeutic targets.

The discussions turned to immune-system receptors in the presentations 

 given on May 14, 2021. Biochemist Hao Wu of Harvard Medical School described 

inflammasomes, which participate in the immune systemís inflammatory 

response. Specifically, these supramolecular complexes cause the release 

of cytokines and even cell death. She talked about her groupís work on how 

the enzyme dipeptidyl peptidase 9 regulates the NLRP1 inflammasome. 

Inflammasomes play critical roles in the mechanisms of many diseases, including 

COVID-19.

To complete this series on structural biology and drug design, K. Christopher 

Garciaóan expert on receptor systems at Stanford University School of Medicineó

talked about the impact of soluble or membrane-bound ligands on cell-surface 

receptors that control various immune responses. In particular, Garciaís lab 

explores receptor systems , such as the complex formed by a T-cell receptor 

and the major histocompatibility complex. By studying the structure of the 

ligandñreceptor complexes, he and his colleagues are able to analyze signaling 

mechanisms of the immune system and  use that information to engineer new 

therapeutics. 

As these presentations  demonstrated, immune-related interactions are 

complex and multifaceted. Endogenous and exogenous molecules interact with 

a myriad of biochemical features that affect the overall binding process and drug 

efficacy. By learning more about  their related structures, biotechnology and 

pharmaceutical companies can develop novel ways to address specific diseases 

and design much-needed therapeutics.

Advertorial

TsinghuañScience Workshops: Structural Biology and Drug Design

Produced by the Science�
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Workshop speakers. Top row (L to R): Xiangyu Liu, Bryan L. Roth, and David Julius. Bottom row (L to R):  Nieng Yan,  K. Christopher Garcia, and Hao Wu.
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Dutch study finds 8% of scientists 
have committed fraud  
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266 Astronomers lay high-energy 
particle traps in Greenland’s ice
Deep-space neutrinos caught by 
buried radio antennas could point to powerful 
cosmic accelerators  By D. Clery

267 Senate bill gives ‘have-not’ states 
a big boost 
Congress wrestles with how to increase 
geographic diversity in NSF funding 
By J. Mervis

268 European law could boost 
clinical trials reporting
New database and stricter enforcement 
could help end lapses in reporting results  
By B. Casassus
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Atomic traces left by nearby supernovae 
point to ancient assaults on Earth  By D. Clery
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260 News at a glance

IN DEPTH 

262 Protein structure prediction 
now easier, faster
AI approach is accessible to all structural 
biology, drug discovery researchers  
By E. Pennisi
RESEARCH ARTICLE BY M. BAEK ET AL. 
10.1126/SCIENCE.ABJ8754

263 Brain signals ‘speak’ for person 
with paralysis 
Algorithm creates words, sentences from 
neural activity  By K. Servick

264 Will COVID-19 change science? 
Past pandemics offer clues 
From the Black Death to AIDS, outbreaks 
can spur scientists to rethink how they study 
disease and protect public health 
By J. Couzin-Frankel
PODCAST

INSIGHTS
PERSPECTIVES 

274 The long reach of family ties
In hyena societies, inherited social networks 
affect social behavior 
By J. A. Firth and B. C. Sheldon
REPORT p. 348

276 Rethinking immunology
An interferon-g–induced apolipoprotein lyses 
bacterial membranes in the cytoplasm of 
host cells  By C. Nathan
RESEARCH ARTICLE p. 296

277 Bioinspired methane oxidation
in a zeolite
Molecular-sized iron-containing cages 
control conversion of methyl radicals into 
methanol By S. L. Scott
REPORT p. 327

278 Autonomous biocompatible 
piezoelectrics
Implants that work with muscles should 
monitor, correct, and be self-energized 
By S. Berger
REPORT p. 337

280 Using viral load to model 
disease dynamics
The quantity of an individual’s viral load 
improves monitoring of epidemics 
in populations  
By B. A. Lopman and E. T. Rogawski McQuade
RESEARCH ARTICLE p. 299

281 Targeting aging cells 
improves survival
Drugs that remove senescent cells cut 
coronavirus deaths in old mice 
By L. S. Cox and J. M. Lord
RESEARCH ARTICLE p. 295

282 The making of an ovarian niche
Ovarian somatic cells are derived in vitro 
from pluripotent embryonic stem cells 
By L. Yang and H.-H. Ng
RESEARCH ARTICLE p. 298

POLICY FORUM 

284 Beware explanations from 
AI in health care
The benefits of explainable artificial 
intelligence are not what they appear 
By B. Babic et al.

BOOKS ET AL. 

287 Automating incarceration
Better algorithms are key to reducing bias 
in criminal sentencing, argues a legal scholar  
By M. Spezio
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Neural representations of space in the 
hippocampus of a food-caching bird 
H. L. Payne et al.

348 Social inheritance
Rank-dependent social inheritance 
determines social network structure 
in spotted hyenas  A. Ilany et al.
PERSPECTIVE p. 274

352 Oxide electronics
Universal phase dynamics in VO2 switches 
revealed by ultrafast operando diffraction 
A. Sood et al.
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259 Editorial 
A sustainable use of space  By Holger Krag

358 Working Life
A pivotal moment  By Paul Abel
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291 From Science and other journals

REVIEW

294 Materials science
Design and applications of surfaces that 
control the accretion of matter  A. Dhyani et al.
REVIEW SUMMARY; FOR FULL TEXT:
DOI.ORG/10.1126/SCIENCE.ABA5010

RESEARCH ARTICLES 

295 Coronavirus
Senolytics reduce coronavirus-related 
mortality in old mice  C. D. Camell et al.
RESEARCH ARTICLE SUMMARY; FOR FULL TEXT:
DOI.ORG/10.1126/SCIENCE.ABE4832

PERSPECTIVE p. 281

296 Microbiology
A human apolipoprotein L with detergent-like 
activity kills intracellular pathogens 
R. G. Gaudet et al.
RESEARCH ARTICLE SUMMARY; FOR FULL TEXT:
DOI.ORG/10.1126/SCIENCE.ABF8113

PERSPECTIVE p. 276

297 Immunology
Expression of Foxp3 by T follicular helper cells 
in end-stage germinal centers  J. T. Jacobsen et al.
RESEARCH ARTICLE SUMMARY; FOR FULL TEXT:
DOI.ORG/10.1126/SCIENCE.ABE5146

298 Developmental biology
Generation of ovarian follicles from 
mouse pluripotent stem cells  T. Yoshino et al.
RESEARCH ARTICLE SUMMARY; FOR FULL TEXT:
DOI.ORG/10.1126/SCIENCE.ABE0237

PERSPECTIVE p. 282

299 Coronavirus
Estimating epidemiologic dynamics from cross-
sectional viral load distributions  
J. A. Hay et al.
RESEARCH ARTICLE SUMMARY; FOR FULL TEXT:
DOI.ORG/10.1126/SCIENCE.ABH0635

PERSPECTIVE p. 280

300 Natural hazards
A massive rock and ice avalanche 
caused the 2021 disaster at Chamoli, 
Indian Himalaya  D. H. Shugar et al.
PODCAST

306 Chromatin
Chromatin landscape signals differentially 
dictate the activities of mSWI/SNF family 
complexes  N. Mashtalir et al.

315 Gas separation
Self-assembled iron-containing mordenite 
monolith for carbon dioxide sieving  Y. Zhou et al.

REPORTS 

321 Materials science
Autonomous self-repair in piezoelectric 
molecular crystals  S. Bhunia et al.

327 Zeolite chemistry
Cage effects control the mechanism of 
methane hydroxylation in zeolites 
B. E. R. Snyder et al.
PERSPECTIVE p. 277

332 Nanomaterials
Determinants of crystal structure 
transformation of ionic nanocrystals 
in cation exchange reactions  Z. Li et al.

337 Materials science
Wafer-scale heterostructured piezoelectric 
bio-organic thin films  F. Yang et al.
PERSPECTIVE p. 278

ON THE COVER
A 7-week-old spotted hyena cub explores the 
area around its den in Masai Mara National 
Reserve, Kenya, while its mother looks on. The 
cub, still in its natal coat of fur, has already 
started to learn which clanmates its mother 

associates with most 
closely. This months-long 
learning process is most 
likely the mechanism 
by which young hyenas 
“inherit” their mothers’ 
social networks. See 
pages 274 and 348. 
Photo: Lily Johnson-Ulrich 
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L
ast month, at the G7 Leaders’ Summit in Corn-
wall, United Kingdom, the leading industrial na-
tions addressed the sustainable and safe use of 
space, making space debris a priority and calling 
on other nations to follow suit. This is good news 
because space is becoming increasingly congest-
ed, and strong political will is needed for the in-

ternational space community to start using space sus-
tainably and preserve the orbital environment for the 
space activities of future generations.

There are more than 28,000 routinely tracked objects 
orbiting Earth. The vast majority (85%) are space debris 
that no longer serve a purpose. These debris objects are 
dominated by fragments from the approximately 560 
known breakups, explosions, and collisions of satellites 
or rocket bodies. These have left behind an estimated 
900,000 objects larger than 1 cm and a staggering 130 
million objects larger than 1 mm in 
commercially and scientifically valu-
able Earth orbits.

Today’s already active satellite infra-
structure provides a multitude of criti-
cal services to modern society, including 
communication, weather, navigation, 
and Earth-monitoring missions. Its loss 
would severely damage modern society. 
Furthermore, a new era in space has 
just started, driven by commercial, low-
latency broadband services that rely on 
large constellations of satellites in low 
Earth orbit. These will revolutionize connectivity on the 
ground and in the air. However, they will also increase 
space traffic. The satellites to be launched over the next 5 
years will surpass the number launched globally over the 
entire history of spaceflight. Congestion in space is only 
going to get worse.

It is apparent that debris mitigation strategies—de-
fined two decades ago by experts in the world’s leading 
space agencies—are ever more important. They aim to 
prevent explosive breakups by venting residual energy 
from space systems at the end of their missions, and to 
“dispose” of a space object through a final maneuver 
that causes it to reenter Earth’s atmosphere. Although 
these strategies are widely recognized, dozens of large 
space objects are still stranded every year in criti-
cal orbital regions where they will remain for several 
hundred years. And an average of eight fragmentation 
events in orbit occur annually, adding more pollution 
and increasing the likelihood of more collisions. Opera-
tions in space are themselves facing the burden of in-
creasing evasive maneuvers to prevent losing a mission. 

In the most densely populated orbital altitudes, space 
objects are receiving dozens of collision warnings per 
day, of which only the most critical can be avoided. The 
number of such alerts will grow as large constellations 
of satellites come online.

Another important facet of the debris problem is 
the risk on Earth from reentering objects. Between 100 
and 200 metric tons of human-made hardware reen-
ters Earth’s atmosphere every year in an uncontrolled 
fashion. Heat-resistant material, like titanium or stain-
less steel, can survive the harsh reentry conditions.

Progress can be made by advancing technology to 
ensure spaceflight safety. For example, the European 
Space Agency’s Space Safety Programme is developing 
solutions that make disposal and energy passivation 
actions more fail-safe. “Deorbiting kits” will provide 
redundant propulsion and communication to ensure 

disposal of a spacecraft even after 
it ceases to function. A new field of 
“design-to-demise” will aim to replace 
critical components with less heat-re-
sistant material to limit their chance 
of reaching ground upon reentry. In 
addition, a more systematic deploy-
ment of ground-based laser tracking 
could increase the accuracy of space 
surveillance data and consequently 
limit the number of collision avoid-
ance alerts. Laser power could even 
transfer a small amount of momen-

tum to objects to prevent their collisions. On top of 
that, missions, such as Clearspace-1, will aim to re-
move targeted debris through robotic capture.

An internationally binding regime for the man-
agement of debris and space traffic is pending. Thus 
far, space missions have been supervised on the na-
tional level only, and states have been encouraged to 
translate the nonbinding space debris guidelines into 
national regulations. Space, however, is a commonly 
used resource with a limited capacity. International 
harmonization of space traffic would be required for 
an efficient and interference-free use of space. The co-
ordinated use of the available radio frequencies could 
serve as a template. Furthermore, the implementation 
of space debris mitigation requirements should be 
tracked, following internationally binding principles. 
New and affordable technical solutions might stimu-
late more ambitious steps in international regulation 
to preserve space for the spacefarers of tomorrow.

–Holger Krag 

A sustainable use of space

Holger Krag
is head of the 
Space Safety 
Programme at the 
European Space 
Agency, Darmstadt, 
Germany. holger.
krag@esa.int
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“Congestion 
in space is 
only going 

to get worse.”
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he United Kingdom is going ahead with plans 
to lift virtually all coronavirus restrictions on 
19 July, despite a plea from health researchers to 
hit the pause button, as the government did in 
June. The highly transmissible Delta variant of 
SARS-CoV-2 caused U.K. cases to climb to more 

than 30,000 daily last week; fully reopening would accel-
erate that surge, especially among children, and consti-
tute a “dangerous and unethical experiment,” more than 
100 experts warned in a 7 July letter in The Lancet. Despite 

vowing on 12 July to proceed, U.K. Prime Minister Boris 
Johnson urged caution and recommended continued 
use of face masks in crowded indoor spaces. The same 
day, Dutch Prime Minister Mark Rutte apologized for 
dropping most public restrictions on 26 June, a move 
that triggered a new outbreak in the Netherlands and 
led the government last week to reimpose controls on 
bars, restaurants, clubs, and festivals until 14 August. 
Daily case numbers in the country increased more than 
10-fold in the first 2 weeks after the reopening.

NEWS
I N  B R I E F

Pandemic prevention fund sought 
PUBLIC HEALTH  |  To prevent future pan-
demics, the wealthy countries of the world 
should provide donations to kick-start a 
new, global finance mechanism that would 
raise a total of $75 billion in new funding 
over the next 5 years, an independent panel 
of economists and health scientists wrote 
in a report last week. The panel—convened 
by the G-20 nations, which have most of the 

largest economies—adds that the annual 
expenditure would be only 1/700th of the 
$10 trillion the International Monetary 
Fund estimates the COVID-19 pandemic cost 
government budgets. Its report, A Global 
Deal for Our Pandemic Age, also calls for 
establishing an independent board to over-
see the spending, which would go toward 
improving surveillance of infectious dis-
eases, research, and purchasing treatments 
and vaccines. “Together with climate change, 

countering the existential threat of deadly 
and costly pandemics must be the human 
security issue of our times,” the report states. 
“Scaling up pandemic preparedness cannot 
wait until COVID-19 is over.” 

Alzheimer’s drug label narrowed
DRUG DEVELOPMENT |  Facing criticism for 
its recent approval of an Alzheimer’s disease 
treatment rejected by its own advisers, 

Edited by Jeffrey Brainard

“We should not expect heat waves to behave as they have … 
in terms of what we need to prepare for.”Friederike Otto of World Weather Attribution, which estimated that climate change made recent 

record heat in the Pacific Northwest 150 times more likely. (The Guardian)

COVID-19

U.K. stays course on reopening, despite criticism from scientists

Fans of England celebrate during this week’s UEFA Euro 2020 Championship final, as critics called such crowded events fertile ground for COVID-19 infections.
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the U.S. Food and Drug Administration 
(FDA) last week narrowed the group of 
patients for whom it recommends the 
drug. Biogen’s aducanumab, marketed as 
Aduhelm, was approved on 7 June despite 
equivocal evidence that it can slow cogni-
tive decline (Science, 11 June, p. 1141). FDA 
initially approved aducanumab for anyone 
with Alzheimer’s, though Biogen had only 
tested it in people with relatively mild, 
early stage disease. In an 8 July update, the 
agency specified the drug should be used in 
“patients with mild cognitive impairment or 
mild dementia.” 

House panels boost research
FUNDING |  Relieved of an annual spend-
ing cap that has been in effect for the past 
decade, the U.S. House of Representatives’s 
Committee on Appropriations has 8% more 
than last year to allocate for all discretionary 
programs across the federal government in 
2022—some $1.5 trillion in all—and the sci-
ence agencies appear to be benefiting from 
that largesse. The budgets of the National 
Institutes of Health and the National Science 
Foundation would rise by 15% and 13%, 
respectively, in bills approved this week by 
appropriations subcommittees. NASA sci-
ence programs would rise by 10%, to nearly 
$8 billion, and the Office of Science at the 
Department of Energy would grow by 4%, 
to $7.32 billion. The bills must eventually be 
reconciled with counterparts in the Senate. 

Research fuel clouds Iran deal
NONPROLIFERATION  |  Iran’s decision last 
week to manufacture enriched uranium fuel 
for a research reactor in Tehran that pro-
duces medical isotopes has further muddied 
the fate of the Iran nuclear deal. Negotiators 
have been striving to reboot the 2015 
pact before Iran’s hardline President-elect 
Ebrahim Raisi assumes power on 8 August. 
In 2018, the Trump administration pulled 
out of the agreement, which restrained 
Iran’s nuclear program in return for relief 
from economic sanctions. U.S. President Joe 
Biden has vowed to rejoin the pact, but Iran 
remains at odds with the United States and 
other signatories. Tensions rose over Iran’s 
plan to move ahead on fuel fabrication; 
some Western experts view the uranium 
metallurgy involved as cover for advancing 
its nuclear weapons related knowledge.

Outspoken evolution pioneer dies
GENETICS  |  Richard Lewontin, a combative 
Harvard University geneticist who pio-
neered the study of molecular evolution 
and undermined the idea that race had a 

genetic basis, died last week at age 92, of 
unknown causes. In the 1970s, his evalu-
ation of blood proteins revealed much 
more genetic variation within a “race,” 
as socially defined, than between races, a 
finding since replicated by more in-depth 
studies. To some, Lewontin was a gadfly, 
opposing the Vietnam War, IQ tests, the 
human genome project, sociobiology, and 
the idea that genes solely determine traits 
and who we are. Others revered him; a 
generation of researchers was influenced 
by his 1974 book, The Genetic Basis of 
Evolutionary Change.

Pfizer, FDA clash on booster 
COVID-19 |  Pfizer and BioNTech last 
week drew rare public pushback from top 
U.S. health agencies after the companies 
announced they will soon seek regula-
tory authorization for a booster dose of 
their vaccine against SARS-CoV-2. The 
firms cited results from a phase 1 clinical 
trial of a third dose of their messenger 
RNA vaccine, administered 6 months 
after the second dose. They report that it 
increased levels of antibodies against the 
original pandemic coronavirus and the 
Beta variant by five to 10 times; based on 
lab studies, they expect it will also boost 
antibodies to the widely circulating, more 
transmissible Delta variant. Other studies 

IN FOCUS  The Entomological Society of America last week said it has removed 
“gypsy moth” and “gypsy ant” from its official list of common names for insects 
because those terms include an ethnic slur against the Romani people. The 
decisions were the first in the society’s new project to review and replace other 
inappropriate or offensive common names. The society plans to consult with 
members to develop a new one for the moth (below), Lymantria dispar, whose 
caterpillars are a major pest in North American forests.

have shown current vaccination regi-
mens provide good protection against 
Delta. Within hours, the U.S. Food and 
Drug Administration and the Centers for 
Disease Control and Prevention issued 
an unusual joint statement asserting 
that fully vaccinated people do not need 
boosters “at this time,” and that they are 
monitoring the science for “whether or 
when” boosters might be necessary.

J&J vaccine linked to malady
COVID-19 |  The U.S. Food and Drug 
Administration (FDA) on 12 July updated 
the fact sheet on Johnson & Johnson’s 
COVID-19 vaccine to suggest an increased 
risk of Guillain-Barré syndrome (GBS), 
a rare neurological malady. The agency 
said it received 100 reports of GBS after 
administration of 12.5 million doses 
of the vaccine. Ninety-five people were 
hospitalized, and one died. GBS occurs at a 
background rate of 3000 to 6000 U.S. cases 
annually. FDA wrote that current evidence 
is insufficient to establish a causal relation-
ship to the vaccine, and that its benefits 
“clearly outweigh” risks. Separately, FDA 
last month amended fact sheets for the 
Pfizer-BioNTech and Moderna vaccines to 
note the rare risk of heart inflammation, 
and the European Medicines Agency last 
week said it will do so.
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P
roteins are the minions of life, work-
ing alone or together to build, manage, 
fuel, protect, and eventually destroy 
cells. To function, these long chains of 
amino acids twist and fold and inter-
twine into complex shapes that can be 

slow, even impossible, to decipher. Scientists 
have dreamed of simply predicting a pro-
tein’s shape from its amino acid sequence—
an ability that would open a world of insights 
into the workings of life. “This problem has 
been around for 50 years; lots of people have 
broken their head on it,” says John Moult, a 
structural biologist at the University of Mary-
land, Shady Grove. But a practical solution is 
in their grasp.

Several months ago, in a result hailed as 
a turning point, computational biologists 
showed that artificial intelligence (AI) could 
accurately predict protein shapes. Now, David 
Baker and Minkyung Baek at the University 
of Washington, Seattle, and their colleagues 
have made AI-based structure prediction 
more powerful and accessible. Their method, 
described online in Science this week, works 
on not just simple proteins, but also com-

plexes of proteins, and its creators have made 
their computer code freely available.

Since the method was posted online last 
month, the team has used it to model more 
than 4500 protein sequences submitted by 
other researchers. Savvas Savvides, a struc-
tural biologist at Ghent University, had 
tried six times to model a problematic pro-
tein. He says Baker’s and Baek’s program, 
called RoseTTAFold, “paved the way to a 
structure solution.”

In fall of 2020, DeepMind, a U.K.-based 
AI company owned by Google, wowed the 
field with its structure predictions in a bien-
nial competition (Science, 4 December 2020, 
p. 1144). Called Critical Assessment of Protein 
Structure Prediction (CASP), the competition 
uses structures newly determined using labo-
rious lab techniques such as x-ray crystallo-
graphy as benchmarks. DeepMind’s program, 
AlphaFold2, did “really extraordinary things 
[predicting] protein structures with atomic 
accuracy,” says Moult, who organizes CASP.

But for many structural biologists, 
AlphaFold2 was a tease: “Incredibly exciting 
but also very frustrating,” says David Agard, 
a structural biophysicist at the University of 
California, San Francisco. DeepMind has yet 

to publish its method and computer code 
for others to take advantage of. In mid-June, 
3 days after the Baker lab posted its RoseTTA-
Fold preprint, Demis Hassabis, DeepMind’s 
CEO, tweeted that AlphaFold2’s details were 
under review at a publication and the com-
pany would provide “broad free access to 
AlphaFold for the scientific community.”

DeepMind’s 30-minute presentation at 
CASP was enough to inspire Baek to develop 
her own approach. Like AlphaFold2, it uses 
AI’s ability to discern patterns in vast data-
bases of examples, generating ever more in-
formed and accurate iterations as it learns. 
When given a new protein to model, Rose-
TTAFold proceeds along multiple “tracks.” 
One compares the protein’s amino acid 
sequence with all similar sequences in pro-
tein databases. Another predicts pairwise 
interactions between amino acids within the 
protein, and a third compiles the putative 3D 
structure. The program bounces among the 
tracks to refine the model, using the output 
of each one to update the others.

DeepMind’s approach, although still un-
der wraps, involves just two tracks, Baek and 
others believe. Gira Bhabha, a cell and struc-
tural biologist at New York University School 

I N  D E P T H

A new artificial intelligence program readily predicts the structure of protein complexes, such as the immune signal interleukin-12 (blue) bound to its receptor.

By Elizabeth Pennisi

STRUCTURAL BIOLOGY 

Protein structure prediction now easier, faster
AI approach is accessible to all structural biology, drug discovery researchers
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of Medicine, says both methods work well. 
“Both the DeepMind and Baker lab advances 
are phenomenal and will change how we can 
use protein structure predictions to advance 
biology,” she says. A DeepMind spokesperson 
wrote in an email, “It’s great to see examples 
such as this where the protein folding com-
munity is building on AlphaFold to work 
towards our shared goal of increasing our 
understanding of structural biology.”

But AlphaFold2 solved the structures 
of only single proteins, whereas RoseTTA-
Fold has also predicted complexes, such 
as the structure of the immune molecule 
interleukin-12 latched onto its receptor. 
Many biological functions depend on 
protein-protein interactions, says Torsten 
Schwede, a computational structural bio-
logist at the University of Basel. “The abil-
ity to handle protein-protein complexes 
directly from sequence information makes 
it extremely attractive for many questions 
in biomedical research.”

Baker concedes that, in general, Alpha-
Fold2’s structures are more accurate. But 
Savvides says the Baker lab’s approach bet-
ter captures “the essence and particularities 
of protein structure,” such as identifying 
strings of atoms sticking out of the sides 
of the protein—features key to interactions 
between proteins. Agard adds that Baker’s 
and Baek’s approach is faster and requires 
less computing power than DeepMind’s, 
which relied on Google’s massive servers. 
However, the DeepMind spokesperson 
wrote that its latest algorithm is more than 
16 times as fast as the one it used at CASP 
in 2020. As a result, she wrote, “It’s not 
clear to us that the system being described 
is an advance in speed.”

Beginning on 1 June, Baker and Baek 
began to challenge their method by asking 
researchers to send in their most baffling 
protein sequences. Fifty-six head scratchers 
arrived in the first month, all of which have 
now predicted structures. Agard’s group sent 
in an amino acid sequence with no known 
similar proteins. Within hours, his group got 
a protein model back “that probably saved us 
a year of work,” Agard says. Now, he and his 
team know where to mutate the protein to 
test ideas about how it functions.

Because Baek’s and Baker’s group has re-
leased its computer code on the web, oth-
ers can improve on it; the code has been 
downloaded 250 times since 1 July. “Many 
researchers will build their own structure 
prediction methods upon Baker’s work,” 
says Jinbo Xu, a computational structural 
biologist at the Toyota Technological In-
stitute at Chicago. Moult agrees: “When 
there’s a breakthrough like this, 2 years 
later, everyone is doing it as well if not bet-
ter than before.” j

Brain signals ‘speak’ for 
person with paralysis 
Algorithm creates words, sentences from neural activity

NEUROSCIENCE

A
man unable to speak after a stroke has 
produced sentences through a sys-
tem that reads electrical signals from 
speech production areas of his brain, 
researchers report this week. The ap-
proach has previously been used in 

nondisabled volunteers to reconstruct spo-
ken or imagined sentences. But this first 
demonstration in a person who is paralyzed 
“tackles really the main issue that was left to 
be tackled—bringing this to the patients that 
really need it,” says Christian Herff, a com-
puter scientist at Maastricht University who 
was not involved in the new work.

The participant had a stroke more than 
a decade ago that left him with anarthria—
an inability to control the muscles involved 
in speech. Because his 
limbs are also para-
lyzed, he communicates 
by selecting letters on 
a screen using small 
movements of his head, 
producing roughly five 
words per minute. To 
enable faster, more nat-
ural communication, 
neurosurgeon Edward 
Chang of the Univer-
sity of California, San 
Francisco, tested an 
approach that uses a computational model 
known as a deep-learning algorithm to inter-
pret patterns of brain activity in the sensori-
motor cortex, a brain region involved in 
producing speech (Science, 4 January 2019, 
p. 14). The approach has so far been tested 
in volunteers who have electrodes surgically 
implanted for nonresearch reasons such as 
to monitor epileptic seizures.

In the new study, Chang’s team temporarily 
removed a portion of the participant’s skull 
and laid a thin sheet of electrodes smaller 
than a credit card directly over his sensori-
motor cortex. To “train” a computer algorithm 
to associate brain activity patterns with the 
onset of speech and with particular words, 
the team needed reliable information about 
what the man intended to say and when.

So the researchers repeatedly presented 
one of 50 words on a screen and asked 
the man to attempt to say it on cue. Once 

the algorithm was trained with data from 
the individual word task, the man tried to 
read sentences built from the same set of 
50 words, such as “Bring my glasses, please.” 
To improve the algorithm’s guesses, the re-
searchers added a processing component 
called a natural language model, which 
uses common word sequences to predict the 
likely next word in a sentence. With that ap-
proach, the system only got about 25% of 
the words in a sentence wrong, they report 
this week in The New England Journal of 
Medicine. That’s “pretty impressive,” says 
Stephanie Riès-Cornou, a neuroscientist at 
San Diego State University. (The error rate 
for chance performance would be 92%.)

Because the brain reorganizes over time, 
it wasn’t clear that speech production ar-
eas would give interpretable signals after 

more than 10 years 
of anarthria, notes 
Anne-Lise Giraud, a 
neuroscientist at the 
University of Geneva. 
The signals’ preserva-
tion “is surprising,” she 
says. And Herff says 
the team made a “gi-
gantic” step by gener-
ating sentences as the 
man was attempting to 
speak rather than from 
previously recorded 

brain data, as most studies have done.
With the new approach, the man could 

produce sentences at a rate of up to 18 words 
per minute, Chang says. That’s roughly 
comparable to the speed achieved with an-
other brain-computer interface, described 
in Nature in May. That system decoded in-
dividual letters from activity in a brain area 
responsible for planning hand movements 
while a person who was paralyzed imagined 
handwriting. These speeds are still far from 
the 120 to 180 words per minute typical of 
conversational English, Riès-Cornou notes, 
but they far exceed what the participant can 
achieve with his head-controlled device.

The system isn’t ready for use in every-
day life, Chang notes. Future improvements 
will include expanding its repertoire of 
words and making it wireless, so the user 
isn’t tethered to a computer roughly the size 
of a minifridge. j

By Kelly Servick
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S
ixteen pandemic months have felt dis-
orienting and arduous—but along the 
arc of human history, COVID-19 marks 
just another inflection point. Epidem-
ics have punctuated humanity’s time-
line for centuries, sowing panic and 

killing millions, whether the culprit was 
plague, smallpox, or influenza. And when in-
fections abate, their imprints on society can 
remain, some short-lived and some enduring.

In a series of news articles over the com-
ing months, Science will consider how a new 
normal is emerging in the scientific world. Of 
course, COVID-19 is still with us, especially 
outside the minority of countries now enjoy-
ing the fruits of widespread vaccination. Still, 
as the pandemic enters a different phase, we 
ask how research may be changing, how sci-
entists are navigating these waters, and in 
what directions they are choosing to sail.

Although the past may not presage the 
future, epidemic history illuminates how 
change unfolds. “Historians often say that 

what an epidemic will do is expose underly-
ing fault lines,” says Erica Charters, a histo-
rian of medicine at the University of Oxford 
who is studying how epidemics end. But how 
we respond is up to us. “When we ask, ‘How 
does the epidemic change society?’ it suggests 
there’s something in the disease that will 
guide us. But the disease doesn’t have agency 
the way humans do.”

Past epidemics have spurred scientists and 
physicians to reconsider everything from 
their understanding of disease to their modes 
of communication. One of the most studied, 
the bubonic plague, tore through Europe in 
the late 1340s as the Black Death, then spo-
radically struck parts of Europe, Asia, and 
North Africa over the next 500 years. Caused 
by bacteria transmitted via the bites of in-
fected fleas, the plague’s hallmarks included 
grotesquely swollen lymph nodes, seizures, 
and organ failure. Cities were powerless 
against its spread. In 1630, nearly half the 
population of Milan perished. In Marseille, 
France, in 1720, 60,000 died.

Yet the mere recording of those num-

bers underscores how medicine reoriented 
in the face of the plague. Until the Black 
Death, medical writers did not routinely 
categorize distinct diseases, and instead 
often presented illness as a generalized 
physical disequilibrium. “Diseases were 
not fixed entities,” writes Frank Snowden, 
a historian of medicine at Yale University, 
in his book Epidemics and Society: From 
the Black Death to the Present. “Influenza 
could morph into dysentery.”

The plague years sparked more systematic 
study of infectious diseases and spawned a 
new genre of writing: plague treatises, rang-
ing from pithy pamphlets on quarantines to 
lengthy catalogs of potential treatments. The 
treatises cropped up across the Islamic world 
and Europe, says Nükhet Varlık, a historian 
of medicine at Rutgers University, Newark. 
“This is the first disease that gets its own lit-
erature,” she says. Disease-specific commen-
tary expanded to address other conditions, 
such as sleeping sickness and smallpox. Even 
before the invention of the printing press, the 
treatises were apparently shared. Ottoman 
plague treatises often contained notes in the 
margins from physicians commenting on this 
or that treatment.

Plague and later epidemics also coincided 
with the rise of epidemiology and public 
health as disciplines, although some histo-
rians question whether the diseases were 
always the impetus. From the 14th to 16th 
centuries, new laws in the Ottoman Empire 
and parts of Europe required collection of 
death tolls during epidemics, Varlık says. 
Plague also hastened the development of pre-
ventive tools, including separate quarantine 
hospitals, social distancing measures, and, by 
the late 16th century, contact-tracing proce-
dures, says Samuel Cohn, a historian of the 
Middle Ages and medicine at the University 
of Glasgow. “All of these things that a lot of 
people think are very modern … were being 
devised and developed” back then. The term 
“contagio” took off, as officials and physicians 
sought to ascertain how plague was spread.

Cholera, caused by a bacterium in water, 
devastated New York and other areas in the 
1800s. It gave rise not only to new sanitation 
practices, but also to enduring public health 
institutions. “Statistics had proven what com-
mon sense had already known: In any epi-
demic, those who had the faintest chance of 
surviving were those who lived in the worst 
conditions,” historian of medicine Charles 
Rosenberg, now an emeritus professor at 
Harvard University, wrote in his influential 
book The Cholera Years: The United States in 
1832, 1849, and 1866. To improve those condi-
tions, New York City created its Metropolitan 
Board of Health in 1866. In 1851, the French 
government organized the first in a series 
of International Sanitary Conferences that 

From the Black Death to AIDS, outbreaks can spur scientists 
to rethink how they study disease and protect public health

By Jennifer Couzin-Frankel
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Will COVID-19 change science? 
Past pandemics offer clues 

HISTORY LESSONS
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would span nearly 90 years and help guide 
the founding of the World Health Organiza-
tion in 1948. Cholera “was the stimulus for 
the first international meetings and coopera-
tion on public health,” Rosenberg says now.

Meanwhile, efforts to decipher disease con-
tinued: Although physicians who eyed germs 
as culprits remained a minority in the mid-
1800s, disease “was no longer an incident in 
a drama of moral choice and spiritual salva-
tion,” but “a consequence of man’s interac-
tion with his environment,” Rosenberg wrote. 
Fleas were identified as the carrier of plague 
during a global pandemic in the late 1800s 
and early 1900s, and the concept of insects 
as vectors of disease has influenced public 
health and epidemiology ever since.

A curious mix of remembering and for-
getting trails many epidemics. Some quickly 
vanish from memory, says David Barnes, a 
historian of medicine at the University of 
Pennsylvania. The 1918 flu, which killed an 
estimated 50 million people worldwide but 
was also overshadowed by World War I, is a 
classic example of a forgotten ordeal, he says. 
“One would expect that that would be a revo-
lutionary, transformative trauma, and yet 
very little changed” in its wake. There was no 
vast investment in public health infrastruc-
ture, no mammoth infusion of money into 
biomedical research. Although the 1918 pan-
demic did help spur a new field of virology, 
that research advanced slowly until the elec-
tron microscope arrived in the early 1930s.

In contrast, the emergence of HIV/AIDS 
in the 1980s left a potent legacy, Barnes says. 
A new breed of patient-activists fought dog-
gedly for their own survival, demanding 
rapid access to experimental treatments. 
They ultimately won the battle, reshaping 
policies for subsequent drug approvals. But, 
“It wasn’t the epidemic per se—the damage, 
the death toll of AIDS—that made that hap-
pen,” Barnes says. “It was activists who were 
organized and persistent, really beyond any-
thing our society had ever seen.”

It’s through this lens of human agency that 
Barnes and other historians contemplate 
COVID-19’s potential scientific legacy. The 
pandemic, like its predecessors, cast light on 
uncomfortable truths, ranging from the im-
pact of societal inequities on health to waste 
in clinical trials to paltry investments in 
public health. Questions loom about how to 
buttress labs—financially or otherwise—that 
were immobilized by the pandemic.

In COVID-19’s wake, will researchers re-
fashion what they study and how they work, 
potentially accelerating changes already un-
derway? Or will what Snowden calls “societal 
amnesia” set in, fueled by the craving to leave 
a pandemic behind? The answers will come 
over decades. But scientists are beginning to 
shape them now. j
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Large survey finds questionable 
research practices are common
Dutch study finds 8% of scientists have committed fraud

RESEARCH INTEGRITY 

M
ore than half of Dutch scientists 
regularly engage in questionable re-
search practices, according to new 
study results that are likely to ap-
ply to other countries. And one in 
12 admitted to committing a more 

serious form of research misconduct within 
the past 3 years: fabrication or falsification 
of research results. At 8%, that is more than 
double the rate reported in previous studies.

The Dutch National Survey on Research 
Integrity, the largest of its kind to date, 
took special precautions to guarantee the 
anonymity of respondents, says Gowri 
Gopalakrishna, who led the sur-
vey team. “That method increases 
the honesty of the answers,” says 
Gopalakrishna, an epidemio-
logist at Amsterdam University 
Medical Center. “So we have good 
reason to believe that our out-
come is closer to reality than that 
of previous studies.”

The results, published last 
week in two preprint articles 
on MetaArXiv, are based on a 
smaller sample than the team 
had hoped. Last year, they in-
vited more than 60,000 re-
searchers working across all 
fields at some 22 Dutch universi-
ties and research centers to take part. How-
ever, many institutions refused to cooperate 
for fear of negative publicity, and only about 
6800 completed surveys were received. Still, 
that’s more responses than any previous re-
search integrity survey, and Daniele Fanelli, 
a research ethicist at the London School of 
Economics, calls the study “one of the best 
in the field.”

Participants were asked about cases of 
fraud as well as a less severe category of 
“questionable research practices,” such as 
carelessly assessing the work of colleagues, 
poorly mentoring junior researchers, or fail-
ing to report negative results. The survey 
probed motivation, and it also asked about 
“responsible behavior”: correcting one’s own 
published errors, sharing research data, and 
“preregistering” experiments—posting hy-
potheses and protocols ahead of time to re-
duce the bias in later analysis.

Ph.D. students had the hardest time 
meeting the standards of responsible re-
search. Some 53% of them admitted to 
engaging in one of the 11 questionable re-
search behaviors within the past 3 years, 
compared with 49% of associate and full 
professors. Pressure to publish was most 
strongly correlated with questionable re-
search behavior, and fear of being caught 
by peer reviewers was the biggest factor in 
inhibiting misconduct.

Elisabeth Bik, a scientific integrity con-
sultant who specializes in detecting image 
manipulation in biomedical research pa-
pers, is not surprised by the survey’s esti-
mated prevalence of fraud. On average, she 

has found image manipulation 
in 4% of papers she examined. 
“But most manipulation cannot 
be detected,” she says. “What we 
see is the tip of the iceberg. It’s 
probably between 5% and 10%, 
which is close to the 8% mis-
conduct in this survey.”

Still, she says many of the 
questionable research practices 
mentioned in the survey, and 
even some examples of out-
right fraud, should not always 
be viewed as black and white. 
“Excluding an outlier from 
your results is falsification, but 
sometimes you have good rea-

sons to do so,” she says. “And publishing 
your negative results is just very hard,” be-
cause many journals lack interest.

Fanelli adds that he doesn’t think Dutch 
researchers are any less ethical than col-
leagues elsewhere. After the fraudulent 
work of psychologist Diederik Stapel was 
exposed in 2011, the Netherlands has been 
at the forefront of promoting scientific in-
tegrity, he says. In 2018, collaborating in-
stitutions published the Netherlands Code 
of Conduct for Research Integrity.

But awareness is not enough to banish 
bad behavior, Gopalakrishna says. “It’s 
about what researchers are judged on, and 
currently that’s quantity over quality,” she 
says—a pressure that can drive cutting cor-
ners. “Instead, you want transparent, re-
sponsible research to become the norm.” j

Jop de Vrieze is a journalist in Amsterdam.

By Jop de Vrieze

“Most 
manipulation 

cannot be 
detected. 

What we see 
is the tip 

of the iceberg.”
Elisabeth Bik, 

scientific integrity 
consultant
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H
igh on Greenland’s ice sheet, research-
ers are drilling boreholes this week. 
But they are not earth scientists seek-
ing clues to the past climate. They are 
particle astrophysicists, searching for 
the cosmic accelerators responsible 

for the universe’s most energetic particles. 
By placing hundreds of radio antennas on 
the ice surface and dozens of meters below 
it, they hope to trap elusive particles known 
as neutrinos at higher energies than ever be-
fore. “It’s a discovery machine, looking for the 
first neutrinos at these energies,” says Cosmin 
Deaconu of the University of Chicago, speak-
ing from Greenland’s Summit Station.

Detectors elsewhere on Earth occasion-
ally register the arrival of ultra–high-energy 
(UHE) cosmic rays, atomic nuclei that slam 
into the atmosphere at speeds so high that a 
single particle can pack as much energy as a 
well-hit tennis ball. Researchers want to pin-
point their sources, but because the nuclei 
are charged, magnetic fields in space bend 
their paths, obscuring their origins.

That’s where neutrinos come in. Theorists 
believe that as UHE cosmic rays set out from 
their sources, they spawn so-called cosmo-
genic neutrinos as they collide with photons 
from the cosmic microwave background, 
which pervades the universe. Because they 

are not charged, the neutrinos travel to Earth 
as straight as an arrow. The difficulty comes 
in catching them. Neutrinos are notoriously 
reluctant to interact with matter, which al-
lows trillions to pass through you every sec-
ond without any notice. Huge volumes of 
material have to be monitored to capture just 
a handful of neutrinos colliding with atoms.

The largest such detector is the IceCube 
Neutrino Observatory in Antarctica, which 
watches for flashes of light from neutrino-
atom collisions across 1 cubic kilometer of ice 
beneath the South Pole. Since 2010, IceCube 
has detected many deep space neutrinos, but 
only a handful—with nicknames including 
Bert, Ernie, and Big Bird—that have energies 
approaching 10 petaelectronvolts (PeV), the 
expected energy of cosmogenic neutrinos, 
says Olga Botner, an IceCube team mem-
ber at Uppsala University. “To detect several 
neutrinos with even higher energies within a 
reasonable time, we need to monitor vastly 
larger volumes of ice.”

One way to do that is to take advantage 
of another signal generated by a neutrino 
impact: a pulse of radio waves. Because 
the waves travel up to 1 kilometer within 
ice, a widely spaced array of radio anten-
nas near the surface can monitor a much 
larger volume of ice, at a lower cost, than 
IceCube, with its long strings of photon de-
tectors deep in the ice. The Radio Neutrino 

Observatory Greenland (RNO-G), led by the 
University of Chicago, the Free University of 
Brussels, and the German accelerator cen-
ter DESY, is the first concerted effort to test 
the concept. When complete in 2023, it will 
have 35 stations, each comprising two dozen 
antennas, covering a total area of 40 square 
kilometers. The team installed the first sta-
tion last week near the U.S.-run Summit 
Station, at the apex of the Greenland Ice 
Sheet, and has moved on to its second. The 
environment is remote and unforgiving. “If 
you didn’t bring something you can’t get it 
shipped quickly,” Deaconu says. “You have 
to make do with what you have.”

The cosmogenic neutrinos the team 
hopes to capture are thought to emanate 
from violent cosmic engines. The most 
likely power sources are supermassive black 
holes that gorge on material from their sur-
rounding galaxies. IceCube has traced two 
deep space neutrinos with energies lower 
than Bert, Ernie, and Big Bird to galaxies 
with massive black holes—a sign they are 
on the right track (Science, 26 February, 
p. 872). But many more neutrinos at higher 
energies are needed to confirm the link. 

In addition to pinpointing the sources 
of UHE cosmic rays, researchers hope the 
neutrinos will show what those particles are 
made of. Two major instruments that detect 
UHE cosmic rays differ over their composi-
tion. Data from the Telescope Array in Utah 
suggest they are exclusively protons, whereas 
the Pierre Auger Observatory in Argentina 
suggests heavier nuclei are mixed among the 
protons. The energy spectrum of the neutri-
nos spawned by those particles should differ 
depending on their composition—which in 
turn could offer clues to how and where they 
are accelerated. 

RNO-G just might catch enough neu-
trinos to reveal those telltale energy dif-
ferences, says Anna Nelles of Friedrich 
Alexander University Erlangen-Nürnberg, 
one of the project leaders, who estimates 
that RNO-G might catch as many as three 
cosmogenic neutrinos per year. But, “If 
we’re unlucky,” she says, detections might 
be so scarce that scoring just one would 
take tens of thousands of years.

Even if RNO-G proves to be a waiting 
game, it is also a testbed for a much larger 
radio array, spread over 500 square kilo-
meters, planned as part of an IceCube up-
grade. If cosmogenic neutrinos are out 
there, the second generation IceCube will 
find them and resolve the question of what 
they are. “It could be flooded with neutri-
nos, 10 per hour,” Nelles says. “But we have 
to be lucky.” j

Astronomers lay high-energy 
particle traps in Greenland’s ice
Deep-space neutrinos caught by buried radio antennas 
could point to powerful cosmic accelerators

ASTROPHYSICS

Flags mark the locations of antennas designed to 
detect radio pulses from neutrino collisions in the ice.

By Daniel Clery
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T
he National Science Foundation’s 
(NSF’s) well-regarded system for 
awarding research grants has re-
sulted in a staggering geographic 
imbalance. The top five states—
California, Massachusetts, New York, 

Texas, and Maryland—garner nearly 40% 
of the total grant funding from the agency, 
whereas the bottom five—Vermont, West 
Virginia, North and South Dakota, and 
Wyoming—together receive less than 1%. 
Now, a battle is brewing in Congress over 
how to fix that problem without tarnish-
ing NSF’s reputation for excellence.

Last month, the U.S. Senate ap-
proved legislation that would re-
quire NSF to spend 20% of its 
budget on the Established Program 
to Stimulate Competitive Research 
(EPSCoR), which steers funding to 
the 28 jurisdictions—25 states and 
three territories (see map, right)—
that fare worst in NSF’s grants com-
petition. That would make EPSCoR 
NSF’s largest initiative, with an an-
nual budget of roughly $2 billion, 
up from $200 million now.

The idea delights some research 
advocates. “Your ZIP code shouldn’t 
determine your access to a high-
quality research experience,” says 
Jessica Molesworth, who leads an 
advocacy coalition representing 
EPSCoR jurisdictions. “Devoting 
20% of NSF funding [to EPSCoR] is 
an appropriate target for address-
ing the glaring disparity … between the 
haves and have-nots,” adds David Shaw, 
provost at Mississippi State University and 
a coalition board member.

But others are wary of dramatically ex-
panding EPSCoR, fearing its growth could 
distort the rest of NSF’s research portfo-
lio. They favor a bill the House of Repre-
sentatives passed last month. Instead of 
expanding EPSCoR, it would authorize 
$250 million a year for two new competi-
tive programs. One would build research 
capacity at any institution outside the top 
100 recipients of federal research dollars; 
the other would support colleges and uni-
versities that educate large numbers of mi-
nority students. Neither program would be 
limited to institutions in EPSCoR states.

“The House bill emphasizes inclusion 
and outreach, while the Senate is very pre-
scriptive,” says Neal Lane, a former NSF 
director and emeritus professor at Rice Uni-
versity. “I’m worried that, if you move too 
fast, you can break things that are working. 
I’d rather see Congress tell NSF it wants to 
see more geographical diversity, and then 
let NSF figure out how to get there.”

At the urging of Congress, NSF launched 
EPSCoR in 1979 with $1 million spread 
across seven states at the bottom of the 
funding ladder. The current rules al-
low institutions in any state or territory 
that receives less than 0.75% of NSF’s re-

search budget to compete for an array of 
EPSCoR programs. The hope is that such 
capacity building will eventually pay off by 
making those institutions more competi-
tive in NSF’s regular initiatives—perhaps 
even allowing a state to “graduate” from 
EPSCoR. But that’s tough given NSF’s over-
all one-in-four success rate for proposals. 
The agency acknowledged that reality a few 
years ago by changing the “E” in the pro-
gram’s name from “experimental” to “estab-
lished.” Six other federal agencies operate 
programs similar to EPSCoR; the largest is 
the $397-million-a-year Institutional Devel-
opment Award (IDeA) program that the Na-
tional Institutes of Health launched in 1993.

The Senate’s push to expand EPSCoR 
at NSF is led by Mississippi Senator Roger 

Wicker, the top Republican on the Senate’s 
science panel and its former chair. The plan 
is tucked into the 2400-page U.S. Innovation 
and Competition Act (S. 1260), which calls 
for more than doubling NSF’s budget over 
5 years, to $21.3 billion in 2026, and estab-
lishing a new NSF technology directorate. 
EPSCoR’s budget would grow to $4.3 bil-
lion by 2026. The bill would also expand a 
$25 million EPSCoR program at the De-
partment of Energy by giving it 20% of an 
additional $17 billion in research funds the 
bill authorizes over 5 years.

Such growth would help have-not insti-
tutions compete more effectively and serve 

NSF’s goal of improving equity in sci-
ence, EPSCoR advocates say. For ex-
ample, the 28 EPSCoR jurisdictions 
are home to 45% of the nation’s his-
torically Black colleges, Molesworth 
notes. “Talent is everywhere. … But 
we lose many of our most talented stu-
dents to universities in non-EPSCoR 
states,” says Prakash Nagarkatti, vice 
president for research at the Univer-
sity of South Carolina and chair of the 
EPSCoR/IDeA coalition.

The House bill (H.R. 2225) of-
fers a different vision. The two new 
programs it prescribes would give 
NSF “more tools in its toolkit” to 
improve the geographic diversity 
of its funding, says a Democratic 
staff member of the House science 
committee, which crafted the leg-
islation. Instead of using political 
boundaries to define have-not in-
stitutions, the programs would be 

open to any school that lacks the capacity to 
compete successfully for NSF dollars.

Lane favors the House’s approach. “As a 
former NSF director, I don’t like the idea 
of fencing off money,” he says. “It can cause 
the agency to miss other opportunities. But 
even more importantly, Congress doesn’t 
know how to do this. NSF has a much bet-
ter shot at getting it right.”

House and Senate lawmakers are ex-
pected to debate their different approaches 
to EPSCoR in coming months, as they at-
tempt to finalize a much larger bill aimed 
at improving U.S. competitiveness. In 
the meantime, NSF has begun to solicit 
ideas for improving EPSCoR—an exercise 
launched before the House and Senate 
passed their bills. j

By Jeffrey Mervis

U.S. RESEARCH FUNDING 

Senate bill gives ‘have-not’ states a big boost 
Congress wrestles with how to increase geographic diversity in NSF funding
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A helping hand
One-half of U.S. states and three territories are eligible for the 
National Science Foundation’s Established Program to Stimulate 
Competitive Research (EPSCoR).
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T
he global pandemic has turned a spot-
light on clinical trials, which test thou-
sands of drugs and therapies each year. 
In Europe, however, the enthusiasm 
for trials is not matched with a zeal for 
reporting the results to the public.

A total of 3846 European trials—nearly 
28% of 13,874 completed trials in the EU 
Clinical Trials Register (EUCTR) on 1 July—
had not posted their results on the register, 
according to the latest data from the EU Tri-
als Tracker, set up by U.K. researchers in 2018 
to expose lax reporting. Public research hos-
pitals and universities, not drugmakers, are 
responsible for the vast majority of 
the lapses, which appear to violate 
European rules that require spon-
sors to post their results within 
1 year of a trial’s conclusion.

“It is scandalous not to disclose 
the data, however disappointing, 
to the patient participants, to tax-
payers in the case of public funding, and to 
everyone else involved,” says Florian Naudet, 
a metaresearcher at the University of Rennes 
hospital in France. Naudet says undisclosed 
results can lead to wasted efforts and missed 
signs of drugs’ potential harms.

But Europe is getting more serious about 
enforcing the reporting requirements. The 
European Medicines Agency (EMA) has 
stepped up reminders to trial leaders, and 
a new trial registry is set to come online in 
January 2022, when national regulators will 
also gain more power to enforce the rules. 
The shifts dovetail with signs of change in 
the United States, where many trial spon-
sors are also remiss: In April, the U.S. Food 
and Drug Administration (FDA) for the first 
time cited a violation of a widely flouted 
U.S. public reporting law. Till Bruckner, 
founder of TranspariMED, a U.K.-based ad-
vocacy campaign to improve reporting, is 
hopeful that, soon, he won’t have to chide 
trial leaders so much. “I’m sick and tired of 
doing regulators’ jobs.”

Pharmaceutical companies, with the lux-
ury of large compliance departments and 
seasoned reporting systems, already take the 
issue seriously. “It is rare to see a major drug 
company with anything less than sterling 
performance, in either the U.S. or EU,” says 
Nicholas DeVito, who runs EU and FDA trial 
trackers at the University of Oxford.

Public trial centers are another story, how-
ever. Some researchers aren’t keen to dis-
close negative results and think they own the 
data, Naudet says. Others believe publishing 
results in a journal fulfills the reporting re-
quirement—even though journal articles can 
come years later and are often not made pub-
lic. The public centers have “a much harder 
time educating their investigators and setting 
up systems,” DeVito says. “They have little in-
centive to improve if they are not forced to.”

Among the worst offenders, Bruckner says, 
is the Public Assistance Hospitals of Paris 
(AP-HP), which calls itself the largest clinical 
trial center in Europe. It has reported results 
for just one of 35 trials completed more than 

12 months ago, according to the 
EU tracker. But Bruckner points 
out that AP-HP’s reporting perfor-
mance is likely even worse than 
that: More than 200 of the cen-
ter’s trials are listed on EUCTR as 
ongoing, even though more than 
half of them began more than 

10 years ago. “It’s inconceivable that none of 
them are overdue,” he says. AP-HP says in 
a statement to Science that TranspariMED 
does not take account of its efforts for several 
years to “strengthen transparency of studies 
in progress and promote scientific integrity.”

The current rules stem from 2001 Euro-
pean guidelines that Fergus Sweeney, head of 
the EMA clinical studies and manufacturing 
task force, calls “soft legislation.” Whether 
they represent a legal obligation or merely a 
recommendation is “splitting hairs,” he says. 
Some nations seem to be taking advantage 
of that wiggle room. “According to current 
French regulations, there is no obligation to 
post results in the EU database,” says Anne 
Metzinger, deputy director of the health re-
search department at the University Hospi-
tal Center of Lyon. “Until now, our priority 
has been to publish both positive and nega-
tive results in peer-reviewed journals.”

In the Netherlands, argues Jessika van 
Kammen, director of research support at 
the Amsterdam University Medical Center 
(AUMC), it is sufficient if trial leaders or 
sponsors put results in the Dutch trial reg-
istry, run by the Central Committee on Re-
search Involving Human Subjects (CCMO). 
“It is not their responsibility to upload these 
to the EUCTR,” she adds. The CCMO web-
site states that sponsors must also post re-
sults of medicines trials in the EU database, 

but AUMC does not follow that rule. “We 
see no advantage in double registrations 
or in doubling researchers’ administrative 
burden,” van Kammen says.

DeVito sees signs of change. Since the 
launch of the EU tracker in 2018, timely re-
porting of results has risen from 50% to 72% 
of completed trials. Sweeney says EMA has 
sent out about 30,000 reminders to overdue 
trial sponsors since 2018, another possible 
driver of improvement. Special notices go 
out for COVID-19 trials. “Some sponsors—
mostly academic—were actually unaware of 
their reporting requirement,” he says.

National regulators will have sharper tools 
at their disposal with the launch of EMA’s 
Clinical Trials Information System (CTIS), 
scheduled for January 2022. It will eventually 
replace the EUCTR portal after a 3-year tran-
sition period, and will end the arduous pro-
cess of registering trials in each participating 
country. Sponsors will upload all trial data, 
from start to finish. The relevant national 
regulators will review the data before the in-
formation becomes public. “It is one, linear, 
straight-through process,” according to EMA.

Once CTIS goes live, a 2014 European 
regulation will take effect, empowering na-
tional regulators in the European Economic 
Area (the 27 EU member states plus Iceland, 
Liechtenstein, and Norway) to enforce the re-
porting of results. With the new regulations, 
“The onus is very clearly on the sponsor to 
upload the results,” Bruckner says. It will be 
for governments to decide how the national 
regulators should enforce reporting and what 
penalties they should impose for lapses.

Denmark, known for its vigilant regula-
tion of drugs and trials, could be a model. It 
already has a law on the books that allows 
authorities to fine or even imprison clini-
cal trial leaders who do not meet deadlines 
for reporting results. In practice, the Danish 
Medicines Agency would lodge a complaint 
with the police, which would turn the case 
over to the public prosecutor. This hasn’t 
happened yet, says Nanna Aaby Kruse, the 
agency’s head of quality assessment and 
clinical trials. She prefers reminders but 
doesn’t rule out legal action. “We haven’t 
yet decided how long we will give stragglers 
before taking legal action,” she says. “We are 
still trying to find the right balance between 
the carrot and stick.” j

Barbara Casassus is a journalist based in Paris.

By Barbara Casassus

CLINICAL TRIALS 

European law could boost clinical trials reporting
New database and stricter enforcement could help end lapses in reporting results

28%
of nearly 14,000 
completed trials 

went unreported.
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or our Australopithecus ancestors 
who roamed Africa 2.5 million 
years ago, the bright new star in 
the sky surely would have aroused 
curiosity. As luminous as the full 
Moon, it would have cast shadows 
at night and been visible during the 
day. As the supernova faded over 
the following months, it probably 

also faded from memory. But it left other 
traces, now coming to light.

Over the past 2 decades, researchers 
have found hundreds of radioactive atoms, 
trapped in seafloor minerals, that came 
from an ancient explosion marking the 
death of a nearby star. Its fusion fuel ex-

hausted, the star had collapsed, generating 
a shock wave that blasted away its outer 
layers in an expanding ball of gas and dust 
so hot that it briefly glowed as bright as 
a galaxy—and ultimately showered Earth 
with those telltale atoms.

Erupting from hundreds of light-years 
away, the flash of x-rays and gamma rays 
probably did no harm on Earth. But the 

By Daniel Clery
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Atomic traces left by nearby supernovae point to ancient assaults on Earth

The Crab nebula 
is the remains of a 
supernova more than 
6000 light-years 
away—too far to 
harm Earth.
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expanding fireball also accelerated cos-
mic rays—mostly nuclei of hydrogen and 
helium—to close to the speed of light. 
These projectiles arrived stealthily, de-
cades later, ramping up into an invisible 
fusillade that could have lasted for thou-
sands of years and might have affected the 
atmosphere—and life.

In a flurry of studies and speculation, as-
tronomers have sketched out their potential 
effects. A cosmic ray barrage might have 
boosted mutation rates by eroding Earth’s 
protective ozone layer and generating show-
ers of secondary, tissue-penetrating parti-
cles. Tearing through the atmosphere, the 
particles would have also created pathways 
for lightning, perhaps kindling a spate of 
wildfires. At the same time, atmospheric 

reactions triggered by the radiation could 
have led to a rain of nitrogen compounds, 
which would have fertilized plants, draw-
ing down carbon dioxide. In that way, 
the celestial event could have cooled the 
climate and helped initiate the ice ages 
2.5 million years ago, at the start of the 
Pleistocene epoch. Even taken together, 
the effects are “not like the dinosaur ex-
tinction event—it’s more subtle and lo-
cal,” says Brian Thomas, an astronomer at 
Washburn University who has studied the 
earthly effects of cosmic catastrophes for 
nearly 2 decades.

Few astronomers are suggesting that the 
supernovae caused any great extinction at 
the time, and even fewer paleontologists 
are ready to believe them. “Death from 

space is always really cool,” says Pincelli 
Hull, a paleontologist at Yale University. 
“The evidence is interesting but has not 
quite really reached the threshold to incor-
porate into my mental register.”

Yet the supernova hunters believe other 
blasts, more distant in time, went off closer 
to Earth. And they think these supernovae 
could explain some extinction events that 
lack customary triggers such as volcanic out-
bursts or asteroid impacts. Adrian Melott, 
an astronomer at the University of Kansas, 
Lawrence, who explores how nearby cosmic 
cataclysms might affect Earth, says it’s time 
to more carefully probe Earth’s history for 
ancient supernova strikes. Not only will that 
help astrophysicists understand how the 
blasts shaped the neighborhood of the Solar 
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Menace from afar
Astronomers have discovered traces of a supernova blast 
2.5 million years ago. The stellar explosion is thought to have 
occurred 150 to 300 light-years away—too distant to drive 
massive extinctions. But it nevertheless may have affected 
Earth’s biosphere, mostly through a barrage of cosmic rays. 

2  Cosmic rays
Trailing the light burst 
would be a pulse of near–
light speed cosmic rays—
high-energy protons and 
other nuclei—that lasted 
for thousands of years 
and potentially left scars 
on the biosphere.

Core-collapse supernova
When a massive star runs 
out of fusion fuel, gravity 
collapses its core into  a 
neutron star or black hole. 
A rebounding shock wave 
scatters the star’s  
outer layers in a bright, 
explosive event. 

3  Supernova remnant
An expanding shell of 
glowing gas and dust would 
dissipate long before it 
reached Earth, but could still 
ferry radioactive atoms like 
iron-60. Trace amounts have 
been found in seabed crusts, 
Antarctic snow, and lunar soil. 

1  Light burst
For 1 month or more, the 
light from the supernova 
would have been as 
bright as the full Moon. 
But the gamma rays and 
x-rays in the light were 
probably not powerful 
enough to cause harm.

A cosmic rain
Researchers are modeling the many effects that a cosmic ray 
barrage would have on Earth.

Fertilizing rain
Cosmic rays can  split 
nitrogen molecules, 
creating nitrogen 
oxide compounds 
that fall with rain and 
fertilize plants. The 
surge in growth could 
draw down carbon 
dioxide (CO2) and 
cool the climate. 

Ozone depletion
The excess 
nitrogen oxide (NO) 
compounds would 
destroy ozone (O3), 
allowing in more of 
the Sun’s mutation-
causing ultraviolet 
(UV) light.

Piercing muons
Particle showers from 
cosmic ray strikes 
include muons (µ), 
heavy cousins of the 
electron that can 
penetrate animal 
tissue and lead 
to cancer.

Greased lightning
As particle showers 
split air molecules, 
they forge ion 
channels—easy 
paths for lightning 
to follow. Increased 
lightning may have 
sparked wildfires that 
transformed forests 
to savanna.
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System and seeded it with heavy elements, 
but it could also give paleontologists a new 
way to think about bouts of global change. 
“This is new and unfamiliar,” Melott says. 
“It will take time to be accepted.”

ASTRONOMERS BELIEVE a few superno-
vae go off in the Milky Way every century. 
By the law of averages, a handful must 
have exploded very close to Earth—within 
30  light-years—during its 4.5-billion-year 
lifetime, with potentially catastrophic ef-
fects. Even blasts as far as 300 light-years 
away should leave traces in the form of 
specks of dust blown out in the shell of de-
bris known as a supernova remnant. When 
physicist Luis Alvarez set out in the 1970s 
with his geologist son Walter Alvarez to 
study the sediment layers as-
sociated with the dinosaurs’ 
extinction 65 million years ago, 
they were expecting to find 
supernova dust. Instead, they 
found iridium, an element that 
is rare on Earth’s surface but 
abundant in asteroids.

The Alvarezes didn’t have 
the tools to look for super-
nova dust, in any case. Because 
Earth is already largely made 
of elements forged in super-
novae billions of years ago, 
before the Sun’s birth, most 
traces of more recent explo-
sions are undetectable. Not 
all of them, however. In the 
1990s, astrophysicists realized 
supernova dust might also de-
posit radioactive isotopes with 
half-lives of millions of years, 
far too short to have been 
around since Earth’s birth. 
Any that are found must come 
from geologically recent sprin-
klings. One key tracer is iron-
60, forged in the cores of large 
stars, which has a half-life of 
2.6 million years and is not 
made naturally on Earth. 

In the late 1990s, Gunther 
Korschinek, an astroparticle 
physicist at the Technical Univer-
sity of Munich (TUM), decided 
to look for it, partly because 
the university had a powerful 
accelerator mass spectrometer 
(ASM) suited to the task. Af-
ter ionizing a sample, an ASM 
boosts the charged particles to 
high energies and shoots them 
through a magnetic field. The 
field bends their path onto a 
string of detectors; the heavi-
est atoms are deflected least 

because of their greater momentum.
Separating atoms of iron-60 from the 

similarly hefty but differently charged 
nickel-60 is especially challenging, but 
TUM’s ASM, built in 1970, is one of the 
few in the world powerful enough to tease 
them apart.

Korschinek also needed the right sam-
ple: a geologic deposit laid down over mil-
lions of years in which an iron signal might 
stand out. Antarctic ice cores wouldn’t 
work: they only go back a couple of mil-
lion years or so. Most ocean sediments ac-
cumulate so fast that any iron-60 is diluted 
to undetectable levels. Korschinek ended 
up using a ferromanganese crust dredged 
from a North Pacific seamount by the Ger-
man research ship Valdivia in 1976. These 

crusts grow on patches of seabed where 
sediments can’t settle because of a slope or 
currents. When the pH of the water is just 
right, metal atoms selectively precipitate 
out of the water, slowly building up a min-
eral crust at the rate of a few millimeters 
every million years. 

Korschinek and his team sliced their 
sample up into layers of different ages, 
chemically separated out the iron, and 
fired the atoms through their mass spec-
trometer. They found 23 atoms of iron-60 
among the thousands of trillions of atoms 
of normal iron, with the highest abun-
dance from a time less than 3 million years 
ago, the team reported in Physical Review 
Letters in 1999. The era of supernova geo-
chemistry had begun. “We were the first 

ones to start experimental 
studies,” Korschinek says.  

OTHERS FOLLOWED. Iron-60 was 
found in ocean crusts from 
other parts of the world and 
even in ocean sediment micro-
fossils, remains of living things 
that, helpfully for the superno-
vae hunters, had taken up and 
concentrated iron in their bod-
ies. Most results pointed to a 
local supernova between 2 mil-
lion and 3 million years ago—
with hints of a second one a 
few million years earlier. 

Although the remnants from 
these blasts have long since 
swept past Earth, a drizzle of 
the atoms they blew out contin-
ues. In 2019, Korschinek’s team 
ran iron from a half-ton of 
fresh Antarctic snow through 
its ASM and found a handful 
of iron-60 atoms, which he 
estimates fell to Earth in the 
past 20 years. Another team 
found a smattering of the at-
oms in cosmic rays detected by 
NASA’s Advanced Composition 
Explorer at a position partway 
between the Sun and Earth. 
Researchers have even found 
iron-60 in lunar soil brought 
back by the Apollo missions. 
“The Moon confirmed that it 
was not just some Earth-based 
phenomenon,” says astronomer 
Adrienne Ertel of the Univer-
sity of Illinois, Urbana-Cham-
paign (UIUC). 

Dieter Breitschwerdt is try-
ing to trace the iron to its 
source in the sky. When the 
astronomer at the Technical 
University of Berlin learned To detect trace ions, an Australian accelerator fired samples through a magnet.P
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of Korschinek’s results, he was studying 
the local bubble, a region of space around 
the Solar System swept clear of most of its 
gas and dust. Supernovae were the likely 
brooms, and so he began to track gangs of 
stars in the Solar System’s neighborhood to 
see whether any passed close enough to the 
Sun to deposit iron-60 on Earth when some 
of their members exploded.

Using data from Hipparcos, a Euro-
pean star-mapping satellite, Breitschwerdt 
looked for clumps of stars on common 
trajectories and rewound the clock to 
see where they would have been millions 
of years ago. Two clumps, now a part of 
the Scorpius-Centaurus OB Association 
(Sco OB2), seemed to be in the perfect 
spot—300 light-years from Earth—about 
2.5 million years ago. “It looked like a mira-

cle,” he says. The odds of a detonation at the 
right time were good. Core-collapse super-
novae take place in massive stars. Based on 
the ages and masses of the 79 stars remain-
ing in the clumps, Breitschwerdt estimates 
that a dozen former members exploded as 
supernovae in the past 13 million years.

Visible evidence for these supernovae in 
Sco OB2 is long gone: Supernova remnants 
dissipate after about 30,000 years, and the 
black holes or neutron stars they leave be-
hind are challenging to spot. But the arrival 
direction of the iron dust could, in theory, 
point back to its source. Samples from the sea 
floor provide no directional information be-
cause wind and ocean currents move the dust 
as it settles. On the Moon, however, “there is 
no atmosphere, so where it hits is where it 
stops,” says UIUC astronomer Brian Fields. 

Because it spins, the Moon cannot provide 
longitudinal direction, but if more iron-60 
was detected at one of the poles than at the 
equator, for example, that could support Bre-
itschwerdt’s Sco OB2 as the source. Fields 
and several colleagues want to test that idea 
and have applied to NASA for samples of lu-
nar soil, to be collected and returned by any 
future robotic or human missions.

KORSCHINEK’S TEAM now has a rival in 
the hunt for supernova iron: a group led 
by Anton Wallner, a former postdoc of 
Korschinek’s, who has used an upgraded 
ASM at Australian National University 
(ANU) to analyze several ferromanganese 
crusts dredged off the Pacific Ocean floor 
by a Japanese mining company. “Now we 
pushed Munich,” Wallner says.

This year, in Science Advances, Wallner’s 
team probed the timing of the recent super-
novae more precisely than ever by slicing a 
crust sample into 24 1-millimeter-thick lay-
ers, each representing 400,000 years. “It’s 
never been done before with this time reso-
lution,” says Wallner, now at the Helmholtz 
Center Dresden-Rossendorf. The 435 iron-
60 atoms they extracted pinned the most 
recent supernova at 2.5 million years ago 
and confirmed the hints of an earlier one, 
which they pegged at 6.3 million years  ago. 
Comparing the abundance of iron-60 in the 
crust with models of how much a supernova 
produces, the team estimated the distance 
of these supernovae as between 160 and 
320 light-years from Earth.

Wallner’s team also found 181 atoms of 
plutonium-244, another radioactive iso-
tope, but one that may have been forged in 
the supernova blast itself rather than in the 
precursor star, like iron-60 . But its source 
is hotly debated: Some researchers think 
plutonium-244 is tough for supernovae to 
make in any great amounts. Instead, they 
see it as the product of collisions between 
neutron stars—cinders left behind by super-
novae (Science, 20 October 2017, p. 282).  

These collisions, called kilonovae, are 
100 times rarer than supernovae, but are 
much more efficient at making the heavi-
est elements. “Neutron star mergers have 
an easy time making plutonium,” says 
Rebecca Surman, an astrophysicist at the 
University of Notre Dame. “For supernovae 
it’s much harder.” 

Surman still sees a role for supernovae. She 
takes the reported seafloor plutonium-244 
as a sign that a kilonova, deep in the past, 
dusted our interstellar neighborhood with 
heavy elements. When the two recent su-
pernovae went off, their expanding rem-
nants may have swept up and delivered 
some of that interstellar plutonium-244 
along with their own iron-60, she specu-
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Sculpted by supernovae
The Sun is surrounded by the local bubble, a region swept clear of most gas and dust by a series 
of supernovae. Some astronomers believe the Scorpius-Centaurus OB Association (Sco OB2), a clump 
of several hundred stars, was responsible for these blasts. 

Tracking the culprit
By measuring the motions 
 of Sco OB2’s stars today 
and rewinding the clock, 

astronomers have calculated 
that parts of it were closer 
to the Sun 2.5 million years 

ago—in a good position 
to leave traces  of 

supernova dust on Earth.

0716NewsFeatures.indd   272 7/12/21   5:30 PM

http://sciencemag.org


16 JULY 2021 • VOL 373 ISSUE 6552    273SCIENCE   sciencemag.org

lates. Korschinek, however, says it will take 
more data on the plutonium signal and its 
timing to convince him that multiple rare 
events happened so near and so recently.

BEYOND DUSTING Earth with rare nuclei, 
what impact might nearby supernovae 
have had? In 2016, a team led by Melott 
and Thomas estimated the flux of various 
forms of light and cosmic rays likely to reach 
Earth from an explosion 300 light-years 
away. Writing in Astrophysical Journal Let-
ters, they concluded that the most energetic, 
potentially damaging photons—x-rays or 
gamma rays—would have minimal impact. 
“There is not a lot of high energy radiation,” 
Thomas says. They suggested a few weeks 
of the bright light would have little more 
impact than disrupting sleep patterns.

Cosmic rays—the particles ac-
celerated to near light speed by 
shock waves in the supernova’s 
expanding fireball—are another 
story. Because they are charged, 
they can be deflected away from 
Earth by galactic magnetic 
fields. But the local bubble is 
thought to be mostly devoid of 
fields, so cosmic rays from just 
300 light-years away would have 
a relatively clean shot.

The atmosphere would have 
been subjected to a drawn-out 
barrage, Melott and Thomas 
found. “The ramp up is a slow 
process, decades at least,” 
Thomas says, reaching a peak 
about 500 years after the super-
nova flash and causing a 10-fold increase in 
ionization of atmospheric gas that would 
persist for 5000 years. Using an atmospheric 
chemistry model developed by NASA, they es-
timated that chemical changes caused by the 
ionization would deplete ozone by about 7% 
or more in places and would boost the cre-
ation of fertilizing nitrogen oxide compounds 
by 30%. The resulting surge in plants might 
be enough to cool the climate and usher in 
the Pleistocene.

The cosmic rays weren’t done yet. When 
high-energy particles hit the upper atmo-
sphere, they create cascades of secondary 
particles. Most fizzle out in further collisions, 
but muons—heavy short-lived cousins of 
electrons—keep going. Creatures on Earth’s 
surface would receive triple the normal ra-
diation dose—equivalent to one or two CT  
scans per year. “An enhanced risk [of can-
cer], but not radiation poisoning,” Thomas 
says. Overall, the team thought the effects 
were “not catastrophic” but could be de-
tectable in the fossil record if, for example, 
certain vulnerable species disappeared 
while others survived.

In Astrobiology in 2019, Melott and two 
colleagues found that if the supernova ex-
ploded just 150 light-years away, rather 
than 300, the muon radiation would have 
hit marine animals surprisingly hard. Wa-
ter blocks most particles that rain down 
from the sky, but muons can penetrate up 
to 1 kilometer. Marine creatures, normally 
shielded from nearly all radiation, would 
experience the largest relative increase 
in  dose and suffer the most. This chimes 
with an extinction of marine megafauna at 
the start of the Pleistocene epoch, only re-
cently identified in the fossil record.

Then, last year, supernova proponents 
suggested a similar scenario could explain 
a major extinction event 359 million years 
ago, at the end of the Devonian period. A 
team led by John Marshall of the University 

of Southampton had found that the spores 
of fernlike plants from the time suddenly 
became misshapen and dark, blaming the 
changes on ultraviolet radiation (Science, 
29 May 2020, p. 926). The team didn’t in-
voke an astronomical cause. But writing in 
the Proceedings of the National Academy 
of Sciences, astronomers saw the possible 
signature of a nearby supernova. They sug-
gested a blast maybe just 60 light-years away 
could have drenched Earth in ultraviolet by 
depleting the ozone layer. “It’s pretty specula-
tive,” admits co-author John Ellis, a theorist 
at King’s College London, as it is currently 
impossible to identify the radioactive finger-
prints of a supernova that far back. 

In a 2020 paper in The Journal of Geo-
logy, Melott and Thomas took a bigger 
speculative leap. They noted that by rip-
ping electrons from air molecules, sec-
ondary cosmic rays would have created 
pathways for lightning, making storms 
more likely, which would not only generate 
more nitrogen compounds but also spark 
wildfires. Intriguingly, a layer of soot has 
been found in the rock record in some parts 

of the world at the start of the Pleistocene. 
Melott and Thomas went on to suggest 
that those supernova-induced forest fires 
may have pushed early humans out of the 
trees and onto the savanna, leading to bi-
pedalism, larger brain size, and everything 
that followed. “It’s fascinating to say that a 
supernova 2.5 million years ago means we 
are talking now via Skype,” Korschinek says.

Such scenarios don’t sit well with 
paleontologists. “Timing is the trivial an-
swer to everything,” Hull says. “There’s 
always something happening when things 
become extinct.” Besides, she says, the tran-
sition to the Pleistocene “doesn’t stand out 
as needing an explanation.” She says other 
events around that time could have had 
more impact on the global climate, such 
as the closing of the isthmus of Panama, 

which profoundly changed 
ocean circulation.

To make their case, she says, 
astronomers need to pin down 
the timing of the ancient su-
pernovae more precisely. They 
“need to measure more crusts.” 
But hunting for supernova 
traces is not getting any easier. 
In 2019 TUM closed its AMS, 
leaving only ANU with an ac-
celerator powerful enough to 
separate iron-60. 

In contrast, rarer isotopes 
such as plutonium-244 could 
enable researchers to look fur-
ther back in time, but they re-
quire an AMS that emphasizes 
sensitivity rather than raw 

power, and Wallner says only a few in the 
world are up to the job. He has secured 
funding to build a new AMS facility in Dres-
den, Germany, specializing in the heaviest 
elements, that should be open by 2023. To 
renew the hunt for iron-60, his team has 
also made a pitch for national funding to 
build a new high-energy AMS, which could 
be up and running in 7 years.

For astronomers, a sudden flash of light 
in the sky today would be the best chance 
to see how supernova affects Earth. But 
the odds are slim that we will see a light 
show like the one that may have dazzled 
our distant ancestors. Betelgeuse, a res-
tive red giant likely to blow up sometime 
in the next 100,000 years, has settled 
down in recent months, and in any case, 
it lies more than 500 light-years away. Sco 
OB2 is now heading away from the Sun. 
And using data from Hipparcos’s succes-
sor, Europe’s Gaia mission, Breitschwerdt 
has tracked another 10 clumps of stars. 
“None are coming closer,” he says. “The 
future”—for Earth, not the supernovae—
“is bright.” j

A mineral crust from the Pacific Ocean floor held both iron-60 and plutonium-244.
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By Josh A. Firth and Ben C. Sheldon

T
he social structure of a population 
shapes many aspects of individuals’ 
lives. Network analysis details how 
individuals are tied to one another 
within a “social network” (1). Al-
though the relevance of social net-

works for behavior and ecology is becoming 
well established, the processes that govern 
their underlying structure, and individu-
als’ social positions relative to others, are 
less well known (2). On p. 348 of this issue, 
Ilany et al. (3) apply social network analy-
sis to a population of wild spotted hyenas 
over 27 years and spanning multiple hyena 
generations. Their findings support a pro-
posed model (2) that inheritance of social 
network ties—specifically that offsprings’ 

social bonds are derived from their moth-
ers’ social affiliates—plays a key role in 
shaping social structure across generations. 
Furthermore, these inherited networks may 
be linked to survival, providing a potential 
selective force that promotes the evolution 
of the inheritance of social networks. 

Generally, the emergent properties of ani-
mal societies can be thought of as resulting 
from individual-level variation in behavior 
and individuals’ interactions with others (1). 
Because these behaviors might have quite 
simple bases, but nevertheless lead to com-
plex social network structures (4), it is rea-
sonable to suggest that social network prop-
erties of individuals might have heritable 
components. Evidence from a range of or-
ganisms, from humans to fruit flies (5), sup-
ports this. However, what Ilany et al. demon-
strate is an altogether richer phenomenon. 
Through combining detailed observations 
with social network analysis, they demon-

strate that the specific social relationships of 
hyenas resemble those of their mothers; that 
this resemblance persists for many years, 
even after parent-offspring social relation-
ships weaken; that offspring of higher-rank-
ing mothers and with closer bonds to their 
mothers inherit their social networks to a 
greater degree; and that this greater degree 
of social network inheritance even predicts 
increased survival of the offspring and of the 
mother. Hence, rather than the social ten-
dencies of offspring resembling that of their 
parents, it is the specific social networks that 
are inherited (see the figure).

Ilany et al. provide new insights into the 
generation of variation in social structure 
and into how inheritance and sociality in-
teract, but their results also have wider 
implications. The consequences of network 
structure have been well demonstrated for 
the interacting individuals within genera-
tions (1). However, if specific interactions 

ANIMAL SOCIETIES

The long reach of family ties
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In hyena societies, inherited social networks affect social behavior
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Transgenerational legacy 
in social interactions is observed 

in spotted hyenas, which may 
have consequences for the social 

transmission of behaviors.
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carry over into subsequent generations, this 
transgenerational legacy in social interac-
tions between similar genotypes (albeit 
different individuals) from year to year has 
implications for understanding processes 
that coevolve with social behavior. Social 
inheritance of association networks causes 
a strong covariance between the many con-
sequences of social structure and inherited 
genetic variation over generations. The 
consequences of such social inheritance for 
social transmission and the evo-
lution of social interactions are 
particularly interesting .

A prominent example of so-
cial transmission relates to the 
spread of pathogens and other 
microbiota (1, 6). When social 
structure persists across gen-
erations through inheritance, 
and susceptibility or immunity 
is also inherited, it creates a 
link between these and could 
either increase vulnerability to 
disease (through disease persist-
ing in susceptible groups across 
generations) or decrease risk 
(through immunity or reduced 
susceptibility within clusters). 
For example, imagine a patho-
gen whose transmission prob-
ability is determined by specific 
gene-for-gene matching with 
hosts; under this model of so-
cial inheritance, parents and 
offspring are much more likely 
to be exposed to the same spe-
cific lineages of microbes and 
vice versa, and coevolutionary 
interactions between host and 
pathogen genomes may be ac-
celerated. Helpful bacteria are 
also spread socially for many species, par-
ticularly skin and gut microbiota (7), for 
which transmission occurs both vertically 
(from parent to offspring) and horizontally 
(between peers). As such, inheritance of so-
cial interactions across generations, in which 
individuals inherit social associations from a 
parent, should contribute to stabilizing the 
composition of these communities through 
promoting persistence of particular socially 
spread microbiota and reducing mixing 
across generations. 

In almost all social systems, diverse types 
of information are also socially transmit-
ted between individuals. Information can 
spread across social networks as individu-
als gain new information, adopt the behav-
ior, and then transmit this to others (6, 8). 
Unlike infectious diseases, however, these 
“behavioral contagions” frequently depend 
on much more than exposure to contagious 
individuals. Individual decisions surround-

ing whether to adopt a socially informed 
behavior may, for example, depend on 
whether they conform with the majority of 
the population, or which of their specific as-
sociates are performing the behavior, even in 
relatively simple animal systems (9). These 
“social learning strategies” (10) can cause 
behaviors to spread more efficiently on heav-
ily clustered social networks rather than 
diffusely connected networks that often fa-
cilitate disease transmission (8). Therefore, 

just as the inheritance of social ties that 
Ilany et al. demonstrate forces social net-
works into clustered structures that persist 
across generations, this may also promote 
the spread and establishment of socially in-
formed behaviors within groups compared 
with systems without social inheritance. 
Furthermore, social inheritance and the 
resulting cross-generational clustered net-
works of this kind may support the develop-
ment of behavioral traditions or animal “cul-
tures,” which require the initial social spread 
of behaviors and the maintenance of these 
particular behaviors over time as individuals 
learn these from their group members (11) 
both between and within generations. 

There is a rich theoretical literature that 
stresses the relevance of social network 
structure for the evolution of cooperation 
(12). The type of social inheritance demon-
strated by Ilany et al. implies that interac-
tions between specific genotypes persist 

across generations and hence greatly in-
crease the persistence of such interactions 
as well as the chance for reciprocation of 
cooperative actions. The transgenerational 
carryover of social structure also implies 
that competition will be occurring between 
the same interacting genotypes more than by 
chance, and that this presents the opportu-
nity for reduced competition through prior 
familiarity—sometimes called the “dear en-
emy effect”—to occur across generations. 

Although the study of Ilany et 
al., and prior modeling (2), has 
focused on social inheritance 
through kin-structuring, an-
other open question is whether 
the same process could operate 
in non–kin-structured systems, 
too. For example, any animal 
(or plant) population for which 
offspring show limited dispersal 
might result in an increased ten-
dency for offspring to interact so-
cially with the same individuals 
whom their parents interacted 
with, or even with the offspring 
of those individuals whom their 
parents interacted with. As such, 
the existence of social inheri-
tance provides a general poten-
tial for the social choices of the 
parents to directly influence the 
social setting of their offspring. 
Future work should seek to ex-
amine how widely specific social 
relationships are inherited in 
range of population structures 
and what implications this has 
for the rate of evolution of the 
many processes that depend on 
social network structure. j
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A network view of social inheritance
How social inheritance occurs
A focal mother ( ) holds social bonds ( ) of different strengths with her 
 associates (Stage t1).  She produces an offspring ( ) who is socially bonded to 
her ( ) and inherits the mother’s strongest social bonds ( ) (Stage t2).  
The focal offspring maintains these strong bonds even after it loses its maternal 
bond and gains new bonds (Stage t3).

How social inheritance influences social processes
An informed individual ( ) passes a new behavior ( ) to the focal mother ( ) 
and another ( ) (Stage t1).  Newly informed individuals pass on this behavior 
( ) (Stage t2). The focal offspring is exposed to the same information as its 
mother and also adopts the behavior owing to social inheritance (Stage t3).
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By Carl Nathan

T
he cytokine interferon-g (IFN-g), 
when released by lymphocytes, aug-
ments the capacity of macrophages 
and other host cells to kill certain 
intracellular protozoa, bacteria, and 
viruses (1–3). However, the function 

of most of the hundreds of genes induced 
by IFN-g is unknown, and biochemical 
mechanisms of pathogen inactivation are 
incompletely understood. On page 296 of 
this issue, Gaudet et al. (4) identify an ef-
fector mechanism in the human immune 
system: production of IFNg–induced apo-
lipoprotein L3 (APOL3) in epithelial cells, 
endothelial cells, and fibroblasts that acts 
like a detergent, extracting lipids from 
membranes of bacteria in the cytosol, kill-
ing the bacteria. Not only does APOL3 
dissolve a biophysical boundary—the bac-
terial inner membrane—but the findings 
of Gaudet et al. help dissolve conceptual 
boundaries about the composition of the 
immune system.

In 1882, Metchnikoff launched the field 
of immunology with a microscope, a thorn, 
and a starfish. Seeing cells gather where the 
thorn punctured the larva, he declared that 
phagocytic cells defend the host from invad-
ing microbes. Ehrlich favored soluble factors. 
By the 1950s, the paradigm was set: Both 
cells and soluble factors are required; the im-
mune cells are macrophages, granulocytes, 
and lymphocytes; the soluble factors are 
chiefly antibodies and proteins collectively 
called complement because they are needed 
to lyse cells that antibodies tag for destruc-
tion. From the mid-1970s, immunologists dis-
tinguished dendritic cells from macrophages 
and denominated lymphocyte subsets, but 
the list of cell types in the immune system re-
mained restricted. That the liver is the major 
source of complement and other host defense 
proteins did not earn hepatocytes member-
ship in the immune system. 

The boundary between what is and is 
not part of the immune system has recently 
sprung more holes with the recognition 
that besides the liver, the nervous system 
(5, 6), epithelia (6–8), erythrocytes (6), and 

microbiota (7–9) are key contributors to 
mammalian immunity. Gaudet et al. further 
integrate diverse cell types into the immune 
system by showing that they can deploy an 
IFN-g–induced restriction factor against 
bacteria in their cytosol (see the figure).

The findings of Gaudet et al. also weaken 
a conceptual boundary established in the 
early 1990s, when immunologists divided 
the immune system into two modes, innate 
and adaptive. Innate immunity, it was pro-
posed, kills pathogens directly. Individual 
granulocytes and macrophages of the innate 
immune system are not clonally distinct, so 

large numbers can be mobilized quickly, but 
they lack specificity and memory. Adaptive 
immunity depends on lymphocyte clones 
that proliferate upon encountering a specific 
antigen for which they display a receptor. 
Persistence of expanded clones with high-
affinity receptors provides memory. This 
binary view accommodated some cross-talk: 
Dendritic cells present antigen to lympho-
cytes along with signals that prepare them 
to proliferate; lymphocytes recognizing an-
tigen secrete IFN-g to instruct macrophages 
to increase their killing capacity and make 
antibodies that frustrate pathogens’ attacks 
or mark them for destruction by phagocytes 
or complement. However, recent discoveries 
highlight the importance of innate lympho-
cytes that lack antigen receptors. Such cells 
can make IFN-g, including at the command 
of granulocytes (10), bypassing adaptive 
cells. Lymphocytes that have antigen recep-
tors can kill bacteria (11) without relying on 
innate cells. Persistent epigenetic changes 
can endow innate lymphocytes and macro-
phages with memory (12). 

The study of Gaudet et al. adds support 
to the following points of view. Every type 
of non–disease-causing cell resident in 
a human can potentially be a part of the 
immune system. Lymphocytes and macro-
phages can work in both innate and adap-
tive modes. Biochemically, cells kill other 
cells or themselves in a limited number of 
convergently evolved but divergently acti-
vated ways, including by making holes in 
membranes (shooting); oxidizing cellular 
constituents (burning); and (in)activating 
multiple enzymes and channels (poison-
ing). The immune system’s challenge is to 
optimally deploy its effectors against faster-
evolving foes, minimize collateral damage, 
and help to repair it. 

APOL3 alone did not disrupt the inner 
membrane of Gram-negative bacteria. Other 
IFN-g–induced factors made the bacteria 
susceptible to APOL3, including guanylate-
binding protein 1 (GBP1) (4). This guanosine 
triphosphate (GTP)–hydrolyzing enzyme dis-
rupted the outer bacterial membrane, allow-
ing APOL3 access to the inner membrane. 
It will be interesting to examine whether 
apolipoproteins and GBPs cooperate to kill 
mycobacteria, whose maintenance of an 
outer lipid layer is analogous to that of Gram-
negative bacteria. 

No mutations in APOL3 have been as-
sociated with an immunodeficiency, so it is 
unknown if APOL3 makes a nonredundant 
contribution to immunity. Loss-of-function 
mutations in human genes involved in pro-
duction of, or response to, IFN-g chiefly lead 
to increased susceptibility to mycobacterial 
infections, but also to increased suscepti-
bility to Salmonella (13), an organism lysed 
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Rethinking immunology
An interferon-g–induced apolipoprotein lyses bacterial 
membranes in the cytoplasm of host cells
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Cytokine release

In response to bacterial 
infections, activated 
lymphocytes secrete IFN-g.

Lysis of bacterium

Once the bacterium is inside the 
cell, APOL3 acts as a detergent to 
dissolve inner bacterial membranes, 
which kills the bacteria.

Production of APOL3

Epithelial cells, endothelial cells, and fibroblasts 
induce expression of APOL3 in response to IFN-g.

IFN-g APOL3
nanodiscs

Invading
bacterium

Dissolving bacteria
Upon detection of a bacterial infection, interferon-g
(IFN-g)-induced expression of apolipoprotein L3 
(APOL3) in epithelial and endothelial cells, and 
fibroblasts, protects these cells from invading bacteria.
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by APOL3 (4). Perhaps such susceptibilities 
reflect, at least in part, a failure to induce 
APOL3. Administration of IFN-g reduces the 
incidence of infections in people with chronic 
granulomatous disease (14), without correct-
ing their leukocytes’ defect in production of 
reactive oxygen species. Perhaps the mecha-
nisms of protection include induction of apo-
lipoproteins and GBPs.

Future research should address which 
cells express APOL3 and the other IFN-g–
induced, intracellular apolipoproteins in 
vivo, and what functions are served by each. 
Perhaps one of them helps kill intracellular 
Trypanosoma cruzi, the agent of Chagas dis-
ease, given that circulating apolipoprotein 
L1 (APOL1) kills extracellular Trypanosoma 
brucei, which causes sleeping sickness (15). 
Some of the bacteria that are susceptible to 
destruction by APOL3 plus GBP1 are none-
theless pathogenic. Perhaps they express 
counter-mechanisms, as is the case with T. 
brucei that resist lysis by APOL1 (15). It will 
be interesting to determine how and to what 
extent GBP1 and APOL3 discriminate be-
tween bacterial membranes and the host’s 
own bacteria-like mitochondrial membranes. 
Damage to mitochondria can increase their 
release of reactive oxygen species, which 
could further contribute to IFN-g–induced 
antibacterial immunity. 

Interferons were identified as proteins 
that induce an antiviral state in cells con-
sidered to lie outside the immune system. 
Now, IFNg from innate and adaptive lym-
phocytes can instruct such cells to express 
proteins that kill bacteria within them. This 
reminds us not to let the affiliation given 
to cell types constrain our understanding of 
their functions. Just as cells of the conven-
tional immune system contribute to homeo-
stasis in every organ, so can other cells in 
every organ contribute to immunity. j
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ZEOLITE CHEMISTRY 

Bioinspired methane oxidation 
in a zeolite

By Susannah L. Scott

F
undamental advances have enhanced 
our understanding of how to acti-
vate the very stable C–H bonds in 
methane (1), but its conversion into 
useful chemicals such as methanol 
through simple, cost-effective, modu-

lar processes is still an unsolved problem 
(2). Living systems oxidize hydrocarbons, 
including methane, at near-ambient tem-
peratures using enzymes that contain 
Earth-abundant metals (typically iron and 
copper). However, their electronic struc-
tures favor single-electron transfers that 
generate highly reactive radical intermedi-
ates (3). Escape of these radicals from the 
vicinity of an enzyme’s active site must be 
scrupulously avoided to prevent damage to 

nearby biological structures. On page 327 of 
this issue, Snyder et al. (4) demonstrate how 
one of nature’s strategies can be mimicked 
in an iron-containing zeolite that promotes 
radical formation and capture in rapid suc-
cession. This gating of molecular transport 
regenerates the active sites while limiting 
the propensity of radicals to deactivate ac-
tive sites located in other zeolite pores. 

Enzymes functionalize normally unreac-
tive saturated hydrocarbons such as methane 
selectively by using a “rebound” mechanism 
(5). In heme-based P450 and peroxidase en-
zymes, as well as nonheme iron dioxygen-
ases, a highly oxidized iron site (Fe=O, ferryl) 
abstracts a hydrogen atom from the organic 
molecule and creates an organic radical. The 
oxygen atom becomes a hydroxyl (Fe-OH) 
that must recapture the organic radical by 
forming a stable C–O bond before the radi-
cal can diffuse away. Thus, the environment 
around the active site of an enzyme deter-
mines the reaction outcome by restricting 

Molecular-sized iron-containing cages control 
conversion of methyl radicals into methanol
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Radical rebound
The aperture of a CHA cage is smaller than the diameter 
of a methyl radical (3.9 Å). The radical reacts with the 
ferric hydroxyl (FeIIIOH) site, releases methanol, and 
regenerates the ferrous ion.

Radical escape
In *BEA, the methyl radical diffuses readily along the 
zeolite channel, whose diameter is larger than the 
radical. It reacts with another ferryl ion to create two 
inactive ferric sites, rather than form methanol.
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chabazite (CHA) and beta  (*BEA), extra-framework ferrous (FeII) ions are oxidized to ferryl (FeIVO) ions that 
can abstract a hydrogen atom from a methane molecule.
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Autonomous 
biocompatible 
piezoelectrics 

By Shlomo Berger 

 M
uscles provide mechanical forces 
needed for the dynamic activity 
of a human body. The mechanical 
forces applied on various human 
organs lead to different types of 
physical movements (e.g., contrac-

tion and extension, rotation, and bending). 
Injuries and diseases can disable muscle 
functionality, which may lead to the pro-
nounced deterioration of a human activity 
or even cause death. Surgical correction 
is not always possible or does not always 
provide optimal results. Implanted artifi-
cial biocompatible devices can replace de-
fective muscles. These should operate lo-
cally at the defective site by monitoring the 
need for a specific physical movement and 
then applying the correct mechanical force 
to obtain it. These devices should also be 
self-energized using the body’s energy re-
sources and programmed for optimal oper-
ation. On page 337 of this issue, Yang et al. 
(1) present a new approach for fabricating 
thin piezoelectric biocompatible thin films 
that actuate physical movements, demon-
strated on mice muscles, under applied 
electric field. 

Biocompatible piezoelectric materi-
als can provide sensing and actuating of 
physical movements of organs inside a hu-
man body (2). They possess a piezoelectric 
property (3) that interconverts electrical 
and mechanical energy. The piezoelectric 
response of materials results from a revers-
ible change in the length of neighboring 
ionic bonds that create electric dipoles in 
response to applied mechanical forces or 
electric fields. Piezoelectric materials exist 
naturally in a human body (4), such as in 
bones and muscles (5, 6), and contribute 
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the transport of molecules in the vicinity of 
the active site (6). 

Zeolites are a diverse family of robust, 
microporous aluminosilicate materials that 
are widely used as catalysts in hydrocarbon 
processing on an industrial scale. The ion-
exchanged metal sites in iron- and copper-
containing zeolites resemble key structural 
components of the active sites in enzymes 
(2). Snyder et al. installed the same active 
iron sites in the pores of two zeolites. Both 
have similar silicon-to-aluminum ratios, 
iron loadings, and cage diameters, and 
might be expected to have nearly identical 
activities toward methane. However, the 
zeolite structures differ in the accessibility 
of their iron sites. Beta zeolite (*BEA) has 
a system of interconnected pores composed 
of “large” 12-rings (Si

12
O

12
), and no smaller 

constrictions (7). Although chabazite (CHA) 
cages have the same diameter, entry into 
the cages must occur through smaller 
8-ring apertures (Si

8
O

8
) (7). 

Methane hydroxylation in these zeolites 
was studied as a sequence of stoichiometric 
reactions at room temperature. First, the re-
duced Fe(II) sites were activated by the oxi-
dant, N

2
O, which installs reactive a-O atoms 

(see the figure). When one of the activated 
Fe(IV)O sites abstracts a hydrogen atom from 
methane, a methyl radical and a hydroxy site, 
Fe(III)OH, are simultaneously created in the 
same zeolite cage. If rebound of the methyl 
radical to the colocated Fe(III)OH site ensues, 
the Fe(II) site is regenerated and can perform 
the reaction sequence again. If the methyl 
radicals diffuse away, they can be trapped by 
neighboring ferryl sites, which are converted 
to inert methoxy sites, Fe(III)OCH

3
. Although 

a C–O bond is formed in both types of reac-
tion, radical trapping at a ferryl site is un-
productive because neither of the resulting 
Fe(III) sites (hydroxy or methoxy) can be re-
oxidized by N

2
O under mild conditions. The 

ratio of radical escape relative to rebound is 
very high in *BEA.

By contrast, diffusion of the methyl radical 
in CHA zeolite is restricted by virtue of the 
small size of the window through which the 
radical must escape from the cage where it 
is generated. This cage effect is reminiscent 
of radical confinement in enzymes. Using 
Mössbauer and resonance Raman spectros-
copies, Snyder et al. show that the yield of 
Fe(II) (resulting from radical capture in the 
same zeolite cage) under single-turnover 
conditions is ~40% for CHA, whereas it is 
near zero in *BEA. In CHA, the methanol 
product migrates spontaneously from the 
Fe(II) sites to Brønsted acid sites in the zeo-
lite pores, allowing a second reaction cycle 
to take place. When the isotopic identity of 
the methane was switched, from 13CH

4
 in the 

initial cycle to 12CH
4
 in a subsequent cycle, 

the isotopic composition of the methanol 
changed, which demonstrates that Fe(II) 
sites in CHA can be reactivated by N

2
O to 

produce a second equivalent of methanol. 
Efficient processes for converting meth-

ane to an energy-dense liquid hydrocarbon 
such as methanol are important not only 
for making greater use of abundant natu-
ral gas resources but also to reduce the 
need to flare stranded natural gas. Rather 
than generating the greenhouse gas CO

2
 

unproductively, conversion to methanol 
would allow transport in a cost-effective 
way to population centers where its en-
ergy, chemical value, or both, could be 
extracted. However, using the strategy of 
Snyder et al. to this effect will require the 
process to become much more efficient. 
For example, combining the oxidant with 
methane in the zeolite should allow the re-
action sequence to proceed in a single step. 
However, this approach presents a selectiv-
ity challenge. Because the relative difficulty 
of activating a C–H bond in methane ver-
sus methanol is roughly constant, there is 
a universal, catalyst-independent trade-off 
between conversion and selectivity (8). It is 
not yet clear how to achieve rapid diffusion 
of methanol away from the active sites, 
preventing its further oxidation, while si-
multaneously confining methyl radicals 
near the active sites to form methanol and 
regenerate Fe(II). 

A second challenge is to replace the N
2
O 

oxidant by a less expensive oxidant such as 
O

2
. Colocating two iron sites in a ferrierite 

zeolite was recently shown to facilitate O
2
 

splitting (9). However, this geometry will 
enhance the undesired ferryl trapping of 
methyl radicals that leads to Fe(III)OH/
Fe(III)OCH

3
 sites. The soluble methane 

monooxygenase  enzyme achieves methane 
oxidation at diiron active sites linked by 
bridging oxygens, Fe(IV)

2
(m-O)

2
, but it also 

produces ferric sites that require an external 
reductant for reactivation. A useful process 
for converting stranded methane will need 
to overcome both of these challenges.        j
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Implants that work 
with muscles should 
monitor, correct, 
and be self-energized
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to its normal activity. Proteins 
seem to drive the piezoelectric 
effect inside a human body. 
The basic building blocks 
of proteins are amino acids, 
which have electric dipoles 
derived from their polar side 
groups. For example, g-glycine 
and DL-alanine are amino acid 
materials that have a strong 
piezoelectric response (7). The 
piezoelectric effect in amino 
acids is obtained by a change 
in the molecule electric dipole 
amplitude in response to either 
an applied mechanical force 
or an electric field. Artificially 
made biocompatible piezoelec-
tric materials also exist, such as 
polyvinylidene fluoride (PVDF) 
and its copolymers (8).

Yang et al. make an important 
contribution by developing a 
new method for scaling flexible 
piezoelectric glycine thin films. 
These films are self-assembled 
by evaporating a solvent from 
a glycine-polyvinyl alcohol solu-
tion. The films are also biocom-
patible and degradable. 

Biocompatible piezoelectric materials 
can be fabricated and designed for mul-
tiple purposes inside a human body. These 
include monitoring local dynamic pressure 
changes (9), such as heartbeats, breathing, 
blood flow, and intraocular and cranial 
pressure, and forming physical movements 
inside the human body, such as muscle 
activities (10). Another purpose is promot-
ing the healing of injuries by induced local 
electric fields, such as in the case of local 
growth of neurons and accelerated repair of 
injured bones (11).

Flexible polycrystalline piezoelectric thin 
films are more suitable than bulk size crys-
tals for applications inside a human body 
because of the dynamic nature and flexibility 
of human organs. The thin films have a pro-
nounced piezoelectric response when grown 
with a preferred polar crystallographic ori-
entation in-vertical to the film plane. 

Using the piezoelectric effect to replace 
human muscle functionality by applying 
a mechanical force requires a source of 
electric energy. The optimal energy source 
would be the human body itself, which 
provides a mechanical energy that can 
be converted into an electrical energy by 
the piezoelectric materials. These devices 
are called piezoelectric energy harvesters, 
which can be attached as flexible thin films 
to local sites inside the human body. 

The piezoelectric harvesters can gener-
ate enough electric energy to operate the 

device even from tiny mechanical move-
ments at extremely low frequencies (12), 
such as heartbeats, blood flow, contraction 
and expansion of lungs, walking, and eye 
blinking. The piezoelectric energy harvest-
ers can be extremely flexible, lightweight, 
and positioned close to the piezoelectric 
actuator within the human body. The elec-
tric energy supplied by the piezoelectric 
harvester should be accumulated in a bio-
compatible electric capacitor that enables 
a controlled release of electric energy on 
demand to the piezoelectric actuator (13). 
Biocompatible capacitors can be made of 
piezoelectric thin films by using their di-
electric properties. 

Implanted microchips, developed for 
controlled drug release at local sites in-
side a human body (14), can, in principle, 
be used in a piezoelectric device. The im-
planted microchip controls the entire op-
eration of the device, which includes the 
sensor, actuator, electric capacitor, and en-
ergy harvester (see the figure). The opera-
tions order of the microchip begins with a 
signal received from the piezoelectric sen-
sor that indicates the misfunctioning of a 
certain muscle. Then, an electric pulse is 
sent through the electric capacitor to the 
piezoelectric actuator to apply a mechani-
cal force to fix the problem. Finally, a feed-
back electric signal is received from the 
sensor that communicates the resulting ef-
fect. These operations should continue un-

til the problem is fixed. In this 
way, the device operates au-
tonomously where immediate 
intervention is needed without 
any external interference or ex-
ternal power supply.

An external human body 
communication to the im-
planted microchip can be 
achieved by using a wireless 
communication (15). The pur-
pose of such a communication 
is to receive real-time data on 
the implanted piezoelectric 
device activity and transmit 
operational commands to the 
microchip. A wireless commu-
nication to a human body from 
an external device requires a 
substantial power source. It 
suffers from poor transmis-
sion through biological tis-
sues. It also needs a relatively 
large antenna, which limits the 
minimal size of the implant-
able microchip and prevents 
implementation in organs such 
as brain, heart, and spinal cord 
that could be damaged by the 
radiation energy. 

Extensive research activities are cur-
rently done on every aspect of biocompat-
ible piezoelectric sensing, actuating, and 
energy harvesting. A major task would 
be to integrate them into an autonomous 
biocompatible device implanted on a local 
site inside a human body that optimally 
functions without any external interven-
tion, replacing the functionality of a local 
muscle for the normal operation of a hu-
man organ. j
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Implanted
device on 
muscle 

Testing the implant 

Piezoelectric thin films 
implanted on mouse 
muscles allow for testing 
for biocompatibility and 
operation, ultimately 
targeted for use in humans.  

Automatic control 

Piezoelectric films that actuate, sense, and harvest energy combined with a 
biocompatible microchip and capacitor create a self-contained system that works 
automatically without an external interface. 

Piezoelectric
thin film 

Microchip 

Piezoelectric
actuator 

Dielectric
capacitors 

Piezoelectric
sensor 

Piezoelectric
energy harvester 

Biocompatible piezoelectrics
Piezoelectric implants require a sensor to identify a problem in a muscle, apply 
corrections with actuation, monitor the change, and signal back to a microchip that 
controls this process. Ideally, the microchip is also implanted, and the energy for the 
processing is harvested from the local physical movements as well as vibrations. 
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EPIDEMIOLOGY

Using viral load to model disease dynamics
The quantity of an individual’s viral load improves monitoring of epidemics in populations

By Benjamin A. Lopman1 and 
Elizabeth T. Rogawski McQuade1,2

A
ssays for detecting pathogens are 
used primarily to diagnose infections. 
Epidemiologists accumulate results 
from these tests in time series of case 
reports to conduct disease surveil-
lance, a cornerstone of public health. 

During the COVID-19 pandemic, these data 
have been presented on dashboards of health 
agencies and media outlets all over the 
world. The shortcomings of these data 
have also become apparent: Trends can 
be misleading when demand for test-
ing changes, when testing becomes 
more available, or when more (or less) 
accurate tests are rolled out. Time se-
ries of case counts are also a major sim-
plification of the raw data used to gen-
erate them; modern diagnostics offer 
more than binary (positive or negative) 
results—they also estimate viral load, 
which can indicate the stage of infec-
tion. On page 299 of this issue, Hay et 
al. (1) develop an approach that uses 
aggregated viral load data to monitor 
epidemics more accurately than simple 
case series.

For most viruses, the contemporary 
standard assay for detection is quanti-
tative (or real-time) polymerase chain 
reaction (qPCR). The number of cycles 
of the reaction at which an amplicon 
is at sufficient levels to produce a de-
tectable signal is the cycle threshold 
(Ct) value. Because higher viral loads 
produce a signal at a lower number of 
reaction cycles, the Ct is inversely pro-
portional to the amount of virus in the 
sample. Because acute viral infections 
follow a pattern whereby viral load 
peaks days to weeks after exposure and 
then declines, Ct values from qPCR can 
give an indication of the stage of an in-
dividual’s infection. A low Ct indicates 
high viral load and therefore the acute 
phase of illness; high Ct values (i.e., 
lower viral loads) occur during con-

valescence. But because viral loads are also 
low when an infection is just starting and are 
heterogeneous across individuals, a Ct value 
is typically not useful for informing an indi-
vidual’s treatment.

However, more can be learned with Ct val-
ues at the population level. To understand 
the approach, consider an endemic infec-
tion where, on average, each case infects 
exactly one more person. Any snapshot in 
time would show a stable average viral load 

because some people are at the beginning of 
their illness and some are toward the end. 
It follows that, in a growing epidemic, more 
cases will be at the acute phase of illness and 
in a declining epidemic, more will be at a 
later phase, giving high and low average vi-
ral loads, respectively, at the population level 
(see the figure). This is the premise on which 
Hay et al. calculate the time-varying repro-
ductive number (R

t
) for COVID-19.

Pathogen quantification by qPCR has 
been leveraged for various aspects 
of infectious disease epidemiology. 
Incorporating pathogen quantities 
has improved the ability to attribute 
infectious etiologies. This is not triv-
ial for diseases that can be caused by 
more than one pathogen, especially 
when they often cause asymptomatic 
infections. This is most challenging in 
high-incidence settings where multi-
ple pathogens are frequently detected 
in clinical samples. For example, be-
cause the more than 20 pathogens that 
cause diarrhea among children in low-
resource settings are also frequently 
carried in the absence of diarrhea, 
detection of a pathogen in a diarrheal 
stool is not sufficient to assign etiology. 
But because the association with diar-
rhea increases with pathogen quantity 
for many enteric pathogens, statistical 
models that compare the quantity of 
pathogen detected by qPCR between 
diarrhea cases and controls can be 
used to estimate the population-level 
proportion of episodes that are attrib-
utable to each pathogen (2). Analogous 
applications have been used to attrib-
ute etiologies of severe pneumonia (3) 
and acute febrile illness to malaria (4). 

Population-aggregated pathogen 
quantities have also played a role in 
controlling HIV. Virally suppressed 
individuals on antiretroviral therapy 
rarely transmit (5), so the community 
viral load has been used to quantify 
risk of HIV transmission and moni-
tor test-and-treat control strategies. 
Community viral load, often calcu-
lated as the mean viral load of all 
infected individuals in a specific time 
and place, can correlate with HIV in-
cidence and has predictable dynam-
ics based on the characteristics of the 
HIV epidemic (6, 7).
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y y

3
2
1

0

30

20

10

0

V
ir

a
l l

o
a

d
R

t 
 

C
a

se
s 

Symptomatic phase

New cases

Case counts

Transmission of infection

Time-varying reproductive number, Rt

Test positive
 phase 

Population mean 
viral load

Time (generation)

1 2 3 4 6 7 8 95

1 2 3 4 6 7 8 95

1 2 3 4 6 7 8 95

1 2 3 4 6 7 8 95

Outbreak monitoring with viral load 
Viral load can be estimated from quantitative polymerase chain reaction 
(qPCR) testing for viral genomes. Aggregating viral load for a population 
 can more reliably measure outbreak dynamics than case counts.
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CORONAVIRUS

Targeting aging cells 
improves survival

By Lynne S. Cox1 and Janet M. Lord2

 O
lder age is associated with increased 
COVID-19 severity and mortality (1). 
Whether this is due to preexisting age-
related health conditions or aging per 
se is currently unclear. On page 295 of 
this issue, Camell et al. (2) show that 

cell senescence, a hallmark of biological ag-
ing (3), contributes to mortality in old mice 
upon infection with mouse hepatitis virus 
(MHV), a mouse b-coronavirus that is similar 
to severe acute respiratory syndrome coro-
navirus 2 (SARS-CoV-2). Mirroring findings 
from human COVID-19, they show that old—
but not young—mice infected with MHV suc-
cumb rapidly to viral infection. They demon-
strate that treatments to remove senescent 
cells (senolytics) significantly improve sur-
vival in older mice, even when initiated 3 
days after infection. These findings provide 

a biological explanation for the effect of age 
on COVID-19 severity and strongly support 
the testing of drugs that target senescence in 
older patients with SARS-CoV-2 infection.

Senescence is a tumor-suppressive, non-
proliferative state induced by chronic cellular 
stress or damage, and senescent cells accu-
mulate with increasing age. Cell senescence 
has been suggested to be a major biological 
driver of age-related dysfunction and mor-
bidity as well as further exacerbating disease 
states such as diabetes and atherosclerosis 
(4). These pro-aging effects are due in large 
part to a complex secretome that contains 
inflammatory cytokines and chemokines, 
angiogenic growth factors, and tissue-remod-
eling metalloproteases, collectively known as 
the senescence-associated secretory pheno-
type (SASP) (5). Although beneficial under 
acute stress or injury, the persistent SASP 
that occurs as a result of senescent cell accu-
mulation in older adults leads to chronic in-
flammation (6). This “inflammaging” may be 
pathogenic for multiple age-related diseases. 
Transplantation of senescent cells into young 
mice induces a broad range of age-related 

1Department of Biochemistry, University of Oxford, Oxford, 
UK. 2Institute of Inflammation and Ageing and MRC-Versus 
Arthritis Centre for Musculoskeletal Ageing Research, 
University of Birmingham, Birmingham, UK. Email: 
lynne.cox@bioch.ox.ac.uk; j.m.lord@bham.ac.uk

Surveillance of pathogen quantity in the 
environment has also been used to track dis-
ease burden and interventions. Now used for 
COVID-19 (8), environmental surveillance 
has been important in efforts to eradicate po-
lio (9). Poliovirus detected in sewage provides 
early warning for reintroduction of the virus 
in communities before cases of acute flaccid 
paralysis occur, and the quantity detected has 
been used to estimate the local prevalence of 
infections (10). Viral quantity in sewage was 
used to reconstruct a silent poliovirus out-
break in Israel as well as the impact of the 
oral polio vaccine, which is an attenuated po-
liovirus that is shed in stool and can be trans-
mitted (11). In each of these examples, popu-
lation-level aggregates of pathogen quantity 
have advanced understanding of disease bur-
den and transmission.

The approach of Hay et al. to use pathogen 
quantification from cross-sectional surveys 
provides a rapid, efficient way to track dis-
ease dynamics. There is particular value in 
applying this method where testing capacity 
is limited. Random sampling could be re-
source-saving and more informative than in-
discriminate testing of symptomatic individ-
uals. There are, however, several limitations 
and some practical barriers. One is that there 
are infections for which the Ct is an unreli-
able indicator of the stage of infection (e.g., 
HIV) and/or symptom status (e.g., norovirus) 
(12). In addition, Ct values are only a proxy 
for pathogen quantities. Variability in labora-
tory protocols and specimen sampling proce-
dures generates noise in pathogen load mea-
surements. Furthermore, although widely 
used qPCR platforms are more standardized, 
commercially available kits tend to obscure 
the quantification process and only report 
the binary results. Replacing, or at least 
supplementing, symptom-based testing with 
structured random sampling will require 
a paradigm shift in how the use of qPCR is 
conceptualized at public health laboratories. 
Nonetheless, harnessing this information—
already generated in massive quantities in 
diagnostic labs the world over—can be an 
important tool in monitoring the COVID-19 
pandemic and future emerging infections. j
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Drugs that remove senescent cells cut 
coronavirus deaths in old mice 

Cellular senescence amplifies damaging inflammation 
Senescent cells secrete inflammatory mediators and proteases, which contribute to age-related disease.  Upon 
coronavirus infection, senescent cell load and the secretome increase, which drives inflammation,  tissue damage, 
further infection, inflammation-related pathology, and death. Removal of senescent cells with senolytic drugs 
reduces inflammation to below the “young” threshold, allowing disease resolution and survival.
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diseases (7), whereas their removal from old 
mice improves health across multiple organ 
systems and increases life span (8). 

Why might senescent cells be detrimen-
tal in infectious diseases such as COVID-19? 
Camell et al. show that in vitro exposure of 
senescent human cells to pathogen-associ-
ated lipopolysaccharide (LPS) and the S1 
subunit of the SARS-CoV-2 spike protein 
(which mediates cell entry) leads to in-
creased expression of senescence markers 
and the SASP. Similarly, MHV-infected old 
(but not young) mice exhibit increased cell 
senescence and SASP factors, suggesting that 
pathogen exposure can amplify detrimental 
inflammation because of senescent cells (see 
the figure). These findings extend our under-
standing of the role of viral infection in driv-
ing formation of SASP-producing senescent 
cells (9). Notably, SASP factors—especially 
interleukin-1a (IL-1a)—were found to reduce 
the expression of interferon-induced trans-
membrane proteins (IFITMs), a first-line of 
antiviral defense, as well as increase the ex-
pression of the SARS-CoV-2 entry receptor 
angiotensin-converting enzyme 2 (ACE2) and 
co-receptor transmembrane protease serine 
2 (TMPRSS2) in nonsenescent cells. Hence, 
SASP secretion predisposes adjacent cells to 
higher viral infection and poorer innate an-
tiviral responses, in addition to increasing 
inflammation and tissue damage. 

It can be deduced from these findings that 
the higher the senescent cell burden, the 
more likely SARS-CoV-2 infection is to lead 
to severe COVID-19. Older adults (>70 years) 
and those with chronic conditions such as 
obesity and diabetes, who already have high 
amounts of senescent cells and high levels of 
inflammation (10), are most at risk of poor 
COVID-19 outcomes. The extra “push” from 
infection is likely to both increase the senes-
cent cell burden and drive senescent cells over 
a threshold into highly damaging inflamma-
tion. Key SASP factors are also those most as-
sociated with the lethal cytokine storm that 
occurs in severe COVID-19 (2). Such inflam-
mation is likely to activate complement and 
clotting cascades, potentially contributing to 
the high incidence of thrombotic events in 
severe COVID-19 (11) as well as resulting in 
excess recruitment of neutrophils and natu-
ral killer (NK) cells to the lungs, leading to 
acute respiratory distress syndrome (ARDS). 

To test whether senescent cells contribute 
directly to coronavirus mortality, Camell et 
al. removed senescent cells from infected 
mice by inducing apoptosis through senes-
cence-specific caspase expression or by treat-
ing with senolytic drugs fisetin or a combi-
nation of dasatinib and quercetin (D+Q). All 
approaches resulted in greatly enhanced sur-
vival compared with controls. The treatments 
were accompanied by decreased expression 

of senescence and SASP markers. Moreover, 
treated survivors showed improved coronavi-
rus antibody responses; this may simply be 
because mice survived long enough to mount 
a full adaptive immune response but may 
also reflect partial rejuvenation of the im-
mune system through the removal of senes-
cent immune cells. 

Senolytic drugs have considerable promise 
for treating human COVID-19 patients, es-
pecially older adults. Fisetin is now in clini-
cal trials in clinically vulnerable adults with 
COVID-19 (NCT04476953). Moreover, seno-
lytic therapy may also have potential beyond 
the acute infection phase. Improved physical 
function has already been reported in pa-
tients with idiopathic lung fibrosis, a serious 
condition with high senescent cell load, af-
ter short-term senolytic D+Q treatment (12). 
Therefore, “long COVID” patients suffering 
from lung fibrosis and difficulty breathing 
may benefit from senolytic therapy. 

In addition to senolytics, other drugs that 
modify senescent cell behavior may be useful 
in COVID-19 prophylaxis and treatment (13). 
Inhibitors of mammalian target of rapamycin 
(mTOR) can act as pleiotropic “geroprotec-
tors,” suppressing senescence and the SASP, 
enhancing antiviral gene expression, and 
improving adaptive immune responses (14). 
At the low doses that confer geroprotection, 
mTOR inhibitors are well tolerated in older 
adults (age 65 to 85 years)—including those 
with diabetes, asthma, and cardiovascular 
disease (15). 

Even with highly effective vaccination 
campaigns, COVID-19 is likely to become 
endemic, posing particular dangers to vul-
nerable older people and those with un-
derlying health conditions. The findings of 
Camell et al. strongly support clinical trials 
of treatments that target senescent cells in 
COVID-19 patients, as well as in care homes 
and long COVID clinics, to improve both re-
sistance to infectious disease and recovery 
from COVID-19, which if unchecked will con-
tribute to poor quality of life and persistent ill 
health of COVID-19 survivors.        j
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By Lin Yang and Huck-Hui Ng  

 N
udging germ cell precursors into 
functionally mature oocytes and 
spermatozoa is a key aspect of in vi-
tro gametogenesis and a major chal-
lenge in the study of reproductive 
biology. This process is biologically 

complex, not only determined by the de-
velopmental competency of the germ cell 
itself but also critically dependent on the 
gonadal niche. On page 298 of this issue, 
Yoshino et al. (1) report the in vitro deriva-
tion of fetal ovarian somatic cell–like cells 
(FOSLCs) from murine pluripotent embry-
onic stem cells, using a stepwise, directed 
differentiation strategy to reconstruct in 
vivo differentiation. These cells sufficiently 
supported the development of germ cell 
precursors into functional oocytes that 
went on to produce viable, fertile mice. 
The ability to generate and assemble the 
critical components necessary for oogen-
esis in the laboratory provides a model sys-
tem to study the later events of oogenesis, 
and this may have implications for assisted 
reproductive technologies.  

The preceding decade saw great strides 
made in understanding early develop-
mental processes in gametogenesis. In the 
laboratory, methods to direct the specializa-
tion of pluripotent stem cells—a renewable 
cell source—to primordial germ cell–like 
cells (PGCLCs) were established, first with 
mouse cells and eventually with human 
cells. (2–4). These were successful first 
steps toward recapitulating gametogenesis 
in vitro and producing functional germ cells 
entirely ex vivo.

Further development of mammalian pri-
mordial germ cells occurs with their migra-
tion to the genital ridges (the location where 
gonads develop in both sexes) (5). In mam-
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malian females, the developing oocyte is en-
veloped by ovarian somatic cells (in particu-
lar, the granulosa cells) that arise from the 
fetal gonads. The oocyte releases paracrine 
growth factors that instruct these support 
cells to provide nutrients to feed its grow-
ing metabolic needs (6). This connection is 
crucial for many developmental milestones, 
such as the phases of ovarian follicle forma-
tion and oocyte entry into meiosis. Mouse 
pluripotent stem cells have competency to 
spontaneously differentiate into follicle-
like structures around an oocyte-like cell, 
but this occurs at very low efficiency (7, 
8). Without a reliable in vitro source of the 
support cells, biologists have relied on ei-
ther transplanting induced PGCLCs back 
to gonads in vivo or coculturing PGCLCs 
with dissociated mouse gonad somatic cells 
to derive functional oocytes (9–11). Either 
case requires a preparation procedure that 
has built-in variability and low scalability, is 
incompatible with the development of hu-
man cell–based systems, and is challenging 
to manipulate for basic research purposes.

The approach of Yoshino et al. relied on 
using several morphogens [WNT (wingless-
related integration site), BMP (bone mor-
phogenetic protein), SHH (sonic hedgehog), 
and RA (retinoic acid)] to stimulate signal-
ing pathways that guide the differentiation 
of mouse pluripotent cells (see the figure). 
Specifically, pluripotent stem cells were 
coaxed through a differentiation trajectory 
toward a region of the mesoderm (spe-
cifically, the anterior ventral intermediate 
mesoderm) where the gonads originate. 
Indeed, the resultant cells captured the cell 
identities and diversities of the fetal ovaries. 
Granulosa- and stromal-like cells, as well 
as less mature precursors, were generated, 
with transcriptomic signatures (profiles 
of gene expression) that closely resembled 
their in vivo counterparts. When FOSLCs 
were cultured in combination with mouse 
PGCLCs in three-dimensional aggregates, 
the “reconstituted ovarioids” supported fol-
licle formation. The authors then achieved 
the gold standard of in vitro oogenesis—the 
derivation of healthy, fertile offspring after 
in vitro oocyte fertilization and transplanta-
tion of the embryo into a female mouse.

This technical breakthrough of Yoshino 
et al. holds enormous potential for germ 
cell research. It allows for fully defined 
derivation of FOSLCs with substantial im-
provements in yield and without the need 
for genetic manipulations. The method will 
need further refinement—after all, a full re-
capitulation of all aspects of oogenesis in vi-
tro is still challenging and complex. FOSLCs 
are less efficient than mouse gonadal so-
matic cells in generating healthy oocytes, 
possibly owing to lower proportions of 

granulosa-like cells among FOSLCs. In ad-
dition, it is not yet known how the cytoplas-
mic contents, or the genetic and epigenetic 
profiles of in vitro–derived oocytes, match 
up to those produced in vivo. Nonetheless, 
FOSLCs and reconstituted ovarioids allow 
the perturbation of individual molecular 
factors (for example, specific genes that 
regulate oogenesis), the investigation of cell 
type–specific roles of the niche in promot-
ing oocyte maturation, and perhaps the ap-
plication of bioengineering concepts, much 

like what has been attempted in tissue and 
organoid engineering fields, to create more 
physiological reconstituted ovarioids with 
higher efficiencies for oogenesis (12). 

What does this work mean for assisted 
reproductive technologies in humans, and 
how far away is the production of autolo-
gous, in vitro–derived gametes for clini-
cal use? The proof-of-concept study from 
Yoshino et al. has made clear strides toward 
enabling in vitro gametogenesis at scale. 
Similar methods to obtain cells akin to hu-
man ovarian somatic cells will no doubt be 
attempted, but it remains to be seen how 
transferrable this strategy would be. After 
all, human gametogenesis occurs on a much 
lengthier time scale and likely places differ-
ent requirements on both the germ cells 
and the supporting niche. For example, 
primordial germ cell development in hu-
mans diverges from that of the mouse in 
key aspects (3). It would be instructive to 
determine if molecular hallmarks of human 
oogenesis can be observed in reconstituted 
ovarioids consisting of human PGCLCs cul-
tured with murine FOSLCs. Additionally, 
deriving functional gametes in vitro re-
mains inefficient, even in the well-studied 
mouse model. 

The technical challenges for obtaining 
high-quality cells in humans are thus con-
siderable. Efforts to overcome them will 
inevitably also come up against ethical con-
flicts, especially when the developmental 
competency of later-stage gametes needs 
to be ascertained. Molecular milestones 
for oocyte development will have to be 
used as much as possible, and nonhuman 
primate models will be particularly useful 
for demonstrating the final functionality of 
in vitro–derived gametes in an equivalent 
nonhuman primate system (13–15). Such 
studies will define the contours of the ethi-
cal discourse that the scientific community 
must carefully undertake with the public 
before any clinical application can be con-
sidered and eventually actualized. j
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Generation of follicles for 
in vitro oogenesis
Mouse embryonic stem cells undergo stepwise 
differentiation into anterior ventral intermediate 
mesoderm, which gives rise to fetal ovaries.  
Resulting fetal ovarian somatic cell–like cells are 
cocultured with primordial germ cell–like cells, 
which support maturation into oocytes. These are 
competent to produce live, fertile offspring.
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By Boris Babic1,2,3, Sara Gerke4,5, 
Theodoros Evgeniou6, I. Glenn Cohen5,7 

A
rtificial intelligence and machine 
learning (AI/ML) algorithms are 
increasingly developed in health 
care for diagnosis and treatment of 
a variety of medical conditions (1). 
However, despite the technical prow-

ess of such systems, their adoption has been 
challenging, and whether and how much 
they will actually improve health care re-
mains to be seen. A central reason for this 
is that the effectiveness of AI/ML-based 
medical devices depends largely on the be-
havioral characteristics of its users, who, 
for example, are often vulnerable to well-
documented biases or algorithmic aversion 
(2). Many stakeholders increasingly identify 
the so-called black-box nature of predictive 
algorithms as the core source of users’ skep-
ticism, lack of trust, and slow uptake (3, 4). 
As a result, lawmakers have been moving 
in the direction of requiring the availabil-
ity of explanations for black-box algorith-
mic decisions (5). Indeed, a near-consensus 
is emerging in favor of explainable AI/ML 
among academics, governments, and civil 
society groups. Many are drawn to this ap-
proach to harness the accuracy benefits of 
noninterpretable AI/ML such as deep learn-
ing or neural nets while also supporting 
transparency, trust, and adoption. We ar-
gue that this consensus, at least as applied 
to health care, both overstates the benefits 
and undercounts the drawbacks of requir-
ing black-box algorithms to be explainable. 

EXPLAINABLE VERSUS INTERPRETABLE 
It is important to first distinguish explain-
able from interpretable AI/ML. These are 
two very different types of algorithms with 
different ways of dealing with the problem 
of opacity—that AI predictions generated 

from a black box undermine trust, account-
ability, and uptake of AI. 

A typical AI/ML task requires construct-
ing an algorithm that can take a vector of 
inputs (for example, pixel values of a medi-
cal image) and generate an output pertain-
ing to, say, disease occurrence (for example, 
cancer diagnosis). The algorithm is trained 
on past data with known labels, which 
means that the parameters of a mathemati-
cal function that relate the inputs to the 
output are estimated from that data. When 
we refer to an algorithm as a “black box,” we 
mean that the estimated function relating 
inputs to outputs is not understandable at 
an ordinary human level (owing to, for ex-
ample, the function relying on a large num-
ber of parameters, complex combinations of 
parameters, or nonlinear transformations 
of parameters). 

Interpretable AI/ML (which is not the 
subject of our main criticism) does roughly 
the following: Instead of using a black-box 
function, it uses a transparent (“white-box”) 
function that is in an easy-to-digest form, for 
example, a linear model whose parameters 
correspond to additive weights relating the 
input features and the output or a classifica-
tion tree that creates an intuitive rule-based 
map of the decision space. Such algorithms 
have been described as intelligible (6) and 
decomposable (7). The interpretable algo-
rithm may not be immediately understand-
able by everyone (even a regression requires 
a bit of background on linear relationships, 
for example, and can be misconstrued). 
However, the main selling point of inter-
pretable AI/ML algorithms is that they are 
open, transparent, and capable of being un-
derstood with reasonable effort. Accordingly, 
some scholars argue that, under many con-
ditions, only interpretable algorithms should 
be used, especially when they are used by 
governments for distributing burdens and 
benefits (8). However, requiring interpret-
ability would create an important change to 
ML as it is being done today—essentially that 
we forgo deep learning altogether and what-
ever benefits it may entail.

Explainable AI/ML is very different, even 
though both approaches are often grouped 
together.  Explainable AI/ML, as the term 
is typically used, does roughly the follow-

ing: Given a black-box model that is used 
to make predictions or diagnoses, a second 
explanatory algorithm finds an interpretable 
function that closely approximates the out-
puts of the black box. This second algorithm 
is trained by fitting the predictions of the 
black box and not the original data, and it 
is typically  used to develop the post hoc ex-
planations for the black-box outputs and not 
to make actual predictions because it is typi-
cally not as accurate as the black box. The 
explanation might, for instance, be given in 
terms of which attributes of the input data 
in the black-box algorithm matter most to a 
specific prediction, or it may offer an easy-to-
understand linear model that gives similar 
outputs as the black-box algorithm for the 
same given inputs (4). Other models, such 
as so-called counterfactual explanations or 
heatmaps, are also possible (9, 10). In other 
words, explainable AI/ML ordinarily finds a 
white box that partially mimics the behavior 
of the black box, which is then used as an 
explanation of the black-box predictions. 

 Three points are important to note: First, 
the opaque function of the black box remains 
the basis for the AI/ML decisions, because it 
is typically the most accurate one. Second, 
the white box approximation to the black box 
cannot be perfect, because if it were, there 
would be no difference between the two. It is 
also not focusing on accuracy but on fitting 
the black box, often only locally. Finally, the 
explanations provided are post hoc. This is 
unlike interpretable AI/ML, where the expla-
nation is given using the exact same function 
that is responsible for generating the output 
and is known and fixed ex ante for all inputs. 

A substantial proportion of AI/ML-
based medical devices that have so far been 
cleared or approved by the US Food and 
Drug Administration (FDA) use noninter-
pretable black-box models, such as deep 
learning (1). This may be because black-
box models are deemed to perform better 
in many health care applications, which 
are often of massively high dimensionality, 
such as image recognition or genetic pre-
diction. Whatever the reason, to require an 
explanation of black-box AI/ML systems in 
health care at present entails using post hoc 
explainable AI/ML models, and this is what 
we caution against here. 

TECHNOLOGY AND REGULATION

Beware explanations from AI in health care
The benefits of explainable artificial intelligence are not what they appear
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LIMITS OF EXPLAINABILITY 
Explainable algorithms have been a rela-
tively recent area of research, and much of 
the focus of tech companies and researchers 
has been on the development of the algo-
rithms themselves—the engineering—and 
not on the human factors affecting the fi-
nal outcomes. The prevailing argument for 
explainable AI/ML is that it facilitates user 
understanding, builds trust, and supports 
accountability (3, 4). Unfortunately, current 
explainable AI/ML algorithms are unlikely 
to achieve these goals—at least in health 
care—for several reasons. 

Ersatz understanding
Explainable AI/ML (unlike interpretable 
AI/ML) offers post hoc algorithmically gen-

erated rationales of black-box predictions, 
which are not necessarily the actual rea-
sons behind those predictions or related 
causally to them. Accordingly, the appar-
ent advantage of explainability is a “fool’s 
gold” because post hoc rationalizations of 
a black box are unlikely to contribute to 
our understanding of its inner workings. 
Instead, we are likely left with the false im-
pression that we understand it better. We 
call the understanding that comes from 
post hoc rationalizations “ersatz under-
standing.” And unlike interpretable AI/ML 
where one can confirm the quality of ex-
planations of the AI/ML outcomes ex ante, 
there is no such guarantee for explainable 
AI/ML. It is not possible to ensure ex ante 
that for any given input the explanations 
generated by explainable AI/ML algo-

rithms will be understandable by the user 
of the associated output. By not providing 
understanding in the sense of opening up 
the black box, or revealing its inner work-
ings, this approach does not guarantee to 
improve trust and allay any underlying 
moral, ethical, or legal concerns.

There are some circumstances where the 
problem of ersatz understanding may not 
be an issue. For example, researchers may 
find it helpful to generate testable hypoth-
eses through many different approxima-
tions to a black-box algorithm to advance 
research or improve an AI/ML system. But 
this is a very different situation from regu-
lators requiring AI/ML-based medical de-
vices to be explainable as a precondition of 
their marketing authorization. 

Lack of robustness
 For an explainable algorithm to be trusted, 
it needs to exhibit some robustness. By this, 
we mean that the explainability algorithm 
should ordinarily generate similar explana-
tions for similar inputs. However, for a very 
small change in input (for example, in a few 
pixels of an image), an approximating ex-
plainable AI/ML algorithm might produce 
very different and possibly competing ex-
planations , with such differences not being 
necessarily justifiable or understood even 
by experts. A doctor using such an AI/ML-
based medical device would naturally ques-
tion that  algorithm.

Tenuous connection to accountability 
It is often argued that explainable AI/ML 
supports algorithmic accountability. If the 

system makes a mistake, the thought goes, 
it will be easier to retrace our steps and de-
lineate what led to the mistake and who is 
responsible. Although this is generally true 
of interpretable AI/ML systems, which are 
transparent by design, it is not true of ex-
plainable AI/ML systems because the ex-
planations are post hoc rationales, which 
only imperfectly approximate the actual 
function that drove the decision. In this 
sense, explainable AI/ML systems can serve 
to obfuscate our investigation into a mis-
take rather than help us to understand its 
source. The relationship between explain-
ability and accountability is further attenu-
ated by the fact that  modern AI/ML systems 
rely on multiple components, each of which 
may be a black box in and of itself, thereby 
requiring a fact finder or investigator to 
identify, and then combine, a sequence of 
partial post hoc explanations. Thus, linking 
explainability to accountability may prove 
to be a red herring. 

THE COSTS OF EXPLAINABILITY 
Explainable AI/ML systems not only are un-
likely to produce the benefits usually touted 
of them but also come with additional costs 
(as compared with  interpretable systems or 
with using black-box models alone without 
attempting to rationalize their outputs). 

Misleading in the hands of imperfect users
Even when explanations seem credible, or 
nearly so, when combined with prior beliefs 
of imperfectly rational users, they may still 
drive the users further away from a real un-
derstanding of the model. For example, the 
average user is vulnerable to narrative fal-
lacies, where users combine and reframe 
explanations in misleading ways. The long 
history of medical reversals—the discov-
ery that a medical practice did not work all 
along, either failing to achieve its intended 
goal or carrying harms that outweighed the 
benefits—provides examples of the risks of 
narrative fallacy in health care. Relatedly, 
explanations in the form of deceptively sim-
ple post hoc rationales can engender a false 
sense of (over)confidence. This can be fur-
ther exacerbated through users’ inability to 
reason with probabilistic predictions, which 
AI/ML systems often provide (11), or the us-
ers’ undue deference to automated processes 
(2). All of this is made more challenging be-
cause explanations have multiple audiences, 
and it would be difficult to generate explana-
tions that are helpful for all of them. 

Underperforming in at least some tasks 
If regulators decide that the only algorithms 
that can be marketed are those whose pre-
dictions can be explained with reasonable 
fidelity, they thereby limit the system’s de-
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velopers to a certain subset of AI/ML al-
gorithms. For example, highly nonlinear 
models that are harder to approximate in 
a sufficiently large region of the data space 
may thus be prohibited under such a re-
gime. This will be fine in cases where com-
plex models—like deep learning or ensemble 
methods—do not particularly outperform 
their simpler counterparts (characterized 
by fairly structured data and meaning-
ful features, such as predictions based on 
relatively few patient medical records) (8). 
But in others, especially in cases with mas-
sively high dimensionality—such as image 
recognition or genetic sequence analysis—
limiting oneself to algorithms that can be 
explained sufficiently well may unduly limit 
model complexity and undermine accuracy. 

BEYOND EXPLAINABILITY
If explainability should not be a strict re-
quirement for AI/ML in health care, what 
then? Regulators like the FDA should focus 
on those aspects of the AI/ML system that 
directly bear on its safety and effective-
ness—in particular, how does it perform 
in the hands of its intended users? To ac-
complish this, regulators should place more 
emphasis on well-designed clinical trials, 
at least for some higher-risk devices, and 
less on whether the AI/ML system can be 
explained (12). So far, most AI/ML-based 
medical devices have been cleared by the 
FDA through the 510(k) pathway, requir-
ing only that substantial equivalence to a 
legally marketed (predicate) device be dem-
onstrated, without usually requiring any 
clinical trials (13).

Another approach is to provide individu-
als added flexibility when they interact with 
a model—for example, by allowing them to 
request AI/ML outputs for variations of in-
puts or with additional data. This encour-
ages buy-in from the users and reinforces the 
model’s robustness, which we think is more 
intimately tied to building trust. This is a dif-
ferent approach to providing insight into a 
model’s inner workings. Such interactive pro-
cesses are not new in health care, and their 
design may depend on the specific applica-
tion. One example of such a process is the 
use of computer decision aids for shared de-
cision-making for antenatal counseling at the 
limits of gestational viability. A neonatologist 
and the prospective parents might use the 
decision aid together in such a way to show 
how various uncertainties will affect the 
“risk:benefit ratios of resuscitating an infant 
at the limits of viability” (14). This reflects a 
phenomenon for which there is growing evi-
dence—that allowing individuals to interact 
with an algorithm reduces “algorithmic aver-
sion” and makes them more willing to accept 
the algorithm’s predictions (2).

From health care to other settings 
Our argument is targeted particularly to 
the case of health care. This is partly be-
cause health care applications tend to rely 
on massively high-dimensional predictive 
algorithms where loss of accuracy is par-
ticularly likely if one insists on the ability 
of good black-box approximations with 
simple enough explanations, and expertise 
levels vary. Moreover, the costs of misclas-
sifications and potential harm to patients 
are relatively higher in health care com-
pared with many other sectors. Finally, 
health care traditionally has multiple ways 
of demonstrating the reliability of a product 
or process, even in the absence of explana-
tions. This is true of many FDA-approved 
drugs. We might think of medical AI/ML as 
more like a credence good, where the epis-
temic warrant for its use is trust in someone 
else rather than an understanding of how it 
works. For example, many physicians may 
be quite ignorant of the underlying clini-
cal trial design or results that led the FDA 
to believe that a certain prescription drug 
was safe and effective, but their knowledge 
that it has been FDA-approved and that 
other experts further scrutinize it and use 
it supplies the necessary epistemic warrant 
for trusting the drug. But insofar as other 
domains share some of these features, our 
argument may apply more broadly and hold 
some lessons for regulators outside health 
care as well.   

When interpretable AI/ML is necessary
Health care is a vast domain. Many AI/ML 
predictions are made to support diagno-
sis or treatment. For example, Biofourmis’s 
 RhythmAnalytics is a deep neural network 
architecture trained on electrocardiograms to 
predict more than 15 types of cardiac arrhyth-
mias (15). In cases like this, accuracy matters 
a lot, and understanding is less important 
when a black box achieves higher accuracy 
than a white box. Other medical applica-
tions, however, are different. For example, 
imagine an AI/ML system that uses predic-
tions about the extent of a patient’s kidney 
damage to determine who will be eligible for 
a limited number of dialysis machines. In 
cases like this, when there are overarching 
concerns of justice— that is, concerns about 
how we should fairly allocate resources—ex 
ante transparency about how the decisions 
are made can be particularly important or 
required by regulators. In such cases, the best 
standard would be to simply use interpre-
table AI/ML from the outset, with clear pre-
determined procedures and reasons for how 
decisions are taken. In such contexts, even if 
interpretable AI/ML is less accurate, we may 
prefer to trade off some accuracy, the price 
we pay for procedural fairness. 

CONCLUSION
 We argue that the current enthusiasm 
for explainability in health care is likely 
overstated: Its benefits are not what they 
appear, and its drawbacks are worth high-
lighting. For health AI/ML-based medical 
devices at least, it may be preferable not 
to treat explainability as a hard and fast 
requirement but to focus on their safety 
and effectiveness. Health care profession-
als should be wary of explanations that 
are provided to them for black-box AI/ML 
models. Health care professionals should 
strive to better understand AI/ML systems 
to the extent possible and educate them-
selves about how AI/ML is transforming 
the health care landscape, but requiring 
explainable AI/ML seldom contributes to 
that end. j
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n Just Algorithms, Christopher Slobogin 
develops two careful and sustained com-
parative arguments in favor of automat-
ing the nature and duration of criminal 
sentencing in the United States along 
with principles to govern the machinery 

of this automation. The primary purpose 
of the book is to counter recent arguments 
against automated jurisprudence, 
especially those made concerning 
potential biases inherent in com-
putational risk assessment instru-
ments (RAIs) (1–5).

In the book’s first chapter, 
“Rationale,” Slobogin argues that 
attorneys, mental health profes-
sionals, judges, and parole board 
members frequently impose and 
enforce harmful legal decisions 
and that, while computational 
simulations are imperfect, they 
are increasingly valid, fair, and just pre-
dictors of an individual’s future criminal 
tendencies. In support of this assertion, he 
summarizes his 2015 paper (6), in which he 
claimed that core elements of US culture, 
such as individualism, an adversarial justice 
system, the “laissez-faire, winner-or-loser 
ethos” of the country’s political economy, 

SOCIAL SCIENCE

Better algorithms are key to reducing bias in criminal 
sentencing, argues a legal scholar

By Michael Spezio

B O O K S  e t  a l .

Automating incarceration

the punitive character of “fundamental-
ist Christians,” and historic racism are so 
entrenched that they will stymie all efforts 
designed to reduce incarceration and end ra-
cial bias in the US criminal justice system. 
The book’s central chapters—“Fit,” “Validity,” 
and “Fairness”—specify and support the le-
gal principles that must govern the design, 
implementation, auditing, and revision of al-
gorithms used in automated jurisprudence. 

In “Fit,” Slobogin describes 
the criteria an RAI must meet to 
conform to the law’s specification 
of risk. These include the ability 
to provide a “more-likely-than-
not standard” of the probability 
of risk that an individual will 
commit a specific set of actions 
within a given time period rela-
tive to his or her assigned group, 
in the absence of any legal con-
straints such as house arrest or 
incarceration. RAIs that could 

meet the specificity criterion would be 
those trained to predict only “conviction for 
the most serious violent offenses.” 

In his chapter on fairness, Slobogin con-
cedes that allegations that RAIs violate the 
Equal Protection Clause of the 14th Amend-
ment have “more than a grain of truth.” He 
argues, however, that RAIs that are fit and 
valid will not discriminate on the basis of 
race or other constitutionally protected cat-
egories, even if their use “has a disparate 
racial or sex-based impact.” 

To ensure that RAIs are applied fairly un-
der the 14th Amendment, Slobogin argues 
that they must be used to estimate risk only 
by simulating future violent crimes, not fu-
ture missed court dates, other types of mis-
demeanors, or nonviolent felonies. He also 
advocates the use of “race-conscious calibra-
tion…which involves creating different al-
gorithms for different ethnicities or races.” 

Slobogin’s primary argument in favor of 
RAI-based sentencing appears in his pen-
ultimate chapter, “Structure.” Here, he con-
trasts the advantages of preventive justice, 
wherein an individual is incarcerated on 
the assumption that they would otherwise 
represent a future violent threat to soci-
ety, with the many disadvantages of “just 
desert” theory, in which incarceration is 
intended only to punish an individual for 
past crimes. The crux of his argument is 
that “both desert and risk are crucial con-
siderations in fashioning sentences in indi-
vidual cases, and arguably are the principal 
considerations in that context.” RAIs, he 
maintains, will increase fairness in plea bar-
gaining and charging decisions and “should 
trigger more oversight of a post-conviction 
process that has long been ignored.”

Ultimately, however, the book does little 
to allay concerns about the inherent po-
tential of algorithms to perpetuate racial 
discrimination in criminal sentencing, pri-
marily because Slobogin tends to minimize 
the potential effects of systemic racism on 
the probability that one will be implicated 
in a violent crime. Biased data will always 
result in processes that are resistant to at-
tempts to achieve algorithmic fairness.

Nonetheless, Just Algorithms is one of 
the first in-depth, systematic legal argu-
ments in favor of automating justice that 
considers legal and scientific aspects of 
criminal punishment via the simulation of 
recidivism. As such, the book is necessary 
reading for anyone seriously interested in 
criminal justice reform and the ethical, le-
gal, and social implications of applying data 
science technologies in judicial contexts. j
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n 1771, an idealistic British naturalist 
named Henry Smeathman set sail for Af-
rica on a collecting trip. The 29-year-old’s 
destination was Sierra Leone, famed 
as a center of the colonial slave trade. 
Smeathman hoped not only to amass 

a treasure trove of insect specimens—his 
particular area of interest—but also, along 
the way, to better educate his fellow Eng-
lishmen about Black Africans, whom he 
saw as a “little-known and much misrepre-
sented people.” He would fail on both counts. 

Much of Smeathman’s collection was lost 
to transportation disasters. His 
ideals, meanwhile, were worn 
away by financial desperation 
and by the company he kept with 
friendly, cash-rich slave trad-
ers. By 1773, Smeathman was 
trafficking enslaved people to 
support his collections. He was 
far from the only naturalist to 
become entangled with slavery 
and its handy shipping routes, 
notes Sam Kean in The Icepick 
Surgeon, but his story provides 
an excellent example of “how 
intertwined science and slavery 
were” and how easily the lucra-
tive practice could undermine 
the morals of even the best-
intentioned scientist. 

The question of “what pushes 
men and women to cross the 
line and commit crimes and mis-
deeds in the name of science” is 
the focus of The Icepick Surgeon, 
which explores several centuries’ 
worth of dubious research deci-
sions, from morally compromised collec-
tors of the past to forensic fraudsters of the 
present. It is an intriguing question, and the 
book—although sometimes imperfect in its 
logic—serves as an important reminder that 
science is ever a human enterprise. 

Quoting Carl Jung, Kean notes that “an 
evil person lurks inside all of us, and only 
if we recognize that fact can we hope to 
tame them.” That we often fail at taming 

these impulses is the premise connecting 
the separate stories of the book, an ap-
proach Kean has used with great charm 
in previous books. A guided tour through 
scientific misdeeds such as grave-robbing 
and torture, however, offers trickier terrain 
to explore and less opportunity for charm. 

Still, Kean’s talent for spinning a delight-
ful tale shines on occasion. A chapter titled 
“Sabotage: The Bone Wars,” for example, 
which looks at the way scientists have 
sometimes sought to sabotage each other’s 
work, manages to be comically engag-
ing and dismaying at the same time. This 
tale involves two leading paleontologists 

of the late 19th century, Edward Drinker 
Cope and Othniel Charles Marsh, who ob-
sessively attempted to outdo one another. 
They deliberately smeared each other’s 
reputations, stole fossils, and even salted 
digs with fraudulent material. In the end, 
however, Cope and Marsh did more harm 
to each other than to the profession itself. 
Their rivalry helped stock museums with 
valuable specimens, led to discoveries of 
new dinosaur species, and spurred public 
interest in these long-vanished creatures. 

In other chapters, the stories are ug-
lier, and the logic by which Kean con-

nects them to the bigger scientific picture 
is sometimes unclear. A chapter on Nazi 
medical experiments, for example, segues 
into American infectious disease studies 
that deceptively used people of color as 
test subjects but passes over the American 
eugenics movement of the early 20th cen-
tury. This is strange, considering that the 
eugenics movement served as direct inspi-
ration for some of the Nazis’ most destruc-
tive “scientific” policies. 

Meanwhile, a chapter on science and 
murder revolves around a gruesome 19th-
century incident in which one Harvard 
University researcher killed another. The 

crime derived from an unpaid 
personal debt, however, and did 
not occur “in the name of sci-
ence” itself. Here again, Kean 
rather puzzlingly ignores more 
relevant instances in which re-
searchers used direct scientific 
knowledge—such as a familiar-
ity with cyanide or thallium—to 
commit murder (1, 2).

The terrain over which the 
book treads is murky, wide-rang-
ing, and complex, and not every 
troubling story can be told. There 
is no chapter, for instance, on sex-
ual misconduct, despite burgeon-
ing evidence that it is a pervasive 
problem in the scientific commu-
nity. But Kean ultimately succeeds 
in touching on many issues that 
have fueled doubts about scien-
tists, including some doubts of 
his own. Quoting Albert Einstein, 
he writes: “Most people say that 
it is the intellect which makes a 
great scientist. They are wrong: it 

is character.” Kean once dismissed this as a 
facile line, he writes in his conclusion. But he 
has come to believe it to be entirely true. j
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Edited by Jennifer Sills

Undermining Colombia’s 
peace and environment
In 2016, Colombia’s government and the 
Revolutionary Armed Forces of Colombia 
(FARC) signed a long-awaited peace agree-
ment. Although promising for Colombia’s 
people, the agreement came with envi-
ronmental risks given that FARC had 
unintentionally protected vast areas of 
forest by using them as camouflage (1). 
Because Colombia had enjoyed a trend of 
improvements in safety (2), wealth (3), and 
equity (4)—socioeconomic variables that 
affect the relationship people have with the 
environment (5, 6)—it seemed possible that 
Colombia’s government could work with 
local communities to better protect the 
country’s important biodiversity and ecosys-
tems. Unfortunately, with the 2018 election 
of President Iván Duque, the local commu-
nities critical to environmental stewardship 
have been put in jeopardy once again. 

Duque openly campaigned against the 
2016 peace agreement and has worked to 
undermine it since the election. He objected 
to the  Special Jurisdiction for Peace, a 
transitional tribunal that investigates 
crimes against humanity committed by 
all actors involved in Colombia’s decades-
long conflict (7). His administration also 
launched a controversial military opera-
tion that penalized local communities for 
their relatively small role in deforestation 
without prosecuting the well-connected and 
politically influential actors known to drive 
deforestation at a substantially larger scale 
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Colombia’s policies 
put the endangered 

ecosystems of 
the páramos at risk. 

(8). In June, Duque’s government seemed 
to take a positive step by supporting a new 
law that creates opportunities for fight-
ing against deforestation (9). However, his 
political party undermined this progress by 
blocking both the ratification of the Escazú 
Agreement (10), a Latin American and 
Caribbean treaty that pledges multilateral 
efforts toward sustainability and environ-
mental protection in an effort to support 
the most vulnerable people, and the imple-
mentation of the Agrarian Specialty project 
(11), an initiative aligned with the goals of 
the peace agreement that would have facili-
tated resolutions to land disputes.

Environmental protection in Colombia 
depends on the empowerment and coop-
eration of local people (12). The rapid 
increase in violence, poverty, and ineq-
uity that coincides with Duque’s actions 
against the peace process (2–4) has created 
societal conditions that could accelerate 
the disruption of endangered ecosystems, 
including forests and páramos (high-alti-
tude wetlands and biodiversity hotspots), 
that provide indispensable benefits within 
and beyond Colombia’s borders. The 2022 
elections in Colombia will be critical for 
both people and ecosystems. Scientists 
must speak up to educate candidates and 
voters about the socio-environmental con-
sequences of their actions.
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 EU Court to rule on 
banned pesticide use 
In 2013, after evidence demonstrated the 
adverse effects of neonicotinoids on bees 
(1, 2), the European Commission limited 
the use of clothianidin, thiamethoxam, 
and imidacloprid outside of permanent 
greenhouses. After an evaluation, these 
bans were strengthened in 2018 (3). In 
May, the Court of Justice of the European 
Union upheld the legality of these bans 
(4). However, this decision does not 
address a loophole used by many EU 
member states to continue to permit the 
use of neonicotinoids.

 EU member states have relied on a 
provision in the EU pesticide regulation 
that allows the short-term authorization 
of pesticides in “emergency situations” 
where “such a measure appears neces-
sary because of a danger which cannot be 
contained by any other reasonable means” 
(5). The regulation does not further define 
what constitutes an emergency. Given 
this lack of explicit constraints, several 
member states allow the “emergency 
authorization” of banned neonicotinoids 
for major crops, particularly sugar beets, 
on a recurring basis (6). 

The Court of Justice of the EU will soon 
interpret what constitutes an emergency 
in a case that could substantially affect 
both agricultural practices and the 
conservation of pollinating insects in 
Europe (7). Important questions in this 
case include whether the use of pesticide-
coated seeds in outdoor crops can be 
considered an emergency measure (in 
light of the fact that the use of such seeds 
implies that the prospective danger is not 
unexpected); whether foreseeable, com-
mon, or cyclical threats to plants, such as 
annual pest occurrence, can constitute an 
emergency; and the extent to which costs 
can be considered in determining whether 
an alternate means of pest control is 
“reasonable.” It is almost by definition dif-
ficult to define “emergency,” given that the 
word implies an element of the unknown, 
but in this legal context, it must be con-
strued restrictively. 

Allowing emergency derogation when the 
harm to be prevented is regular and foresee-
able, and alternative means of preventing 

the harm are available (8), undermines both 
the ban and the intent of the pesticide regu-
lation. Instead, it is incumbent on Member 
States to require and support alternative 
methods of pest control.

Yaffa Epstein1*, Guillaume Chapron2, 
François Verheggen3

1Swedish Collegium for Advanced Study and 
Department of Law, Uppsala University, Uppsala, 
Sweden. 2Department of Ecology, Swedish 
University of Agricultural Sciences, Uppsala, 
Sweden. 3Gembloux Agro-Bio Tech, 
University of Liège, Gembloux, Belgium.
*Corresponding author. 
Email: yaffa.epstein@jur.uu.se

REFERENCES AND NOTES

 1. P. R. Whitehorn et al., Science 336, 351 (2012). 
 2. M. Henry et al., Science 336, 348 (2012).
 3. European Food Safety Authority, “Neonicotinoids: risks 

to bees confirmed” (2018); www.efsa.europa.eu/en/
press/news/180228.

 4. Bayer CropScience AG and Bayer AG v. European 
Commission (Case C-499/18 P, 2021).

 5. “Consolidated text: Regulation (EC) No. 1107/2009 
of the European Parliament and of the Council of 21 
October 2009 concerning the placing of plant protec-
tion products on the market” (2021); Article 53; https://
eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX
%3A02009R1107-20210327.

 6. European Commission Directorate-General for 
Health and Food Safety, “Emergency authorisa-
tions in the Member States” (2021); https://
ec.europa.eu/food/plants/pesticides/
approval-active-substances/renewal-approval/
neonicotinoids_en#emergency_authorisations_.

 7. Pesticide Action Network v. Belgium (Case C-162/21, 
2021).

 8. H. Jactel et al., Environ. Int. 129, 423 (2019).

10.1126/science.abj9226

Maximize EU pollinator 
protection: Minimize risk
Bees and other pollinators play vital roles 
in biodiversity and food security, and they 
are a source of income and inspiration. 
Yet, bees’ biodiversity and abundance are 
decreasing every day. Their decline, driven 
by pesticides (1–3), poses serious threats to 
the environment, ecosystems, and human 
health. The European pesticide authori-
zation framework states that a pesticide 
can only be put on the market if it has 
no harmful effects on human health or 
animal health and no unacceptable effects 
on the environment (4). EU ministries 
met in June to decide what constitutes an 
“acceptable” effect of a pesticide on bees 
(5). Despite scientific evidence indicat-
ing that the current level of protection is 
barely adequate, they tentatively agreed 
to provide even less protection moving 
forward (5). We call on EU governments to 
apply the maximum level of protection of 
pollinators from pesticides (6). 

In 2013, the European Food Safety 
Authority, at the request of EU mem-
ber state governments, set a maximum 

acceptable level of 7% reduction on colony 
size (i.e., number of bees per colony) (7). 
Many beekeepers, environmentalists, 
and scientists have argued that scientific 
evidence shows that 7% is already too high 
(the only truly acceptable level would be 
0%) (8). Evidence also shows that wild pol-
linator species, which are more vulnerable 
than honey bees to pesticides (9), continue 
to rapidly decline (10–12). Disregarding the 
abundant evidence and the consensus of 
scientists, the EU ministries agreed to raise 
the acceptable maximum from 7 to 10% (5).  

The impact of pesticides on pollina-
tors is vast, clear, and increasingly well 
documented. The EU ministries must 
act responsibly and make the rigorous 
decisions that will protect biodiversity by 
basing their regulatory requirements on 
scientific evidence. They must not accept 
any negative impact on honey bee colonies 
or other pollinators due to pesticide expo-
sure. EU ministries should never lower the 
level of protection for bees. Doing so puts 
future generations at risk of living in a 
world without pollinators.
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CHROMATIN

Chromatin landscape 
dictates remodeling
Large, multicomponent molecular 
machines known as mammalian 
SWI/SNF (mSWI/SNF) chro-
matin-remodeling complexes 
play critical roles in governing 
the architecture of our genomes. 
These entities bind to chromatin 
(DNA assembled on proteins) 
inside the nucleus and dictate 
which regions of DNA, and thus 

which genes in our genome, are 
made accessible. It is critical that 
this process happens at the right 
times and for the right genes in 
cells, because disruptions cause 
diseases such as cancers and 
neurodevelopmental disorders. 
Mashtalir et al. uncovered molec-
ular cues that direct complex 
activities on chromatin, informing 
specific interactions that may be 
amenable to therapeutic target-
ing. This combinatorial approach, 
which considers many factors 

involved in determining mSWI/
SNF activity, provides a valuable 
resource for understanding the 
binding and activity of chromatin-
remodeling complexes. —DJ

Science, abf8705, this issue p. 306

GAS SEPARATION

Channeling 
carbon dioxide
The separation of gas mol-
ecules with physisorbents can 

NATURAL HAZARDS

A deadly cascade

A
catastrophic landslide in Uttarakhand state in India on February 2021 damaged 
two hydropower plants, and more than 200 people were killed or are missing. 
Shugar et al. describe the cascade of events that led to this disaster. A massive 
rock and ice avalanche roared down a Himalayan valley, turning into a deadly 
debris flow upstream from the first of the two hydropower plants. The sequence of 

events highlights the increasing risk in the Himalayas caused by increased warming and 
development. —BG   Science, abh4455, this issue p. 300
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be challenging because there 
is often a tradeoff between 
capacity and selectivity. Zhou 
et al. report a template-free 
hydrothermal synthesis of the 
one-dimensional channel zeolite 
mordenite, in which some 
silicon was replaced by iron. 
Rather than forming a powder 
that requires further shap-
ing, this mechanically stable 
material self-assembled into 
monoliths. Iron atoms bound 
in tetrahedral zeolite sites nar-
rowed the channels and enabled 
the size-exclusion separation 
of carbon dioxide (CO2) over 
nitrogen (N2) and methane. High 
CO2 uptake and highly efficient 
CO2–N2 separation was demon-
strated for both dry and humid 
conditions. —PDS

Science, aax5776, this issue p. 315

MATERIALS SCIENCE

Autonomous self-healing
The ability to autonomously 
restore shape or self-heal are 
useful properties that have been 
incorporated into a range of 
materials, including metals and 
polymers. Bhunia et al. found 
that both of these abilities could 
be achieved in piezoelectric 
molecular crystals, specifically 
bipyrazole organic crystals. 
When the crystals are fractured, 
they develop charged surfaces 
that attract each other, drawing 
the two faces together to enable 
self-repair as long as they 
remain within a critical distance 
of each other. The effect can 
also be seen in other non-
centrosymmetric piezoelectric 
crystals. —MSL

Science, abg3886, this issue p. 321

OXIDE ELECTRONICS

A transient metal
Vanadium dioxide is known to 
have a coupled structural and 
electronic transition that can be 
accessed through light, thermal, 
or electrical excitation. Ultrafast 
optical studies of this insulator-
to-metal transition indicate that 
it is mediated by the formation 
of a transient metallic phase 
that retains the structure of the 
original insulating phase. Sood et 
al. show that a similar sequence 

A section of ice and rock on Ronti peak that broke away, leading to an avalanche, is highlighted in red.
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occurs when the material 
is electrically excited with a 
series of voltage pulses. Using 
ultrafast electron diffraction, 
the researchers monitored the 
structure of a vanadium dioxide 
sample after excitation and 
found evidence of a metastable 
metallic phase that appears dur-
ing the transition. —JS

Science, abc0652, this issue p. 352

NEUROSCIENCE

Conserved spatial 
memory mechanisms
Food-caching birds are memory 
specialists that can remember 
thousands of hidden food items. 
Using electrophysiological 
recordings from freely behav-
ing birds, Payne et al. analyzed 
neuronal activity in the likely 
hippocampus homolog of 
two bird species, the tufted 
titmouse and the zebra finch. 
They chose these two species 
to compare, respectively, birds 
that do and do not display food-
caching behavior. Place cells 
and typical hippocampal firing 
patterns that resembled rodent 
neuronal activity could be 
detected in the extreme mem-
ory specialists. Compared with 
titmice, however, spatial activity 
was noticeably weaker and 
less abundant in zebra finches. 
These findings provide evidence 
that the neural processes 

underlying spatial memory are 
remarkably conserved across 
widely divergent hippocampal 
circuits separated by millions of 
years of evolution. —PRS

Science, abg2009, this issue p. 343

EMERGING INFECTIONS

Correlates of protection
Vaccines against Ebola virus 
(EBOV) are difficult to test in 
humans because of the spo-
radic nature of EBOV outbreaks. 
Therefore, understanding cor-
relates of protection in preclinical 
models is necessary. Meyer et 
al. tested five candidate mucosal 
EBOV vaccines in cynomolgus 
macaques and showed that, 
despite sharing the same EBOV 
glycoprotein as an antigen, they 
varied in their ability to protect 
animals from EBOV challenge. 
The authors interrogated cor-
relates of protection and found 
that functional qualities of the 
antibody response were associ-
ated with protection. By contrast, 
neutralizing antibody titers did 
not correlate with survival. Thus, 
looking beyond the presence of 
neutralizing antibodies may be 
necessary to understand the 
protective effect of EBOV vac-
cines. —CSM

Sci. Transl. Med. 13, eabg6128 (2021).

NEUROSCIENCE

Coordinated pause 
for plasticity
Protein synthesis and structural 
remodeling in dendritic spines 
mediate synaptic plasticity, 
the long-lasting changes in 
neuronal connectivity that 
underlie learning and memory. 
Mendoza et al. determined how 
these processes are coordi-
nated. In mouse hippocampal 
neurons, glutamate-induced 
phosphorylation of the transla-
tion elongation factor eEF1A2 
triggered its dissociation from 
its activator, thereby transiently 
inhibiting protein synthesis. 
This phosphorylation event 
also triggered the dissociation 
of eEF1A2 from actin fibers, 
thereby facilitating cytoskeletal 
remodeling. —LKF

Sci. Signal. 14, eabf5594 (2021). 
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IN OTHER JOURNALS

PHYSIOLOGY

Too hot to freeze

E
mbryonic sharks grow within external cases that are 
often translucent. In response to signs of predators, the 
embryos of several shark species become motionless 
(or “freeze”). The amount of time that they can remain still 
is limited by their need for oxygen exchange stimulated by 

their movement. Ripley et al. exposed small-spotted catshark 
embryos to water at 15° and 20°C, and found that the time 
they could remain motionless was reduced by sevenfold at the 
higher temperature. Although the precise mechanism was not 
clear, the authors conclude that this was in part a result 
of higher metabolic requirements at higher temperatures. 
Thus, the ability to “freeze” at higher temperatures may be 
compromised, leading to higher rates of predation in warmer 
oceans. —SNV   Conserv. Physiol. 9, coab045 (2021).

RESEARCH   |   IN SCIENCE JOURNALS

A small-spotted catshark (Scyliorhinus canicular) embryo within 
its translucent egg case
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Conserved brain circuits enable spatial 
recall for seed-caching tufted titmice.
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LIPID MEMBRANES

Permeability depends 
on chirality
In biological systems, nucleic 
acids, proteins, and lipids, 
which are the building blocks 
of cells, have set chirality, 
whereas natural secondary 
metabolites and synthetic 
drugs can have more varied 
stereochemistry, even when 
using familiar elements such 
as amino acids or sugars. Hu 
et al. investigated how varying 
the chirality of alkyne-labeled 
amino acids changed their 
permeability through a phos-
pholipid bilayer in a specially 
designed microfluidics setup. 
There were considerable dif-
ferences for some amino acids 
and dipeptides, which could 
be eliminated by using achiral 
lipids or reversed by using 
abiological lipids of opposite 
chirality. —MAF

Nat. Chem. 10.1038/

s41557-021-00708-z (2021).

CELL BIOLOGY

Keeping warm one 
cell at a time
Adipose thermogenesis is a 
conserved response to environ-
mental cold or dietary excess 
and is classically triggered 
by ligand-dependent recep-
tor activation. Johansen et al. 
report that cold regulation of 
Gs-coupled receptor expres-
sion represents a parallel point 
of control. Gpr3 turns out to 
be the most cold-induced 
Gs-coupled receptor in both 
brown and beige thermogenic 
adipose tissues. GPR3 has high 
basal Gs-coupled activity in 
the absence of an exogenous 
ligand. Mimicking the cold 
induction of Gpr3 triggered 
cAMP production, activated 
the thermogenic response, 
and counteracted metabolic 
disease in mice. A disease-
associated genetic variant in 
GPR3 in patient-derived adipo-
cytes revealed that GPR3 also 
acts as a regulator of human 
thermogenic adipose tissue. 
Targeting GPR3 could thus 
enable therapeutic stimulation 

used electron microscopy to 
determine the structure of a 
dimer at 2.1-angstrom resolu-
tion. Although a polar cavity 
extends from the cytoplasm 
into the membrane, confor-
mational changes would be 
required to open a conduction 
pathway across the membrane. 
In liposomes, SARS-CoV-2 
3a has a non selective cation 
channel activity that is blocked 
by polycation channel inhibi-
tors. —VV

Nat. Struct. Mol. Biol. 10.1038/

s41594-021-00619-0 (2021).

ORGANIC CHEMISTRY

Catalyst versatility
Asymmetric catalysis relies on 
subtle interactions that bias a 
reaction toward one product 
at the expense of its mirror 
image. Strassfeld et al. studied 
the particular influences at 
play in a squaramide-catalyzed 
ring opening of oxetanes 
(C–C–C–O cycles). They found 
that two different mechanisms 
were operating simultaneously, 
respectively co-catalyzed by 
Lewis and Brønsted acids. The 
optimal catalyst induced high 
selectivity in both of them, 
attributable through model-
ing to favorable cation-pi and 
hydrogen-bonding interac-
tions. Results such as these 

can shed light more generally 
on the nature of privileged 
catalyst motifs that prove 
selective in multiple distinct 
reaction scenarios. —JSY

J. Am. Chem. Soc. 143, 9585 (2021).

ASTROPARTICLE PHYSICS

Supernova neutrinos 
reveal no secrets
In the Standard Model of 
particle physics, neutrinos 
only interact through the 
weak nuclear force. Several 
proposed extensions to the 
Standard Model introduce 
additional ways that neutrinos 
could interact with each other 
(but not with different types of 
particles), and these are known 
as secret interactions. Shalgar 
et al. calculated how any secret 
interactions would affect 
core-collapse supernovae, in 
which an explosion is driven 
by a vast flux of neutrinos 
flowing outward from a dying 
star’s core. If there were secret 
interactions, then neutrinos 
would become trapped in the 
core and no supernova would 
occur. The authors used this 
to set upper limits on neutrino 
physics beyond the Standard 
Model. —KTS
Phys. Rev. D 103, 123008 
(2021). P
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Model for the structure of the putative SARS-CoV-2 transmembrane ion channel 
dimer ORF3A at 2.1 Å

of thermogenic adipose tissue 
in metabolic disease. —SMH

Cell 184, 3502 (2021).

CANCER IMMUNOLOGY

I’ll see melanoma too
Type 2 innate lymphoid cells 
(ILC2s) are known to help initi-
ate and coordinate allergic and 
anthelmintic immunity. Recent 
studies have also pointed to 
the role that ILC2s play in the 
promotion and inhibition of 
various cancers. Jacquelot et 
al. show that in melanoma, 
ILC2s infiltrate tumors and 
control antitumor immunity. 
Tumor-infiltrating ILC2s 
produce the proinflammatory 
cytokine GM-CSF, which in 
turn enhances the recruit-
ment, activation, and survival 
of anti-melanoma eosinophils. 
Notably, these ILC2s also 
express programmed cell 
death protein-1 (PD-1), which 
dampens their antitumor 
activity. When the authors 
combined anti–PD-1 immuno-
therapy with administration of 
the ILC2-activating cytokine 
interleukin-33 in a mouse 
model of melanoma, they saw 
better antitumor responses. 
ILC2 and eosinophil accumula-
tion in tumors correlated with 
improved melanoma patient 
survival, suggesting that these 
cell populations have potential 
as cancer immunotherapy 
targets. —STS

Nat. Immunol. 22, 851 (2021).

STRUCTURAL BIOLOGY

Transmembrane targets
In the battle against COVID-
19, attention has focused on 
the severe acute respiratory 
syndrome coronavirus 2 
(SARS-CoV-2) spike protein, 
which initiates viral entry into 
host cells, and on viral proteins 
directly involved in replication. 
However, other viral proteins 
also play a role in pathoge-
nicity and are potential drug 
targets. Kern et al. focused 
on ORF3A, a transmembrane 
protein that is implicated in 
apoptosis and inhibition of 
autophagy and may form 
an ion channel. The authors 
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IMMUNOLOGY

Regulating germinal 
center contraction
Germinal centers (GCs) in 
secondary lymphoid organs are 
where mature B cells expand 
and differentiate. Although 
GC formation is well studied, 
the control of GC duration and 
contraction is less well under-
stood. Using intravital imaging 
of mouse GCs and single-cell 
RNA sequencing, Jacobsen et 
al. report that T follicular helper 
(TFH) cells are a critical player in 
this process. They found that 
some late-GC TFH cells upregu-
late the transcription factor 
FOXP3 and acquire a regula-
tory T cell–like phenotype. 
These cells are distinct from T 
follicular regulatory (TFR) cells 
and, unlike TFR cells, are needed 
to shut down the GC reaction. 
Tweaking this process may be 
key to extending GC lifetimes 
and enhancing antibody 
responses in the context of vac-
cination. —STS

Science, abe5146, this issue p. 297

MICROBIOLOGY

Cleansing the cytosol
Most human cells, not just 
those belonging to the immune 
system, mount protective 
responses to infection when 
activated by the immune cyto-
kine interferon-gamma (IFN-g). 
How IFN-g confers this function 
in nonimmune cells and tissues 
is poorly understood. Gaudet et 
al. used genome-scale CRISPR/
Cas9 gene editing to identify 
apolipoprotein L-3 (APOL3) as 
an IFN-g–induced bactericidal 
protein that protects human 
epithelium, endothelium, and 
fibroblasts against infec-
tion (see the Perspective by 
Nathan). APOL3 directly targets 
bacteria in the host cell cytosol 
and kills them by dissolving 
their anionic membranes into 
lipoprotein complexes. This 
work reveals a detergent-
like mechanism enlisted 
during human cell-autonomous 

immunity to combat intracellu-
lar pathogens. —SMH

Science, abf8113, this issue p. 296;

see also abj5637, p. 276

DEVELOPMENTAL BIOLOGY

Reconstituting the 
ovarian follicle
Recent advances have enabled 
the generation of oocytes from 
pluripotent stem cells in vitro. 
However, these cells require 
a somatic environment to 
develop fully as reproductive 
cells. Yoshino et al. applied what 
is known about differentiation 
processes in vivo to determine 
a culture condition to differenti-
ate embryonic stem cells into 
gonadal somatic cell–like cells 
(see the Perspective by Yang 
and Ng). When the embryonic 
stem cell–generated ovarian 
gonadal tissue was combined 
with early primordial germ cells 
or in vitro–derived primordial 
germ cell–like cells, germ cells 
developed into viable oocytes 
within the reconstituted follicles 
that could be fertilized and result 
in viable offspring. This system 
enables an alternative method 
for mouse gamete production 
and advances our understanding 
of mammalian reproduction and 
development. —BAP

Science, abe0237, this issue p. 298;

see also abj8347, p. 282

CORONAVIRUS

Added value of PCR 
testing for COVID-19
During the severe acute respira-
tory syndrome coronavirus 
2 (SARS-CoV-2) pandemic, 
polymerase chain reaction 
(PCR) tests were generally 
reported only as binary positive 
or negative outcomes. However, 
these test results contain a 
great deal more information 
than that. As viral load declines 
exponentially, the PCR cycle 
threshold (Ct) increases linearly. 
Hay et al. developed an approach 
for extracting epidemiological 

information out of the Ct values 
obtained from PCR tests used 
in surveillance for a variety of 
settings (see the Perspective 
by Lopman and McQuade). 
Although there are challenges 
to relying on single Ct values for 
individual-level decision-making, 
even a limited aggregation of 
data from a population can 
inform on the trajectory of the 
pandemic. Therefore, across 
a population, an increase in 
aggregated Ct values indicates 
that a decline in cases is occur-
ring. —CA

Science, abh0635, this issue p. 299;

see also abj4185, p. 280

ZEOLITE CHEMISTRY

Fencing in radicals
Zeolite catalysis could poten-
tially offer a more direct route 
from methane to methanol. 
However, current catalysts 
tend to deactivate too quickly 
for practical use. Snyder et al. 
investigated the deactivation 
mechanism using Mössbauer 
and Raman spectroscopy and 
accompanying simulations (see 
the Perspective by Scott). Their 
results suggest that in zeolites 
with large apertures, after iron 
active sites strip hydrogen from 
methane, the resulting methyl 
radicals can leak away and 
deactivate other iron centers. 
Zeolites with tighter apertures 
can keep the radicals nearby 
longer, favoring the formation of 
methanol. —JSY

Science, abd5803, this issue p. 327;

see also abj4734, p.277

NANOMATERIALS

Shape and nanocrystal 
transformations
Cation exchange reactions that 
change the composition of a 
nanocrystal (NC) under mild 
conditions usually preserve the 
sublattice of the larger anions. 
Li et al. found that the shape of 
roxbyite (Cu1.8S) nanocrystals, 
which have a distorted, hex-
agonal, close-packed sulfide 

anion sublattice, affected the 
outcome of exchange reactions 
with cobalt ions. Flat nanoplates 
retained the anion lattice and 
formed cobalt sulfide, but tall 
nanorods transformed into 
Co9S8 nanocrystals with a cubic, 
close-packed structure. Facile 
crystal plane sliding in the taller 
nanocrystals appears to have 
driven the different layer stack-
ing of sulfide anions. —PDS

Science, abh2741, this issue p. 332

MATERIALS SCIENCE 

Piezoelectric bioorganic 
thin films
Piezoelectric materials enable a 
reversible conversion between 
mechanical pressure and 
electric charge and are use-
ful for sensors, actuators, and 
high-precision motors. Yang 
et al. developed a method for 
making high-quality crystal-
line thin films of piezoelectric 
g-glycine crystals that are grown 
and refined between layers of 
polyvinyl alcohol (PVA) (see the 
Perspective by Berger). The PVA 
layers are essential to promot-
ing the crystallization of the 
preferred crystal phase with the 
polar axis oriented perpendicu-
lar to the film plan because of 
hydrogen bonding at the PVA-
glycine interface. The thin films 
show a macroscopic piezoelec-
tric response and high stability 
in aqueous environments. The 
films are water soluble and, 
when suitably packaged, could 
be implanted into a biodegrad-
able energy-harvesting device. 
—MSL

Science, abf2155, this issue p. 337;

see also abj0424, p. 278

SOCIAL INHERITANCE

Mother knows best
Inheritance of social status, 
and its associated costs and 
benefits, is well demonstrated 
in humans. Whether such an 
intergenerational system occurs 
in other species is harder to 
demonstrate. Ilany et al. looked 
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at nearly 30 years of social 
interaction data in spotted 
hyenas, a female-dominated 
system with a highly structured 
society, and found that status 
inheritance is just as prominent 
(see the Perspective by Firth and 
Sheldon). Juvenile hyenas had 
social associations that were 
similar to their mothers, and 
the strength of the association 
was higher for higher-status 
mothers. Importantly, survival 
was associated with social 
inheritance, suggesting that 
these social roles are essential to 
hyena life. —SNV

Science, abc1966, this issue p. 348;

see also abj5234, p. 274

BIOMATERIALS

A venom-inspired 
hemostatic bioadhesive
Bioadhesives can reduce surgery 
times and complications but 
their efficacy is reduced in the 
presence of significant bleeding. 
Guo et al. describe a blood-
resistant hemostatic surgical 
bioadhesive that efficiently clots 
blood and seals severely injured 
tissues and organs. The gelatin-
based bioadhesive incorporates 
reptilase, a pro-coagulant 
enzyme derived from snake 
venom, and can be activated 
on demand where it is needed 
using visible light. Their results 
suggest that photocurable 
reptilase-containing hemostatic 
bioadhesives may be effective 
for treating noncompressible 
bleeding tissues.  —GAA

Sci. Adv. 10.1126/abf9635 (2021 ).

TUMOR IMMUNOLOGY

Unleashing immune cells 
in tumors
Conventional type 1 dendritic 
cells (cDC1s) perform spe-
cialized roles in antitumor 
immunity by processing and 
presenting tumor antigens 
that prime tumor-specific T 
cell responses. Using a mouse 
model of immunogenic tumor 
growth and single-cell transcrip-
tomics, Ghislat et al. found that 
cDC1s require nuclear factor kB 
signaling for their intratumoral 

maturation into antitumoral 
cDC1s capable of recruiting and 
activating tumor-specific T cells. 
A kinase controlled the expres-
sion of a transcription factor that 
regulates interferon-mediated 
gene expression, and loss of 
either factor in cDC1 impaired 
their maturation and antitumoral 
immunity. These results high-
light key molecular pathways 
involved in the development 
of full-fledged cDC1 capable of 
stimulating antitumoral T cell 
responses and suggest potential 
therapeutic targets for improving 
intratumoral DC function. —CO

Sci. Immunol. 6, eabg3570 (2021).

MATERIALS SCIENCE 

The benefits 
of being repellent
The accumulation of foreign 
substances on a surface, 
whether it is dirt on a window or 
ice on an airplane wing, can lead 
to hazardous conditions. Many 
surfaces have been engineered 
to resist the accumulation of 
one type of fluid or matter in a 
particular state, but engineering 
broader resistivity has remained 
a challenge. For example, sur-
faces that repel water droplets 
may still be susceptible to fog 
accumulation. Dhyani et al. 
review the wetting performance 
and fouling resistance of differ-
ent liquid-repellent coatings, 
focusing on superhydrophobic, 
superomniphobic, lubricant-
infused, and liquid-like surfaces. 
Two key aspects are the perfor-
mance of the surface to different 
foulants and the relevance of 
considering different length 
scales. —MSL

Science, aba5010, this issue p. 294

CORONAVIRUS

Senescent cells 
exacerbate COVID-19
Cellular senescence is a state 
elicited in response to stress 
signals and is associated with a 
damaging secretory phenotype. 
The number of senescent cells 
increases with advanced age and 
this in turn drives age-related 
diseases. Camell et al. show that 

senescent cells have an ampli-
fied inflammatory response 
to severe acute respiratory 
syndrome coronavirus 2 (SARS-
CoV-2) (see the Perspective by 
Cox and Lord). This response is 
communicated to nonsenescent 
cells, suppressing viral defense 
mechanisms and increasing the 
expression of viral entry pro-
teins. In old mice infected with 
a SARS-CoV-2–related virus, 
treatment with senolytics to 
reduce the senolytic cell burden 
reduced mortality and increased 
antiviral antibodies. —VV

Science, abe4832, this issue p. 295;

see also abi4474, p. 281
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Design and applications of surfaces
that control the accretion of matter
Abhishek Dhyani†, Jing Wang†, Alex Kate Halvey†, Brian Macdonald†, Geeta Mehta, Anish Tuteja*

BACKGROUND: Surfaces that control solid, liq-

uid, or vapor accretion have numerous appli-

cations, including self-cleaning windows and

solar panels; water and fog harvesting; anti-

microbial coatings; ice-shedding coatings for

airplane wings, automobiles, or wind turbine

blades; and enhancingphase-changeheat trans-

port duringboiling or condensation. Thedesign

of such surfaces has been influenced in part by

numerous natural surfaces that can direct the

accretion of different states of matter. Exam-

ples include water-harvesting cactus spines,

self-cleaning superhydrophobic leaves and

feathers, and prey-trapping slippery surfaces

on carnivorous pitcher plants. Engineered liq-

uid and solid repellent surfaces are often de-

signed to impart control over a single state of

matter, phase, or foulant length scale.However,

surfaces used in different real-world applica-

tions need to effectively control the accrual

of matter across multiple phases and fouling

length scales. For example, ice-shedding sur-

faces must reduce the accretion of foulants

ranging from frost to large blocks of ice; coat-

ings for reducing marine fouling must control

the sequential attachment of soft proteins,

bacteria, algae, mussels, and barnacles; and

medical implant coatings need to prevent foul-

ing from complex bodily fluids, proteins, and

bacterial biofilms. These challenging opera-

tional requirements cause many traditional

surface design strategies for controlling the

accretion of a single state of matter to have

limited practical impact—consider superhy-

drophobic surfaces, which, though effective at

repelling liquidwater droplets, are easily fouled

by water vapor or frost in cold environments.

ADVANCES: Over the past two decades, surface

design approaches in liquid repellency have

moved from controlling the wetting of a single

high–surface tension liquid, such as water, to

other singular but more challenging phases,

such as low–surface tension organic liquids.

More recently, surfaces have beendeveloped to

manifest control over dual-phasemixtures, such

as water-oil mixtures, and complex fluids, such

as blood. Similarly, surface design strategies to

control the accretion of different individual

solid foulants have moved frommodifying sur-

face chemistry and texture alone to varying

other material properties, including surface

modulus, mobility, and charge. Solid foulants

display considerable disparity in terms of com-

position, chemical structure, modulus, and the

length scale of deposition, making it challeng-

ing for a single surface design strategy to be

effective against multiple foulants or even a

single foulant under different environmental

conditions. For example, depending on the

environmental conditions, ice displays a wide

disparity in terms of its structure, modulus

(1.7 to 9.1 GPa), density (0.08 to 0.9 g/cm
3
), and

length scales of fouling (approximately square

nanometers to square meters). Recently, strat-

egies have been introduced to control ice accre-

tion across different environmental conditions

and fouling length scales. These strategies can

also be used to control the attachment of a

myriad of other solid foulants, such as scale,

wax, clathrates, marine foulants, and bacte-

rial biofilms.

OUTLOOK: Major strides have been made in

understanding the surface design principles

that control the accretion of specific states of

matter and regulate their phase transitions.

However, in numerous real-world applica-

tions, synergistic accumulation of multiple

states of matter across a wide range of length

scales is common. Overlap in surface design

strategies to control collective solid, liquid,

and vapor accretion is limited, although strat-

egies based on surfaces with high interfacial

mobility, such as tethered polymeric chains

above their glass transition temperature,

and lubricant-infused surfaces have shown

promise in repelling multiple foulants across

different fouling lengths scales. One of the

primary challenges associated with the large-

scale adoption of the different surfaces

discussed here is their mechanical durability,

as many of the coatings developed in the

field thus far utilize materials that can be

easily damaged through abrasion or have poor

adherence to underlying substrates owing to

their low surface energy. Additional challenges

remain in the use of specific chemistries or

coating methods that can restrict scale-up, as

well as the difficulty of directly comparing

the performance of different coatings. Cur-

rent research is aimed at addressing these

challenges and promises a new generation of

surfaces that improve our quality of life, offer

innovative solutions to some of the most im-

portant challenges facing society, and have a

substantial commercial impact, measured in

billions of dollars every year.▪
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Surfaces that control the accretion of different states of matter. Such surfaces, either individually or in

combination, have a range of commercial applications, including anti-fog surfaces, surfaces that enhance

condensation heat transport, omniphobic surfaces that repel almost all contacting liquids, antimicrobial

surfaces, surfaces that reduce marine fouling, and those that facilitate passive ice-shedding. Such surfaces

can be used in diverse operating environments, including oil pipelines, automotive vehicles, eyewear,

marine vessels, hospital beds, and aircraft. Image created with BioRender.com.
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Design and applications of surfaces
that control the accretion of matter
Abhishek Dhyani1,2†, Jing Wang3†, Alex Kate Halvey2,4†, Brian Macdonald2,4†,

Geeta Mehta1,4,5, Anish Tuteja1,2,4,6*

Surfaces that provide control over liquid, solid, or vapor accretion provide an evolutionary advantage to

numerous plants, insects, and animals. Synthetic surfaces inspired by these natural surfaces can

have a substantial impact on diverse commercial applications. Engineered liquid and solid repellent

surfaces are often designed to impart control over a single state of matter, phase, or fouling length

scale. However, surfaces used in diverse real-world applications need to effectively control the accrual of

matter across multiple phases and fouling length scales. We discuss the surface design strategies

aimed at controlling the accretion of different states of matter, particularly those that work across

multiple length scales and different foulants. We also highlight notable applications, as well as

challenges associated with these designer surfacesÕ scale-up and commercialization.

S
urfaces that impart control over liquid,

solid, or vapor accretion provide an evo-

lutionary advantage to numerous plants,

insects, and animals. Examples include

superhydrophobic feathers, furs, and

leaves that enable the rapid sheddingof accreted

water; antifreezeproteins that prevent the freez-

ing of arctic fish, animals, and plants; patterned

surfaces that can provide water for insects in

the middle of the desert; and superhydropho-

bic hairs that enable insects to walk on or

breathe under water. Over the last few decades,

synthetic analogs of these natural surfaces have

been fabricated to support a broad spectrum

of commercial and residential applications.

Liquid repellency has enabled stain-resistant

garments (1), drag-reducing coatings (2), self-

cleaning surfaces (3), anticorrosion surfaces

(4), and membranes for enhanced liquid-liquid

separation (5). Surfaces able to resist or shed

solids can find applications in the de-icing of

airplane wings, preventing marine fouling of

ship hulls and infrastructure, averting path-

ogenic contamination within hospitals, coun-

teracting wax and asphaltene accumulation

within crude oil pipelines, and inhibiting scale

formation on heat exchanger surfaces (6). Sur-

faces that control vapor condensation and

evaporation can enable energy-efficient con-

densation (7), facilitate boiling (8), avert frost

formation (9), and deter fogging (10).

The design of surfaces that effectively con-

trol the accrual ofmatter acrossmultiple phases

and length scales is challenging and multi-

faceted. Surfaces have traditionally been engi-

neered to control the adherence of a single

state of matter. However, in many real-world

situations, two or even three states of matter

work in concert, or in series, toward forming

the final bulk accumulating species. This causes

many strategies focused on shedding or con-

trolling one state of matter to be ineffective.

One relevant example is that of frost and ice

formation. Frost forms as water vapor from a

humid atmosphere condenses on a cold sur-

face. The small droplets, formed via condensa-

tion, can then act as nucleation sites for larger

ice crystals to grow (11, 12). Design strategies

aimed at delaying frost formation, such as the

use of hydrophilic surfaces, generally lead to

stronger adhesion of larger-scale ice (13). Sim-

ilarly, superhydrophobic surfaces that can re-

pel and prevent freezing of supercooled water

droplets (14, 15) are readily filled with conden-

sate at cold temperatures, leading to sharply

higher adhesion to ice once the condensed

water eventually freezes (12, 16).

Engineering of surfaces aimed at mitigating

or controlling matter accretion is also differ-

entiated in terms of the length scale of fouling

species. For example, marine biofouling is asso-

ciated with the accumulation of foulants over

multiple length scales, ranging from ~100 nm

to ~1 m. Most anti-marine fouling surfaces de-

veloped in the literature focus on resisting the

attachment of only a single fouling species

and/or foulantswithin a small size range, and

thus have limited success in passively deterring

the attachment of the differentmarine foulants

present in real-world conditions. In this review,

we discuss the various surface design strategies

aimed at controlling the accretion of different

states and length scales of matter, and we

highlight the notable applications that may

be affected by these designer surfaces.

Characterizing surface wettability

On smooth, chemically homogeneous, nonre-

active, and nondeformable surfaces, the equi-

librium contact angle (qE) for any contacting

liquid is given by the Young’s relation (17) as

cosqE ¼
gSV � gSL

gLV
ð1Þ

HeregSV,gSL, andgLV are the interfacial surface

tensions for the solid-vapor, solid-liquid, and

liquid-vapor interfaces, respectively. Surfaces

can be readily classified on the basis of their

contact angles with various contacting liquids.

For example, based on water contact angles,

surfaces are classified as superhydrophilic

(contact angle ~0°), hydrophilic (contact angle

<90°), hydrophobic (contact angle >90°) or

superhydrophobic (contact angle >150°). Sim-

ilarly, based on oil contact angles, surfaces can

be classified as being superoleophilic, oleophilic,

oleophobic, or superoleophobic. Note that oils

typically possess much lower surface tension

values than water. Thus, most oleophobic sur-

faces are also hydrophobic. However, a few

counterintuitive surfaces that are both hy-

drophilic and oleophobic have been reported

in the literature (5, 18). Therefore, surfaces

that display contact angles >90° or >150°

with all contacting liquids, including differ-

ent oils, alcohols, solvents, acids, and bases,

are classified as omniphobic or superomni-

phobic, respectively.

The contact angle for a droplet provided

by the Young’s relation is based on an ideal,

smooth surface. However, on real surfaces,

multiple other contact angles can bemeasured.

These contact angles correspond to the numer-

ous metastable states (local energy minima)

(19). Themaximumandminimumobservable

contact angles for a given system are called

the advancing and receding contact angles,

respectively. The difference between these two

contact angles is termed contact angle hyster-

esis (Dq). Physically, contact angle hysteresis is

a measure of the energy dissipated during the

motion of the three-phase contact line for a

liquid droplet on a solid surface.

For a smooth surface, the highest water con-

tact angle reported in the literature is ~130°

(20). However, contact angles with water as

high as ~180° can be obtained on textured sur-

faces (21). When a droplet contacts a rough

surface, it can adopt one of the following two

configurations to minimize its overall Gibbs

free energy: the Wenzel state or the Cassie-

Baxter state (Fig. 1A). In the Wenzel state, the

contacting liquid droplet conformally fills in

each recess within the surface texture, form-

ing the so-called “fully wetted” interface. In
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this state, the apparent contact angle q�(the

contact angle on a textured surface) can be

determined as

cosq∗ ¼ rcosqE ð2Þ

Here r is the surface roughness, defined as

the ratio between the actual and the projected

surface area. Note that r ≥ 1. Thus, roughness

always enhances the inherent wetting (q* <<

90°, if q < 90°) or nonwetting (q* >> 90°, if q >

90°) characteristics of surfaces in the Wenzel

state. Additionally, textured surfaces in the

Wenzel state typically display high–contact

angle hysteresis, owing to the large solid-

liquid interfacial area (22).

By contrast, in the Cassie-Baxter state, the

contacting liquid droplet does not fully pen-

etrate within the surface texture and sits

partially on pockets of entrapped air. The

contacting liquid penetrates into the surface

texture only until the local texture angle (y)

for the solid-liquid-vapor three phase con-

tact line becomes equal to the equilibrium

contact angle (qE ) (23, 24). The apparent

contact angle (q�) in the Cassie-Baxter state

is given as

cosq� ¼ rffscosqE þ fs � 1 ð3Þ

where rf is the roughness of the wetted area

and fs is the areal fraction of the liquid-air in-

terface occluded by the surface texture (Fig. 1A).

Here, we will also refer to the Cassie-Baxter

state as the air-infused composite interface,

to distinguish it from the lubricant-infused

surfaces discussed later. Small values offs in

the Cassie-Baxter state result in higher contact

angles and smaller contact angle hysteresis,

and this is the preferred state for the design

of superhydrophobic and superoleophobic

surfaces. Additionally, unlike theWenzel state,

in the Cassie-Baxter state, it is possible to ob-

tain q* >> 90°, even if qE< 90° (23, 24).

Design principles for liquid-repellent surfaces

There are numerous natural superhydropho-

bic surfaces, including a variety of plant leaves,

insect legs, and insect wings (25) (Fig. 1A). By

contrast, only one natural oleophobic surface

has been identified thus far–the skin of var-

ious springtails (Fig. 1A, inset). Springtails are

arthropods that live in soil, decaying organic

matter, or plant leaves and can thus come into

contactwith various low–surface tension liquids

such as different plant oils. The springtails

breathe through their skin and would suf-

focate if their body were soaked by any con-

tacting liquid. Reentrant surface texture (i.e.,

surfaces that possess an overhang or bend

back on themselves) (26, 27) (Fig. 1A, inset)

allows the springtail skin to form an air-infused

composite interface with a wide range of polar

and nonpolar organic liquids, in addition to

water. Both experimental and theoretical work

has described the necessity of reentrant tex-

ture to support a composite interface with low–

surface tension contacting liquids, as there is

no known chemistry to enable qE > 90° with

low–surface tension liquids such as methanol

and octane (23, 27). Surfaces with reentrant

texture possess local texture angles y < 90°

(Fig. 2A) and allow for the possibility of form-

ing a composite interface even with these ex-

tremely low–surface tension liquids as long as

qΕ ≥ ymin (27, 28). Here, ymin is the minimum

possible local texture angle on a given surface

geometry (Fig. 2). Of note, the oleophobic prop-

erties of springtail skinwere identified after the

first synthetic oleophobic surfaces had already

been fabricated (23, 24, 27, 29).

Inspired in part by natural nonwetting sur-

faces, a rangeof different air-infused superhydro-

phobic, superoleophobic, and superomniphobic

surfaces have been fabricated over the last dec-

ade (Fig. 1B). The systematic design of such

nonwetting surfaces requires the maximiza-

tion of two important physical properties for

a composite interface: (i) the magnitude of

the apparent contact angle (q�) and (ii) the

magnitude of the breakthrough pressure (Pbr),

i.e., the pressure required to force a transi-

tion from the Cassie-Baxter state to theWenzel

state (24).

As discussed above, q� values are a function

of the surface porosity. For surfaces with a pre-

dominantly cylindrical morphology, we can

define a dimensionless measure for porosity

called the spacing ratio, given asD* = (R +D)/R

(23, 24). Here, R is the radius of the cylin-

der, and 2D is the intercylinder spacing. The
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Fig. 1. State-of-the-art liquid-

repellent surfaces. (A) The

relation between the cosine of the

equilibrium contact angle and

the cosine of the apparent contact

angle. The different wettability

domains on rough surfaces

[Cassie-Baxter State (138),

Wenzel state (139), Hemi-wicking

state (140)] are also shown.

The oleophobic springtail with

reentrant features (141), and

synthetic doubly reentrant

surface textures (31), are

included as insets. Image credits:

springtail and scanning electron

microscopy (SEM) image on

its skin, adapted from (141) under

https://creativecommons.org/

licenses/by-nc/4.0/; micro-

reentrant structure, adapted from

(23); micro-double-reentrant structure, adapted with permission from The American Association for the Advancement of Science (AAAS) (31). (B) The contact angle

hysteresis versus the apparent contact angle for three different state-of-the-art liquid-repellent surfaces. The different approaches for liquid repellency include

lubricant-infused surfaces (9, 35, 49, 50, 63), where a textured surface is infused with a liquid lubricant, a liquid-like brush regime (39, 122, 142–146) where a

liquid-like monolayer is covalently attached to the underlying substrate, and an air-infused regime (4, 23, 125, 147–153) that repels liquids by trapping pockets of air

underneath the contacting liquid. The data points and the inset images are adapted from previous work. The orange data points represent oil-repellent surfaces,

whereas the blue data points represent water-repellent surfaces. Image credits: lubricant-impregnated nanotextured surfaces, adapted with permission from

the American Chemical Society; copyright (2012) (49).
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Cassie-Baxter relation can be rewritten in terms

of the spacing ratio as

cosq� ¼ � 1þ
1

D�
sinqE þ

p� qEð ÞcosqE ð4Þ

Increasing values ofD* correspond to higher

surface porosity, and correspondingly higherq�

and generally lower Dq values.

Pbr can be expressed in terms of another

dimensionless parameter A*, called the robust-

ness factor (27). For a cylindrical morphol-

ogy (24, 30)

A� ¼
Pbr

Pref

¼
‘cap

R D� � 1ð Þ

1� cosqEð Þ

D� � 1þ 2sinqEð Þ
ð5Þ

where Pref = 2gLV/‘cap is the reference pressure,

which is close to the minimum possible pres-

sure differential across the liquid-vapor inter-

face for a millimeter-sized liquid droplet or

puddle; ‘cap ¼
ffiffiffiffiffi
gLV
rg

q
is the liquid capillary

length; r is the liquid density; and g is the

acceleration due to gravity. The robustness

factor thus incorporates properties of the solid

texture (R, D), the contacting liquid ð‘capÞ, and
qE . Surfaces for which A* ≤ 1 for a given con-

tacting liquid cannot support a composite in-

terface and transition to the Wenzel state,

whereas values of A* >> 1 imply a robust com-

posite interface (24, 27).

Ideal nonwetting surfaces would enable

D* >> 1 and A* >>1 with a contacting liquid

to simultaneously display both high appar-

ent contact angles and high breakthrough

pressures. However, it is evident from Eq. 5

that increasing D*would result in decreasing

the magnitude of A*. There are several design

strategies to break this trade-off: (i) For a given

surface porosity, A* values can be increased

without loweringD* by lowering the substrate

surface energy or by changing ymin (24) (Fig.

2A). Figure 2A showcases how surface tex-

ture can be used to create air-infused liquid-

repellent surfaces using materials with widely

differing surface energies, and thereby surface

chemistries. The design of air-infused omni-

phobic or superomniphobic surfaces based on

the micro-hoodoo (ymin ≈ 0°) (23, 27) and the

doubly reentrant (31) (ymin≈−90°) geometries

are particularly worth mentioning in this con-

text (Fig. 2A, inset). (ii) For a given surface

chemistry, the magnitude of the robustness

factor A* can be increased while maintain-

ing the same spacing ratio D* (and thereby

the apparent contact angles) by decreasing the

length scale of the features comprising the

solid texture. This strategy essentially allows

us to move along the y axis in the design chart

shown in Fig. 2B (32). (iii) For a given surface

composition, the spacing ratio D* can be in-

creasedwhilemaintaining the values forA* by

developing surfaces with hierarchical scales of

texture. This strategy allows us to move along

the x axis of the design chart shown in Fig. 2B

(32). One related challenge is the long-term sta-

bility of air pockets in the Cassie-Baxter state

for completely submerged nonwetting surfaces.

Here again, the solid texture length scale is

important, as thermodynamic analysis has

shown that submicrometer texture spacing

is required to sustain air pockets on surfaces

submerged underwater at atmospheric pres-

sure (33).

Another approach to liquid repellency is the

one adopted by the carnivorous Nepenthes

pitcher plant, which locks in a lubricating layer

of water within the porous surface texture of

its rim. Any insect or even small rodents that

try to walk along the rim cannot gain traction

and slide off into the stomach of the plant.

Based in part on the understanding of such

structures, a variety of lubricant-infused omni-

phobic surfaces have been developed (34Ð37).

On such surfaces, a liquid lubricant, typically a

silicone or fluorinated oil, is stabilized within

a textured or porous solid through capillary
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Fig. 2. Design charts for

air-infused liquid-repellent

surfaces. (A) The variation of

the robustness factor (A*)

as a function of the solid

surface energy. The different sur-

face energies for common surface

chemistries (fluorinated organic,

nonfluorinated organic, metal

oxide, etc.) are also shown.

Three different regimes for liquid

repellency are drawn based

on the minimum value of the

texture angle ymin = 90°

(147, 152, 154, 155), ymin <90°

(3, 5, 23, 27, 29, 125, 148–

151, 156–158), and ymin <0°.

The data illustrate that a lower

value of ymin enables a higher

value of the robustness factor and

allows for a wider range of surface

chemistries to be utilized for

developing liquid-repellent

surfaces. For a given texture angle, a reduction in the surface energy leads to a higher value of the robustness factor. Example SEM images for different air-infused,

liquid-repellent surfaces are included as insets. These surfaces include vertical pillars (147), electrospun fabrics (23), and micro-hoodoos (23, 31). The orange

data points represent oil-repellent surfaces, whereas the blue data points represent water-repellent surfaces. Image credits: vertical pillars, reprinted (adapted) with

permission from the American Chemical Society, copyright (2000) (147); electrospun fabrics, adapted from (23); micro-reentrant structure, adapted from (23);

micro-double-reentrant structure, adapted from (31). (B) The variation of A* as a function of the spacing ratio (D*) for octane on cylindrical textures [e.g.,

micromeshes (5, 149)]. Values of A*< 1 indicate the formation of the Wenzel state and complete wetting. For the same value of D*, it is possible to increase A* values,

and thereby the breakthrough pressure, by making the features on a finer length scale. Additionally, for the same value of A*, it is possible to increase D* values,

and thereby the apparent contact angles, by fabricating surfaces with a hierarchical texture. Image credits: micro-meshes from (5) reproduced with permission from

Springer Nature; hierarchical micromeshes, adapted from (149).
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forces. The porous texture is generally func-

tionalized with a coating to enhance the sta-

bility of the lubricant. The lubricant is also

chosen such that it is immiscible with any

contacting liquid. Liquid droplets can display

exceptionally lowDq and sliding angles on such

surfaces as the contacting liquid never comes

in contact with the solid surface. The Dqmea-

sured on these surfaces is related to the viscous

forces between the contacting and lubricating

liquids, instead of the adhesion forces between

the contacting liquid and solid, as is common

for nonlubricated surfaces. Low Dq values on

lubricated surfaces are possible evenwith rela-

tively low values of q* (Fig. 1B). The values

for the apparent contact angle clearly distin-

guish between the properties of air-infused

and lubricant-infused liquid-repellent surfaces

(Fig. 1B), even though both types of surfaces

can display low Dq with a variety of contact-

ing liquids. Note that it can be difficult to

accurately measure values of q* >> 150°, and

consequently Dq for air-infused surfaces.

A related approach, one that also minimizes

any liquid-solid interaction, is the chemical

grafting ofmobile polymer chains to the under-

lying substrate (38, 39). The grafted chains are

chosen such that the operating or testing tem-

peratures are far above their glass transition

temperature, and thus they display high inter-

facial mobility with any contacting liquid or

solid. Consequently, they can display low Dq

and sliding angles with a variety of contact-

ing liquids. Such surfaces can overcome some

of the challenges associated with lubricant-

infused surfaces, as noncovalently bonded lu-

bricants can be depleted due to evaporation or

because of removal by moving droplets (40).

However, depending on the underlying sub-

strate coverage, in many cases the liquid-like

polymer chain–coated surfaces display higher

Dq than lubricant-infused coatings (Fig. 1B)

(38, 39).

Applications of surfaces that control

liquid accretion

Current state-of-the-art boiling and conden-

sation systems used in power generation, dis-

tillation, air-conditioning, and refrigeration

all suffer from considerable energy inefficiency

inherent in liquid-vapor phase change pro-

cesses. This inefficiency can be manifested as

poor thermodynamic efficiency at low heat

fluxes and violent instability at higher heat

fluxes (41, 42). For example, the heat transfer

coefficient (HTC) associated with boiling is

determined by two factors–how quickly bub-

bles nucleate on the heating surface during

boiling, and how quickly the bubbles depart

(41, 42). When the heat flux is low, low gSV sur-

faces, or those with texture, facilitate bubble

nucleation and enhance HTC values (41, 42).

However, as the heat flux increases to reach

the so-called critical heat flux (CHF), the rate

of nucleation of bubbles increases to the ex-

tent that the overcrowded bubbles coalesce

and form a continuous film of vapor between

the heating surface and the liquid. This film

causes an abrupt thermal glitch within the sys-

tem, typically leading to its failure. To enhance

the overall energy efficiency for these systems,

it is important to simultaneously increase the

HTC and the CHF. High gSV surfaces, such as

hydrophilic or superhydrophilic surfaces, tend

to increase CHF but suffer from low HTC,

whereas low gSV surfaces can increase theHTC

but suffer from low values of CHF. Surfaces

with patterned wettability, i.e., nonwettable

domains on a wettable background, have now

been developed to simultaneously increase

HTC and CHF during boiling (41, 42).

Hydrophilic surfaces can enhance the HTC

during the condensation of water vapor. This

can be rationalized through the classical nu-

cleation theory, which shows that the Gibbs

free energy for nucleation on a smooth sur-

face, DG� ¼�4
3
prc

3DGv 2� 3cosqþ cos3qð Þ=8,
where q is the contact angle of the liquid on

the surface and rc is the critical radius of a

stable liquid drop formed on the surface (43).

This critical radius is given by rc ¼
�2gLV
DGv

, where

DGv is the Gibbs free energy difference between

liquid and vapor phases per unit volume (44).

Thus, a surface with low q would favor drop-

let nucleation, leading to higher values for

HTC. However, if one tries to increase the con-

densation rate by lowering the temperature,

beyond the CHF, multiple water drops merge

with one another, forming a thin, continuous,

insulating layer of water, drastically lowering

the condensation efficiency (45). Wettable do-

mains on a nonwettable background have

been utilized to simultaneously increase HTC

and CHF during condensation by promoting

dropwise condensation (Fig. 3B) instead of

filmwise condensation (Fig. 3A) (41, 42). Various

other physical and chemical surface design

strategies have been developed to enhance con-

densation heat transport withwater and lower

surface tension organic liquids (41, 42, 46).

Water droplet removal from the condensing
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Fig. 3. Engineering surfaces to control liquid

accretion. (A) Filmwise condensation on a

smooth hydrophilic Cu tube (HTC ~ 19 kW/m2K).

(B) Dropwise condensation on a silane coated

smooth Cu tube. The inset shows a nanostructured,

superhydrophobic CuO surface that enhances

dropwise condensation via the jumping-droplet

phenomena (HTC ~ 92 kW/m2K). Reprinted with

permission from (45), copyright the American

Chemical Society (2012) . (C) A steel grid

(square pores with 1-mm spacing) coated with

electrospun fibers containing 9.1 wt % fluorodecyl

POSS used for oil-water separation. Octane

droplets (red) easily pass through the membrane,

whereas water droplets (blue) bead up on the

surface. Figure from (23). Reproduced with

permission from AAAS. (D and E) Droplets of

water (dyed blue) and rapeseed oil (dyed red) on

dip-coated stainless-steel mesh (top) and

polyester fabric (bottom). Insets show the surface

texture of the developed membranes (5). (F) An

optical image showing the continuous separation

of a water-in-hexadecane emulsion using a

superhydrophilic and oleophobic membrane at the

bottom, and a superhydrophobic and oleophilic membrane at the side of the apparatus (5). Reproduced with permission from Springer Nature.
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surface can be facilitated by using super-

hydrophobic surfaces that display the so-

called “jumping droplet” effect, leading to

higher HTC and CHF values when com-

pared to hydrophobic surfaces (45, 47). How-

ever, superhydrophobic textures can suffer

from condensate flooding at high super-

saturations (S > 1.54) (45, 48). Hydrophobic,

lubricant–infused surfaces can similarly in-

crease droplet mobility, and thereby conden-

sation heat transport (49). Recent work has

also usedhydrophobic, oil-infused, asymmetric,

bumpy surfaces for increasing condensation

efficiency (50). Hydrophilic lubricant–infused

surfaces can simultaneously enhance liquid

nucleation rates (thereby increasing HTC)

and droplet shedding (thereby increasing

CHF) (51). However, the lubricant on such

surfaces can be depleted over the long term

with continuous condensation. To avoid such

durability issues, tethered, hydrophilic, liquid-

like, brush surfaces with low Dq have also

recently been developed for improving con-

densation heat transport (48). Irrespective of

the strategy adopted, the long-term stability

of the different coatings employed for increas-

ing phase-change heat transport needs to be

explored further under realistic operational

conditions.

Oil-water mixtures are generated from dif-

ferent sources such as petroleum extraction

and refining, textile and leather processing,

wastewater treatment, and fracking. Their

compositions range from free oil and water

to surfactant-stabilized oil-water emulsions.

Owing to the complexity, cost, and energy re-

quirements associated with current separa-

tionmethods, membrane-based strategies for

oil-water separation have recently gainedmuch

interest (52). Membranes with tailored wet-

tability, such as hydrophobic-oleophilic mem-

branes, allow for the lower–surface tension oil

to permeate through while preventing the pas-

sage of water (Fig. 3C) (23, 53). However, such

membranes are not suitable for gravity-driven

oil-water separation as the water phase is like-

ly to contact the membrane first owing to its

higher density. Additionally, such hydrophobic

membranes are also prone to fouling by the oil

phase or any surfactants that may be present.

Membranes that are simultaneously hydro-

philic and oleophobic can overcome these lim-

itations (52). However, this combination of

surface wettability is counterintuitive, given

that the surface tension of oils is lower than

that of water. Recently, hygro-responsive (i.e.,

surfaces that can change their surface compo-

sition based on interactions with a contacting

liquid)membranes composed ofmetalmeshes

or fabrics, coated with a mixture of poly-

ethylene glycol diacrylate (PEGDA) and fluo-

rodecyl polyhedral oligomeric silsesquioxane

(fluoroPOSS), were developed (5) (Fig. 3, D

and E). These membranes could reconfigure

their surface to become superhydrophilic or

superoleophobic depending onwhether they

contacted thewater or the oil phase, respective-

ly. The fabricatedmembranes could separate

a wide range of oil-water mixtures, including

both oil-in-water and water-in-oil emulsions

with >99.9% separation efficiency. The hygro-

responsive membranes could also be used

together with hydrophobic and oleophilic

membranes to achieve continuous oil-water

emulsion separation (Fig. 3F). A wide range

of selective wettability membranes have now

been developed for oil-water separation (52).

Given the numerous industrial and environ-

mental applications, this research topic is

expected to gain further prominence in the

coming years.

Design principles for controlling

solid accretion

Solid foulants display substantial disparity

in terms of composition, chemical structure,

modulus, and the length scale of deposition

(Fig. 4A). Common hard foulants include ice,

inorganic scale, waxes and asphaltenes, and

natural gas hydrates, whereas soft foulants in-

clude bacteria, biofilms, and proteins. Numer-

ous surface modification strategies have been

used to reduce the attachment of different solid

foulants on a variety of underlying substrates.

Figure 4B compiles and highlights different

surface design strategies that are likely to re-

duce the accretion of a given solid foulant,

based on the foulant length scale and modu-

lus. The success of each of these strategies has

been quantified in Fig. 4C, which compiles

the reduction in solid foulant attachment

achieved using different surface modification

techniques for a variety of solid foulants, on

different underlying substrates. It is clear from

the data that the utility of each surface design

strategy is strongly dependent on the prop-

erties of the foulant, and that a single design

strategy that works across a broad range of

different foulants and fouling length scales is

thus far missing.

One of the most commonly used strategies

to lower the adhesion or accretion of a range

of hard and soft foulants is surface energy (gSV)

optimization (Fig. 4, B and C) (6, 54). However,

the effectiveness of this approach in prevent-

ing solid fouling is limited by the relatively

narrow range over which surface energy can

be varied (6). One specific application where

variation in gSV is particularly useful is the

repulsion of soft biological foulants. Baier

showed that the attachment of different bio-

logical foulants, such as bacteria, on surfaces

is minimized over a narrow range of surface

energies, typically between 20 and 30 mN/m

(54, 55). Another report (56) also found a range

of solid surface energies that yielded a mini-

mum in the amount of protein adsorbed from

milk, even though in this case, the minimum

was obtained over a different surface energy

range (gSV = 30 to 35 mN/m).

Ice accretion has adverse effects on the

operation of a range of commercial and resi-

dential activities (57, 58). In this section, we

study accreted ice as a model solid foulant be-

cause, depending on the environmental con-

ditions, ice displays a wide disparity in terms

of its structure, modulus (1.7 to 9.1 GPa), den-

sity (0.08 to 0.9 g/cm
3
), and length scales of

fouling (approximately square nanometers to

square meters). Different types of ice include

glaze, rime, frost, snow, or a combination of

these diverse forms. To combat the accretion

of these different forms of ice, a wide range

of surface modification technologies have

been studied. These developed technologies

have found some success in reducing the ac-

cretion of a range of other hard and soft foul-

ants as well (Fig. 4C). We highlight the overlap

between the design of surfaces to reduce ice

accretion and other solid foulants on the basis

of the similarities in their modulus and ac-

creting length scales below.

Figure 5A shows the ice adhesion strength

values reported in literature categorized by

coating material, testing methodology, and

testing temperature. The ice adhesion values

in these reports were measured over different

length scales of accreted ice (Fig. 5B). Recent

work has shown that the measured ice adhe-

sion strength can be a function of the accreted

area (59). Hence, in Fig. 5A we report the

“apparent” ice adhesion strengths (tice ), de-

fined as the force required for ice detachment

per unit area for both small and large inter-

facial areas. For small areas (typically a few

square centimeters) tice ¼ t̂ice , where t̂ice is

the shear strength for the ice-substrate in-

terface, or the ice adhesion strength. For larger

areas, tice can be << t̂ice. Typically, t̂ice values

for structural materials such as metals and

ceramics are ~1000 kPa. Icephobic surfaces

are defined as surfaces for which t̂ice< 100 kPa

(60). However, the values of t̂ice required for the

passive shedding of ice in different applications

can be an order ofmagnitude lower (58, 61, 62).

The effects of varying the substrate surface

energy (gSV) on t̂ice have been extensively

studied (Fig. 4C). It was shown previously

that on different, high-modulus solids, t̂ice=

BgLV(1 + cosqrec), where B is an experimen-

tal constant, gLV is the surface tension of

water, and qrec is the receding water contact

angle (13, 63). Lowering the solid surface

energy (gSV) increases qrec, reduces the prac-

tical work of adhesion, and consequently

lowers t̂ice (13, 57). For nontextured surfaces,

the maximum water receding contact angle

qrec ~125°. This leads to a minimum value of

t̂ice~150 kPa.

t̂ice values can be lowered below 100 kPa by

using textured superhydrophobic surfaces

(SHSs), which can readily achieve qrec >150°.
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Such surfaces can appreciably reduce the

solid-ice contact area and, thereby, display

t̂ice ~ 40 kPa (Fig. 5A) (15, 58). However, such

low t̂ice values are only obtained when ice is

frozen fromwater that was in the Cassie-Baxter

state (12). Low t̂ice values cannot bemaintained

if ice formation is precededby the infiltration of

waterwithin the surface texture, such as during

frost formation, which substantially increases

the ice-solid interfacial area (12).

Broadly, surface texture, though advanta-

geous inmany cases for the reduction of liquid

fouling as discussed previously, can increase the

adhesion of a range of different solid foulants

besides ice, including scale (64), and various
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Fig. 4. Design of surfaces to reduce solid fouling. (A) The variation in the

length scale of fouling, and the foulant modulus, for different common

solid foulants. (B) Low-solid-adhesion surface design guide, indicating the

range of foulant elastic modulus and length scale over which seven prominent

surface design strategies have been successful in reducing fouling. “Optimize

Surface Energy” inset redrawn based on (54). “High Surface Mobility” inset

image adapted with permission from (159), copyright the American Chemical

Society (1997). “Textured” inset image adapted with permission from

(66), copyright WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim (1997).

“Hygro-responsive” inset image adapted from (112) with permission from

https://creativecommons.org/licenses/by-nc-nd/3.0/. “Crack Promotion” inset

image reprinted from (59). “Minimize Surface Modulus” inset image adapted from

(63) with permission from https://creativecommons.org/licenses/by/4.0/.

“SLIPS” inset image adapted from (68) with permission. (C) Performance of

antifouling surfaces across five representative foulants of varying moduli:

Bacteria (68, 110, 160–164), Algae (81, 165–172), Barnacles (70, 169, 172–177),

Glaze Ice (9, 38, 58, 59, 62, 73, 74, 76, 84–86, 90), and Inorganic Scale

(64, 71, 161, 178–181). Literature data were sorted according to the surface

design aspect that dominated in contributing to the surface’s performance. For

surfaces where two design aspects contributed appreciably to performance,

split color markers are used to indicate both approaches. Literature reports

were only included in this plot if performance data were reported alongside control

data for one of a select number of common control surfaces (listed on the plot).

Surface performance is reported using a particular performance matrix for

each foulant (amount of adhered bacteria, percentage of adhered algae

remaining after shear flow, barnacle adhesion strength, ice adhesion strength

or mass gain after extended exposure to a scaling solution) to ensure that

all values are comparable.
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marine foulants (65). This is typically due to

the increase in heterogeneous foulant nucle-

ation sites, as well as mechanical locking be-

tween the impregnated texture and the solid

foulant. However, for some specific applica-

tions, carefully tailored surface textural fea-

tures have been shown to decrease the contact

area between a surface and amicroscopic foul-

ant (such as bacteria or algal spores; Fig. 4, B

and C), reducing their surface accretion (65).

For example, nanoscale pillars inspired by the

structure of cicada wings have demonstrated

bactericidal properties, as these sharp structures

can penetrate the bacterial cell wall, causing

death (66). Similarly, sharklet patterns inspired

by shark placoids have been shown to deter the

settlement of different marine foulants such as

the ubiquitous algae Ulva (67).

When the porous texture of a lowÐsurface

energy solid is infiltrated with lubricants, t̂ice
can be lowered by more than an order of mag-

nitude as compared to unmodified control

surfaces (Fig. 5A). In this case, ice no longer

contacts the solid but instead rests on a mo-

lecularly smooth, slippery, liquid layer (9, 35).

Lubricated surfaces have shown reduced foul-

ing against a wide range of other hard and soft
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Fig. 5. State-of-the-art ice-shedding and

anti-icing surfaces. (A) Compilation of

apparent ice adhesion values reported in

the literature for different material classes,

testing methodogies, and temperatures.

(B) Compilation of apparent ice adhesion

values reported in the literature plotted

against tested area. Data for (A) and (B) are

compiled from (9, 13, 15, 16, 58, 59,

61–63, 72–77, 79, 84–86, 89–91, 182–184).

(C) Collection of individual sessile water

droplet freezing times over surfaces reported

in the literature plotted against water contact

angle, at a given temperature. Circled data

represents surfaces that engender enthalpic

interactions with water. Data compiled

from (95–105). (D) Collection of areal icing

frost coverage on different material categories

reported in the literature plotted against time,

at a given temperature. All data start at

the origin. Time t = 0 may be defined as when

the sample reaches a set temperature

or when the sample starts to cool (this was

variable in each study). Bottom left inset

shows frost-free zones over concave features

of a 3D-printed artificial leaf adapted from

(115); scale bar, 15 mm. Upper right inset

shows frost propagation from interdrop

ice-bridging; adapted with permission from

(47), copyright the American Chemical Society

(2013); scale bar, 40 mm. White and red areas

in the image show unfrozen and frozen

droplets, respectively. The numbers depict

the order of ice nucleation, and the yellow

arrows show ice-bridging. Data compiled from

(9, 47, 75, 78, 79, 115–118).
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foulants as well, including bacteria (68), micro-

(69) and macro-scale marine species (70), and

inorganic scale (71) (Fig. 4C). Different lubri-

cants, typically hydrophobic oils or water

(61, 62, 72), may be incorporated as a pool of

liquid within a functionalized porous texture

(58, 62, 73), or infused within a polymeric net-

work (58, 62, 74). However, t̂icevalues for many

oil-containing lubricated surfaces can increase

after only a few icing–de-icing cycles (63, 75).

This occurs primarily as a result of the par-

tial or complete loss of the lubricating liquid

(75–78). Surfaces with an aqueous lubricating

layer can withstand multiple icing and de-

icing cycles, likely due to the continuous re-

plenishment of water from the environment

(61, 62, 79). However, t̂ice values can exceed

100 kPa on these surfaces at temperatures be-

low −50°C because of the gradual freezing of

the aqueous lubricating layer (61, 62, 79). The

introduction of interfacial slip, facilitated by

the high surfacemobility of grafted polymeric

chains, has also been shown to effectively re-

duce solid adhesion (38) and presents a prom-

ising avenue for future research.

One approach that moves away from mod-

ifying the chemistry or texture of the underly-

ing substrate involves understanding the role

of substratemodulus in themechanics of solid

detachment. Previouswork by Chaudhury and

Kim has shown that the shear stress required

to detach a rigid solid from a softer thin film is

given as t = A(WaG/t)
1/2
, where A is an experi-

mental constant,Wa is the work of adhesion,

G is the shear modulus, and t is the thickness

of the film (80). Shear modulus minimization

can be an effective design strategy for reduc-

ing solid fouling, as the modulus of a coating

can be varied over as many as five orders of

magnitude (6). Thus, many literature reports

(Fig. 4C) have used low-modulus elastic coat-

ings to reduce surface adhesion by foulants

that are sufficiently large and rigid to deform

the coating. For example, low-modulus coat-

ings have been shown to appreciably reduce

the attachment of rigid-walled algal sporelings

(81) and pseudo-barnacles (82) (Fig. 4C).

Recent work has shown that sufficiently soft

elastomers are intrinsically icephobic, irrespec-

tive of surface energy, with the ice adhesion

strength for soft elastomers t̂ice¼G1=2 (63).

Thus, to enable lower values of t̂ice, one could

simply lower the shearmodulus of a particular

elastomer by reducing its cross-link density.

However, as the cross-link density of a rubber

is lowered, its mechanical durability declines

as well.

To overcome this limitation, icephobic coat-

ings that displayed interfacial slippage (83)

(i.e., a nonzero slip velocity) at the ice-coating

interface were developed (63). These coatings

were fabricated by the addition of oils or other

plasticizers below their miscibility limit with-

in different elastomers, and unlike lubricated

surfaces, do not possess a free oil layer (63). The

developed coatings were found to be extremely

durable, and some of them maintained their

low t̂icevalues even after severe mechanical,

chemical, and thermal testing.

Another challenge with the design of ice-

shedding surfaces is the issue of scalability.

Even the best-performing icephobic systems

discussed above would require extremely high

forces to remove accreted ice from large struc-

tures such as bridges, ship hulls, and airplane

wings. Recently, Golovin et al. discussedmate-

rials that exhibit a low interfacial toughness

(LIT) with ice (59). Uniquely for LIT surfaces,

the force required to remove any adhered ice

is low and can be independent of interfacial

area because the delamination of ice depends

on the toughness of the interface (owing to

crack propagation) and not its actual shear

strength.

By understanding the role of different mate-

rial properties in determining the ice-material

interfacial toughness (G), they systematically

designedmaterials with toughness values close

to the theoretical limit (G ~ 0.1 J/m
2
). They

showed that G≈ t̂ice
2t=2G, whereG is the shear

modulus and t is the thickness of the coating.

The design and ice-shedding behavior of LIT

materials is notably different from that of ice-

phobic materials with thinner, higher-modulus

coatings yielding lower values of G. Other re-

lated work has shown that low-modulus fillers,

air voids and substructures within a polymeric

coating, and even air pockets in SHSs, can

act as stress concentrators at the coating-ice

interface, promoting crack formation and

propagation, and thereby allowing for easier

shedding of accumulated ice (84–86). The pro-

motion of crack formation can similarly be a

successful strategy against other solid foulants

as well (87, 88).

Iced surfaces can experiencewide variations

in temperatures, humidity, and, notably, forces

experienced for ice detachment. A wide range

of tests have been developed to estimate the

adhesion of ice under these differing scenarios,

which has often led to contrary or confusing

results. For example, when ice detachment

was facilitated by centrifugal shear forces, the

reported ice-metal adhesion strengths were

one-quarter the values reported via other

mode II–shear (push off, zero-degree cone)

and mode I–tensile (blister) tests (Fig. 5A)

(9, 15, 58, 89–91). Although coating compo-

sition and ice structure differences between

different tests can account for some variability

in tice values, this variability can still be seen

when these variables are kept somewhat con-

sistent (92). Such issues have thus far pre-

vented the development of a standardized

testingmethodology for evaluating ice-shedding

coatings (57, 92). Additionally, differences in

ice volumes and iced areas (spanning two to

four orders of magnitude) used during testing

can lead to sizable variations in apparent ice

adhesion strength values for the same surface,

depending onwhether the failure is dominated

by interfacial strength or interfacial toughness

(Fig. 5B).

For the case of crystalline foulants such as

ice (44), scale (93), and clathrate hydrates (94),

surface fouling initiates via the nucleation and

growth of the foulant crystals. Recently,much

attention has been focused on developing anti-

icing surfaces, i.e., surfaces that can retard the

nucleation and/or growth of ice crystals on a

surface at a given temperature. Figure 5C is a

compilation of water droplet freezing delay

times over surfaces with a range of wettability

reported in the literature (95–105). It can be

seen that typically, the droplet freezing time

increases with increasing water contact angle.

This is consistent with classical nucleation

theory and numerous experiments that show

that the nucleation rate within a liquid droplet

is dependent on both the surface wettability

and roughness (44, 96). The minimum nuclei

radius needed for the stable growth of a crystal

within a droplet is given by rc ¼
�2gsl
DGv

;where
rc is the critical nuclei radius, gsl is the solid-

liquid interfacial tension, andDGv ¼
DHv Tm�Tð Þ

Tm

is the volumetric Gibbs free energy difference

between bulk crystallized solid and bulk liquid

(44). For an ice-water interface, this relation

yields rc;ice < 10 nm at temperatures < −5°C

(96, 105, 106). It has been shown that for sur-

face roughness r ≤ rc;ice at any given tem-

perature, freezing of water droplets can be

substantially delayed, even for hydrophilic

surfaces (96, 105). Additionally, the small liquid-

solid contact area for textured superhydro-

phobic surfaces reduces the thermal transport

between the cold surface and thewater droplet,

which can, in turn, retard the ice nucleation

rates (98, 99). However, no appreciable delay

in nucleation rates was found on SHSs when

the atmosphere surrounding the droplet was

also cooled to the surface temperature (96).

Some surfaces reported in the literature

(96, 105) can engender specific enthalpic in-

teractions with water molecules (circled data

in Fig. 5C) to alter ice nucleation rates. On such

surfaces, cooling liquid water droplets below

freezing temperatures can lead to quasi-liquid

states with ice-like properties (96, 105). This in

turn leads to an increase in the droplet freez-

ing time and a suppression in the ice nucleation

temperature (96, 105). Similar enthalpic inter-

actions to retard ice nucleation and growth

have been manifested through the use of am-

phiphilic or charged materials such as poly-

electrolyte brushes (95, 102), hydrogels (79),

charged crystals (107, 108), or even natural anti-

freeze proteins (103, 104), which are known to

bind to ice crystal faces (109).

Multiple studies have reported the ability of

similar hygro-responsive surfaces to resist foul-

ing by different soft foulants such as proteins,
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cells, and bacteria (Fig. 4C) (110, 111). These

hygro-responsive surfaces include hydrogels

(such as polyethylene glycol), brushes, mono-

layers, and zwitterionic materials, all of which

rely on the formation of a surface hydration

layer to reduce the adhesion of different foul-

ants (112, 113).

There are several differences between liter-

ature reports on anti-icing surfaces in terms of

testing temperatures, droplet sizes, criteria for

identifying start and complete freezing times,

and cooling modes—anisotropic versus iso-

thermal. Broadly, Fig. 5C shows that for most

surfaces, lowering gSV increases the droplet

freezing time, whereas the freezing time de-

creases with decreasing testing temperature.

Dynamic freezing experiments, such as imping-

ing supercooled droplets on a surface, highlight

the effectiveness of water-repellent hydropho-

bic or superhydrophobic surfaces (14, 114).

However, such tests are likely not representa-

tive of many real-world icing conditions where

frost formation can occur (57, 89). Thus, as for

low-ice adhesion surfaces, there is a need for

standardization of testingmethodology used

to evaluate anti-icing surfaces.

Whereas freezing time and nucleation tem-

peratures are useful for characterizing the

freezing transition of isolated droplets, areal

coverage and propagation rates are perhaps a

bettermeasure for comparing the overall frost-

ing or ice accretion rates on surfaces (Fig. 5D).

Frost can propagate from one condensed water

droplet to the next through interdroplet ice-

bridging. When the condensed droplets are

readily removed, or spatially constrained, frost

propagation can be slowed down substantially

(11, 47, 115).

Recently, micro- and macroscale patterned

surfaces have been utilized for the spatial con-

trol of frosting (115, 116). Yao et al. (115) showed

that frosting on natural leaves is spatially dis-

continuous, with frosting enhanced on the peaks

and suppressed in the valleys (Fig. 5D, inset).

This is due to the enhanced evaporation rate

for droplets that condense within the valleys.

Condensate dropletmobility canbe increased

through the use of lubricated surfaces (9, 75).

However, the easy shedding of droplets on such

surfaces requires an inclined surface, which

may not always be possible (9, 117). In addi-

tion, as before, subjecting lubricated surfaces

tomultiple frosting-defrosting cycles depletes

the lubricant, diminishing liquid and solid re-

pellency (75, 78). In one study, the total frosting

time was reduced by almost 300% after only

10 frosting cycles, and another study showed

the complete depletion of the lubricant after

the second frosting cycle (Fig. 5D) (75, 78).

Surfaces utilizing phase-change liquids (solid

at subzero temperatures) that undergo local-

ized melting from the latent heat released

during water condensation and freezing have

also been developed for retarding ice and frost

propagation (117). The use of amphiphilic and

charged surfaces for impeding frost propaga-

tion also offers promise (79, 118).

Overall, analysis of the anti-solid fouling

landscape (Fig. 4, B and C) demonstrates that

large strides have been made toward combat-

ting the full range of solid foulants, but also

that major gaps remain. For example, no single

surface design strategy has yet been shown

to resist fouling by all the different possible

forms of ice and associated accretion length

scales. Additionally, practical application fre-

quently demands that a surface resist fouling

by multiple solid contaminants simultane-

ously. Consider that ships traveling the recent-

ly opened arctic routes need to resist fouling

bymicro andmacroscopicmarine species (119),

as well as ice. However, most surface modifi-

cation technologies typically focus on reducing

the adhesion of only a single foulant, over a

narrow foulant accreting length scale.

Overlap between solid and liquid

fouling resistance

Real-world fouling environments are complex

and often involve multiple foulant phases that

must be simultaneously removed. There is

limited overlap between liquid-repellent and

solid-repellent surface design strategies. One

key element of this divide is surface texture.

Control over surface texture is a fundamental

tool in liquid-repellent surface design. How-

ever, the length scale of solid fouling initia-

tion and nucleation is typically much smaller

than the texture length scale utilized for liq-

uid repellency. As a result, the solid foulant

penetrates the solid texture, increasing the

adhesive bonding for a range of different solid

foulants including ice (78), scale (120), and dif-

ferent marine foulants (65).

The development of surfaces with ultralow

liquid contact angle hysteresis (Dq), as well as

interfacial slippage to facilitate the release of

solid foulants, shows promise in this regard.

The few surfaces that have been demonstrated

to repel both liquid and solid foulants have all

taken this approach and rely upon a molec-

ularly smooth, highly mobile interface. The

largest subset of these surfaces is made up of

various liquid-infused surface designs. How-

ever, such coatings are susceptible tomechani-

cal damage, and the lubricant may be readily

depleted, especially by abrasion (121) or con-

densation of low–surface tension liquids (37,49),

or under high shear flows (40). Alternatively,

as discussed above, some work has also been

reported in the area of covalently tethering

flexible molecular chains to a surface to mimic

the highlymobile interface of a liquid lubricant

with greater stability (39, 122). These surfaces

demonstrate low–contact angle hysteresis with

awide range of liquids (39, 122), and lower solid

adhesion (38). However, much work still re-

mains to be done to develop effective surface

design strategies for simultaneously prevent-

ing solid and liquid accretion.

Challenges and outlook

Mechanical durability

The issue of mechanical durability has received

considerable attention in recent literature on

solid- and liquid-repellent surfaces (3). How-

ever, different studies typically use widely dif-

fering testing methodologies for evaluating

a surface’s durability, making it difficult to

compare performance between surfaces. Popu-

lar methods to evaluate mechanical durability

include linear and circular abrasion (63, 123),

tape peeling (124), falling sand abrasion (125),

blade scratching (3), and water-jet impact

tests (124). Although some studies evaluate a

surface’s mechanical durability using ASTM

standardized Taber tests (Fig. 6A) (123), most

studies use a custom-made abrasion test setup

(126) where the abrasive is a sandpaper of a

specific grit. Overall, the differences in the

choice of abrader material, technique, abrasion

speed, applied load, and abrasion duration can

prevent a direct comparison between different

studies (127, 128).

We attempt to provide a more universal ap-

proach to evaluate and compare the mechani-

cal durability of different surface coatings.

Archard’s wear equation (129, 130) is widely

used to characterize wear resistance of mate-

rials and is given asQ ¼ KWS=Hs. Here, Q is

the wear volume,W is the normal load applied,

S is the total sliding distance of the abradant

over the softer test surface with hardness Hs,

and K is a dimensionless constant known as

the wear coefficient (129, 130). The abradants

used in various reports selected for Fig. 6G,

whether sandpaper or Taber abrasers, are typ-

ically composed of abrasive materials like

SiC or Al2O3 with Vickers hardness values of

~1800 to 2600 (130) (also see Fig. 6, B to F).

The constant,K, can be correlatedwith the size

of the wear particle produced by every asperity

contact (130). Additionally, the abrasive wear

rate is dependent on the size of the abrasive

particles for particle sizes <100 mm (130) and

consequently, Qºr, where r is the mean par-

ticle size of the hard abradant. As the data re-

ported inFig. 6Guse abrasive particles <100mm,

QºWSr, and thus, we useWSras ourmeasure

of abrasion severity.

Surfaces that rely on topographical textures

to provide water repellency, such as several

different superhydrophobic surfaces, are often

susceptible to mechanical wear (Fig. 6G) (127).

In addition, poor chemical bonding and the

formation of wear debris can cause a loss of

water repellency. This can be observed by look-

ing at the data for textured metallic and steel

surfaces functionalized with small-molecule

silanes, long-chain fatty acids, or hydrophobized

nanoparticles on the surface (Fig. 6G) (131).

However, when amuch hardermaterial forms
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the surface texture, such as functionalized

ceramics ormetal oxides, liquid repellency can

be maintained for up to an order of magnitude

larger abrasion severity (3, 126, 132) (Fig. 6G).

Finally, thermosetting or cross-linked poly-

mers such as different polyurethanes, epoxies,

and phenolics are widely used as coatings in

many different industries (aerospace, automo-

tive, and so forth). By incorporating various

fillers within these matrices, different durable

hydrophobic and superhydrophobic coatings

have been developed (123, 133). To aid in the

selection of adequately miscible fillers and

binders, the use of Hansen solubility parame-

ters can be particularly useful (123). The use of

polymers as a coating treatment on metallic

texture, or for infusion within a metal matrix,

has also yielded extremely abrasion-resistant,

water-repellent materials (134, 135).

Scale-up and commercialization

Apart from performance, the commercial fea-

sibility of a solid- or liquid-repellent coating is

largely determined by the materials used and

the fabrication methodology. Lithographically

fabricated surfaces can be difficult to inex-

pensively manufacture on a large scale, which

limits their practical utilization. Current large-

scale coating processes, such as spray coating

(123), electrochemical machining (136), chem-

ical etching, and physical and chemical vapor

deposition (125), can allow for easier scale-up

and commercial transition of new coatings.

The chemistry of the materials used for fab-

ricating and processing the coating is also

critical. Use of high quantities of corrosive,

fluorinated, or heavy metalÐbased chemicals

and volatile organic compounds (VOCs) during

manufacturing can prevent commercial transi-

tion because of environmental and regulatory

concerns (137). The current move away from

bio-accumulating fluorinated chemicals is par-

ticularly worth mentioning in this regard.

High-quality, waterproof outer wear has uti-

lized long-chain fluorinated chemicals for

decades. However, recent understanding re-

garding the toxic by-products and environ-

mental accumulation of these chemicals has

left companies around the world searching

for fluorine-free alternatives that can provide

water repellency and stain resistance similar

to those of long-chain fluorocarbons. Moving

forward, collaborative efforts among scientists

and engineers across different disciplines will

be needed to develop the next generation of

surface coatings that can prevent the accretion

of a broad spectrum of foulants while also

satisfying industrial standards of coating scal-

ability and durability.
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INTRODUCTION: The COVID-19 pandemic re-

vealed enhanced vulnerability of the elderly

and chronically ill to adverse outcomes upon

severe acute respiratory syndrome corona-

virus 2 (SARS-CoV-2) infection. Senescence is

a cell fate elicited by cellular stress that results

in changes in gene expression, morphology,

metabolism, and resistance to apoptosis. Se-

nescent cells (SnCs) secrete pro-inflammatory

factors, called the senescence-associated se-

cretory phenotype (SASP). SnCs accumulate

with age and drive chronic inflammation.

In human cells and tissues and using a new

infection paradigm, we asked whether SnCs

are a cause of adverse outcomes of infection

with aging. This is relevant because SnCs

can be selectively eliminated in vivo with a

new class of therapeutics called senolytics,

potentially affording a new approach to treat

COVID-19.

RATIONALE:Wehypothesized that SnCs, because

of their pro-inflammatory SASP, might have a

heightened response to pathogen-associated

molecular pattern (PAMP) factors, result-

ing in increased risk of cytokine storm and

multi-organ failure. To test this, we treated

senescent and nonsenescent human cells

with the PAMPs lipopolysaccharide (LPS)

and SARS-CoV-2 spike protein (S1) andmea-

sured the SASP and its effect on non-SnCs.

Similarly, old and progeroid mice were chal-

lenged with LPS, and we measured the SASP.

Previously, we created a “normal microbial

experience” (NME) for mice by transmitting en-

vironmental pathogens to specified-pathogen–

free (SPF) mice through exposure to pet store

mice or their bedding. The first pathogen

transferred was mouse hepatitis virus (MHV),

a b-coronavirus closely related to SARS-CoV-2.

NME rapidly killed aged SPF mice known to

have an increased burden of SnCs compared

with young SPF mice, which survive NME. This

afforded an experimental paradigm to test

whether senolytics blunt adverse outcomes

in b-coronavirus infection.

RESULTS: Human endothelial SnCs became

hyperinflammatory in response to challenge

with LPS and S1, relative to non-SnCs. The

PAMP-elicited secretome of SnCs caused in-

creased expression of viral entry proteins and

reduced expression of antiviral genes in non-

senescent human endothelial and lung epithe-

lial cells, and the proximity of these events was

established in human lung biopsies. Treatment

of old mice with LPS significantly increased

SASP expression in several organs relative to

young mice, confirming our hypothesis in vivo.

Similarly, oldmice exposed toNMEdisplayed a

significant multi-organ increase in SnCs and

the SASP, impaired immune response toMHV,

and 100% mortality, whereas inoculation with

antibodies against MHV before NME afforded

complete rescue of mortality. Treating oldmice

with the senolytic fisetin, which selectively

eliminates SnCs after NME reduced mortality

by 50%, reduced expression of inflammatory

proteins in serum and tissue and improved

the immune response. This was confirmed

with a second senolytic regimen, Dasatinib

plus Quercetin, as well as genetic ablation of

SnCs in aged mice, establishing SnCs as a

cause of adverse outcomes in aged organisms

exposed to a new viral pathogen.

CONCLUSION: SnCs amplify susceptibility to

COVID-19 and pathogen-induced hyperin-

flammation. Reducing SnC burden in aged

mice reduces mortality after pathogen ex-

posure, including a b-coronavirus. Our findings

strongly support the Geroscience hypothe-

sis that therapeutically targeting fundamen-

tal aging mechanisms improves resilience

in the elderly, with alleviation of morbidity

and mortality due to pathogenic stress. This

suggests that senolytics might protect others

vulnerable to adverse COVID-19 outcomes

in whom increased SnCs occur (such as in

obesity or numerous chronic diseases).▪
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SnCs that accumulate with age or chronic disease react to PAMPs such as SARS-CoV-2 S1 by

amplifying the SASP, which increases viral entry protein expression and decreases viral defense

IFITMs in normal cells. Old mice exposed to pathogens such as the b-coronavirus MHV have increased

inflammation and higher mortality. Treatment with a senolytic decreased SnCs, inflammation, and mortality

and increased the antiviral antibody response.
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The COVID-19 pandemic has revealed the pronounced vulnerability of the elderly and chronically ill to

severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2)–induced morbidity and mortality.

Cellular senescence contributes to inflammation, multiple chronic diseases, and age-related dysfunction,

but effects on responses to viral infection are unclear. Here, we demonstrate that senescent cells

(SnCs) become hyper-inflammatory in response to pathogen-associated molecular patterns (PAMPs),

including SARS-CoV-2 spike protein-1, increasing expression of viral entry proteins and reducing antiviral

gene expression in non-SnCs through a paracrine mechanism. Old mice acutely infected with pathogens

that included a SARS-CoV-2–related mouse b-coronavirus experienced increased senescence and

inflammation, with nearly 100% mortality. Targeting SnCs by using senolytic drugs before or after

pathogen exposure significantly reduced mortality, cellular senescence, and inflammatory markers and

increased antiviral antibodies. Thus, reducing the SnC burden in diseased or aged individuals should

enhance resilience and reduce mortality after viral infection, including that of SARS-CoV-2.

O
ld age is the greatest risk factor by orders

of magnitude for most chronic diseases,

including cancers, diabetes, cardiovascular

disease, and Alzheimer’s disease. Aging

also predisposes to geriatric syndromes

and loss of physical resilience. The current

COVID-19 pandemic has illuminated the par-

ticular vulnerability of the elderly and thosewith

underlying geriatric syndromes to increased

severe acute respiratory syndrome coronavirus 2

(SARS-CoV-2)–mediated mortality (1–5). Thus,

approaches to extend health span and enhance

physical resilience could reduce the rate of

mortality in elderly COVID-19 patients.

Cellular senescence has emerged as one of

the mechanisms that drives aging and age-

related diseases that is most tractable to ther-

apeutically target (6, 7). Senescence is a cell

fate elicited in response to external and internal

cellular stress signals, established through tran-

scription factor cascades that can include

p16
INK4a

/retinoblastoma protein and/or p53/

p21
CIP1

, which cause extensive changes in gene

expression, histone modifications, organelle

function, elevated protein production, and

profound morphologic and metabolic shifts

(8, 9). A substantial fraction of senescent cells

(SnCs) release inflammatory factors, chemo-

kines, growth factors, proteases, bioactive lipids,

extracellular vesicles, and procoagulant factors,

called the senescence-associated secretory pheno-

type (SASP) (6).

Senescence is a robust tumor suppressor

mechanism, with the SASP acting as a chemo-

attractant-stimulating immune cell–mediated

clearance of senescent and neighboring cells.

However, with advancing age and many chronic

diseases, SnCs accumulate in most tissues, pre-

sumably because of inefficient SnC removal by

the immune system and resistance to cell death.

This accumulation drives chronic sterile inflam-

mation, which in turn drives loss of resilience

and predisposition tomany diseases (10). SnCs

can interfere with the immune system and the

ability of immune cells to remove them. For

example, the SASP factors interleukin-6 (IL-6),

monocyte chemotactic protein–1 (MCP-1), and

chemokine (C-C motif) ligand 11 (CCL11) alter

myeloid cell migration; interferon g-induced

protein 10 (IP10)/C-X-C motif chemokine 10

(CXCL10) depletes critical T lymphocyte sub-

sets; and matrix metalloproteinases cleave fatty

acid synthase (FAS) ligand and other immune

system regulators (11). The SASP can drive fi-

brosis (11). SnCs have been demonstrated to

play a causal role in aging and age-related dis-

eases in preclinical models. Transplanting SnCs

into young mice causes an accelerated aging-

like state, whereas genetic or pharmacologic

selective killing of SnCs attenuates disease,

improves physical function, and delays all-cause

mortality in older mice (12–14). Factors that are

common components of the SASP are linked to

prolonged disease, hyperinflammation/cytokine

storm/acute respiratory distress syndrome (ARDS),

myocarditis with troponin leak, T cell deficien-

cies, clotting, delirium, and multi-organ failure

in SARS-CoV-2 patients (15). Also, a signature

of the SASP factors IL-6, IL-10, and IP10 in

COVID-19 patients appears to predict clinical

progression (16). However, it is not known

whether SnCs and their pro-inflammatory

SASP contribute to the increased mortality

observed in the elderly and chronically diseased

after infection.

Initially, to determine whether SnCs have an

altered response to pathogen exposure com-

paredwith healthy cells, we treated irradiation-

induced senescent human preadipocytes and

non-SnCs with the pathogen-associated molec-

ular pattern (PAMP) factor lipopolysaccharide

(LPS). LPS stimulated expression of IL1a, IL1b,

IL6, MCP1, and PAI2 in non-SnCs (Fig. 1A, fig.

S1, and table S1) but did not significantly alter

levels of p16
INK4a

or p21
CIP1

. Expression of these

SASP factors as well as IL10 and PAI1 were all

significantly increased by LPS in SnCs relative

to untreated SnCs and relative to LPS-treated

non-SnCs, suggesting that PAMPs exacerbate

the SASP and that SnCs can amplify the in-

flammatory response to PAMPs. To determine

whether a similar effect occurs in vivo, young

and aged wild-type (WT) mice were challenged

with LPS. Senescence and SASP markers were

measured 24 hours after treatment. Although

expression of the senescence markers p16
Ink4a

and p21
Cip1

was not affected at this early time

point, LPS exposure stimulated a significant

increase in expression of Il1a, Il1b, Il6, Il10,

Mcp1, Tnfa, Pai1, and Pai2 in liver (Fig. 1B) and

kidney (fig. S2) of aged compared with young

mice. Furthermore, LPS challenge significantly

increased levels of the SASP factors IL-6,MCP-1,

and tumor necrosis factor–a (TNFa) in the
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serum of old mice (Fig. 1C). To confirm the

effect of LPS on aged mice with an increased

SnC burden, we also treated progeroid Ercc1
Ð/D

mice (fig. S3)—which express high levels of

senescence and SASP markers in the same

tissues and to the same extent as occurs inWT

mice, albeit much earlier in life (17)—acutely

with LPS. Senescence and SASP markers were

measured 24 hours after treatment. Although

expression of senescencemarkers p16
Ink4a

and

p21
Cip1

was not affected at this early time

point, LPS significantly increased expression

of SASP factors (Il1a, Il1b, Il6, Tnfa, andMcp1)

in kidney and liver of the progeroid mice rela-

tive to age-matched WT controls (fig. S3) and

significantly increased levels of circulating

IL-6 and MCP-1 (fig. S3). On the basis of

these results, we hypothesized that SnCs ex-

posed to pathogen-associated signals contrib-

ute to hyperinflammation and cytokine storm

after infection with pathogens.

SnCs have an altered response to SARS-CoV-2

spike protein

Viral entry through cell surface receptors and

dampening of host antiviral gene expression

are critical steps in successful infections and

virus propagation (18). The spike 1 (S1) glyco-

protein of SARS-CoV-2, antibodies against which

are currently being tested in clinical trials

(NCT04425629), mediates entry into host cells

through binding to angiotensin-converting en-

zyme 2 (ACE-2), resulting in elevated nuclear

factor kB (NF-kB) signaling and inflamma-

tory cytokine production (19, 20). Endothelial

cells can be infected directly by SARS-CoV-2,

leading to amplification of inflammation with

subustantial changes in endothelialmorphology

and disruption of intercellular junctions (21).
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Fig. 1. The SASP is ampli-

fied by PAMP factors.

(A) Human adipocyte pro-

genitors isolated from sub-

cutaneous fat biopsies were

induced to undergo senes-

cence with 10 gray (Gy) of

ionizing radiation (SnC) or

not (non-SnC) (n = 5

subjects). Cells were

treated with 10 ng of the

prototype PAMP LPS for

3 hours before RNA isolation.

Gene expression was

measured with quantitative

PCR, and the expression in

LPS-treated cells was nor-

malized to vehicle-treated

samples. Means ± SEM.

Statistical significance was

calculated by using a mixed

effect model for the effect

of LPS on SnCs and its

differential effects on SnCs

compared with non-SnCs.

Details are available in table

S1. Arrows and asterisks:

gray, vehicle-treated SnCs

versus non-SnCs; black,

LPS-treated SnCs versus

non-SnCs; red, SnCs ± LPS.

*P < 0.05, **P < 0.01,

***P < 0.001, ****P <

0.0001. (B) Young

(2-month-old) and old

(26-month-old) mice were

treated with phosphate-

buffered saline (PBS) (n =

5 young and 5 old) or LPS

(n = 4 young and 3 old),

and tissues were collected

24 hours later. RNA was

isolated from liver, and gene

expression measured by

means of quamtitative PCR.

Expression in LPS-treated

mice was normalized to vehicle-treated animals. Means ± SEM, two-way analysis of variance (ANOVA) and post hoc comparison TukeyÕs honestly significant difference

used to compare the two animal cohorts within a treatment group. Arrows and asterisks: gray, vehicle-treated old versus young; black, LPS-treated old versus

young; red, old ± LPS. **P < 0.01, ***P < 0.001, ****P < 0.0001. Kidney data are provided in fig. S2. (C) Serum protein from the same mice measured with enzyme-

linked immunosorbent assay (ELISA). Statistics are as described in (B).
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Fig. 2. The SARS-CoV2

spike protein-1 (S1) exacer-

bates the secretory pheno-

type of senescent human

endothelial cells, decreasing

viral defenses and elevating

viral entry/processing gene

expression. (A) Primary

human kidney endothelial

cells (n = 9 biological repli-

cates) were induced to

undergo senescence with

10 Gy of ionizing radiation

(SnC) or not (non-SnC) then

treated with 500 ng recom-

binant S1 or PBS vehicle for

24 hours. Thirty SASP-

related proteins were

measured in the conditioned

media (CM) by means of

Luminex xMAP technology.

Relative abundance induced

by S1, normalized to vehicle

treated non-SnCs (non-SnC +

Veh), is illustrated in the

heat map. A mixed effects

model was used to test the

effect of S1, senescence, and

their interaction, taking into

account duplicate measures

within a subject for each

protein as well as the

composite score. Margin

effects of SnCs in the treat-

ment group also were tested

under the mixed-effects

model framework. Overall,

the effect of S1 on SnCs was

significantly more pronounced

than on non-SnCs (composite

score change P < 0.0089;

mean values and P values

for each cytokine are in

table S2). (B) Schematic of

experiments in (C), (E), and

(F). Primary human cells were

induced to undergo senes-

cence with 10 Gy of ionizing

radiation (SnC) or not (non-

SnC). Twenty days later, CM

was collected (n = 4 biological

replicates) and used to treat

non-SnCs (n = 4 biological

replicates) either with or without neutralizing antibodies to IL-1a, IL-18, and PAI-1

(alone or in combination) for 48 hours, then RNA was isolated to measure expression

of genes related to SARS-CoV-2 pathogenesis by means of quantitative PCR.

Expression in cells treated with SnC CM was normalized to cells treated with non-

SnC CM. Data are displayed as mean ± SEM, mixed-effects model. *P < 0.05

**P < 0.01, ***P < 0.001, ****P < 0.0001. (C) IFITM expression in human kidney

endothelial cells treated with CM from SnC versus non-SnC human kidney endothelial

cells. (D) IFITM expression in human kidney endothelial cells exposed to two

concentrations of IL-1a (n = 4 biological replicates). Expression was normalized to

vehicle-treated samples. (E) Gene expression in human lung epithelial cells treated with

CM from SnC versus non-SnC preadipocytes, HUVECs, or kidney endothelial cells.

(F) TMPRSS2 expression in human kidney endothelial cells treated with CM from SnC

versus non-SnC kidney endothelial cells with or without neutralizing antibodies or human

kidney endothelial cells with recombinant IL-1a for 48 hours. (G) Human lung biopsies

acquired for clinical indications of focal, noninfectious causes from elderly patients were

stained for TMPRSS2, p16INK4a, and 4′,6-diamidino-2-phenylindole (DAPI) to detect nuclei

(n = 5 subjects). Representative images are shown. Scale bar, 20 mm. (H) TMPRSS2+,

p16INK4a+, and total nuclei were counted and expressed as a function of total nuclei in each

field. TMPRSS2+ and p16INK4a+ cells/field were tightly linked (P < 0.0001; partial Pearson

correlation). Each color series of dots indicates replicates from a single subject.
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To address specifically how the SARS-CoV-2

PAMPs affect SnCs, senescent human kidney

endothelial cells (fig. S4) were treated with

pyrogen-free recombinant S1 protein. Exposing

endothelial SnCs to S1 for 24 hours signifi-

cantly increased secretion of the majority of

endothelial SASP factors measured in the con-

ditioned media (composite score P < 0.0089

comparing SnCs to non-SnCs) (Fig. 2A and

table S2). Similar albeit less distinctive results

were obtained by using kidney endothelial cells

in which senescence was induced through rep-

lication rather than radiation (fig. S5 and table

S3). In addition, treatment of human sub-

cutaneous adipocyte progenitor SnCs with S1

increased expression of the key preadipocyte

SASP factors, IL1a and IL1b, at the mRNA

level (fig. S6). Consistent with the LPS data,
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Fig. 3. Old mice are vulnerable

to a NME that includes acute

mouse b-coronavirus infection.

(A) Young (3-month-old) and old

(20- to 24-month-old) WT mice

were exposed to NME bedding

produced from pet store mice for

7 days. Survival was monitored for

35 days after initiation of NME

(n = 10 young; n = 18 old). Log-

rank (Mantel Cox) test. (B) Gene

expression in three tissues of SPF

or NME (6- to 7-day exposure)

young and old mice (n = 3 young

SPF; n = 5 old SPF; n = 14 young

NME; n = 13 old NME) measured

with quantitative PCR. Expression

was normalized to young SPF

mice. Means ± SEM, two-way

ANOVA and post hoc comparison

Tukey’s honestly significant

difference were used to compare

the two animal cohorts within a

treatment group. *P < 0.05, **P <

0.01, ***P < 0.001, ****P <

0.0001. Arrows and asterisks:

gray, SPF old versus young; black,

NME old versus young; red, old

SPF versus old NME. (C) Serum

cytokine levels in young and

old mice (n = 3 young SPF;

n = 5 old SPF; n = 19 young NME;

n = 17 old NME) measured with

ELISA at day 5 after NME. Statistics

are as described in (B). (D) Serol-

ogy to detect antibodies against

microbes in NME bedding. (Right)

The mouse pathogens commonly

tested for by Charles River Labora-

tory to define SPF housing. The pie

charts illustrate the exposures

detected in individual young and old

mice (n = 24 young; n = 21 to

23 old) day 11 after initiation of

NME. Serology of pet store mice is

illustrated below. (E) Representative

images of hematoxylin and eosin

(H&E) staining or MHV immuno-

histochemistry in liver sections from

young and old mice exposed to

NME. (F) (Top) Schematic to illus-

trate the experimental design.

Young (6-month-old) or old (22-month-old) female mice were inoculated with a sublethal dose of MHV. Thirty days later, naïve and inoculated mice were exposed to NME

bedding for 3 weeks. (Bottom) Serum antibodies against three different MHV antigens measured 21 days after MHV inoculation and reported as relative scores. The

dotted line indicates the limit of detection (LOD). Means ± SEM, unpaired two-tailed Student’s t test. **P < 0.01, ****P < 0.0001. (G) Survival of MHV-inoculated and

naïve mice measured for 42 days after initiation of NME. Log-rank (Mantel Cox) test.
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these data suggest that S1 is a PAMP that can

trigger a hyperinflammatory state in SnCs,

possibly through stimulation of a Toll-like

receptor (TLR) (22, 23), with the inflamma-

tory profile differing among types of SnCs.

InflammatorySASP factors contribute to clear-

ing pathogens. However, certain inflammatory/

SASP factors released by senescent human lung

cell types—including IL-1a, IL-1b, IL-6, MCP-1,

TNFa, and MMP-1—are central to the patholog-

ical cytokine storm seen in some COVID-19

patients (4, 5, 24–33). Initially, to determine

whether the SASP affects the response of

human endothelial cells to pathogen expo-

sure, nonsenescent primary kidney endothe-

lial cells were exposed to conditioned media

(CM) from SnCs or non-SnCs (Fig. 2B). The

CM from SnC endothelial cells significantly

reduced expression of the key viral defense

genes IFITM2 and IFITM3 (Fig. 2C). IL-1a is

a natural pyrogen as well as amaster up-stream

regulator of the senescence-associated IL-6/IL-8

cytokine network (34). It is increased in COVID-

19 patients (35), increased in SnCs treated with

S1 (fig. S6), and increased in LPS-treated mice

(Fig. 1B and figs. S2 and S3). Directly treating

nonsenescent primary human endothelial cells

with IL-1a significantly reduced expression of

IFITM2 and IFITM3 (Fig. 2D). Suppressing the

SASP factors IL-18, PAI-1, and IL-1a by pretreat-

ing the CM from SnCs with neutralizing anti-

bodies against these proteins partially restored

IFITM2 and IFITM3 expression (Fig. 2C). These

data support the conclusion that the SASP

from preexisting SnCs could exacerbate SARS-

CoV-2 infection of nonsenescent human endo-

thelial cells.

Next, we examined the impact of the SASP

on human lung epithelial cells, another target

cell type in COVID-19. Treating nonsenescent

primary human lung epithelial cells with CM

from senescent human preadipocytes, kidney

endothelial cells, or human umbilical vein en-

dothelial cells (HUVECs) significantly increased

expression of the SARS-CoV-2 viral entry genes

ACE2 and TMPRSS2 (Fig. 2E). Similarly, treat-

ing nonsenescent human primary kidney en-

dothelial cells with CM from SnCs induced

expression of TMPRSS2 (Fig. 2E). Adding neu-

tralizing antibodies against IL-1a to the CM

from SnC kidney endothelial cells reduced

expression of TMPRSS2, whereas antibodies

against IL-18 did not (Fig. 2F). Treating non-

senescent human primary endothelial cells

directly with IL-1a increased TMPRSS2 ex-

pression fivefold (Fig. 2F), and IL-1a treatment

of nonsenescent human lung epithelial cells

increased both ACE2 and TMPRSS2 expres-

sion twofold (fig. S7A). Treating nonsenescent

human kidney endothelial cells with IL-1a also

significantly increased expression of IL6, IL8,

IP10, and MCP1 (fig. S7B). In addition, al-

though ACE2 and TMPRSS2 were not up-

regulated in senescent human preadipocytes

(fig. S7C) in which these genes are not nor-

mally expressed, TMPRSS2was up-regulated

in senescent human endothelial cells (fig. S7D).

Consistent with these in vitro results, in healthy

human lung tissue resected from five elderly

patients for clinical indications of focal, non-

infectious causes, there were more TMPRSS2
+

cells adjacent to p16
INK4a+

cells as detected with

immunofluorescence, with the abundance of

p16
INK4a+

cells correlatingwith TMPRSS2
+
cell

abundance (Fig. 2, G and H). Collectively, these

data further support the conclusion that SnCs

could promote SARS-CoV-2 pathogenesis by

decreasing viral defenses and increasing ex-

pression of viral entry proteins in neighboring

non-SnCs through amplified secretion of SASP

factors.

Old mice are hypersensitive to pathogen

exposure, including b-coronavirus infection

To investigate the role of SnCs in driving ad-

verse outcomes upon infection in vivo, we ex-

ploited an experimental paradigm developed

to study the response of laboratory [specified-

pathogen free (SPF)] mice to infection with

common mouse microbes, creating what is

termed a “normal microbial experience” (NME)

(36–38). Experimental mice are exposed to

pathogens through cohousing with pet-store

mice or through exposure to their dirty bedding.

NME exposure for many months rarely com-

promises the viability of young mice (89%

survival across all experiments) (Fig. 3A) (36Ð38).

By contrast, exposing old mice (20+ months of

age) to the same NME rapidly caused nearly

100% lethality in<2weeks and inboth sexes (Fig.

3A and fig. S8A). In mice euthanized on day 6 or

7 after NME exposure, expression of senescence

markers (p21
Cip1

and p16
Ink4a

) and SASP factors

(Il6, Mcp1, and Tnfa) in liver, kidney, and to a

lesser extent in lung were increased in old NME

mice compared with old SPF, young SPF, or

youngNMEmice (Fig. 3B). Inaddition, therewas

an increase in infiltration of CD45
+
cells into the

liver by day 6 or 7 after NME exposure in both

young and aged mice (fig. S8B). The percent of

infiltrating immune cells was significantly higher

in aged mice than in young animals. These re-

sults are consistent with spread of senescence

and inflammation after pathogen exposure. In

addition, there was a significant increase in

SASP-related inflammatory cytokines (IL-6, IL-10,

EOTAXIN/CCL11, andTNFa) in the serumof old

NME mice compared with young NME mice

(Fig. 3C), which is consistent with preexisting

SnCs creating an environment that contributes

to hyperinflammation upon infection.

Several viruses were detected in saliva and

fecal pellets from the NME mice a week after

exposure to pet store mice, including the

b-coronavirus mouse hepatitis virus (MHV), a

virus in the same family as SARS-CoV-1 and -2

(table S4). However, by day 11, when the ma-

jority of old mice had succumbed to infection,

NME mice were serologically positive for

MHV but not the other pathogens carried

by pet store mice (Fig. 3D). Histopathology

indicated that old but not young mice had

evidence of active MHV infection, manifested

as multifocal necrotizing hepatitis and the

presence of MHV-specific syncytial cells within

areas of necrosis (Fig. 3E). In addition, MHV-

induced syncytial cells were observed among

epithelial cells in the small and large intestines

of aged mice (fig. S8C). These findings are con-

sistent with active infection in aged animals,

in contrast to rapid clearance in the young

animals.

To determine whether MHV infection con-

tributes to NME-mediatedmortality in oldmice,

young and oldmicewere directly infectedwith a

sublethal dose of MHV (strain A59) before NME

exposure (Fig. 3F). Old mice challenged with

MHV generated a reduced antibody response

comparedwith youngmice (Fig. 3F). However,

MHV immunization prevented death of the old

mice after NME exposure, although the animals

were infected with multiple other viruses (table

S5), whereas naïve, old mice succumbed (Fig.

3G). This provides compelling evidence that the

b-coronavirus MHV is the primary driver of

mortality in old mice in the NME paradigm.

Senolytics reduce senescence, inflammation,

and mortality after pathogen exposure

To determine whether drugs that induce

apoptosis specifically of SnCs, termed senolytics,

reduce themortality of oldmice acutely infected

with pathogens, we tested fisetin, a natural

flavonoid found in many fruits and vegeta-

bles (39, 40) that we established as senolytic

(14, 41). fisetin improves tissue homeostasis,

reverses age-related tissue damage, and ex-

tends median life span of mice, even when

administered late in life, with no observable

adverse effects (14, 41).

Old mice were exposed to NME for 1 week

starting on day 0 and were then treated with

20 mg/kg fisetin by means of oral gavage on

days 3 to 5, 10 to 12, and 17 to 19 after patho-

gen exposure (Fig. 4A), with no evidence of

adverse effects. In between fisetin dosing, the

mice were on a maintenance dose of fisetin

[500 parts per million (ppm) Fisetin in chow

ad libitum]. Consistent with our previous re-

sults (Fig. 3A), 100% of the old mice in the

vehicle control groups died within 2 weeks

(Fig. 4B, sexes combined, and fig. S9A, graphed

by sex). However, 64% of the fisetin-treated

male mice and 22% of the female mice sur-

vived long-term with a significant extension

of overall life span for both sexes. Whether

there is a true sex difference in the effect of

fisetin on survival needs to be explored fur-

ther because the ages of the old male and

female mice were not identical.

On day 11 after NME, relative levels of anti-

bodies against MHV were dramatically lower
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Fig. 4. Treatment with the senolytic fisetin decreases mortality in NME-

exposed old mice. (A) Schematic of the experiment. Young (6 to 7 months) and old

(20 to 24 months) mice were exposed to NME bedding containing mouse

b-coronavirus MHV for 7 days. Mice were treated with 20 mg/kg/day Fisetin or

vehicle only by means of oral gavage daily for 3 consecutive days starting on

day 3 after initiation of NME. The 3 days of treatment were repeated (3 days on,

4 days off) for 3 weeks. Animals were also fed standard chow with Fisetin added

(500 ppm) ad libitum after initiation of treatment. (B) Survival was measured

for 36 days after initiation of NME (n = 9 young + vehicle; n = 5 young + Fisetin;

n = 18 old + vehicle; n = 19 old + Fisetin). Log-rank (Mantel Cox) test. P < 0.0001 for

old mice ± Fisetin. (C) Relative MHV antibody score in young and old mice in

(B) on the indicated day after initiation of NME. (D to G) Young (2-month-old) and

old (20-month-old) mice were exposed to NME bedding ± treatment with Fisetin as

described in (A). On days 8 to 9 after initiation of NME, animals were euthanized,

and tissues collected for measuring gene expression (n = 10 young + vehicle; n = 8

to 10 young + Fisetin; n = 10 to 11 old + vehicle; n = 13 old + Fisetin). All expression

data were normalized to young mice treated with vehicle. Data are displayed as

means ± SEM, two-way ANOVA and post-hoc comparison TukeyÕs honestly

significant difference used to compare the two animal cohorts within a treatment

group. Arrows and asterisks: gray, vehicle-treated old versus young; black,

Fisetin-treated old versus young; red, old ± Fisetin. *P < 0.05, **P < 0.01, ***P <

0.001, ****P < 0.0001. (D) MHV mRNA was quantified by means of quantitative

PCR in fecal pellets collected from individual animals in (C). (E) Quantification of

p16Ink4a and p21Cip1 mRNA in four tissues. (F) Quantification of SASP factor mRNA in

liver. Data on other genes and tissues are available in fig. S9. (G) SASP protein levels

in the liver measured with ELISA.
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in the old than young mice (Fig. 4C), which is

consistent with the premature death of the old

mice. However, in oldmice treated with fisetin,

antibodies against MHV were increased to

youthful levels by day 16. All mice exposed to

NMEwere confirmedMHV-positive bymeans

of reverse transcription polymerase chain reac-

tion (RT-PCR) at 8 days after exposure (Fig. 4D).

The old mice had significantly more viral

mRNA than that of youngmice (Fig. 4D), which

is consistent with impaired immune responses

in aged organisms (Fig. 3F) and impaired viral

defenses because of SnCs (Fig. 2C). However,

a short duration of fisetin treatment initiated

3 days after NME exposure tended to reduce

the viral mRNA burden in old mice (P = 0.09)

(Fig. 4D).

To evaluate how fisetin mediates its pro-

tective effects on NME-induced mortality in

agedmice, wemeasured senescence and SASP

markers before death. Cellular senescence

markers (p16
Ink4a

or p21
Cip1

) were reduced in

the liver, kidney, lung, and spleen of the old

fisetin-treated NME mice compared with old

mice receiving vehicle only (Fig. 4E). Further-

more, expression of multiple SASP inflamma-

tory factors—including Ifng, Il1a, Il1b, Il6, Il17,

Tnfa, Cxcl1, Cxcl2, Cxcl10, Mcp1, Mip1, Pai1,

Pai2, Il2, and Il7—was reduced to varying ex-

tents in the same tissues (Fig. 4F and fig. S9B).

Similarly, the levels of circulating IL-1b, IL-6,

MCP-1, and TNFa were reduced after fisetin

treatment (Fig. 4G). Thus, although the old

mice were MHV-infected, fisetin reduced sene-

scence, the SASP, and inflammation after in-

fection and prolonged survival, enabling an

improved antibody response to the virus.

Senolysis contributes to improved outcomes

in old mice exposed to pathogens

To determine whether themechanism of action

of fisetin in suppressing adverse outcomes upon

viral infection includes senolysis, two approaches

were taken. First, INK-ATTACmice were studied

underNMEconditions to enable genetic ablation
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Fig. 5. Pharmacologic and

genetic ablation of SnCs reduces

mortality in old mice exposed

to NME. (A) Schematic diagram

of the experimental design for (B)

to (D). Young (4-month-old) and

old (22- to 30-month-old) male

and female INK-ATTAC mice were

treated with vehicle or AP20187

(n = 10 young; n = 19 old +

vehicle; n = 19 old + AP20187) to

dimerize FKBP-caspase-8 fusion

protein expressed in p16Ink4a+ cells

to kill SnC selectively. AP20187

(10 mg/kg) or vehicle was

administered intraperitoneally

daily for 3 days starting 2 weeks

before initiating NME and ending

1 week after (3 days on and

4 days). NME was started on

day 0 and lasted 1 week. Mice

housed in SPF conditions were

used as controls. Tissues

were collected 7 days after initia-

tion of NME in another cohort

of male animals for molecular

analysis (n = 5 young ; n = 3 or

4 old + vehicle; n = 4 old +

AP20187). (B) Quantification of

MHV mRNA in fecal pellets

isolated from individual mice.

Means ± SEM, one-way ANOVA

with TukeyÕs test. **P < 0.01.

(C) Quantification of eGFP (a

reporter of p16Ink4a expression in

the INK-ATTAC construct),

p16Ink4a, and p21Cip1 mRNA in the

kidney of mice in (B). All expres-

sion data were normalized to

young mice treated with vehicle.

Means ± SEM, one-way ANOVA. *P < 0.05, **P < 0.01, ***P < 0.001.

(D) Survival of male and female mice measured for 30 days after initiation of

NME. Log-rank (Mantel Cox) test. (E) Young (2-month-old, n = 5) and old

(22-month-old, n = 10/group) female mice were exposed to NME bedding for

4 days. Beginning on day 3, mice were treated with 20 mg/kg Fisetin or 5 mg/kg

Dasatinib plus 50 mg/kg Quercetin at days 3, 4, 11, and 12 by means of oral

gavage, or with vehicle only. Survival was measured for 30 days after initiation of

NME. Log-rank (Mantel Cox) test. (F) Survival curves for 20-month-old WT

female mice (n = 10/treatment group) treated with 20 mg/kg Fisetin or vehicle

by oral gavage on days 3 and 4 after initiation of NME exposure. Log-rank

(Mantel Cox) test. (G) Survival of 22-month-old WT female mice (n = 9/

treatment group) treated with 20 mg/kg Fisetin or vehicle only by oral gavage at

days 3, 4, 10, and 11 after NME exposure monitored out to 60 days after

exposure. Log-rank (Mantel Cox) test.
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of p16
Ink4a

-expressing SnCs (42). INK-ATTAC

mice express a caspase 8-FKBP fusion protein,

ATTAC (43), from the p16
Ink4a

promoter. Old

INK-ATTAC mice (>24 months) were treated

with AP20187 to drive dimerization of FKBP,

activation of caspase-8, and apoptosis of

p16
Ink4a

-expressing cells (3 days per week ×

2 weeks), before exposure to NME and then

weekly after NME (Fig. 5A). Both control and

AP20187-treated mice were positive for MHV

RNA at day 8 after NME exposure (Fig. 5B).

AP20187 treatment reduced the expression of

the SnC markers p16
Ink4a

and p21
Cip-1

and of

enhanced green fluorescent protein (eGFP),

which is also driven by the p16
Ink4a

promoter

in INK-ATTACmice after NME exposure (Fig.

5C), as well as certain inflammatory/SASP

genes in kidney, liver, brain, pancreas, and/or

colon (fig. S10). AP20187 treatment significantly

delayed NME-induced mortality in both male

and female aged mice (Fig. 5D and fig. S10A),

providing evidence that senolysis improves out-

comes in aged organisms acutely exposed to

pathogens. The level of MHV RNA also trended

down after AP20187 treatment (Fig. 5B), which is

consistentwith the results with fisetin treatment.

Second, we tested a different well-established

senolytic cocktail, Dasatinib plus Quercetin

(D+Q) (12, 13), and directly compared it with

fisetin in the same survival experiment. D+Q

or fisetin was administered to aged female

mice at days 3 or 4 then 11 or 12, respectively,

after initiation of NME (Fig. 5E). As expected,

whereas 100% of the old, vehicle-treated mice

succumbed to infection, ~50% of the old mice

treated with D+Q or fisetin survived (Fig. 5E).

The similarity in survival curves between the

two treatment groups is notable. This combi-

nation of genetic and pharmacologic studies

provides strong support for the conclusion

that clearing SnCs in old organisms contributes

to improved outcomes upon acute exposure to

viral pathogens.

Last, to determine whether pretreating old

mice with fisetin after infection could prevent

adverse outcomes, old WT mice were treated

with a single round of high-dose fisetin (20 mg/

kg/day for 2 consecutive days beginning 3 days

before NME exposure), followed by low-dose

fisetin after infection (fig. S11A). This sup-

pressed mortality in both male and female

mice by 40% (fig. S11, A and B). Additionally,

antibodies againstMHVwere detected in fisetin-

treated mice on days 16 and 21 (fig. S11C), a time

by which all vehicle-treated old mice had died

(fig. S11A). To evaluatewhether a shorter regimen

of senolytic therapy could improve outcomes in

old NME mice, animals were given after NME

exposure two doses of fisetin once (days 3 and 4)

(Fig. 5F) or twice (days 3 and 4 then days 10 and

11) (Fig. 5G). These short-course treatments, in

the absence of continuous exposure to fisetin

through chow, were sufficient to delay mor-

tality significantly (Fig. 5, F and G). Because

Fisetin has an elimination half-life of less than

5 hours (44), these data are consistent with a

“hit-and-run” mechanism, in which fisetin is

acting as a senolytic, reducing overall SnC

burden, rather than being required to be pres-

ent constantly to engage with a molecular

target to confer benefit. The data also reveal

that fisetin can be administered in a pulsatile

fashion before or after viral infection to reduce

mortality of old organisms.

Discussion

Our study demonstrates that SnCs are primed

to respond to PAMPs by expressing and secret-

ing even higher levels of inflammatory SASP

factors than that in healthy cells. These PAMPs

include the SARS-CoV-2 S1, which exacerbate

the SASP of human SnCs and, in turn, reduce

innate viral defenses and increase expression

of SARS-CoV-2 viral entry proteins in non-

senescent human lung cells and tissue. On the

basis of these observations, we formulated the

“Amplifier/Rheostat”hypothesis, inwhichPAMPs,

such as SARS-CoV-2 S1 viral antigen, cause a

shift in the SASP of preexisting SnCs into a

more highly inflammatory, profibrotic SASP

(Fig. 6). The amplified SASP factors include

cytokines and chemokines, such as IL-1a, that

exacerbate systemic inflammation and drive

secondary senescence. These secondary SnCs

can then (i) further exacerbate and prolong in-

flammation, (ii) reduce viral defenses in non-

SnCs, (iii) facilitate viral entry in non-SnCs, (iv)

attenuate or delay recovery, (v) contribute to

persistent frailty, (vi) cause tissue fibrosis, and

(vii) contribute to hyper-inflammation and

multi-organ failure.

Our Amplifier/Rheostat hypothesis is sup-

ported by in vivo results, first by using acute

LPS treatment and subsequently by exposing

old mice to a NME, which included a mouse

b-coronavirus related to SARS-CoV-2. We dem-

onstrate that the SnC burden in old mice

confers, at least in part, the reduced resilience,

increased inflammation, impaired immune re-

sponse, and mortality observed in old male

and femalemice exposed to new viral pathogens.

Both the pharmacological (such as senolytics

fisetin or D+Q) and genetic (INK-ATTAC) clear-

ance of SnCs yielded significant delay or, in the

case of the former, reduction inmortality in both

old male and female mice. Adverse outcomes

were attenuated when the senolytic fisetin was

administered either before (a preventative mea-

sure) or after (a therapeutic intervention) NME

exposure. The senolytics fisetin and D+Q were

more effective at delaying mortality than were

genetic ablation of SnCs in the INK-ATTACmice

(Fig. 5, F versus D), which is consistent with the

latter only removing SnCs that express high

levels of p16
Ink4a

and not p16-low or -negative

SnCs. However, subtle differences in fomite

bedding make it difficult to compare life span

data between experiments.

Although the NME paradigm does not di-

rectly model SARS-CoV-2 infection, NME ex-

posure involves transmission of multiple

common community-acquired mouse infectious

agents. Among these is the b-coronavirus MHV,

which is an enteric virus transmitted by oral or

fecal spread rather than respiratory droplets.

Even though MHV infects hepatocytes to a

greater extent than pulmonary tissue, we did

find evidence of inflammation in the lung,

spleen, liver, gastrointestinal tract, and kidney,
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Fig. 6. SASP Amplifier/

Rheostat hypothesis.

Schematic of the

hypothesis generated

from these data and

tested herein. SnC

amplified the response

to PAMPs in vitro

and in vivo, resulting in

increased production

of pro-inflammatory cyto-

kines and chemokines.

This could exacerbate

acute systemic inflam-

matory responses and

cytokine release by

innate immune cells and

amplify the spread of

senescence. This model

could explain the

increased risk of cyto-

kine storm during

COVID-19 or other infec-

tions and adverse outcomes observed in the elderly or those with chronic conditions associated with an

increased burden of SnC (obesity, diabetes, chronic lung or kidney disease, or cardiovascular disease).
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similar to that in COVID-19 patients. MHV

was a primary viral pathogen transferred by

the NME as evidenced with serology, quan-

titative RT-PCR, and liver histopathology and

caused severe disease in aged but not young,

mice. Furthermore, MHV immunization con-

ferred protection fromNME-inducedmortality,

indicating an essential role for the b-coronavirus

in the mortality of old mice. The NME model

does accurately reflect the dramatic response

of naïve organisms to a novel b-coronavirus,

the age disparity in outcomes observed in

COVID-19 patients, the hyperinflammation

elicited in some hosts, and the common ex-

perience of opportunistic infections contribut-

ing to disease severity and mortality.

SnC burden is increased in old and young

mice exposed to NME (Fig. 3B) and, if it per-

sists, could lead to additional comorbidities.

However, themagnitude of senescence in young

animals appears not to reach a threshold that

compromises survival. Thus, it is possible that

senolytic treatment could be beneficial to

COVID-19 survivors for improving long-term

outcomes and suggests that monitoring ex-

pression of senescence markers in this patient

populationwould be advantageous.Moreover, it

was not necessary to reduce senescencemarkers

to the level of young individuals to dramatically

improve survival. This supports the possibility

that there is a threshold beyondwhich senescent

cell burden is deleterious (13, 45) and illustrates

that unlike for cancer cells, not every SnC needs

to be eliminated to have a beneficial effect.

A high SnC burden in the elderly or those

with chronic diseases such as diabetes, obesity,

hypertension, or chronic lung disease likely

can interfere with the ability of the immune

system to induce a strong B and T cell re-

sponse to new antigens. We found that inter-

mittent senolytic treatment improved the

development of an antibody-against-MHV

response. This could be because the old mice

survive long enough to mount a healthy re-

sponse analogous to younger mice, or because

dampening the SASP and inflammation im-

proved immune cell function, or both. However,

our preclinical data suggest that senolytics could

improve the response of the elderly to vaccines

for SARS-CoV-2 andother viral pathogens.

The immediate implication of these studies

is that senolytics could have clinical appli-

cation for attenuating mortality and other

adverse outcomes in the elderly and those

with comorbidities who become infected with

SARS-CoV-2. Furthermore, on the basis of our

findings in LPS-treated SnCs and aged mice,

senolytics may be of potential therapeutic use

for elderly persons stricken by bacterial infec-

tions. In addition, our data support the view

that targeting pillars of aging and, in particu-

lar, cellular senescence can improve resilience

of the elderly in the face of viral pathogens.

This strongly supports the Geroscience hy-

pothesis that targeting fundamental aging

mechanisms can improve health span in the

elderly and implies that targeting other pillars

of aging might also alleviate morbidity from

viral infection. Thus, for the COVID-19 pan-

demic as well as future pandemics, rapalogs,

glucocorticoids, and metformin, all of which

inhibit the SASP, might lessen SARS-CoV-2

cytokine storm and improve outcomes (46–48).

However, unlike senolytics, some of these drugs

may need to be administered continuously or

at least more frequently, adding to off-target

and side effects, especially in elderly patients

with comorbidities and polypharmacy. The

SASP Amplifier hypothesis, supported by data

presented here, led to the initiation of a clin-

ical trial (NCT04476953) to test whether fisetin

prevents disease progression in hospitalized

older COVID-19 patients. A similar but larger

multisite trial to test fisetin in elderly COVID-19

patients in nursing homes (NCT04537299) also

has been initiated. Last, although there are now

vaccines for SARS-CoV-2 being distributed, it

will take a long time for a significant percent-

age of the world’s population to be vaccinated.

Even if the 95% effectiveness rate of the vac-

cines in healthy populations is borne out in

elderly nursing home residents, still at least

1 out of 20 vaccinated elderly residents is

anticipated to become infected by COVID-19

and will need treatment, potentially with seno-

lytics and antivirals.

Material and methods

Animals

Wild-type C57BL/6 (young = 2 to 7 months

of age; old = 20 months of age or older) mice

were bred at the University of Minnesota or

Mayo Clinic, purchased from Charles River

(Wilmington, MA), Jackson Laboratory (Bar

Harbor, ME), or received from the Aging Ro-

dent Colony at the National Institute of Aging

(Baltimore,MD). C57BL/6:FVBmice andErcc1
−/D

micewere bred in the Niedernhofer laboratory

at the University of Minnesota as previously

described (49). The generation and characteri-

zation of the INK-ATTAC transgenicmouse line

has been described (42). J.L.K., T.T., J. M. van

Deursen, and D. J. Baker (all Mayo Clinic)

designed the INK-ATTAC strategy. Pet store

mice were purchased from local pet stores in

theMinneapolis-St. Paul, MNmetropolitan area.

All mice were housed in AALAC-approved ani-

mal facilities at the University of Minnesota

(BSL-1/-2 for SPFmice and BSL-3 for exposure

to a natural microbial experience) or Mayo

Clinic. Mice were randomly assigned to con-

trol or experimental groups based on weight

and appearance. Experimental procedures were

approved by the University of Minnesota and

Mayo Clinic Institutional Animal Care and Use

Committees and performed following the Office

of Laboratory Animal Welfare guidelines and

PHS Policy on Use of Laboratory Animals.

Mouse experiments

LPS challenge: WT mice were injected intra-

peritoneally with either LPS (500 ng/kg) or

vehicle (PBS). Animals were euthanized 24 hours

post-injection and tissues collected. Total RNA

was isolated from kidney and liver for the

analysis of senescence and SASP marker ex-

pression by quantitative PCR (qPCR) using the

DDCt method, with Gapdh serving as a house-

keeping control. Serum levels of IL-6, MCP-1,

TNF⍺ were analyzed by ELISA.

Normal microbial experience (NME)

Immune-experienced mice were obtained from

different vendors aroundMinneapolis, MN and

were used as carriers of transmissible pathogens

(hereafter called pet mice). Laboratory strains

of mice were either directly cohoused with pet

mice (37) or were housed on soiled bedding

(totaling 150 to 300 cm
3
/cage) that were col-

lected from cages of pet storemice after 1 week

of housing (fomites). Mice were housed in

AALAC-approved ABSL3 animal facilities at

theUniversity ofMinnesota andweremonitored

daily.

Senolytic preparation and administration

Fisetin (Indofine Chemical) or Dasatinib (LC

laboratories. Cat# D-337, Woburn, MA) and

Quercetin (Sigma. cat#Q4951-10G, St. Louis,

MO) were dissolved in vehicle (10% ethanol,

30% polyethylene glycol 60% phosal 50 pg).

Micewereweighed andgivenFisetin (20mg/kg),

D+Q (5mg/kg+50mg/kg respectively), or vehicle

control alone by oral gavage as indicated. Fisetin

(500 ppm) was compounded into mouse chow

(standardmouse diet, LabDiet 5053). AP20187

was purchased from Clontech (Mountain View,

CA). Vehicle (10% ethanol, 30% polyethylene

glycol 60% phosal 50 pg) or AP20187 dissolved

in vehicle was injected IP (10 mg/kg).

Tissue harvest

For RNA extraction, tissues were snap-frozen

in liquid nitrogen and kept frozen until nucleic

acid isolation. For histopathology, tissues were

fixed in formalin and paraffin embedded.

Serology and measurement of viral RNA

Serum was collected at the indicated times for

antibody screening using EZ-spot followed by

amultiplexed fluorometric immunoassay (Charles

River). The screening panel includes: mouse

hepatitis virus (MHV), Sendai virus, pneumo-

nia virus ofmice, minute virus of mice (MVM),

mouse parvovirus type 1(MPV), mouse parvo-

virus type 2, mouse parvovirus-NS1, murine

norovirus (MNV), Theiler’s murine encepha-

lomyelitis virus (TMEV), reovirus, rotavirus

EDIM, lymphocytic choriomeningitis virus,

ectromelia virus, mouse adenovirus 1 and

2, mouse cytomegalovirus, polyoma virus,

Mycoplasma pulmonis, Enchephalitozoon

cuniculi, cilia-associated respiratory bacillus,
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and Clostridium piliforme. Relative serology

scores for MHV antigens (recombinant A59-

strain nucleocapsid protein, purified A-59 viral

lysate, and purified S-strain viral lysate) were

calculated by Charles River using median

fluorescence index. Active pathogen infec-

tion was measured by PCR Rodent Infec-

tious Agent (PRIA) array methods (Charles

River) in samples collected from oral swabs or

fecal material. This panel screened for MHV,

MNV, MPV, MVM, Rodentibacter heylii, and

Helicobacter species.

Infection with MHV-A59

MHV-A59 virus was a kind gift of Dr. Stan

Perlman (U of Iowa). Virus was propagated

and tittered onto 17cl-1 cells. Doses of 6x10
5
-

1x10
6
PFU were delivered intranasally after

briefly anesthetizing mice with Isofluorane.

Histology

Formalin-fixed samples were processed and

embedded in paraffin before being sectioned

(4 mm) and stained with hematoxylin and

eosin. MHV immunohistochemistry was per-

formed using anti-MHV-JHM ascitic fluid (50)

(gift fromDr. S. Compton, Yale University) and

bound antibody was detected using the Dako

ARK Peroxidase kit (Animal Research Kit, Code

K3954) for detecting mouse primary antibodies

(Agilent Dako, Carpinteria, CA). All histologic

sections were analyzed by two board-certified

veterinary pathologists (TWC, MGO’S).

Serum cytokines and chemokines

Serum samples were analyzed by the Cytokine

Reference Laboratory (CRL, University of

Minnesota). Samples were analyzed for mouse

specific IP10, IL-6, IL-1b, KC, IL-2, IFNg, TNFa,

LIX, MCP-1 MIP2, MIP1a, GMCSF, IL-10, and

eotaxin using the multi-plex Luminex plat-

form. Magnetic bead sets (cat. # MPTMAG-

70K-14) were purchased from EMD Millipore

(Burlington, MA). Proteins were measured

according to the manufacturer’s instructions.

The beadswere read on a Luminex instrument

(Bioplex 200). Samples were run in duplicate

and values were interpolated from 5-parameter-

fitted standard curves. Serum concentrations of

IL-6 (Abcam cat.# ab222503) and MCP-1 (Ray-

biotech cat.# ELM-MCP1-CL1, Peachtree Corners,

GA) in LPS- and vehicle-treated mice (Fig. 1 and

figs. S2 and S3) were measured by single-analyte

ELISAs with a Varioskan plate reader. Samples

were run in duplicate.

Measurement of cytokines and chemokines

in liver

100 mg of tissue was homogenized in RIPA

buffer and CompleteMini EDTA-free Protease

Inhibitor and adjusted to 1 mg/mL. Samples

were analyzed formouse-specific IL-1b (Abcam

cat.# ab197742, Cambridge, MA), IL-6 (Abcam

cat.# ab222503), MCP-1 (Raybiotech cat.# ELM-

MCP1-CL1), and TNF⍺ (Abcam cat.# ab208348)

by ELISA.

Cell culture

The kidney endothelial cells were from a fe-

male (21-week old) donor. Preadipocytes were

isolated from abdominal subcutaneous fat

biopsies obtained from 10 subjects (3 male;

7 female; median age 44.3 ± 9.2 years; BMI

44.6 ± 9.2) who underwent gastric bypass

surgery. All subjects gave informed consent.

The protocol was approved by theMayo Clinic

Institutional ReviewBoard forHumanResearch.

Cellswere isolated, cultured, andmade senescent

as previously described (12). Human primary

renal glomerular endothelial cells, ScienCell

(Cat #4000, Carlsbad, CA), Human Small

Airway Epithelial Cells (Cat# CC-2547, Lonza),

and HUVECs (Lonza, Cat #CC-2519, Basel,

Switzerland) were purchased and cultured

followingmanufacturer’s instructions. Cells were

treated with S1 antigen (RayBiotech, Cat #230-

30162-100, Peachtree Corners, GA), LPS from

E.coli O111:B4 purified by ion-exchange chro-

matography (Millipore Sigma, Cat#L3024), or

antibodies for INF-a, for different durations as

described in themanuscript. Briefly, senescent

and non-senescent cells were treated with LPS

for 3 hours. Cells were washed, and RNA was

collected. Endothelial cells were treated with

viral antigen for 24 hours, cells were washed

and medium was replaced with fresh MEM

containing 2% FBS for collecting conditioned

medium (CM) after 24 hours. CM was filtered

and cytokine and chemokine protein levels in

CM were measured using Luminex xMAP tech-

nology. Themultiplexing analysiswasperformed

using the Luminex 100 system (Luminex, Austin,

TX) by Eve Technologies Corp. (Calgary, Alberta,

Canada). Human multiplex kits were from

Millipore (Billerica, MA).

Cell culture with conditioned media (CM) and

recombinant IL-1a

Non-senescenthumanprimary renal glomerular

endothelial cells were co-cultured with CM from

senescent or non-senescent human primary

renal glomerular endothelial cells with or

without neutralizing antibodies for IL-1a (Cat-

alogue #7D4 Anti-hIL-1a-IgG, InvivoGen, San

Diego,CA), IL-18 (Catalogue#PA5-47803,Thermo-

Fisher, Waltham, MA), and PAI1 (Catalogue

#MAB1786, R&D system, Minneapolis, MN)

for 48 hours, and cells were collected for qPCR.

Non-senescent human primary renal glomer-

ular endothelial cells were co-cultured with

recombinant human IL-1a protein (Catalogue

#200-LA-010, R&D Systems, Minneapolis,

MN) for 48 hours and cells were collected

for qPCR.

Lung biopsies

Methods for acquisition of human lung sam-

ples have been described previously (51, 52).

Following pre-surgical patient consent, lung

specimens were obtained from resections in-

cidental to thoracic surgery at Mayo Clinic

Rochester for clinical indications of focal,

non-infectious causes (typically lobectomies,

rarely pneumonectomies, for focal cancers).

Normal lung areas were identified with a

pathologist (protocol approved by the Mayo

Clinic Institutional Review Board). Samples

were formalin-fixed and paraffin-embedded

for immunostaining and histology. Subjects

used in this study were one female, four

males, age 65.4 ± 10 years old (mean ± SD).

The remaining clinical information was de-

identified prior to immunostaining.

Immunostaining

Slides were rehydrated with xylene and de-

creasing concentrations of ethanol in water,

blockedwith endogenous peroxidasewith 3%

H2O2, and boiled for antigen retrieval in citrate

buffer (pH 6.0). Sections were blocked with

BSA 5%normal goat serum for 1 hour followed

by overnight incubation with p16
INK4a

mouse

anti-humanantibody (RocheDiagnostic, Clone

E6H4, #705-4793, Rotkreuz, Switzerland). After

washing inTBSTbuffer, sectionswere incubated

in goat anti-mouse HRP antibody (Invitrogen,

Cat #31430, Carlsbad, CA) for 30min in block-

ing buffer and stained with TSA Cy5 (Akoya

Biosciences, Cat #NEL745001KT, Menlo Park,

CA) for 10 min. Antibodies were stripped with

a second round of antigen retrieval in citrate

buffer (pH 6.0) following the TSAmanufactur-

er’s protocol. After blocking steps, slides were

incubated with rabbit anti-human TMPRSS2

antibody (#ab92323, Abcam) for 12 hours,

washed, and incubated with secondary goat

anti-rabbit HRP antibody (#31460, Invitrogen)

for 30 min followed by 10 min of TSA FITC

(Akoya Biosciences Cat #NEL741001KT). Slides

were mounted in Prolong Gold anti-fade with

DAPI (Thermo-Fisher Cat #P36935).

Imaging

Imaging was performed using a Nikon T1 micro-

scope (Nikon, Japan). A total of 10 images of the

alveolar region of lungs were captured/slide.

Background correction and intensity threshold-

ing were defined using controls and applied

to all samples using Advanced NIS Elements

software (Nikon, Tokyo, Japan), with fine-

adjustments for each subject’s background

intensity. A total of 4 to 5 sections/slide with

the best tissue integrity were selected for count-

ing, andmerged imageswere exported to ImageJ

FIJI (9). We applied a centralized grid of 125 by

125 mm, generating 15 fields/section. TMPRSS2
+

and p16
INK4a+

cell counting markers were

used to retrieve cell numbers in each square.

The single-channel for DAPI was exported to

ImageJ and the same 125 by 125 mm grid was

applied, so nuclei could be counted in each

square slice.
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RNA extraction

Tissues were snap-frozen after harvest. RNA

was extracted using Trizol after homogeniza-

tion in a bead beater. After homogenization,

chloroform was added to each sample. Sam-

ples were centrifuged to separate the aqueous

layer. RNA was purified using columns (Pure-

Link RNA Mini Kit Cat#12183018A) according

to themanufacturer’s instructions. Concentra-

tion and purity of samples were assayed using

a Nanodrop spectrophotometer.

RT-PCR and qPCR

Each cDNA sample was generated by reverse

transcription using 1 to 2000 ng RNA and by

following the recommended protocol from the

manufacturer (High-capacity cDNA Reverse

Transcription Kit; Thermo-Fisher Cat #4368813).

A standard reverse transcription program was

used (10 min at 25°C, 120 min at 37°C, 5 min at

85°C, held at 4°C). qPCR was performed using

Taqman Fast Advanced Master Mix (Thermo-

Fisher, Cat#numbers listed in supplemental table

S3) and probes or PowerUp SYBR Green Master

Mix and primer pairs. Gapdh was used as a

control for gene expression analysis. Data were

analyzed using the DDCt method.

Statistical analysis

All data analyses were conducted in STATA

16.0 (College Station, TX: Stata Corp). All

figures were plotted using Prism 9.0 (Graph-

Pad) or R 3.6.2. P value ≤ 0.05 was considered

statistically significant.

To test the normality of the distribution of

original variables (for analysis of variance

[ANOVA] and Student’s t test) or residuals

(for linear mixed model), skewness and

kurtosis tests were performed accordingly

(53). If the normality assumption was rejected

(i.e., P < 0.05), we used zero-skewness log

transformation (54). Then we performed the

normality test again. If it was still rejected,

we used a Box-Cox power transformation. If

neither of these worked, we used rank trans-

formation (i.e., using the rank of the original

variable) instead (55).

Student’s t test was used to compare the

equality of means from two independent

samples, while one-way ANOVA was used to

compare means from multiple samples. Two-

way ANOVA was used when there were two

predictors and above. A linear mixed model

was used if there was non-independence within

individuals or experiments. TukeyHSD testwas

used for post-hoc multiple-comparison after

one- or two-way ANOVA (56, 57). In the case

of mixed-effect models, “margins” command

was used to calculate statistics from predic-

tions of the fitted model at fixed values of

some predictors (e.g., treatment and type of

cells). Partial Pearson correlation and linear

regression, both with adjustment for strain

ID, were performed to examine the associa-

tion between TMPRSS
2+

and p16
INK4a+

. To

assess whether the SASP factors changed as

a group, we created a composite score for

each individual, which is the average z-score

of the involved factors and performed the

mixed effect model using the composite score

as the outcome to assess whether the SASP

factors changes as a group varied across

covariates (58)

Composite Scorei ¼

Xmi

j¼1

zij

mi

where zij is the z-score of transformed values

(by either log-transformed,Box-Cox transformed,

or rank transformed) of SASP factor j for in-

dividual i, respectively. mi is the number of

observed factors for individual i.

For survival data,Kaplan-Meier survival curves

were used to describe the survival process, which

was followed by a log-rank test for assessing the

equality of survivor functions between groups if

there was only one predictor, or a Cox propor-

tional hazards model if there were two predic-

tors. Interaction between two predictors (e.g.,

treatmentand typeof cells)was considered in the

above analyses if the original design was a

factorial one.
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INTRODUCTION: In the arms race between path-

ogen and host, infectingmicrobes often escape

extracellular defense mechanisms to exploit

the nutrient-rich intracellular environment

as a replicative niche. In humans, this is coun-

teredby the interferon-g (IFN-g) response,which

confers widespread pathogen resistance in

most nucleated cells through the transcrip-

tional induction of hundreds of interferon-

stimulated genes (ISGs) encoding putative

antimicrobial restriction factors. Remarkably,

despite the importance of IFN-g against all

taxonomic classes of intracellular pathogens,

many restriction factors elicited by this cyto-

kine remain to be characterized, as do their

molecular activities.

RATIONALE: Identified as the major human

macrophage-activating cytokine in 1983, IFN-g

in fact transcriptionally reprograms numer-

ous host cell types to eliminate infection. This

includes nonimmune epithelial cell popula-

tions, which lack many traditional phagocytic

defenses ascribed to IFN-g stimulation, yet still

manage to mount protective cell-autonomous

immune responses. To find ISG effectors in-

volved in safeguarding mucosal and barrier

tissue types, we conducted a genome-wide

CRISPR-Cas9 screen in IFN-g–activated human

epithelial cells for their ability to restrict virulent

intracellular pathogens such as Salmonella

enterica serovar Typhimurium.

RESULTS: We identify the ISG apolipoprotein

L3 (APOL3) as a potent effector protein capable

of killing cytosol-invasive bacteria. The human

APOL family is a cluster of six genes that have

evolved rapidly under positive selection in

simian primates; however, aside from the

founding member APOL1, a secreted extra-

cellular protein that forms the trypanolytic

factor of human serum, the function of the

intracellular APOL family members is un-

known. Human cells genetically engineered

to lack APOL3 failed to control the replication

ofmultiple cytosol-invasiveGram-negativebacte-

ria after IFN-g activation. Such findings were

validated in primary human intestinal epithe-

lial cells, intestinal myofibroblasts, and venular

endothelium—all cellular targets not typically

considered part of the immune system. We

tracked APOL3 by live microscopy and found

that it rapidly relocated to cytosol-exposedbacte-

ria, whereas other APOL family members did

not. A combination of superresolution imaging,

bioengineered reporters, and cell-free reconsti-

tution revealed that when APOL3 targets path-

ogens inside IFN-g–activated cells, it inflicts

a lethal insult to the bacterial innermembrane

(IM). Here APOL3 synergizes with other ISG-

encoded proteins, including guanylate-binding

protein 1 (GBP1), that perturb the bacterial

O-antigen outer membrane (OM) permeabil-

ity barrier to allow APOL3 access to the IM

underneath. Using a panel of composition-

ally distinct liposome targets, we found that

APOL3 membranolytic activity toward micro-

bial rather thanhost endomembranes stemmed

from an ability to dissolve bacterial polyanio-

nic lipid substrates lacking cholesterol into

discoidal lipoprotein complexes; single-particle

cryo–electron microscopy found that these

complexes resembled apolipoprotein-scaffold

“nanodiscs.” Corroborating these findings in

live bacteria by native mass spectrometry, we

found that APOL3 transitioned from a par-

tially disordered lipid-free state to tightly folded

lipoprotein nanodiscs upon extracting lipid

from the IM—a process that resulted in rapid

death of the bacterium.

CONCLUSION: Detergents are highly effective

antimicrobials used to decontaminate surfaces

infected by deadly pathogens. Our results iden-

tify APOL3 as an IFN-g–stimulated host defense

protein that has evolved potent detergent-like

activity to bestow bactericidal protection in

the cytosol of human cells. APOL3 synergizes

with other host ISGs in a multipronged attack

against the doublemembrane of Gram-negative

bacteria—a formidable barrier that imparts re-

sistance to many classes of antibiotics. This

study reveals that antibacterial agents that

dismantle this barrier during infection nat-

urally exist insidehumancells. That these agents

are encodedwithin the IFN-g–inducible defense

program reinforces the importance of this power-

ful antimicrobial network for cell-autonomous

immunity in humans.▪
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Activation of cell-autonomous defense by the immune cytokine interferon-g (IFN-g) is critical to the

control of life-threatening infections in humans. IFN-g induces the expression of hundreds of host

proteins in all nucleated cells and tissues, yet many of these proteins remain uncharacterized. We

screened 19,050 human genes by CRISPR-Cas9 mutagenesis and identified IFN-g–induced apolipoprotein

L3 (APOL3) as a potent bactericidal agent protecting multiple non–immune barrier cell types against

infection. Canonical apolipoproteins typically solubilize mammalian lipids for extracellular transport;

APOL3 instead targeted cytosol-invasive bacteria to dissolve their anionic membranes into human-

bacterial lipoprotein nanodiscs detected by native mass spectrometry and visualized by single-particle

cryo–electron microscopy. Thus, humans have harnessed the detergent-like properties of

extracellular apolipoproteins to fashion an intracellular lysin, thereby endowing resident nonimmune

cells with a mechanism to achieve sterilizing immunity.

C
ell-autonomous immunity operates across

all three domains of life to defend against

infection (1). This ancient form of host

defense protects against intracellular

pathogens through direct and indirect

effector mechanisms (1). In vertebrates, these

effector mechanisms can bemobilized by the

type II cytokine interferon-g (IFN-g), which

regulates the transcription of hundreds of

IFN-stimulated genes (ISGs) to help combat

bacteria, viruses, parasites, and fungi in awide

variety of host cell types (2). Human popula-

tion genetics and animal models have firmly

established the importance of IFN-g signal-

ing in organismal defense (3, 4), yet few ISGs

with direct pathogen-neutralizing activity have

been characterized. This is especially truewith-

in human mucosal or stromal cell lineages

that are historically viewed as separate from

the classical immune system. These cell lineages,

known more for their role in shaping organ

architecture and creating tissue boundaries,

nonetheless mount protective responses when

appropriately instructed by activating sig-

nals such as IFN-g (5, 6). The mechanisms and

protein machineries involved in this nonclas-

sical or “structural” arm of immunity remain

poorly understood (6).

Discovery of human APOL3 as an

antibacterial ISG

We searched for new antimicrobial ISGs in

human epithelial (HeLa CCL2) cells, using

the virulent Gram-negative bacteria Salmo-

nella enterica serovar Typhimurium (Stm) as

an initial infection model. Here, bulk repli-

cation arises from a subpopulation (~10%) of

infected cells in which Stm escape their entry

vacuole to rapidly proliferate in the cytosol

and serve as a reservoir for dissemination (7).

Using fluorescence-activated cell sorting (FACS)

analysis, we found that IFN-g specifically con-

trolled this subpopulation, completely prevent-

ing the appearance of cells laden with cytosolic

hyper-replicating bacteria (H
R
epithelial cells)

without affecting slowly replicating Stmwithin

vacuolar (Lamp1
+
) compartments (S

R
epithelial

cells) (Fig. 1A). To identify the protective host

factors, we performed a genome-wide CRISPR-

Cas9 screen and retrieved single guide RNAs

(sgRNAs) selectively enriched in IFN-g–activated

H
R
cells failing to restrict Stm (Fig. 1B). ISGs

were simultaneously defined by RNA sequenc-

ing (RNA-seq) profiles from IFN-g–activated

versus unactivated Stm-infected HeLa cells.

Stringent significance thresholds (P < 0.001;

mRNA > 4-fold induced) identified two major

hits exclusive to IFN-g–activated cells (Fig. 1B

and table S1): the master IFN transcription fac-

tor STAT1 and the primate-specific apolipopro-

tein L family member APOL3, a gene whose

product we found to be robustly and specif-

ically induced by IFN-g (fig. S1A) but has not

previously been linked to bacterial infection.

Validating our results, two independent

CRISPR deletions of APOL3 (DAPOL3) ren-

dered IFN-g–primed cells unable to fully re-

strict Stm hyperreplication in the cytosol, a

deficiency restored by APOL3 cDNA comple-

mentation (Fig. 1C and fig. S1B). These defects

were not due to impaired bacterial uptake and

were only evident after cytokine priming (fig.

S1C). Forced expression of APOL3 in unprimed

cells did not have a significant effect on Stm

replication (fig. S1, D to F), indicating that

APOL3 is necessary but not itself sufficient

for bacterial control. APOL3 was required for

restriction of other cytosol-invasive bacteria

[Shigella flexneri, Burkholderia thailandensis,

or a hyper–cytosol-invasiveStmmutant (Stm
DsifA

)

(8)] but not vacuole-residing bacteria such

as Salmonella Typhi (9) or an injectisome-

deficient Stm mutant (Stm
DinvA::pR1203

) that

is unable to initiate vacuolar escape (Fig. 1D).

That S. flexneriwas less susceptible to APOL3-

mediated restriction may hint at the presence

of resistance mechanisms for this professional

cytosol-dwelling human pathogen. APOL3 like-

wise operated in primary human intestinal epi-

thelium, intestinalmyofibroblasts, and vascular

endothelium, where small interfering RNA

(siRNA) silencing of IFN-g–stimulated APOL3

expression led to a significant loss of Stm

control (Fig. 1E and fig. S2, A to C). Thus, APOL3

is an IFN-g–inducible restriction factor that

controls cytosol-invasive pathogens in human

tissue cells originating outside of the hema-

topoietic compartment.

APOL3 targets cytosol-invasive bacteria

The humanAPOL family is a cluster of six genes

that have evolved rapidly under positive se-

lection in primates (10). Aside from APOL1, a

secreted protein associating with high-density

lipoprotein (HDL) to form the trypanolytic

factor of human serum (11, 12), protective func-

tions for the remaining five family members

that are intracellular and lack a secretion

signal are unknown.We examined the entire

family and found that most APOL genes were

highly induced by IFN-g in a STAT1-dependent

manner (fig. S3A), yet only cells chromosomally

deficient in APOL3 failed to restrict Stm (fig.

S3B). Using live microscopic imaging to in-

vestigate its subcellular location, we found that

ectopically expressed APOL3 fused tomonomeric

NeonGreen fluorescent protein (APOL3
mnGFP

),

but not mnGFP fused to the other family mem-

bers, rapidly relocated to Stm and proceeded

to “coat” bacteria over a ~20- to 45-min period

(Fig. 2A, fig. S3C, and movie S1). Such APOL3
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coating occurred in unprimed cells, indicating

that cytokine activation was needed for APOL3

expression but not its relocation. Even so, once

APOL3 relocated to bacteria within IFN-gÐ

activated cells, it conferred antibacterial activity;

identification and mutation of a hydrophobic

patch (LAP137QSS) (fig. S3D) that prevented

bacterial targeting also abolished restriction

(Fig. 2B). Targeting was specific to cytosol-

exposed bacterium, because vacuole-confined

Stm
DinvA::pR1203

failed to recruit APOL3 unless

released into the cytosolwith the lysosomotropic

agent L-leucyl-L-leucine methyl ester (LLOMe),

which restored both bacterial targeting and sub-

sequent restriction (Fig. 2C). Moreover, APOL3

targeted cytosolic S. flexneri, B. thailandensis,

and Listeria monocytogenes but not compart-

mentalized S. Typhi (fig. S4A), which is generally

in keeping with the susceptibility profiles of

these pathogens to APOL3 restriction. Notably,

sterile damage triggered by LLOMe was suffi-

cient to mobilize APOL3 to the lumen of rup-

tured LAMP1
+
endolysosomes independent of

bacteria (fig. S4B and movie S2). It is therefore

likely that initial APOL3 targeting signals are

damage-associatedmolecular patterns (DAMPs)

induced by pathogenic bacteria when they

rupture their LAMP1
+
vacuole to enter the cy-

tosol, akin to the defense proteinGalectin-8 (13).

To assess the fate of APOL3-coated bacte-

ria, we engineered reporter strains to diag-

nose Stm fitness inside human cells. Stm

inner membrane (IM) integrity was tracked

via minD, a bacterial cell division protein that

loses its lateral membrane oscillatory behavior

when IM potential is perturbed (14). Loss of

both IM localization and oscillation (demar-

cated by minD aggregates) was significantly

elevated in APOL3-coated versus uncoated
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Below, 3D confocal microscopy and calculated bacterial load per cell from each

population (mean ± SEM). (B) Genome-wide CRISPR-Cas9 screen schema
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mRNA in IFN-g–activated cells determined by RNA-seq. (C) StmGFP growth by
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experiments. f denotes a nonspecific band. Scale bar, 75 mm.
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Stm and reversed in DAPOL3 cells treated

with IFN-g (Fig. 2D and movies S3 and S4).

Stm lacking the Cpx-driven IM repair path-

way (Stm
DcpxR:FRT

) had exacerbated damage

and was more susceptible to APOL3-driven

restriction (fig. S5, A to C), underscoring the

importance of bacterial membrane repair for

resisting APOL3-dependent immunity. In

addition, a dual-reporter Stm strain respon-

sive to de novo arabinose-induced GFP ex-

pression became completely unresponsive to

this stimulus when targeted by APOL3 (Fig.

2E), indicating that these bacteria were com-

promised in their ability to respond transcrip-

tionally to external cues. These fitness defects
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is shown at right. (B) StmRFP targeting and replication in IFN-g–primed

DAPOL3 cells complemented with the indicated APOL3 variant. (C) Deconvolved

wide-field images of APOL3mnGFP targeting vacuole-confined Stm
RFP

(StmDinvA::pR1203) with or without vacuole release with LLOMe; fold replication is

shown at right. (D) Inner membrane (IM) integrity as measured by minDmnGFP

aggregation within Stm in HeLa cells expressing APOL3RFP at 2 hours with

or without IFN-g. Quantification reflects aggregation in APOL3-coated versus
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were accompanied by amarked transformation

of the APOL3 bacterial coat: Superresolution

structured illumination microscopy (SIM)

revealed that APOL3 breached the lipopoly-

saccharide (LPS) outer membrane (OM) to

penetrate the bacterial cytoplasm in IFN-g–

activated cells by 2.5 hours of infection (Fig. 2F

and movie S5). Cryo–immunoelectron micros-

copy confirmed this penetrance (Fig. 2F), with

clearance of APOL3-targeted bacteria within

IFN-g cells occurring shortly thereafter (fig. S5,

C and D, and movie S6).

Human APOL3 exhibits bactericidal activity

The above results suggested that APOL3 could

be directly exerting antibacterial effects. Crit-

ically, these effects were observed exclusively

on bacteria within IFN-g–activated human

cells, where, in addition to being susceptible to

OM penetration by APOL3, bacteria displayed

irregular staining for the LPS O-antigen (fig.

S5E), an essential component of the OM per-

meability barrier. Other ISGs could therefore

facilitate direct APOL3 bactericidal activity

by increasing OM permeability, which would

normally exclude such a large hydrophobic

agent. We generated recombinant rAPOL3

(15) to test this possibility directly (fig. S6A).

Cytosol-enriched Stm extracted from DAPOL3

IFN-g–activated cells were highly susceptible

to direct rAPOL3 killing, whereas Stm from

vacuoles, from unprimed cells, or grown in

brothwere resistant despite equivalent APOL3

binding (Fig. 3A and fig. S6, B and C). Similar

results were obtained with Stm extracted from

APOL3-silenced, IFN-g–activated primary hu-

man intestinal myofibroblasts (fig. S6D). Live

imaging revealed that Stm released from IFN-

g–activated cells had sustained transient per-

turbations to their cellwall that enabled rAPOL3

to gain initial access to the OM (loss of peri-

plasm ssTorA-GFP) and to permeabilize the IM

(uptake of zombie-UV) (Fig. 3B). These events

were rapid, beginning 2 to 3 min after rAPOL3

exposure (fig. S6E and movies S7 to S9) and ex-

plain why IFN-g priming is required for APOL3

antibacterial activity inside human cells.

Stm sensitization in situ could be pheno-

copied in cell-free settings. Preexposure of Stm

to sublethal concentrations of five different

OM-destabilizing agents facilitated direct
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rAPOL3-induced killing in each case (Fig. 3C).
S. flexneri, B. thailandensis, Escherichia coli,
and L. monocytogenes were likewise sensi-
tized to rAPOL3 by small amounts of EDTA
or lysozyme (Fig. 3C). Relative to the bona fide
antimicrobial peptides human b-defensin–2
(hBD-2) and mouse RegIIIb (16, 17), rAPOL3
was more active on an equimolar basis by a
factor of 5 to 16, confirming its status as a
powerful antibacterial lysin (Fig. 3D). Puta-
tive transmembrane domains and amphi-
pathic helical (AH) repeats identified in silico
were required for APOL3 bactericidal activity
(Fig. 3E and fig. S7). In some cases, N-terminal
(rAPOL379–176) and C-terminal (rAPOL3179–333)
fragments harboring these motifs were more
toxic than the full-length protein, possibly be-
cause they are small enough to penetrate bac-
terial cell walls without prior damage, as seen
for L. monocytogenes (which lacks an OM) and
DH5a E. coli (possessing only a short O-antigen)
(fig. S8, A and B). However, these smaller frag-
ments were missing motifs for intracellular
trafficking and they could not fully target
bacterial pathogens inside human cells, re-
sulting in loss of killing activity. Only full-
length APOL3 could restore such activity in
situ (fig. S8, C to F).
A panel of Stm and E. coli mutants with

progressive O-antigen truncationsmimicking
OM damage underscored its potency. Here,
all strains lacking a complete polymerized O-
antigen were directly killed by rAPOL3 in
cytosolic salt concentrations (Fig. 3F). This
suggests that potentiating agents inside host
cells need only to perturb the outer O-antigen
barrier to facilitate APOL3 killing because
lipid A and core sugars are vulnerable to its
attack. Notably, the trypanolytic human APOL1
ion-channel protein (12) failed to kill trun-
cated Stm mutants under these conditions
(fig. S9A), revealing mechanistic differences
with APOL3. Indeed, immuno–electron mi-
croscopy revealed that rAPOL3 localized to
large pores spanning both the OM and IM
before complete cell wall disintegration and
blebbing ensued at higher dosage (Fig. 3G and
fig. S9B). Biophysical measurements supported
EM analysis: Bacterial membrane depolariza-
tion coupled with loss of fluidity, IM integrity,
and cellular ATP in addition to cytosolic leak-
age all preceded bacteriolysis and were de-
pendent on OM permeabilization (fig. S9, C to
H). Thus, rAPOL3 exhibits potent membrano-
lytic activity upon weakening of the OM per-
meability barrier, as seenwithin IFN-g–activated
human cells.

APOL3 bactericidal activity

is facilitated by GBP1

We next considered the identity of host ISGs
that weaken the OM permeability barrier of
cytosolic bacteria for APOL3 killing. Galectin-8,
p62/SQSTM1, and guanylate-binding protein

1 (GBP1) are defense proteins that target cytosol-
invasive bacteria in human cells. Galectin-8
and p62/SQSTM1 restrict bacteria through
xenophagy (13, 18), whereas GBP1 belongs to a
family of IFN-g–inducible guanosine triphos-
phatases (GTPases) that establish signaling
platforms for cell-autonomous immunity and
inflammasome activation (19–21). In human
epithelium, GBP1 assists the LPS-responsive
caspase-4 inflammasome to initiate pyroptotic
cell death (22, 23). APOL3+ bacteria harbored
all of these cytosolic defensemarkers and their
proximal adaptors, yet they localized to differ-
entmicrodomains on bacilli and targetingwas
mutually independent, as shown by genetic
ablation of 16 different signaling nodes or com-
ponents, suggestive of parallel defense pathways
(fig. S10, A to C).
Notably, co-targeting was highest for GBP1,

which, in addition to recruiting caspase-4, has
also been reported to disrupt the O-antigen
barrier upon bacterial coating (24). We there-
fore considered that GBP1 may aid APOL3
killing by facilitating its penetration through
the OM. In support of this model, genetic re-
moval of GBP1 in DAPOL3 cells (DAPOL3/GBP1
double knockouts) rendered cytosol-extracted
Stm less vulnerable to killing by exogenous
rAPOL3 (Fig. 4A). In our in vitro system, treat-
ment of wild-type Stmwith recombinant GBP1
(rGBP1) purified fromhuman cells, which coated
bacteria in a GTP-dependent manner (Fig.
4B), was sufficient to sensitize wild-type Stm
to killing by rAPOL3 (Fig. 4C). This synergy
stemmed from the ability of rGBP1 to increase
bacterial OM permeability [measured by up-
take of the fluorescent dye NPN (N-phenyl-1-
naphthylamine)] and facilitate APOL3 disruption
of the IM (Sytox uptake), resulting in a loss of
cellular ATP (Fig. 4D). Cellular reconstitution
corroborated these findings. Forced expres-
sion of both APOL3 and GBP1 transgenes in
tandem (fig. S10D) was sufficient to confer
antibacterial protection even in unprimed
HeLa cells, partly mimicking the actions of
IFN-g (Fig. 4E). This agrees with SIM imaging
of the bacterial surface inside IFN-g–activated
cells where penetrating APOL3 foci were lo-
calized at regions of low LPS O-antigen inten-
sity; such regions were reduced in HeLa cells
doubly deleted for GBP1 and GBP2 (Fig. 4F).
Thus, human GBP1 is one host factor that can
sensitize bacteria to APOL3 killing, although
other factors likely exist.
We next examined the importance of this co-

operative behavior for host defense in DAPOL3/
GBP1 cells. Synergistic defects in IFN-g–dependent
bacterial restriction were observed in the dou-
ble knockout (Fig. 4G). This was independent
of the noncanonical inflammasome because
individual deletion ofAPOL3, unlikeGBP1, did
not reduce Stm-triggered cell death, caspase-4
cleavage, or downstream interleukin (IL)–18
processing in IFN-g–activated cells (Fig. 4, G

and H). Thus, both genes operate in distinct
host defense pathways that intersect on in-
dividual bacteria; in the process of activating
the noncanonical inflammasome, GBP1 con-
tributes to the OM damage that renders Stm
vulnerable to direct killing by APOL3.

APOL3 dissolves bacterial membranes into

nanodisc-like lipoproteins

How does APOL3 discriminate and permea-
bilize bacterial membranes? We prepared
liposomesmimicking bacterial [80:20 phospha-
tidylethanolamine (PE):phosphatidylglycerol
(PG)] or mammalian [60:10:30 phosphatidyl-
choline (PC):phosphatidylserine (PS):choles-
terol] membrane composition and found the
former to be >10 times as sensitive to rAPOL3
permeabilization (Fig. 5A). A panel of com-
positionally distinct liposome targets revealed
that this selectivity arose from a preference for
acidic phospholipids naturally rich in bacterial
membranes that promoted cationic APOL3
binding and permeabilization, coupled with
an aversion to the eukaryote-restricted lipid
cholesterol, which inhibited lysis (fig. S11, A to
C). It also fitted the pH and salt dependency of
bacterial killing (fig. S11D). Liposome perme-
ation, like permeabilization of bacteria, re-
quired APOL3 TM regions and amphipathic
helices and liberated luminal reporter mol-
ecules as a function of protein concentration
irrespective of their size (0.158 to 40 kDa) or net
charge (0 to 3+) (fig. S11, E to G). Thus, rAPOL3
does not impose defined gating properties on
the type of molecule released.
Instead, we found that APOL3 dissolved an-

ionic liposomes into discoidal lipoprotein
complexes that we tracked by real-time optical
absorbance (Fig. 5, B and C) and visualized di-
rectly by negative-stain EM (Fig. 5D). Subse-
quent single-particle cryo–electron microscopy
(cryo-EM) captured these discoidal complexes
in their native state; three modular classes
arose from 431,789 particles sampled, but all
were ~45 Å in height, indicating a single lipid
bilayer bounded by different arrangements of
APOL3 (Fig. 5E and fig. S12). This bilayer con-
figuration is reminiscent of apolipoprotein-
scaffold nanodiscs and nascent HDL particles
(25). Indeed, liposome dissolution by rAPOL3
was accelerated by lipid packing defects in-
duced by temperature shift (fig. S11H) in a
manner that resembles other bona fide apo-
lipoproteins such as APOA-1 (26).
The critical solubilizing concentration (CSC)

for rAPOL3 was lower than that of a conven-
tional detergent (such as Triton X-100) by a
factor of ~40; this represents potent deter-
gent activity and is mechanistically distinct
from the antimicrobial activities of hBD-2
and APOL1, which did not trigger liposome
clarification (Fig. 5C).Weused sub-CSC rAPOL3
concentrations together with unsaturated lipid
to slow the detergent-like activities of rAPOL3
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sufficiently to capture lipid extraction and

blebbing by live confocal imaging of giant

unilamellar vesicles (GUVs) and negative-

stain EM of liposomes (fig. S13, A and B, and

movies S10 and S11). These effects were

completely lost with rAPOL3
DAH

that could

not undergo lipid-triggered a-helical conver-

sion for insertional disruption of the bilayer,

as measured by circular dichroism (fig. S13,

C and D). This solubilizing activity was re-

quired for bacterial restriction inside human

cells, as shown by mutating four Phe resi-

dues to Ser (4F-S) on the hydrophobic face

of AH-2 and -3 that structural homology

modeling predicted were critical to positive

curvature induction and membranolytic ac-

tivity (Fig. 5F and fig. S14, A and B). The APOL3

4F-S mutant exhibited decreased liposome

solvation and bacterial killing in vitro and

could not restore IFN-g–induced immunity

when reintroduced into DAPOL3 human cells,

despite continuing to traffic to bacteria (Fig. 5,

G and H).

Finally, we used high-energy native mass

spectrometry (nativeMS) (27, 28) to study

APOL3 structural dynamics during membrane

solubilization. In aqueous solution, rAPOL3

existed as a partly disordered “open” mono-

meric species with exposed surface area ac-

cumulating many positive charges (+16 to

+10) during ionization. Upon engaging lip-

osomes, rAPOL3 underwent a marked shift,

adopting a tightly folded “closed” conformer

of lower charge state (+7 to +5) associatedwith

multiple lipid adducts, confirming lipoprotein

particle assembly (Fig. 6A). This same confor-

mational change occurred with live bacteria.

Here, open rAPOL3 monomers converted to

closed monomers and dimers (44% of soluble
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rAPOL3) upon killing bacteria and were only

evident at a sufficiently high mass spectral col-

lisional activation (HCD) energy to trigger col-

lapse of the nanodisc and release the rAPOL3

scaffold (Fig. 6B) (29). EM analysis of recov-

ered rAPOL3 from these same fractions con-

firmed the transition from lipid-free to discoidal

lipoprotein form (Fig. 6C). Thus, APOL3 under-

goes marked structural changes to extract lipids

to form discoidal bacterial-human hybrid lipo-

protein complexes during killing.

Discussion

The double membranes surrounding Gram-

negative bacteria make them exceptionally

difficult to kill. Consequently, combination ther-

apies that use OM-permeabilizing agents to

facilitate passage of larger, more effective

antibiotics have emerged as a promising treat-

ment option (30Ð32). Our results show that

humans have evolved an analogous strat-

egy for cellular self-defense, with the natural

detergent-like effector APOL3 being given

access to the bacterial IM by other synergiz-

ing ISGs, including GBP1, that help to per-

meabilize the OM. Once inside the bacterium,

APOL3 exerts broad-spectrummembranolytic

activity through solubilization of the IM into

discoidal lipoprotein complexes. This mode of

killing appears to differ from that of canonical

extracellular antimicrobial proteins (AMPs),

which tend to form proteinaceous pores or in-

duce local membrane dysfunction (33). Thus,

APOL3 may have arisen as a host adaptation

to support intracellular killing specifically,

given that both the ionic strength and the

divalent cation concentration of the human

cytosol are incompatible with the activity of

many AMPs (34).

Our biochemical studies found that APOL3

targets anionic lipids that are highly enriched

in bacterial membranes (35). In contrast, cho-

lesterol, which is present exclusively in eukary-

otic membranes, inhibits APOL3 membranolytic

activity. This selectivity may aid discrimination

between self and non-self lipid structures,

as seen for the cytolytic T cell antimicrobial

protein granulysin, which similarly targets
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cholesterol-poor anionic membranes (36–38).

Notably, organelles such as mitochondria

also contain some of the same anionic lipids

found in bacteria (cardiolipin, PG), whereas

endoplasmic reticulum membranes exhibit

naturally low cholesterol content (39). Thus,

additional host factors probably help to re-

strain or localize APOL3 activity in order to

prevent damage to cellular host structures. In

this regard, an APOL3 loss-of-function variant

shows signs of recent positive selection in

Africans (40), which suggests that its potent

membranolytic properties couldbedetrimental

in certain modern human populations if spu-

rious activation contributes to pro-inflammatory

disease. Future studies may identify other

APOL3 mutations in susceptible individuals

and may determine whether they come with

a fitness cost.

Examination of immune or microbial stimuli

eliciting APOL3 expression found that type II

IFN was the major trigger versus type I IFN

(IFN-a, IFN-b), tumor necrosis factor (TNF)–a,

IL-1b, or LPS as a Toll-like receptor 4 ligand.

Hence, it principally operates as part of the

IFN-g–inducible defense program in human

cells (2). This program enlists other IFN-g–

inducible defense factors, including the GBP

family, that have emerged as central orchestra-

tors of cell-autonomous immunity to intracel-

lular bacterial pathogens (19–21). Cooperation

betweenAPOL3 andGBP1was evident in loss-of-

function, gain-of-function, and cell-free experi-

mental systems. Notably, however, convergence

of these proteins on the surface of Gram-negative

bacteria yielded bifurcating outcomes. GBP1-

mediated damage to the bacterial OMnot only

allowed APOL3 access to the IM for eventual

killing but also activated human caspase-4 and

IL-18 (18, 19). In contrast, APOL3 did not trig-

ger the noncanonical caspase-4 inflammasome

pathway, instead conferring protection through

direct bactericidal activity. These data reveal

distinct functional roles for these two IFN-g–

induced defense proteins within the “interfer-

ome” signature (2).

Our results elucidate the role of human

APOL3 as a potent bactericidal agent deployed

within nonimmune cells to combat cytosolic

pathogens. Our findings reinforce the growing

appreciation for the contributions made by

cells outside of the hematopoietic compart-

ment toward IFN-g–induced host resistance

(4, 5, 41). Our work also reveals the involve-

ment of lipoproteins in intracellular killing

in humans, adding to immune functions de-

scribed earlier for insects that use serum lipo-

proteins as a form of systemic, extracellular

defense (42, 43). Thus, although human APOL3

is considered a young gene that evolved rela-

tively recently (~33 million years ago) (10),

membrane solubilization may itself be an

ancient bactericidal mechanism that appears

to have been harnessed for sterilizing intra-

cellular immunity in primates.

Materials and methods

Plasmids, antibodies, and reagents

CRISPR deletions were generated using pX459.

Complementary DNAs (cDNAs) for the human

APOL genes were amplified from HeLa cells

and verified by sequencing.APOL3 isoform 2

was chosen, as this is considered the most

commonly expressed isoform (15). cDNAs were

inserted into the retroviral plasmid pMSCV-

puro with an N-terminal hemagglutinin (HA)

tag or N-terminal EGFP for stable expression in

complementation and certain imaging experi-

ments. For doxycycline-inducible expression,

APOL3 or GBP1 cDNA was cloned into MCS1

or MCS2, respectively, of pCW57-MCS1-2A-

MCS2 (Addgene) and transductants obtained

by selection in puromycin. For live and high-

resolution imaging, pmNeonGreen-C1 or pCMV-

3XFLAG encoding APOL3was used. N-terminal

tags were used for all experiments. For recom-

binant protein expression, cDNA was inserted

into a modified pET28a vector containing an

N-terminal 6×-His tag followed by a precision

protease cleavage site. Truncationmutants were

generated by PCR with overlapping primers

flanking deletion sites. Point mutations were

inserted using a single mutated primer and

Phusion polymerase (NEB). The DAH variant of

APOL3 was obtained as a Geneblock from IDT.

For qPCR, RNA was isolated using an RNeasy

MiniKit (Qiagen) and converted to cDNA using

PrimeScript RT master mix (Takara). Ampli-

fication was done using PowerUp SYBR Green

master mix (ThermoFisher) on a QuantStudio-5

Real TimePCRsystemwith gene-specific primers

and analyzed using the 2
-DDCt

method with

GAPDH as the housekeeping gene. For labeling

of bacteria, pFPV25.1 (Addgene) encodingEGFP,

mCherry, RFP, or mScarlet was used. The dual

transcriptional reporter pFcCGi encoding a

constitutivemCherry and PBAD-GFP has been

described previously (44, 45) and was ob-

tained from Addgene. To generate the minD

reporter plasmid, minD was amplified from

Stm 1344 genomic DNA using the primers 5′-

atggcacgcattattgttgttacttcgggtaaaggg-3′ and

5′-ttatcctccgaacaggcgtttgaggaaacctttcttc-3′ and

cloned into pmNeonGreen (mnGFP)-C1 using
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Fig. 6. APOL3 extracts bacterial lipid to form lipoproteins during killing.

(A) Conformational analysis by native mass spectrometry (nativeMS) of rAPOL3

in ammonium acetate buffer (aqueous) or after incubation with DMPC/DMPG

liposomes for 30 min. Inset shows that satellite peaks correspond to successive

lipid (L) adducts. Schematic indicates the two observed charge states: lipid-free

“open” or lipid-bound “closed” monomers (single circle) or dimers (doublet).

(B) NativeMS spectra of soluble rAPOL3 after incubating with live E. coli
DhldE for

1 hour. Collisional activation energy (HCD) was set to 0 eV (top) or 150 eV

(bottom). Inset shows nativeMS quantification of “closed” APOL3 conformers

before (mock) and after treatment of bacteria and analyzed at the indicated

HCD energy. (C) rAPOL3 was incubated with live E. coli
DhldE as in (B), purified

from the supernatant by Ni-NTA pull-down and analyzed by negative-stain

electron microscopy. Data from [(A) to (C)] are representative of three

independent experiments.
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XhoI andEcoRI. The entiremnGFP-minD fusion

protein was cloned into the PBAD-GFP po-

sition (XbaI and SphiI) of pFcCGi, creating

pFcCmNmDi. To free the red channel for cer-

tain microscopy experiments, mCherry was re-

moved by overlapping PCR, creating pFmNmDi.

Plasmids were transformed into electrocom-

petent Stm and selected with carbenicillin

(100 mg/ml). To induce expression of mnGFP-

minD, overnight Stm was subcultured 1/33

and grown for 3.5 hours in the presence of

carbenicillin (50 mg/ml) and 0.2% L-(+)-arabinose

(Sigma) before infection. To express IM-anchored

GFP, the TorA signal sequence (ssTorA) of Stm

was ligated onto the N terminus of EGFP in

pFPV25.1 using overlapping primers. This se-

quence directs properly folded EGFP through

the twin arginine transporter pathway and

then serves as a peripheral membrane anchor

on the periplasmic face of the IM (46).

Antibodies used were anti-Flag M2 (Sigma),

anti-HA (16B12 Biolegend), anti-APOL3 (ab154869),

anti-Salmonella O Group B antiserum (BD),

anti–b-actin (ab6276), anti-Lamp1 (PA1-654A,

ThermoFisher), anti-p62 (bd 610832), anti-

Galectin 8 (sc-377133), anti-GBP1 (sc-53857),

anti-COX2 (sc-1747), anti-Mx2 (sc-271527), anti–

IL-18 (PM014; MBL), anti-IFITM3 (Proteintech;

11714-1-AP), and anti–Caspase-4 (clone 4B9;

Enzo). All lipids were purchased from Avanti

Polar Lipids Inc. Fluorescein-labeled dextrans

were fromSigmaAldrich. TbCl
3+
and dipicolinic

acid (DPA)were fromBiotium.Calceinwas from

Life Technologies. L-Leucyl-L-leucine methyl

ester (LLOMe) hydrochloridewas fromCayman

Chemicals. Zombie-UV was from Biolegend.

Bacterial strains

Bacterial strains were kindly provided by the

following groups: Salmonella enterica serovar

Typhimurium (Stm) strain 1344 and injectosome

deficient Stm
DinvA::pR1203

(J. Galan); Listeriamono-

cytogenes 140203S (H. Agaisse); Shigella flexneri

strain M90T (F. Randow); Stm 1344
DcpxR:FRT

(J. Vogel) (47); E. coli DH5a
DhldE

(S. Gray-Owen)

(48) Stm UK-1 wild-type, Dwzy, DwaaL, DwaaJ,

DwaaI, and DwaaG (R. Curtiss III) (49).

Burkholderia thailandensis strain 700388 and

S. enterica serovar Typhi strain 700931 were

purchased from ATCC.

Bacterial infections

For Stm infections, overnight bacterial cul-

tures were diluted 1:33 in fresh LB, grown for

3 hours before being washed once in PBS, and

used to infect HeLa cells at 80% confluence

with an MOI of 5 unless otherwise indicated.

Plates were centrifuged for 10 min at 1000g

and incubated for 30 min at 37°C to allow

invasion. Extracellular bacteria were killed by

replacing media with fresh DMEM containing

gentamicin (100 mg/ml) for 30 min. Cells were

washed three times and incubated with gen-

tamicin (20 mg/ml) for the duration. To enu-

merate live bacteria, cells were lysed in PBS +

0.5% Triton X-100 and serial dilutions plated

on LB agar. To estimate bacterial load based

on GFP intensity, Stm
GFP

was used and cells

were trypsinized and fixed in 4% PFA (Santa

Cruz) for 15 min. After washing, cells were re-

suspended in PBS andGFP fluorescence deter-

mined on a FACSAria (BD). Analysis was done

using Flowjo. To release bacteria fromvacuoles,

LLOMe (600 mM) and Z-VAD-FMK (20 mM)

were added after 2 hours and incubated for the

duration. For Shigella infections, overnight

cultures were diluted 1:100 in tryptic soy broth

(BD) and growth to OD600 = 0.5 before infect-

ing HeLa cells at 80% confluence at MOI of 50.

Cells were then processed as for Stm infections.

For S. Typhi infections, overnight cultures were

diluted 1:20 in LB + 0.3 M NaCl, grown to

OD600 = 1.0 and processed as per Stm. For

B. thailandensis infections, overnight cultures

were diluted 1:10 and grown to OD600 = 1.0

(5 × 10
8
cfu/ml). Bacteria were washed once

in PBS and added to cells at MOI of 200,

centrifuged at 1000g for 10 min, and left for

1 hour at 37°C. Cells were rinsed and incubated

for 24 hours in complete medium containing

kanamycin (1 mg/ml). For L. monocytogenes

infections, bacteria were grown overnight at

30°C in brain heart infusion broth (BHI; BD)

and adjusted to OD600 = 1.0. Bacteria were

washed and used to infect HeLa cells at MOI of

50 following the protocol outlined for Shigella.

Cell culture and transfection

HeLa (CCL2) and 293T cells were purchased

from ATCC. Cells were grown in DMEM sup-

plemented with 10% (v/v) heat-inactivated

fetal bovine serum (FBS) at 37°C in a 5% CO2

incubator. Autophagy-deficient Penta-KO and

Hexa-KO cell lines have been described pre-

viously (50, 51). HUVECs from a single donor

were obtained from LONZA (CC-2517) and

maintained in EBMBasalMediumwith growth

factors and used prior to passage 10. Primary

intestinal epithelial cells (CC-2931) and intes-

tinal myofibroblasts (CC-2902) were from

LONZA and maintained in SmGM Medium

with growth factors. Epithelial cells weremain-

tained at 33°C as per manufacturer’s instruc-

tions and thawed directly from frozen into

96-well plates and used on days 5 to 7. All cells

were maintained in antibiotic-free media.

Lentiviral (LentiCrisprV2) or retroviral (pMSCV-

puro) transductions were done by incubat-

ing dilutions of 0.45 mm–filtered supernatants

from transfected 293T cells with polybrene

(8 mg/ml) for 24 hours. For selection of stable

transductants, puromycin (1 mg/ml) was in-

cluded. For transient transfections, TransIT-LT1

(MIRUS)was used according tomanufacturer’s

instructions. To minimize toxicity in micros-

copy experiments, 200 ng of DNA was trans-

fected per 24-well cover slip. To generate stable

gene knockouts, sgRNAs were cloned into

pX459 (Addgene) per established protocols.

2-4 sgRNAs (table S2) targeting each gene

(200 ng total DNA)were transfected in 24-well

plates for 24 hours, followed by selection with

puromycin (1 mg/ml) for 48 hours. Surviving

cells were expanded into media lacking puro-

mycin for 48 hours, then subjected to limiting

dilution to obtain single colonies. Colonies were

screened first by PCR, then byWestern blot, and

when appropriate the genotype of each posi-

tive clone was determined by Sanger sequenc-

ing. For siRNA knockdown, ON-TARGETplus

Human APOL3 siRNA smartpool (Dharma-

con) or nontargeting control were transfected

(20 nM) with Dharmafect 1 transfection reagent

for 48 hours as per manufacturer’s instructions.

When required, HeLa cells were stimulated

with IFN-g (500U/ml) and primary human cells

stimulated with IFN-g (50 U/ml) for 18 hours.

Genome-wide screen

LentiCrisprV2 pooled library (GeCKO v2) was

a gift from F. Zhang (Addgene #1000000048)

(52). 25 × 10
6
HeLa cells were transduced on

four separate days and processed as individual

biological replicates (N = 4) throughout the

experiment. Transductants were selected with

puromycin (1 mg/ml) for 48 hours, then al-

lowed to rest without selection for an addi-

tional 48 hours. Surviving cells were split into

two groups (±IFN-g) and seeded into 6-well

plates at 80% confluency. After 24 hours, IFN-g

(500 U/ml; R&D systems) was added for an

additional 18 hours. Late log Stm
GFP

was added

to each well at MOI of 20 and incubated for

6 hours as described for infections. Cells were

trypsinized and fixed in 4% PFA for 15 min

and analyzed within 48 hours on a FACSAria

(BD). Uninfected cells were gated out based on

comparisons with cells only control, and in-

fected cells gated into two groups, high GFP

(H
R
) or low GFP (S

R
), based on the maximal

difference obtained between the IFN-g–treated

and untreated control groups processed in

parallel. For each of the four biological repli-

cates, an average of 1 × 10
6
and 5× 10

6
cellswere

collected for the H
R
and S

R
gates, respectively.

After sorting, each groupwas pelleted andDNA

extracted using the PicoPure DNA Extraction

Kit (Applied Biosciences). sgRNA sequences

were amplified using Herculese II Phusion

DNA polymerase (Agilent) and amplicons pu-

rified from an 8% polyacrylamide Tris/Borate/

EDTA (TBE) gel. Amplicons were sequenced

using an Illumina HiSeq2500 (20 million reads

per sample) and analyzed using the MAGeCK

algorithm (53). Gene-level enrichment scores

(P value) for sgRNAs enriched in theH
R
versus

the S
R
populationsweredetermined for both the

IFN-g–treated and untreated groups (table S1).

RNA sequencing

HeLa cellswere stimulatedwith IFN-g (500U/ml)

for 18 hours or were left untreated. Infections
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with Stm were performed on individual tripli-

cates atMOI 5. After 5 hours, cells werewashed

three times in sterile prewarmed DMEM, lysed

in 300 ml of RLT buffer, and processed via

RNeasy (Qiagen) kits per the manufacturer’s

protocol. RNA was checked for quality using

a denaturing MOPS gel and Nanodrop. 10 mg

of sample RNAwas annealed to oligo-dT beads

followed by first- and second-strand cDNA syn-

thesis (Illumina). cDNA was then pair-end–

barcoded with Illumina Universal Adapters

and sequenced on a HiSeq4000 sequencer.

Data acquiredwere bin-sorted and de-barcoded

through a Sickle-Schythe Pipe. FASTA files were

then aligned to human reference genome

HsGRCh37 by Hisat and Tophat2, yielding

95% alignment. Annotated genes were quan-

titated via CufflinksV2 and subsequent data

were processed for visual display through

CummeRbund, ggplots, and ggplot2 in R.

Microscopy

HeLa cells were seeded on 12-mm high-

performance cover glass #1.5h (Thorlabs). For

live imaging, cells were seeded on four-well

chambers with #1.5 high-performance cover

glass (Cellvis). Cells were seeded 48 hours

prior to imaging to reach 80% confluency on

the day of infection and treated with IFN-g

(500 U/ml) where required for 18 to 24 hours

prior to imaging. To image bacterial infec-

tions, bacteria were added to cells as described

for infections at an MOI of 20. Images were

analyzed on aDeltaVisionOMXSRmicroscopy

system (GE Healthcare) or a laser scanning

confocal model SP8 (Leica). For analysis of

relative positions of APOL3 and LPS, HA-

APOL3 was detected with anti-HA, followed

by anti-mouse Alexa-fluor 488 (ThermoFisher)

and LPS detectedwith anti-Stm LPS andAlexa-

fluor 568 or 647 anti-rabbit antibody. APOL3-

positive bacteria were identified and the

intensity profiles for LPS and APOL3 signal

were determined from linescans drawn on a

single plane slices of 2-mm z-stacks [following

alignment and structure illumination micros-

copy (SIM) reconstruction]. Images were ana-

lyzed using Fiji. Bacteria with APOL3 signal

intensity of >50% of max inside the LPS layer

were quantified at 45 min or 150 min post-

infection in the presence or absence of IFN-g.

For analysis of the bacterial response to arab-

inose post-infection, overnight Stm pFcCGi

were subcultured 1/33 in LB containing car-

benicillin (50 mg/ml) for 3 hours and used to

infect HeLa cells in 24-well plates, transfected

24 hours earlier with 200 ng pCMV-3XFLAG-

APOL3 in the presence or absence of IFN-g, at

anMOI of 20 for 15min. Extracellular bacteria

were killed with gentamicin (100 mg/ml) for

30 min, and after three washes, replaced with

fresh media containing gentamicin (10 mg/ml)

and 0.4% L-(+)-arabinose for an additional

2 hours prior to fixation with 4% PFA (Santa

Cruz). 50 APOL3-positive or -negative bacteria

were selected at random from micrographs in

IFN-g–treated or nontreated conditions and

the maximum intensities of mCherry and GFP

signals for each bacterium were determined

using Fiji. For live high-content imaging, 5 ×

10
4
cells (primary intestinal epithelium; InEpC

and HeLa) or 1 × 10
4
primary intestinal fibro-

blasts (InMyoFib) were seeded into black

96-well clear-bottom plates 7 days (InEpC),

72 hours (InMyoFib), or 48 hours (HeLa) prior

to imaging. When required, 48 hours prior to

imaging, cells were transfected with control or

APOL3-targeting siRNA for 30 hours, then

treatedwith IFN-g (50U/ml) [primary cells, or

HeLa cells (500 U/ml)]. Infections were done

with Stm
mScarlett

or Stm
GFP

at an MOI of 20 as

described above with the following modifica-

tions for InEpC: Bacteria were incubated for

60 min after centrifugation and 60 min after

addition of gentamicin (100 mg/ml) rather

than the usual 30 min. Cells were imaged live

at 1-hour intervals while incubating at 33°C

(InEpC) or 37°C (InMyoFib, HeLa) and 5% CO2

on an ImageXpress Pico Automated Imaging

System (Molecular Devices) at 10× magnifica-

tion. Analysis was done in an unbiased manner

using CellReporterXpress with the preconfig-

ured “Endocytosis” protocol template modi-

fied to identify the following intracellular Stm

populations: Based on preliminary experi-

ments in HeLa cells, S
R
Stm foci were defined

as objects between 1 and 10 mm and H
R
Stm

foci defined as objects between 10 and 35 mm.

A threshold intensity of 60 units above back-

ground was set to exclude nonspecific fluores-

cence. Where required, Sytox Orange was

included at 2 mM for the duration and dead

cells defined as objects 2 to 10 mm. Data was

normalized to total number of cells from

parallel wells stained with Hoechst 33342

(5 mg/ml; Invitrogen). For in vitro imaging,

cytosol-enriched Stm pFmNmDi or pFPV25.1-

ssTorA-GFP bacteria were harvested from in-

fected cells using Triton X-100 as described for

bacterial killing assays, washed three times,

and resuspended in Buffer A [50mMMES pH

6.0, 100 mM potassium gluconate (KGl)] con-

taining 5 mM 568-labeled rAPOL3. For minD

imaging, bacteria were immediately imaged

live on 1.5% agarose pads. To image ssTorA-

GFP and simultaneously monitor membrane

integrity, Zombie-UV (1/200) was added for

5 min, bacteriawerewashed once, resuspended

in PBS, and imaged live on 1.5% agarose pads.

Purification of recombinant proteins

APOL proteins: Overnight cultures of BL21

(DE3) pLysS harboring the APOL3 or APOL1

expression plasmid (pET28a-6XHis-PP) were

grown in LB containing kanamycin (50 mg/ml)

and chloramphenicol (20 mg/ml). Cultures

were grown to OD600 = 0.7 in media without

chloramphenicol and induced with 1 mM IPTG

for 4 hours at 37°C. Cell pellets were lysed in

50mMTris pH 8.0, 5mMEDTA and lysozyme

(100 mg/ml; Sigma) with sonication. The pres-

ence of lysozyme had no effect on the quality

or activity of the recovered protein but did

increase yield. Insoluble material was pelleted

at 20,000g and washed with lysis buffer con-

taining 0.5 M NaCl. Pellets were solubilized in

6 M guanidine hydrochloride, 50 mM potas-

sium phosphate pH 8.0, 1 mM TCEP, 10 mM

imidazole for 1 hour at room temperature with

gentle sonication and clarified by centrifuga-

tion at 40,000g for 30 min. Solubilized pro-

tein was affinity purified using Ni-NTA beads

(Qiagen) and dialyzed extensively (>4 buffer

changes of at least 1000 fold v/v) over 24 hours

into 20 mM acetic acid. For certain experi-

ments, theHis-tag fusion protein was digested

with 3C protease (Genscript) in 50 mM MES

pH 6.0 overnight at 4°C. To remove the tag,

undigested protein and the protease, the re-

action and all insoluble precipitate was solu-

bilized in 6M guanidine hydrochloride, 50mM

potassium phosphate pH 8.0, 1 mM TCEP,

10 mM imidazole and incubated overnight

with fresh Ni-NTA beads. Flow through was

collected and dialyzed extensively into 20 mM

acetic acid. The absence of the His-tag was

confirmed using Western blot.

To refold the DAH variant, protein was first

dialyzed against 20 mM acetic acid, 250 mM

arginine hydrochloride (Sigma) for 6 hours

before dialysis into 20 mM acetic acid. All pu-

rified proteins were concentrated (>10 mg/ml)

and flash-frozen in liquid nitrogen and stored

at –80°C. Proteins were thawed once, as activity

decreased upon each freeze/thaw. rHis-APOL3

and rHis-cleaved APOL3 exhibited almost iden-

tical biological activity in both killing assays

and liposome leakage/solubilization assays.

However, rHis-APOL3 demonstrated increased

stability at higher pH, maintained stability at a

higher concentration, and was thus purified to

greater yield. Therefore, the His-tagged protein

was used when required. rHis-APOL1 was used

for bactericidal and liposome solubilization as-

says. Preliminary experiments revealed that

rAPOL3 protein stability was compromised in

high concentrations (>0.1 M) of traditional

chloride salts such as NaCl and KCl. Therefore,

a gluconate salt of potassium (KGl, the most

common ion in the cytosol) was included in

reaction buffers, unless otherwise indicated, to

maintain a near-physiological salt concentra-

tion. To prepare fluorescently labeled protein,

750 mg of proteinwasmixedwith 333 mMAFDye

568 maleimide (Fluoroprobes) in a 300-ml re-

action volume. pHwas adjusted to pH 7.0with

1 M HEPES pH 7.4 and reaction incubated for

2 hours at room temperature. During this time,

~75% of rAPOL3 protein precipitated. Precipi-

tated protein was collected by centrifugation,

dissolved in 6 M guanidine hydrochloride,

50 mM potassium phosphate pH 8.0 and
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dialyzed extensively (10 kDa MWCO) into

20 mM acetic acid to both refold the protein

and remove unincorporated dye.

Guanylate binding protein 1 (GBP1): The

coding sequence of human GBP1 (hGBP1) was

cloned into a customized vector to generate

pCMV-His10-Halo-HRV-mRFP-TEV-hGBP1.

HEK293f suspensioncells (a gift fromJ.Rothman)

was maintained at a concentration of 0.4 ×

10
6
to 4 × 10

6
cells/ml in Expi293 expression

medium (ThermoFisher Scientific). 24 hours

prior to transfection, cells were seeded at a

concentration of 1.2 × 10
6
cells/ml. For trans-

fection, cells were harvested and resuspended

in freshmediumat a concentration of 2.5 × 10
6

cells/ml. Cells were transfected by adding pCMV-

His10-Halo-HRV-mRFP-TEV-hGBP1 to a final

concentration of 1 mg/ml in media containing

PEI at a concentration of 5 mg/ml. 24 hours

after transfection, cells were diluted 1:1 (v/v)

with fresh medium containing 4 mM valproic

acid and cultured for an additional 2 days. 2 ×

10
9
cells were harvested via centrifugation

(500g, 10 min), washed once in cold PBS, re-

suspended in lysis buffer (50 mM HEPES, pH

7.5, 500 mM NaCl, 1 mM MgCl2, 10% glycerol,

0.5% CHAPS, 1 mM TCEP) and lysed via son-

ication. Cellswere cleared at 35,000g for 1 hour

at 4°C. Supernatant was collected and incu-

bated with 1 ml bed volume of HaloLink resin

(Promega) at 4°C overnight with gentle rota-

tion. The resin was sequentially washed twice

(10mineach)withwashbuffer 1 (50mMHEPES,

pH 7.5, 500 mM NaCl, 1 mM MgCl2, 10% gly-

cerol, 0.5% CHAPS), wash buffer 2 (50 mM

HEPES, pH 7.5, 1MNaCl, 10% glycerol) followed

by wash buffer 1. To elute bound proteins, Halo

resin was resuspended in lysis buffer and di-

gested with homemade GST-HRV-His prote-

ase overnight at 4°Cwith gentle rotation. Resin

was pelleted and the HRV protease was re-

moved from the supernatant via Ni-NTA beads

by affinity chromatography (Qiagen). Flow-

through was collected, concentrated, and fur-

ther purified and buffer-exchanged via size

exclusion chromatography (Superdex 200 In-

crease; GE Healthcare) equilibrated with stor-

age buffer [20 mM HEPES (pH 7.5), 150 mM

NaCl, 1 mMMgCl2, 1 mMTCEP]. Fractionswere

analyzed by SDS-PAGE, pooled, concentrated,

and flash-frozen in liquid nitrogen before stor-

ing at –80°C.

Recovery of APOL3 lipoprotein complexes:

To isolate rAPOL3-lipoprotein complexes from

bacteria, overnight E. coli
DhldE

was subcultured

1/20 and grown to OD600 = 0.5. 10ml of bacteria

were washed and resuspended in Buffer A

containing 20 mM rHis-APOL3 for 2 hours at

30°C and insoluble material removed by cen-

trifugation. The pH of the supernatant was

adjusted to pH 7.2 with NaOH, and both NaCl

and imidazole were added to 200 mM and

10 mM final concentrations, respectively. The

solution was incubated with Ni-NTA beads at

room temperature for 1 hour, washed 5 times

with 10 mM Tris pH 7.2, 200 mM NaCl, and

20 mM imidazole, and eluted with 400 mM

imidazole in the same buffer. Eluates were

loaded directly onto glow-discharged copper

grids and examined by negative-stain electron

microscopy.

Bacterial killing assays

To isolate bacteria from different cellular com-

partments, DAPOL3 HeLa cells with or with-

out IFN-g (500 U/ml, 18 hours) were infected

with Stm at MOI of 20 as described for infec-

tions. After 45 min, cells were either lysed in

Buffer A containing 0.5% Triton X-100 (vacu-

olar population) or treated with 1 mM LLOMe

(Sigma) in the presence of cell death inhibitor

Z-VAD-FMK (R&D) for 2 hours before lysis

(cytosolic). Bacteria were then mixed with

rAPOL3diluted in 20mMacetic acid for 3 hours

and enumerated by colony counting after se-

rial dilution. To induce transient permeabili-

zation of the OMby EDTA, overnight bacterial

cultures were grown to OD600 = 0.5 in LB con-

taining 2 mM CaCl2 and 2 mM MgCl2 and

immediately washed twice in 0.1 M Tris pH

8.0, 0.75 M sucrose. Pellets were resuspended

in 350 ml of the same buffer and 700 ml of 1 mM

EDTA in H2O was added for 20 min. 50 ml of

0.5 M MgCl2 was added on ice for 5 min and

bacteria pelleted at 4°C. Bacteria were resus-

pended in Buffer A, and rAPOL3 diluted in

10 mM acetic acid was added to the indicated

concentration and incubated for 3 hours at

30°C. The final dialysate from rAPOL3 puri-

fications was used as the negative control.

Bacteria were enumerated by serial dilution

on LB agar. To induce transient OM perme-

abilization by other means, mid–log-phase

bacteria were washed and resuspended in

Buffer A supplemented with the indicated con-

centration of polymyxin B nanopeptide (PMBN;

Sigma), poly-L-lysine hydrobromide (avg. mw

20,000 Da; PKLB20, Alamanda Polymers), or

human platelet factor IV 18 (C18G; Eurogentec).

To induce hypotonic stress, bacteria were resus-

pended in Buffer Awith 20mMKCl substituted

for 100 mM KGl. Bacteria were incubated for

30min beforewashing and addition of rAPOL3

in Buffer A. Bacteria incubated in LB or Buffer

A alone served as the nonpermeabilized con-

trol. After initial washes, a sample of bacteria

was plated on LB agar prior to addition of any

OM permeabilizing agent to define the in-

put. For LD50 assays, Stm were incubated for

3 hourswith twofold serial dilutions of rAPOL3,

recombinant mouse RegIIIb (R&D), or human

b-defensin-2 (Biolegend) in either Buffer A or

low salt (20 mM KCl) buffer. The minimum

concentration required to kill >50% of Stm

was determined. For LPS-truncated mutants,

bacteria were grown to OD600 = 0.4 and 0.5ml

washed once in Buffer A, resuspended to 0.5ml

in Buffer A with 150 mM KGl and incubated

with 10 mM rAPOL3 or dialysate at 30°C for

3 hours with shaking at 250 rpm. Bacteria

were enumerated by serial dilution and colony

counting. For treatment with hGBP1, bacteria

were incubated for 1 hour with 5 mM hGBP1 in

50 mM HEPES pH 7.4, 150 mM NaCl, 5 mM

MgCl2, with or without 2 mM GTP. Bacteria

were then pelleted and resuspended inBuffer A

containing rAPOL3 and incubated at 37°C for

1 hour prior to plating.

Bacterial membrane and cytotoxicity assays

Permeability of the OMwas determined using

the fluorescent dye NPN (Sigma) uptake assay.

Stmwere prepared as described for the killing

assay, treated with permeabilizing agent at

the indicated concentration for 15 min, and

resuspended inBuffer A containing 10 mMNPN.

rAPOL3 or dialysate was added and incubated

for 15min. Fluorescence (Ft15) was recorded by

SpectraMax i3X plate reader; lEx = 350 nm

and lEm = 420 nm. NPN uptake after 15 min

was calculated as (t) (%) = (Ft15 – Ft0) × 100/

(Ft100 – Ft0), where the fluorescence from un-

treated Stm was defined as Ft0 and in the pres-

ence of 5 mM EDTA and lysozyme (10 mg/ml)

as Ft100. Permeability of the IMwas determined

by Sytox orange (ThermoFisher) or propidium

iodide (PI; Sigma) uptake. Stm were prepared

as described for the killing assay and treated

with 10 mM rAPOL3 or dialysate in Buffer A for

15 min (static) or for the indicated time (time

course). PI was included at 50 mM and fluores-

cence measured using a SpectraMax i3X plate

reader; lEx = 535 nm and lEm = 620 nm. PI

uptake at each time point was calculated as (t)

(%) = (Ft – Ft0) × 100/(Ft100 – Ft0). Fluorescence

from untreated Stm was defined as Ft0 and in

the presence of polymyxin B (25 mg/ml) and

0.2% SDS as Ft100. Sytox orange was included at

0.2 mM and fluorescence determined as de-

scribed for PI uptake with lEx = 545 nm and

lEm = 570 nm. IM potential of 5 × 10
7
Stm

was determined using the BacLight bacterial

membrane potential kit (ThermoFisher) fol-

lowing the manufacturer’s protocol. Stm were

treated as described for the killing assay, then

incubated with 5 mM CCCP, 10 mM rAPOL3

wild-type, DAHmutant, or equal volume of dial-

ysate for 1.5 hours before addition of DiOC2(3)

for 30min. Sampleswere analyzedonaFACSAria

(BD). The ratio of red to green fluorescence

provides an indication of membrane potential

and was calculated for each treatment by di-

viding the mean fluorescence intensity (MFI)

for the red channel (FL-2) by the MFI for the

green channel (FL-1) after gating bacteria by

forward and side scatter. Bacterial ATP con-

tent was determined using BacTiter-Glo micro-

bial cell viability assay (Promega) following the

manufacturer’s protocol. To measure mem-

brane fluidity, mid-log E. coli
DhldE

were washed

and resuspended in PBS containing 0.2% glu-

cose and 10 mM Laurdan (Cayman Chemicals)
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and incubated for 10min. Bacteria werewashed

3× with PBS containing 0.2% glucose and 1%

dimethylformamide (DMF). 500 nM rAPOL3

was added and fluorescence at twowavelengths

recorded over time using a SpectraMax i3X

plate reader: (i) lEx=350nmand lEm=460nm;

(ii) lEx=350nmand lEm=500nm.Background

fluorescence was subtracted from each value

and generalized polarization calculated as

GP = (I460 – I500)/(I460 + I500) where I is the

normalized intensity at each lEm wavelength.

For treatment with rGBP1, bacteria were in-

cubated for 1 hour with 5 mM rGBP1 (or mock)

in 50 mMHEPES pH 7.4, 150 mMNaCl, 5 mM

MgCl2, 2mMGTP. Bacteria were then pelleted

and resuspended in Buffer A supplemented

with 10 mM NPN and 0.2 mM Sytox orange

containing 5 mM rAPOL3 (or mock) for 1 hour

before fluorescence at two wavelengths was

simultaneously measured using the Spectra-

Max i3X plate reader as above. Background

fluorescence of NPN and Sytox orange in

buffer alone was subtracted from each value.

ATP content was then determined as described

above.

Liposome preparation

Phospholipids were dissolved in chloroform

and mixed in a glass vial. Solvent was evap-

orated under nitrogen and dried overnight in

a vacuum. For liposome leakage assays, lipid

film was hydrated in Buffer A. For liposome

solubilization and nativeMS experiments, lip-

ids were hydrated with 20 mM ammonium

acetate. Lipids were solubilized with continual

vortexing followed by five freeze/thaw cycles.

Liposomeswere generated by extrusion through

a 0.1-mm polycarbonate filter (Avanti Polar

Lipids Inc.) 30 times using a mini-extruder

device (Avanti Polar Lipids Inc.). To generate

calcein-encapsulated liposomes, lipid was

hydrated in 50 mM MES pH 6.0, 20 mM

potassium gluconate, and 80 mM calcein. For

Tb
3+
-encapsulated liposomes, lipids were hy-

drated with 50 mM MES pH 6.0, 35 mM KGl,

50 mM sodium citrate, and 15 mM TbCl3. Non-

encapsulated calcein or Tb
3+

was removed

using Illustra Microspin G50 columns (GE

Healthcare). For dextran liposomes, hydra-

tion was done with Buffer A and indicated

FITC-Dextran (2 mg/ml). Nonincorporated

dextran was removed by buffer exchange with

a centrifugal filter device (Amicon Ultra-15

100K MWCO, Millipore). All liposomes were

used within 24 hours.

Liposome binding, leakage, and turbidity assays

To measure liposome binding, indicated lipo-

somes (2.5mM lipid)were incubated for 20min

with recombinant APOL3 (rAPOL3; 1 mM pro-

tein such that liposomes were not completely

dissolved) for 20min in Buffer A. Samples were

centrifuged for 1 hour at 120,000g in a Beckman

Optima XE-100 Ultracentrifuge at 4°C. Super-

natant (S) was collected and the pellet (P)

washed twice with 700 ml of incubation buffer

and resuspended in the same volume as su-

pernatant. Samples were analyzed by SDS

page followed by Coomassie blue staining.

To measure leakage, liposomes of the indi-

cated composition (500 mM lipid) were mixed

with rAPOL3 (500 nM or the indicated con-

centration) in Buffer A. To measure Tb
3+

ef-

flux, 15 mM DPA was included in the buffer.

The excitation and emissionwavelengths were:

lEx = 495 nm and lEm = 525 nm for calcein,

lEx = 270 nm and lEm = 490 nm for Tb
3+
/DPA

chelates, and lEx = 495 nm and lEm = 520 nm

for FITC-Dextran. Fluorescence prior to addi-

tion of proteinwas treated as Ft0. 5 ml of APOL3

diluted in 10 mM acetic acid was added after

~1 min, and fluorescence recorded continuously

(at 10- to 15-s intervals) using a SpectraMax i3X

plate reader (Molecular Devices). 5 ml of final

dialysate (20 mM acetic acid) was used as a

mock treatment. 10 ml of 1% Triton X-100 was

added to achieve complete dye release and

the average of the top three fluorescence val-

ues defined as Ft100. The percentage of dye ef-

flux at each time point was calculated as (t)

(%) = (Ft – Ft0) × 100/(Ft100 – Ft0). Tomeasure

FITC-dextran efflux, liposome-protein mix-

tures were incubated for 20 min at room

temperature and released FITC-dextran was

collected in the flowthrough following cen-

trifugation through a centrifugal filter device.

Supernatant fluorescence from untreated lipo-

somes was defined as Ft0 and in the presence

of 0.1% Triton X-100 as Ft100. To measure lipo-

some turbidity, DMPG or DMPC liposomes

(2 mM lipid) were generated in 20mMammo-

nium acetate and mixed with 40 mM rAPOL3

(50:1 lipid:protein ratio) in 20 mM ammo-

nium acetate at the indicated temperature

and absorbance at 400 nm determined. For

the temperature transition, liposome-APOL3

mixtures were incubated at 37°C for 2 min

before being transferred to room temperature

for the duration.

Giant unilamellar vesicle (GUV) assays

79 nmol of DOPC, 20 nmol of DOPG, and

1 nmol of Cy5-labeled DOPC were mixed in

50 ml of 3:1 chloroform:methanol and spotted

onto two indium tin oxide (ITO)–coated slides

and evaporated under vacuum for 2 hours.

ITO slides were sandwiched between PFTE

spacers to create a GUV chamber and filled

with swelling buffer (50 mM MES pH 6.0,

195 mM sucrose) and sealed with lipid-free

modeling clay. Electroformation was con-

ducted by applying a sinusoidal alternating

voltage (10 Hz) increasing from 0.02 to 1.2 V

over 50 min and holding this voltage for

120min. Vesicles were removed and subjected

to buffer exchange by adding 100 ml to 1 ml

100 mMMES pH 6.0, 150 mMKGl containing

50 mM Dylight 488 free acid (ThermoFisher)

and mixed gently by inversion. After 30 min

incubation at room temperature, vesicles were

collected fromthebottomof the tube and added

to BSA-coated 20 mM glass-bottom dishes.

300 nM 568-labeled rAPOL3 was added to the

well, mixed by pipetting, and imaged using a

Nikon TiE inverted spinning disc confocal mi-

croscope or Nikon TE2000 microscope.

Circular dichroism

Spectra were taken of 3 mM rAPOL3 proteins

in 10mMMES pH6.0, 20mMKGl, 1 mMCaCl2
using a Chirascan circular dichroism spectrom-

eter (Applied Photophysics). To determine the

lipid-associated spectra, 3 mM rAPOL3 proteins

were mixed with 3 mM PC/PG liposomes in

the same buffer for 20min and insoluble mate-

rial removed by centrifugation. The amount of

soluble protein remaining was determined and

adjusted accordingly so that the lipid-bound

and lipid-free concentrations were equivalent.

Baseline spectra for buffer or liposome alone

were used as the blank. CAPITO software (54)

was used to estimate the secondary structure

based on the observed spectra. Protein content

was determined by BCA assay (ThermoFisher).

Electron microscopy

Negative-stain electron microscopy: To visual-

ize the effect of rAPOL3 addition to liposomes,

liposomes containing 75:25 DMPC/DMPG

(2 mM total lipid) were generated in 20 mM

ammonium acetate and mixed with 40 mM

rAPOL3 at 37°C for 5 min. The reaction was

transferred to room temperature for an ad-

ditional 30min, then diluted 1/20 before load-

ing onto glow-discharged copper coated EM

grids (EMS, cat#CF400-Cu-50) and stainedwith

2% uranyl formate for 1 min. Grids were exam-

ined in JEOL1400 plus electron microscope

with acceleration voltage of 80 kV. To visualize

rAPOL3 on bacteria, log-phase E. coli
DhldE

or

Stm
DwaaL

was incubated with 10 mM, 5 mM, or

2 mMrHis-APOL3 in 100 ml Buffer A for 5min

at room temperature. Bacteria were pelleted

and blocked by resuspension in 360 ml 20 mM

Tris pH 7.4, 10 mM imidazole, 200 mM NaCl

containing 1.5% skim milk for 5 min at room

temperature. 40 ml of 5 nm Ni-NTA nanogold

beads (nanoprobes) was added for 10 min at

room temperature and washed three times in

20mMTris pH 7.4, 20mM imidazole, 200mM

NaCl before loadingdirectly onto glow-discharged

copper grids. Bacteria were treated with dialy-

sate alone and processed in parallel to assess

nonspecific binding of beads to bacteria.

CryoÐimmunoelectronmicroscopy: HeLa cells

were transduced with pMSCV-EGFP-APOL3 for

7 days, then infected with Stm as above before

fixation/rehydration steps and immunogold la-

belingwith anti-GFP antibodies as described (19).

Negative-stain EMparticle averaging: More

than 400 meshed copper grids coated with

carbon film (EMS, cat #CF400-Cu-50) were

Gaudet et al., Science 373, eabf8113 (2021) 16 July 2021 12 of 14

RESEARCH | RESEARCH ARTICLE



glow-discharged (PELCO easiGlow Glow Dis-
charge Cleaning System) for 20 s to increase
hydrophilicity of the carbon surface. 5-ml drop-
lets containing rAPOL3 and liposomes were
transferred to the glow-discharged EM grid
and incubated for 1 min. Droplet samples were
blotted with filter paper (Whatman qualitative
filter paper, Grade 1), quickly washed with 5 ml
2% uranyl formate solution and stained on the
grid by the same solution for 1 min. Residual
staining solution was again removed by filter
paper. Negative-staining EM grids were trans-
ferred to a JEOL1400plus electron microscope
and images taken under an 80-kV electron
gun at 40,000× magnification, and captured
by a Hamamatsu ORCA HR camera, resulting
in 0.234 nm/pixel. Five subframes were auto-
matically taken at near in-focus plane and
merged into a single image stack. All images
were then preprocessed by e2proc2d.py func-
tion from eman2 packages for generating the
images with MRC format (http://blake.bcm.
edu/emanwiki/EMAN2). MRC format images
were imported into Relion3 package for com-
plete processing from 2D classification to 3D
reconstruction (55). 2705 nanodisc-like parti-
clesweremanually picked from 14micrographs
without processing motion correction and
contrast transfer function correction. Two
repeats on 2D classification were performed
to remove nonspecific particles (56). Ten con-
formational classes representing 2071 par-
ticles from a final 2D classification were used
to generate an initial model and 3D classifica-
tion. Because no significant structural variation
arose from 3D classification, 3D refinement
was performed to obtain an averaged nano-
disc structure.
Cryo-EM sample preparation: 5 mM DMPC/

DMPG (3:1) liposomes were mixed with 100 mM
rAPOL3 in 20mMammonium acetate for 5min
at 37°C, then transferred to 22°C for 1 hour and
any insoluble material removed by centrifuga-
tion at 16,000g for 10 min. 4 ml was added to a
C-Flat EM grid (C-Flat, 300 mesh CF-2/2-3Cu-
50) that had been glow-discharged for 20 s
(PELCO easiGlow Glow Discharge Cleaning
System). Samples were incubated for 5 s and
blotted in a Vitrobot Mark IV (Thermo Fisher
Scientific). Blotting conditions are as follows:
5 s of blotting time, a blotting force of 8 at 90%
humidity. The grid was subsequently plunged
into liquid ethane and then transferred to
liquid nitrogen for sample screening.
Cryo-EM data collection and image process-

ing: EM grids were loaded into a 200kV cryo–
electron microscope (Thermo Scientific Glacios)
equipped with a K2 Summit direct electron
detector. Data were collected at 45,000 mag-
nification, resulting in a physical pixel size of
0.896 angstroms (Å). The stage was adjusted
such that focus ranged from 1 mm to 2 mm for
data collection and the illumination area was
set to 1 mm in diameter. Datawere collected in

superresolution movie mode with a 7-s expo-
sure equaling 35 frames with a total electron
dose of 50 e– Å–2. In total, 4648 stacks were
collected in a 2-day session. Superresolution
frames with a pixel size of 0.448 Åwere treated
with motion correction process by MotionCor2
(57). Parameters for processing drift correction
are as follows: -Pathc 5 5 -PixSize 0.448 -Iter
30 -FtBin 2 -FmDose 1.43 -Bft 150 -Group 3.
Each micrograph was initially screened man-
ually to remove ice contamination or aggre-
gates. During motion correction two types of
images were generated: dose-weighted images
and non–dose-weighted images. The non–dose-
weighted images were used to estimate contrast
transfer function (CTF) by Gctf (58). The CTF
fitting of each micrograph was examined by
manually checking the fitting accuracy of the
Thon ring. The dose-weighted micrographs
were imported into Relion for further particle
picking and image processing. For particle
picking, 1194 particles were manually picked
from five representativemicrographs to gener-
ate a template for the auto-picking process. In
total, 502,901 particles were automatically picked
from 4155 micrographs. These particles were
extracted in a binning factor 4 for 2D classi-
fication. The initial 3D model was generated
with the stochastic gradient descent algorithm
in Relion. Multiple rounds of 3D classification
were performed to screen homogeneous parti-
cles. The predominant class consisted of 236,364
particles and was used for a final 3D recon-
structionwith a 13.5-Å resolution based on gold-
standard Fourier shell correlation criterion. The
final 3D EMmapwas visualized and segmented
byUCSFChimera (59). The 3D reconstruction of
APOL3 lipoprotein from the cryo-EM dataset
was fitted into the EM density map from the
negative-staining TEM dataset using the fit-
in-map function of UCSF Chimera.

Native mass spectrometry (nativeMS)

DMPC/DMPG (75:25; 2 mM lipid) liposomes
made in 20 mM ammonium acetate were
treated with 40 mM APOL3 at 37°C for 5 min
before transfer to 22°C for 1 hour. Incubation
with 20 mM ammonium acetate without lipid
served as the negative control. For analysis of
bacterial-treated rAPOL3, overnight E. coliDhldE

was diluted 1/20 and grown to OD600 = 0.5.
0.5 ml was centrifuged andwashed three times
in 20mMammoniumacetate and resuspended
in 250 ml of 20 mM ammonium acetate buffer.
rHis-APOL3was added to 20 mMand incubated
for 1 hour before insolublematerial was pelleted
and supernatant harvested and placed on ice
to limit degradation by released bacterial pro-
teases. Remaining protein content was esti-
mated by protein gel. All samples were diluted
to 5 mMand equilibrated to room temperature
for 15 min prior to analysis. NativeMS was per-
formed on a Q Exactive UHMRmass spectrom-
eter (Thermo Fisher Scientific) using in-house

nano ion-emitting capillaries. The ultrahigh
vacuum was set at 5.65 × 10–10 mbar and cap-
illary voltage 1.5 kV. Insource trapping and
higher-energy collisional dissociation (HCD)
were optimized for best-quality spectra. Rela-
tive quantitationwas performed by combining
the area under curves for each charge state.

In silico protein sequence analysis

Physiochemical properties of APOL3, APOL3-
DAH, or APOE1were calculated usingHeliquest
(60). Transmembrane domains and protein
structure was predicted using Phyre2.0 (61).
Hydrophobicity and charge were visualized
by applying YRB lighting (62) in Pymol.

Experimental design and statistics

No sample size calculation or blinding was per-
formed. For quantification of micrographs,
sample size reflects both prior knowledge of
variation and the maximum number of events
that could be reasonably quantified. No data
were excluded. Samples were randomly allo-
cated into experimental groups and typically
startedwith common pools of cells or bacteria.
Data were analyzed by GraphPad Prism 8.0
software. Unless otherwise indicated, statisti-
cal significance was determined by t test (two-
tailed) or one-way analysis of variance (ANOVA)
(Dunnett’s multiple-comparison tests) or two-
way ANOVA (multiple comparisons).
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INTRODUCTION: To produce antibodies that

protect effectively against pathogens, B cells

must undergo a Darwinian process of somatic

hypermutation of their immunoglobulin genes

followed by selective proliferation of variants

with improved affinity for antigen. This process,

known as affinity maturation, can dramatically

increase the affinity and potency of antibodies

elicited by infection and vaccination. Affinity

maturation takes place in germinal centers

(GCs), structures that form within secondary

lymphoid organs in response to infection or

immunization. Because somatic mutations ac-

cumulate progressively with time, the duration

of the GC reaction is an important determi-

nant of the extent to which antibodies can

mutate and mature. Despite the importance

of this parameter, our understanding of the

factors that determine the duration of a GC and

the timing of its contraction remains limited.

RATIONALE: In addition to B cells, a minor but

critical component of the GC reaction are T

follicular helper (TFH) cells characterized by

expression of chemokine receptor CXCR5, in-

hibitory receptor PD-1, and transcription fac-

tor Bcl6. TFH cells provide mitogenic signals

essential for the proliferative expansion of

high-affinity B cells and thus play a key role

in antibody affinitymaturation. The size of the

TFH cell population closely correlates with,

and likely determines, the magnitude of the

GC reaction, and interruption of the signals

provided by TFH cells to B cells leads to GC

dissolution, making TFH cells likely candidates

for regulators of GC duration. The positive

effects of TFH cells are counterbalanced by

a population of GC-resident T cells that ex-

press Foxp3, the master transcription factor

of the regulatory T cell (Treg) lineage. The best

characterized of these Foxp3 populations are

T follicular regulatory (TFR) cells, which arise

through acquisition of a TFH-like phenotype

by thymic-derived Tregs and control aspects

of the B cell response ranging from B cell

foreign and self-antigen specificity to isotype

switching. Given the well-established role

of CD4 T cells in sustaining GCs and the

emerging role of Foxp3 in suppressing this

reaction, we sought to determine whether

expression of Foxp3 by GC-resident T cells

could also play a role in GC longevity.

RESULTS: Imaging of the GC reactions in mice

over time showed that the density and num-

ber of Foxp3 T cells within these structures

surged acutely in the days preceding the on-

set of GC contraction. In contrast to their

early- or peak-GC counterparts, late-GC Foxp3

T cells expressed high levels of TFH cell surface

markers CXCR5 and PD-1 and engaged in

long-lived dynamic interactions with GC B cells

that resembled those observed for TFH cells,

suggesting late-GC Foxp3 T cells may differ

in ontogeny from the canonical TFR popula-

tion abundant at earlier time points. T cell

receptor sequencing suggested that, unlike

TFR cells, late-GC Foxp3 T cells likely arise

through up-regulation of Foxp3 by TFH cells in

the days immediately preceding GC regression.

This conversion was confirmed by adoptive

transfer experiments, in which transferred

Foxp3 naïve T cells acquired Foxp3 expression

in late but not in early GCs. Transcriptionally,

late-GC Foxp3 T cells closely resembled TFH
cells while showing shifts in expression of Treg-

related signatures that included loss of key

T cell help-related genes. A gain-of-function

experiment showed that ectopic Foxp3 ex-

pression by TFH cells, although incapable of

completely shifting these cells toward a TFR
phenotype, was sufficient to change expres-

sion of Treg-related gene signatures and trigger

GC contraction.

CONCLUSION: Our data indicate that, in ad-

dition to canonical TFR cells, there exists a

second population of Foxp3 GC T cells that

arises immediately before GC contraction,

through the up-regulation of Foxp3 and limited

acquisition of Treg-like features by TFH cells.

Functional experiments support a model in

which the contraction, and eventual shutdown,

of late-stage GCs is promoted by acquisition

of Foxp3 by this TFH cell population. These

findings raise the possibility that GC shut-

down is an active process rather than simply

a result of the progressive consumption of

antigen by GC B cells. Manipulating this

process may provide an avenue toward

extending GC lifetime, potentially contribut-

ing to the induction of highly mutated anti-

bodies by vaccination.▪
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A surge in Foxp3+ T cells precedes GC contraction. GCs are usually temporary structures that emerge

upon infection or immunization, contracting and eventually disappearing upon cessation of antigenic

stimulation. At their peak, GCs contain two major populations of T cells, TFH cells and TFR cells. Of these,

only the latter population expresses the Treg-associated transcription factor Foxp3. We find that the days

immediately preceding GC contraction are characterized by a surge in the numbers of Foxp3-expressing

T cells, arising at least in part from up-regulation of Foxp3 by the TFH population. Gain-of-function

experiments suggest that Foxp3 expression by TFH cells may aid in the process of GC shutdown.
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Expression of Foxp3 by T follicular helper cells
in end-stage germinal centers
Johanne T. Jacobsen1*†, Wei Hu2,3†, Tiago B. R. Castro1,4, Sigrid Solem1, Alice Galante1, Zeran Lin1,

Samuel J. Allon5, 6, 7, 8, 9, Luka Mesin1, Angelina M. Bilate4, Ariën Schiepers1,

Alex K. Shalek5,6,7,8,9,10,11, Alexander Y. Rudensky2,3,12, Gabriel D. Victora1*

Germinal centers (GCs) are the site of immunoglobulin somatic hypermutation and affinity maturation,

processes essential to an effective antibody response. The formation of GCs has been studied in

detail, but less is known about what leads to their regression and eventual termination, factors that

ultimately limit the extent to which antibodies mature within a single reaction. We show that contraction

of immunization-induced GCs is immediately preceded by an acute surge in GC-resident Foxp3+ T cells,

attributed at least partly to up-regulation of the transcription factor Foxp3 by T follicular helper (TFH) cells.

Ectopic expression of Foxp3 in TFH cells is sufficient to decrease GC size, implicating the natural up-regulation

of Foxp3 by TFH cells as a potential regulator of GC lifetimes.

E
ffective, high-affinity antibodies arise by

means of a Darwinian process of somatic

hypermutation of immunoglobulin (Ig)

genes and affinity-dependent selection

of mutant B cells that takes place in ger-

minal centers (GCs) (1). Prolonged residency of

B cells in GCs, either in a single reaction or

over multiple rounds of reentry, can lead to the

extraordinary levels of somatic hypermutation

and affinity maturation typical of broadly neu-

tralizing antibodies to HIV (2). GC reactions

range in duration from 1 to 2 weeks when trig-

gered by haptenated proteins in prime-boost

(3) to several months in response to certain

infections or to challenge with particulate anti-

gens (4–8). Despite this wide variability and

the critical importance of GC durability to

antibody maturation, our understanding of

the factors that determine the timing of GC

contraction remains limited (1).

A key determinant of the GC life course is

the CD4
+
T cells present within that struc-

ture. T follicular helper (TFH) CD4
+
T cells—

characterized by expression of chemokine

receptor CXCR5, inhibitory receptor PD-1, and

transcription factor Bcl6—control the progres-

sion and output of the GC reaction by selec-

tively driving proliferation of B cells with

affinity-enhancing mutations (9–11). The pos-

itive effect of TFH cells is counterbalanced by

GC-resident T cells that express Foxp3, the

master transcription factor of the regulatory

T cell (Treg) lineage (12). The best characterized

of these is a population referred to as T folli-

cular regulatory (TFR) cells (13–15), thought to

regulate various aspects of theGC reaction such

as B cell specificity and affinity, isotype switch-

ing, and emergence of self-reactivity (16–18).

Given this central role of CD4
+
T cells in sus-

taining theGC reaction,we sought to determine

whether the dynamics of Foxp3 expression by

GC T cells could play a role in GC contraction

and termination.

Results

A surge in Foxp3+ GC-resident T cells precedes

GC contraction

To follow the dynamics of Foxp3 expression by

GC-resident T cells throughout the course of

the GC reaction, we generated GCs in Foxp3
GFP

reporter mice (19) (GFP, green fluorescent

protein) using the model antigen 4-hydroxy-3-

nitrophenyl acetyl-ovalbumin (NP-OVA). To

achieve tighter kinetics of GC dissolution, we

used a well-characterized adoptive transfer–

prime–boost strategy (9, 20) (Fig. 1A). We

quantified the number and density of recipient-

derived GFP
+
cells within popliteal lymph node

(pLN) GCs, delineated based on the presence of

adoptively transferred fluorescent B andT cells.

Both parameters remained stable between

days 6 and 10 postboost (corresponding ap-

proximately to the onset andmidpoint of the

boost-induced GC reaction) (Fig. 1, B and C),

averaging 56 and 62 cells per GC at a density of

9 and 11 cells per (100 mm)
3
, respectively. On

days 14 and 15 postboost, when GCs began to

dissipate under these conditions, the GFP
+

population increased in both density and num-

ber, to an average of 103 cells per GC, equivalent

to 26 cells per (100 mm)
3
(Fig. 1, B and C). This

coincided with a decrease in the average vol-

ume of GCs determined by imaging, confirm-

ing that this time point corresponds to the

contraction phase of the GC reaction (Fig. 1,

B and C).

To validate these findings using an orthog-

onal approach, we performed in situ photo-

activation (9, 20) ofmice carrying a carrying a

Foxp3
RFP

reporter (21) (RFP, red fluorescent

protein) (Fig. 1D) to identify T cells based on

their localization to the GC niche by flow cy-

tometry. The proportion of Foxp3
+
cells among

photoactivated (PA
+
) GC-localized CD4

+
T cells

increased from22% at day 10 to 39% at days 14

and 15 postboost as measured using this sys-

tem (Fig. 1, E and F). This increase coincided

with a decrease in the proportion of B cells

with GC phenotype by flow cytometry (Fig. 1F),

mirroring the decrease in GC volume observed

by imaging. Although only aminority of Foxp3
+

CD4
+
T cells inside early GCs expressed the

very high levels of CXCR5 and PD-1 typical of

the TFH cell phenotype (20), this fraction in-

creased toward the contraction phase of the

GC (Fig. 1E). We observed similar trends in a

primary immunization model, where the pro-

portion of GC-localized T cells expressing

Foxp3 increased from 24% at day 10 to 58%

at day 20 postimmunization, the time point at

which GCs recede in this setting, also while

acquiring amore TFH-like phenotype (fig. S1, A

and B). The increase in Foxp3
+
cells was con-

comitant with a decrease in the Foxp3
–

TFH
cell population, such that, whereas the total B-

to-TFH cell ratio remained fairly steady over

time, the ratio of Foxp3
–

TFH cells per B cell

decreased by about 50% from early to late

GCs (from 0.16 to 0.085 TFH cells per GC B cell),

indicative of lower T cell help availability

(fig. S1C). Thus, contraction of the GC reaction

is associatedwith a surge inGC-localizedFoxp3-

expressingT cells accompanied by loss of Foxp3
–

TFH cells, such that the former account for a

large fraction of the total T cells present in

end-stage GCs.

Immunization-induced GCs form with well-

defined kinetics, whereas GC resolution is less

stereotyped, and individual GCs shut down at

different times within the same immune reac-

tion (22). This lack of synchronicity prevents a

precise definition of the temporal relationship

between the increase in Foxp3
+
T cells and

end-stage GC contraction by cross-sectional

analysis. To time the surge in Foxp3 T cells

more precisely with respect to GC contraction,

we imaged the same GCs longitudinally by

implanting mice with an inguinal lymph node

(iLN) imaging window (22). This enabled us to

quantify changes in Foxp3
+
T cell numbers in
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individual GCs as they approached their dis-

solution phase (Fig. 2, A and B; fig. S2A; and

movie S1). Longitudinal imaging showed that

the surge in Foxp3
+
T cells most often takes

place immediately before the onset of GC con-

traction (Fig. 2, C to F; and fig. S2, A and B).

Aligning GCs in time by the peak of the num-

ber of Foxp3
+
T cells revealed a doubling in the

number of Foxp3
+
T cells within the 24-hour

period preceding the peak, which was directly

followed by an almost 50% decrease in GC

volume over the next 24 hours (Fig. 2, E and

F). Thus, the surge in GC-localized Foxp3
+

T cells immediately precedes GC contraction,

consistent with these cells playing a direct role

in this process.

Foxp3+ T cells engage in prolonged interactions

with B cells in end-stage GCs

Given the evidence that direct contacts between

Tregs and GC B cells may contribute to the reg-

ulation of humoral responses (23), we investi-

gated the interactions between B cells and

Foxp3
+
T cells at different times during GC

evolution by intravital multiphoton micros-

copy. To establish that our system is capable of

discerning Treg–B cell interactions, we first im-

aged cells at day 2 postimmunization, when

effector T and B cell contacts taking place at

the T cell zone–B cell follicle (T:B) border are

long-lasting (24). We transferred CFP
+
B1-8

hi

B cells (CFP, cyan fluorescent protein) alongwith

RFP
+
OT-II T cells also expressing the fluores-

cent Ca
2+
reporter GCaMP3 into Foxp3

GFP
hosts,

and imaged pLNs at 2 days after footpad im-

munization with NP-OVA in alum. In this set-

ting, Foxp3
+
T cells and B1-8

hi
B cells engaged

in clearly identifiable interactions, which,

although generally briefer than those seen

between B cells and helper T cells, could oc-

casionally last for 10 min or longer (Fig. 3, A

and B; and Movie 1). These interactions fell

into two distinct modalities: Either multiple

Foxp3
+
T cells “swarmed” over specific B cells,

or B1-8
hi
B cells dragged a single Foxp3

+
T cell

behind them, as previously described for inter-

actionswith helper T cells (Fig. 3A andMovie 1)

(24, 25). Thus, prolonged direct interactions be-

tween B cells and Foxp3
+
T cells do take place

Jacobsen et al., Science 373, eabe5146 (2021) 16 July 2021 2 of 13

A

Host: 

Foxp3GFP/Y

Transfer:

5x105 NP+ B1-8hi 

10% CFP+/90% CFP–

Boost:

NP-OVA 25 µg footpad

Transfer:

103 OT-II

dsRed

Prime:

OVA-alum

50 µg i.p.

Image

Day:   -16 -14 -1 0 6 10 14/15

PAGFP-tg

Foxp3RFP

Photoactivate, FACS

Day: -14 100 14/15

Prime:

OVA-alum 

50 µg i.p.

Boost:

NP-OVA

25 µg footpad

C P = 0.004

P < 0.0001

0

20

40

60

F
o
x
p
3

+
 c

e
lls

/(
1
0
0
 µ

m
)3

Days post-boost

106 14/15

0

100

200

300

P = 0.027

P = 0.025

F
o
x
p
3

+
 c

e
lls

/G
C

Days post-boost

106 14/15

0

5

10

15

G
C

 v
o
lu

m
e
 µ

m
3
 (

x
1
0

6
)

Days post-boost

106 14/15

P = 0.023

B  Day 10 post-boost  Foxp3 OT-II B1-8hi 

i.

ii.

iii.

iii.

i.

ii.

iii.

Day 14 post-boost  Foxp3 OT-II B1-8hi

i.

i.

ii.

ii.

iii.

iii.

D  Photoactivation of T cells in prime-boost GCs E  GC T cells  (prime-boost) F

Pre-photoactivation Post-photoactivation

PE/Anti-PE (FDCs)   Photoactivation

D
a
y
 1

0

p
o
s
t-

b
o
o
s
t

0

20

40

60

80

F
o
x
p
3
+

(%
 o

f 
p
h
o
to

a
c
ti
v
a
te

d
)

0

20

40

60

80

100

Day 10

Day 14/15

P = 0.0016

 Foxp3+  Foxp3-

C
X

C
R

5
+

/P
D

-1
h

i

(%
 o

f 
p
h
o
to

a
c
ti
v
a
te

d
)

Days post-boost

0

1

2

4

3

5

G
C

 s
iz

e
 (

%
 o

f 
B

 c
e
lls

)

Days post-boost

10

P < 0.0001

14/15 10 14/15

P = 0.039

D
a
y
 1

5

p
o
s
t-

b
o
o
s
t

Foxp3-RFP

P
A

G
F

P
 (

a
c
ti
v
a
te

d
)

CXCR5

Foxp3- Foxp3+

105

104

103

0

1051041030

105

104

103

0

1051041030

105

104

103

0

1051041030

Gated on CD4+

21 74 39

P
D

-1

105

104

103

0

1051041030

105

104

103

0

1051041030

105

104

103

0

1051041030

42

6374

Fig. 1. Kinetics of Foxp3-expressing T cells throughout the course of the GC

reaction. (A) Experimental setup. (B) Multiphoton image of single optical slices of

GCs at 10 and 14 days postboost, followed by computational rendering of the entire

GC volume. Foxp3+ cells are marked with dashed circles (images; yellow circles

indicate cells magnified in the insets to the right) or green spheres (renderings).

Scale bars: 30 mm (large panels) and 10 mm (insets). (C) Quantification of data

in (B). Each symbol corresponds to one GC. Two to three GCs were counted per

mouse in at least three independent experiments per time point with two mice per

group. (D) Experimental setup (top). GCs were identified by labeling follicular

dendritic cells (FDCs) with anti-phycoerythrin (PE)–PE immune complexes prior to

imaging and photoactivation (bottom). Scale bar: 100 mm. i.p., intraperitoneally.

(E and F) Frequency and phenotype of photoactivated RFP+ and RFP– CD4+ T cells

in single GCs. Each symbol represents one GC. Data are pooled from at least

four independent experiments with the mean value indicated. Data for GC size in (F)

are from two independent experiments, each symbol representing one mouse. All

P values are for paired StudentÕs t test, performed only for the comparisons indicated.
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and are detectable using our intravital imaging

setup.

Imaging of early (day 10) prime-boost GCs

generated as in Fig. 1A revealed interactions

between GC B cells and Foxp3
+
T cells that

were invariably short-lived, never exceeding

4 min of contact (Fig. 3, C to E; and Movie 2).

Conversely, we observed long-lived cognate in-

teractions between GC B cells and OT-II TFH
cells at this time point. Both findings are large-

ly consistent with previous reports (23, 26–28).

Notably, a small number of GC-resident Foxp3
+

T cells were stationary for extended periods

at this time point. Crossing Foxp3
GFP

mice to

the CD11c-YFP reporter strain (29) (YFP, yellow

fluorescent protein) showed that many of these

stationary cells were interacting with CD11c
+

partners, most likely tingible body macrophages

(movie S2). In contrast to day 10, Foxp3
+
T cell–

B cell interactions at days 14 and 15 postboost

were much longer-lived (20% of observed con-

tacts exceeded 4 min in duration), resembling

the level of interaction between GC B cells and

TFH cells (Fig. 3, D and E; and Movie 3). Qual-

itatively, Foxp3
+
T cells also engaged in cellular

“entanglement” (26) morphologies characteris-

tic of cognate TFH–B cell interactions (Fig. 3D

and Movie 3). Increased interaction with

B cells was associated with a slight decrease

in the mean velocity of Foxp3
+
GC T cells at

the late time point (Fig. 3F). However, this de-

crease in speed alone was not responsible for

the increased interaction with B cells, because

contacts between Foxp3
+
T cells and trans-

ferred OT-II T cells did not increase over the

same period (Fig. 3G). Thus, Foxp3
+
T cells in

early GCs engage only in limited interactions

with GC B cells, but these interactions become

more pronounced in end-stageGCs, where they

resemble those of TFH–B cell interactions in

both duration and morphology.

Late-GC Foxp3+ cells arise through up-regulation

of Foxp3 by TFH cells

The more TFH-like surface phenotype and dy-

namic behavior of late Foxp3
+
GC T cells raise

the possibility that at least a subset of these

may have a distinct ontogeny from the cano-

nical TFR cells described at earlier time points,

which arise primarily through acquisition of

a TFH-like program by thymic-derived Tregs
(tTregs) (13–15). The idea of multiple ontog-

enies is supported by a prior report of differ-

entiation of TFR cells from conventional naïve

T cells via a peripherally induced Treg (pTreg)

intermediate (30). To determine the lineage of

late-GC Foxp3
+
T cells, we sequenced the T cell

receptor (TCR) rearrangements of Foxp3
+
and

Foxp3
–
T cells obtained from the same GCs by

photoactivation (Fig. 4A). TCRdiversity within

single GCs was notably high, with an average

of 75.5 distinct TCRs per 100 cells sequenced,

corresponding to a D50 (percent of clones ac-

counting for 50% of sequenced cells) of 0.34

(Fig. 4B). Despite this diversity, our sequenc-

ing data revealed a shift over time in the clonal

relatedness of TFH and Foxp3
+
cells within the

sameGC: Although Foxp3
+
T cells whose TCRs

overlapped with those of Foxp3
–
TFH cells were

rare at early time points (representing 3.4%

of Foxp3
+
or 0.8% of all T cells), they became

muchmore frequent in lateGC samples (12.6%

of Foxp3
+
or 4.7% of all T cells) (Fig. 4, B and C;

and fig. S3A). The fraction of Foxp3
+
T cells

displaying detectable clonal expansion also in-

creased over time, from 0.9% of all cells at the

GC peak to 9.3% in end-stage GCs (Fig. 3, B

and C). Index-sorting information showed that

Foxp3
+
GC T cells whose TCRs overlapped with

Foxp3
–
TFH expressed TFH-like levels of CXCR5

and PD-1. This was not the case for the Foxp3
+

GC T cells from the same GCs that were not

clonally related to TFH (Fig. 4, D and E). Over-

lap was also observable, albeit to a lesser ex-

tent, between TCR sequences obtained from

RFP
+
and RFP

–
CXCR5

+
PD-1

hi
T cells sorted

from whole LN (rather than single GCs) of im-

munized Foxp3
RFP

mice (fig. S3B). Intranu-

clear staining of sorted CXCR5
+
PD-1

hi
RFP

+

cells showed that >95% of these cells expressed

Foxp3 protein, whereas none of the similarly

sorted RFP
–
TFH cells did so, confirming the

accuracy of the fluorescent reporter (fig. S4).

Thus, the late GC Foxp3
+
cell surge appears to

arise at least partially through the up-regulation

of Foxp3 expression by TFH cells.

We next sought to determine whether we

could achieve conversion of Foxp3
–
TFH cells

to a Foxp3
+
state experimentally. Sorted Foxp3

–

TFH cells readily became Foxp3
+
when cultured

in vitro in the presence of transforming growth

factor–b (TGF-b) (fig. S5), indicating that there

is no impediment, epigenetic or otherwise, to

the acquisition of Foxp3 expression by this pop-

ulation. In vivo, polyclonal naïve CD4
+
dsRed

+

Foxp3
–
T cells from Foxp3

GFP
, dsRed-transgenic

donors adoptively transferred into nonfluores-

cent recipients with irrelevant TCR specificity

(Fig. 5A) were also able to up-regulate Foxp3

expression in late GCs. In close agreement

with our TCR sequencing results, GFP expres-

sion among adoptively transferred GC-resident

T cells increased from barely detectable (0.4%

GFP
+
) in peak GCs to substantial (9.4% GFP

+
)

at the end-stage time point (Fig. 5, B to D). To

obtain better temporal resolution,we performed
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the same experiment longitudinally using

an iLN imaging window. Corroborating our

previous data, Foxp3 expression began to

rise prior to the onset of GC collapse, peak-

ing at about 10% of transferred cells at day 18

postimmunization (Fig. 5, E to G). Thus, up-

regulation of Foxp3 by TFH cells contributes

to the surge in Foxp3
+
cells that takes place in

end-stage GCs.

Late-GC Foxp3+ T cells display an intermediate

phenotype between TFH and TFR cells

To determine what effect Foxp3 expression has

onTFH cells,we carried outwhole-transcriptome

single-cell RNA sequencing (scRNA-seq) on

T cells sorted from individual photoactivated

GCs at day 10 or 20 postimmunization as de-

scribed earlier (fig. S1). For reference, we also

sorted a sample of Foxp3
+
TFH-phenotype T cells

converted from adoptively transferred naïve

precursors (Fig. 5) and one plate of Foxp3
+

T cells photoactivated in the T-zone (table S1).

The 968 cells that passed the quality threshold

fell into six major clusters (Fig. 6A and fig. S6,

A to D). RFP
+
T cells were distributed across

clusters 1 and 2 (TFH1 and TFH2, respectively),

3 (Treg/resting), and 4 (activated Treg), indica-

tive of heterogeneity among this population

(Fig. 4B). As expected, T-zone Tregswere found

almost exclusively in clusters 3 and 4. By con-

trast, RFP
+
cells fromphotoactivatedGCswere

also often found in the two TFH clusters, as were

naïve transfer-derived CXCR5
+
PD-1

hi
Foxp3

+

cells (Fig. 6B). This was confirmed when only

cells with detectable Foxp3mRNAwere analy-

zed (fig. S6E). Thus, two major populations of

Foxp3
+
T cells are present in GCs, those that

are TFH-like (clusters 1 and 2) and those that

resemble T-zone Tregs (clusters 3 and 4). The

relative absence of prototypical Treg transcript

Il2ra expression (encoding for CD25) (fig. S6C)

in Foxp3
+
T cells from clusters 1 and 2 suggested

that these cells may resemble a previously de-

scribed GC-resident CD25
–
Foxp3

+
population

(“GC-TFR”) with a hybrid TFH/Treg phenotype

(31). Indeed, transcriptional signature analysis

showed that Foxp3
+
cells within TFH clusters

1 and 2 resemble GC-TFR cells, whereas cluster

4 Foxp3
+
cells resemble the canonical CD25

+

TFR population (Fig. 6C). Thus, although clus-

ter 1 and 2 Foxp3
+
T cells are TFH-like, expres-

sion of Foxp3 shifts these cells toward a

transcriptional state similar to that of CD25
–

GC-TFR cells.

To determine whether this hybrid transcrip-

tional state is also observable in Foxp3
+
cells

known to be derived from Foxp3
–
TFH precur-

sors, we took two approaches. We first com-

pared gene expression between Foxp3
–
TFH

cells in photoactivated late GCs and spiked in

Foxp3
+
TFH cells derived from transferred naïve

T cells. This comparison showed evidence of

acquisition by naïve-transferred Foxp3
+
cells

of both the CD25
–
GC-TFR program (31) and of

other Treg-associated signatures (32) (Fig. 6D),

as well as loss of expression of T cell help-

associated genes such as Il21 (33) and Cd40lg

(34). As a second, more strict approach, we

defined Foxp3
+
T cells of TFH origin by deter-

mining the TCR sequences of day 20GC T cells

using scRNA-seq data confirmed by long-read

polymerase chain reaction (PCR)–based se-

quencing. Eleven clonal expansions contained

both Foxp3
+
and Foxp3

–
cells. With few ex-

ceptions, Foxp3
+
and Foxp3

–
cells within these
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Fig. 3. Dynamics of the interaction between B cells and Foxp3+ T cells. (A) CFP
+B1-8hi B cells and dsRed+GCaMP3+ OT-II T cells were adoptively transferred into

Foxp3GFP hosts, which were then immunized in the footpad with 8 mg of NP-OVA

in alum. Intravital imaging on pLNs was performed 48 hours later. The time series

show interactions (indicated by arrowheads) between Foxp3+ T cells (green) and

B1-8hi B cells (blue). OT-II T cells are in red (turning orange or yellow when fluxing

calcium). Tracks of interacting Foxp3+ cells are shown. (B) Quantification of

interactions between B1-8hi B cells and OT-II or Foxp3+ T cells at different time

points. Each symbol represents one interaction. Only interactions lasting two frames

or longer were included. A dotted line is placed at 4 min for reference. (C and

D) Intravital imaging on pLN was performed on days 10 or 14 and 15 postboost.

The experimental setup is as in Fig. 1A. The time series is as described in (A).

(E) Quantification of interactions in (C) and (D), as described in (B). (F) Mean track

velocity for Foxp3+ T cells at early and late time points. Each symbol represents

one track. (G) Quantification of interactions between host Foxp3+ T cells and

transferred OT-II T cells at different time points. Details are as in (B). Scale bars:

10 mm. Three movies from three independent experiments were analyzed for each

dataset. (B) and (E) to (G) show pooled data, with each dot representing a cell and

a bar representing the mean. Time stamps are in reference to the start of the

movie (see Movies 1, 2, and 3). P values are for StudentÕs t test.
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“mixed” clones remained predominantly with-

in TFH clusters 1 and 2 and were not found

within cluster 4, likely to include most of the

canonical TFR cell population (Fig. 6E). How-

ever, despite the small number of cells in this

analysis, Foxp3
+
cells showed statistically de-

tectable modulation of GC-TFH signature genes

and of a set of 30 genes down-regulated by

Foxp3
+
TFH derived from transferred naïve

precursors (Fig. 6F and fig. S7). This included

detectable down-regulation of Il21, whereas

Cd40lg mRNA was not well captured in this

sample (Fig. 6F). Thus, although Foxp3 expres-

sion is insufficient to fully convert late TFH cells

into the Treg or TFR phenotype, it is associated

with the induction of Treg-associated transcrip-

tional changes, suggesting that Foxp3may play

a functional role in these cells.

Foxp3 up-regulation by TFH cells promotes

contraction of late GCs

To determine whether acquisition of Foxp3 by

late-stageTFH cells canpromoteGCshutdown,we

generatedmice carrying an inducibleRosa26
Foxp3

allele, where near-physiological expression of

Foxp3 protein, followed by a GFP reporter, is

conditional upon removal of a loxP-flanked stop

cassette by cre-mediated recombination (Fig. 7A

and fig. S8). To acutely induce Foxp3 expression

by TFH cells, we adoptively transferred CD4
+

T cells from Rosa26
Foxp3

CD4-CreERT2 OT-II

mice into allelically marked CD45.1 P25 TCR-

transgenic hosts, which we then immunized in

the footpad with NP-OVA in alhydrogel (Fig.

7A). This protocol generates larger, longer-lived

GCs, in which roughly 70% of TFH cells derive

from the donormouse. Notably, OT-II TFH cells

are refractory to spontaneously up-regulating

Foxp3 expression even at later time points (fig.

S9), in line with previous studies of TFR differ-

entiation using this TCR (13, 35). Tamoxifen

administration led to detectable expression

of Foxp3 protein in about 40% of transferred

T cells (corresponding to about 30% of all TFH
cells), at levels that matched those of T cells

naturally expressing Foxp3 in the TFH gate (Fig.

7B). Rosa26
Foxp3

-expressing cells up-regulated

Tregmarkers cytotoxic T lymphocyte–associated

protein 4 (CTLA-4) and, to a lesser extent,

glucocorticoid-induced tumor necrosis factor

receptor–related protein (GITR), but not CD25

(Fig. 7B and fig. S10). scRNA-seq of OT-II TFH
cells forced to express Foxp3 compared with

control OT-II CD4-CreERT2
+
T cells lacking the

Rosa26
Foxp3

allele recapitulated the changes

observed during physiological up-regulation of

Foxp3
+
within mixed Foxp3

+
-Foxp3

–
TFH clones

(Fig. 6, E and F). Although expression of Foxp3

alone was again not sufficient to segregate TFH
cells into different nearest-neighbor clusters

(fig. S10C), Foxp3
+
cells showed clear changes in

the expression of both “naïve transfer” (fig. S7)

and “GC-TFH” (31) signatures, including limited

but detectable loss of Il21 and Cd40lgmRNAs

(Fig. 7C and fig. S10D). Thus, forced expression

of Foxp3 induces TFH cells to modulate ex-

pression of a Treg-associated transcriptional

program similar to that acquired under phys-

iological conditions. Most importantly, ectopic
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Fig. 4. A subset of late-GC Foxp3+ T cells arises through up-regulation

of Foxp3 by TFH cells. (A) Experimental setup. RFP+ and RFP– T cells from

single photoactivated GCs obtained from Foxp3RFP+ PAGFP-tg mice at days 9

to 11 (early) or 18 to 20 (late) after primary immunization with NP-OVA

were index-sorted for TCR-a and -b sequencing. (B) Clonal distribution of T cells

within single GCs. Each pie chart represents one GC. Numbers are (number

of clones)/(number of cells sequenced). Expanded clones (defined as those

found more than once within the same GC) are colored in gray when including

only one cell type or blue when including both cell types, with the cell type

composition of the clone indicated in the outer circle. Additional pie charts

can be found in fig. S3; full TCR sequences are available as data S1.

(C) Quantification of data in (B), comparing early and late time points. Each

symbol represents one GC. Includes additional late GCs not shown in (A).

(D) Expression of TFH markers among RFP+ and RFP– cells stratified by

TCR overlap, obtained from index-sorting data. “Overlapping” cells are

defined as those belonging to clones that contain both RFP+ and RFP– cells.

(E) Quantification of data in (D). Each symbol represents one GC. Data

are for six GCs from five independent experiments (days 9 to 11) and

10 GCs from nine independent experiments (days 18 to 20). Bar indicates

the median. P values are for Student’s t test.
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expression of Foxp3 in peak GC TFH cells led

to a roughly 60% reduction in GC size com-

pared with that in control mice that did not

receive tamoxifen or tamoxifen-treated mice

receiving Cre
+
control T cells (Fig. 7C). Thus,

Foxp3 expression by TFH cells is sufficient to

both promote a Treg-like phenotype in TFH cells

and to accelerate the contraction of the GC

reaction.

Discussion

Our data support a model in which the con-

traction and eventual shutdown of late-stage

GCs is driven at least in part by a surge in

Foxp3
+
GC T cells. This surge is partly due to

acquisition of Foxp3 by TFH cells, which join

preexisting tTreg-derived TFR and GC-TFR pop-

ulations to dramatically increase Foxp3
+
T cell

density in late GCs.

Twomajor considerations underlie our con-

clusion that late-GC Foxp3
+
T cells originate

partly from TFH precursors. First, intravital

imaging showed that the quality of inter-

actions between Foxp3
+
T cells and GC B cells

changes markedly with time, from an early

preponderance of the brief interactions typical

of TFR cells (23) to the appearance of the long-

lived entanglements typical of TFH cells (26)

at the time of the Foxp3 surge. This suggests

either that TFR cells undergo a dramatic change

in dynamic behavior at late stages or, more

likely, that they are joined in their ranks by a

second population of Foxp3
+
T cells with

TFH-like behavior. Second, and most impor-

tant, end-stage Foxp3
+
T cells share TCR se-

quences with Foxp3
–
TFH cells, indicating a

common precursor. Our finding that adoptively

transferred Foxp3
–
naïve T cells up-regulate

Foxp3 in late but not early GCs suggests that,

in this particular case, the direction of change

is from Foxp3
–
to Foxp3

+
, rather than in the

opposite direction as observed in early GCs

using a fate-mapping model (36). This timing

also suggests that late-GC Foxp3
+
TFH cells are

unlikely to be derived from pTreg cells, because

these would be expected to be present in

earlier-stage GCs as well (30).

Critically, expression of Foxp3 is not suffi-

cient to trigger TFH cells to adopt a full-fledged

TFR or Treg phenotype. Instead, TFH cells

resemble more closely a previously described

CD25
–
“GC-TFR” population (31), which has an

intermediate phenotype between TFH and

canonical TFR cells. Given that GC-TFR cells

are present also in early GCs and are thought

to derive from TFR precursors (31), it is likely

that late-GC Foxp3
+
TFH cells are not identical

to GC-TFR cells, but rather assume some of

their transcriptional characteristics and pos-

sibly regulatory properties.

It is unclear what triggers the up-regulation

of Foxp3 by TFH cells in end-stage GCs. TGF-b

was capable of inducing Foxp3 expression in

TFH cells cultured in vitro (fig. S5) and has been

shown to be active within the GC environment

in vivo (37), suggesting that this cytokine at
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Fig. 5. Up-regulation of Foxp3

in late GCs by adoptively

transferred naïve T cells.

(A) Experimental setup.

(B) Sorted RFP+ GFP(Foxp3)–

CD4+ T cells were transferred

into P25 TCR-tg recipients, which

were immunized with NP-OVA

in alum and analyzed by

multiphoton microscopy at

days 10 (left) or 19 and

20 (right) postimmunization,

as in fig. S3D. Images show

single optical slices of GCs.

GC cross section (dashed white

line) was defined based on

in vivo FDC (CD35) labeling.

RFP+GFP+ cells are indicated

as yellow dashed circles

and magnified in the insets.

Rendering shows full GC

volumes, with RFP+ cells shown

as smaller red spheres and

RFP+GFP+ cells shown as larger

green spheres. Scale bars:

40 mm. (C) Quantification of

data in (B). (D) Representative

flow cytometry plot from a

late GC generated as in (A).

(E and F) Longitudinal imaging

of transferred RFP+ GFP(Foxp3)–

T cells. Details are as in (A).

iLN window was mounted on

day 8 postimmunization. Data

are for a single experiment.

White dashed lines and yellow

dashed circles are as in (B).

Scale bars: 50 mm. (G) Quantifi-

cation of data in (E) and (F). P values are for Student’s t test. In (C), each dot represents one GC from three mice in three independent experiments (early) and

five mice in three independent experiments (late). Bar indicates the median. Data in (E) and (F) are for a single experiment.
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least has the potential to play a role in Foxp3

up-regulation by TFH cells. Another potential

factor is the availability of antigen for TCR

stimulation. Although antigen is known to be

maintained on follicular dendritic cells for

long periods (38), its progressive consumption

by GC B cells may eventually lead to sub-

optimal TCR engagement, which has been

shown to favor Treg generation from naïve

T cells (39). A role for TCR signals in con-

trolling Foxp3 up-regulation is supported by

the finding that this does not take place in

adoptively transferred OT-II TCR-transgenic

T cells, although it is readily observable when

polyclonal naïve T cells are transferred.

Two possible explanations for how Foxp3

expression by TFH cells could favor GC con-

traction are passive loss of B cell helper ca-

pacity by the Foxp3
+
TFH cells themselves or

an active suppressive effect of these cells on

Foxp3
–
TFH cells. In our gain-of-function

model, forcing physiological levels of expres-

sion of Foxp3 in TFH cells led to up-regulation

of CTLA-4, a hallmark of the Treg phenotype

that has been suggested to contribute to TFR-

mediated suppression in trans (40). However,

such up-regulation was not noted in late-GC

TFH cells naturally expressing Foxp3 (not

shown), possibly because Ctla4 expression by

TFH cells is already high at this time point.

Conversely, loss of TFH help in late GCs is sug-

gested quantitatively by the increased GC

B cell–to–Foxp3
–
TFH cell ratio seen in late GCs

(fig. S1B). Foxp3
+
TFH cells also lose expression

of the two key effectors of T cell help to B cells,

Il21 and Cd40lg (34, 41–43), both under phys-

iological conditions and upon ectopic expres-

sion. Because a true loss-of-function model

where Foxp3 can be ablated specifically in TFH
but not TFR cells is currently unavailable, the

mechanism of action, as well as the relative

contribution to GC contraction of TFH cell

Foxp3 versus other factors, remains to be

determined.

The termination of the GC reaction is a

relatively understudied phenomenon that is

likely to play an important role in controlling

the extent of somatic hypermutation and af-

finity maturation achievable by a B cell clone

(1). The finding that the state of TFH cells can

play a role in GC shutdown raises the pos-

sibility that this is an active process rather

than simply a result of the progressive con-

sumption of antigen by GC B cells. Manipulat-

ing this process by interfering with normal

TFH kineticsmay thus provide an avenue toward

extending GC lifetime, potentially contribut-

ing to the induction of highly mutated anti-

bodies by vaccination.

Materials and methods

Mice

Wild-type C57BL6/J mice, transgenic mice

with ubiquitous expression of CFP [B6.129

(ICR)-Tg(CAG-ECFP)CK6Nagy/J] (44) and

dsRed [B6.Cg-Tg(CAG-DsRed*MST)1Nagy/J]

(45), P25 TCR-transgenic mice [C57BL/6-

Tg(H2-K
b
-Tcra,-Tcrb)P25Ktk/J] (46), and

Foxp3
IRES-RFP

mice (C57BL/6-Foxp3
tm1Flv

/J)

(21) were purchased from Jackson Laboratories.

PAGFP-transgenic [Tg(UBC-PA-GFP)1Mnz/J]

(9), B1-8
hi

[CBy.129P2(B6)-Igh
tm1Mnz

/J] (47),

and Y-chromosome OT-II TCR transgenic [Tg

(TcraTcrb)426-6Cbn] (48) mice were bred and

maintained in our laboratory. Mice ubiqui-

tously expressing GCaMP3 were generated

by crossing the Rosa26
Lox-Stop-Lox-GCaMP3

strain

purchased from Jackson Laboratories [Gt

(ROSA)26Sor
tm1(CAG-GCaMP3)Dbe

] (49) to a germ-

line cre deleter allele, which was subsequently

bred out. Foxp3
IRES-GFP

(Foxp3
tm1Kuch

) (50) mice

were a kind gift from V. Kuchroo (Brigham and

Women’s Hospital). This strain was crossed to

the autosomal OT-II TCR [B6.Cg-Tg(TcraTcrb)

425Cbn/J] and CD4-CreERT2 [B6(129X1)-Tg

(Cd4-cre/ERT2)11Gnri/J] (48) alleles, both ob-

tained from Jackson Laboratories. “Cre-control”

donors used forRosa26
Foxp3

experiments were

CD4-CreERT2 crossed to the Y-chromosome

OT-II TCR transgenic [Tg(TcraTcrb)426-6Cbn]

mice. There are reportedly no differences in

T cell responses between the autosomal and

Y-chromosome OT-II strains (48). All strains

were either generated on the C57BL/6 back-

ground or backcrossed a sufficient number

of times to allow adoptive transfer between

mice. Mice were maintained under specific

pathogen–free conditions in the Rockefeller

University’s Comparative Biosciences Center

or in the Memorial Sloan Kettering Cancer

Center (MSKCC) animal facility (Rosa26
Foxp3

strains). All procedures were approved by

the Rockefeller University or MSKCC animal

research ethics committees.

Generation of the Rosa26LoxP-Stop-LoxP-Foxp3

(Rosa26Foxp3) allele

The targeting vector was generated by mod-

ifying a previously reported targeting vector

expressing Cre-inducible STAT5b-CA (51) by

substituting the Stat5b-CA sequence with

the Foxp3 coding sequence. The targeting

vector was linearized and electroporated into

albino C57BL/6 ES cells. After neomycin selec-

tion, Southern blot screen, and karyotyping,

correctly targeted clones were injected into

wild-type C57BL/6 blastocysts. The resulting

chimeric mice were bred to albino C57BL/6

mice. Founders identified based on the coat

color and genotyping were then bred to wild-

type C57BL/6 mice.

Adoptive cell transfers

Spleenswere homogenized by filtering through

a 70-mm cell strainer and red blood cells were

lysed with ACK buffer (Thermo Scientific).

Resting T and B cells were purified by negative

magnetic-activated cell sorting (MACS) using

the mouse CD4
+
T cell Isolation Kit and anti-

CD43Microbeads (Miltenyi Biotec), respectively,

according to themanufacturer’s protocol. For all

imaging experiments except intravital imag-

ing of T-B border interactions, NP-binding

B cells were quantified by flow cytometry

using nitrophenyl-phycoerythrin (NP-PE)

(ThermoFisher), and total B cells containing

the specifiednumber ofNP-bindingB cellswere

transferred. When imaging T-B border inter-

actions, we enriched for Igl+B cells by incubat-

ing splenocytes with anti-Igk PE (Clone 187.1,

BDBiosciences) at 0.7 mg/ml for 30min prior to

MACSusing anti-CD43 and anti-PEMicrobeads

combined (Miltenyi Biotec). For transfers of rest-

ing CD4
+
Foxp3

–
cells, negativeMACS isolation

of CD4
+
T cells was followed by fluorescence-

activated cell sorting (FACS) of unstained GFP
–

dsRed
+
cells prior to adoptive transfer. For

characterization of theRosa26
Foxp3

mouse, CD4
+

T cells were enriched using the Dynabeads

Untouched Mouse CD4 Cells Kit (Life Tech-

nologies 11415D). A total of 1.5 × 10
7
enriched

CD45.2
+
CD4 T cells from Foxp3

RFP
Rosa26

Foxp3

mice positive or negative for the CD4-CreERT2

transgene were transferred retro-orbitally into

CD45.1
+
recipients.

Immunizations and treatments

For the induction of primary GCs, mice were

immunized subcutaneously in the hind footpad

with 10 mg ofNP-OVA (Biosearch Technologies)

precipitated in alum (Imject Alum, Thermo

Scientific) at a 2:1 antigen (PBS):alum ratio

(PBS, phosphate-buffered saline), for a final

volume of 25 ml. To generate longer-lived

primary GCs for Rosa26
Foxp3

experiments,

mice were immunized with 60 mg NP-OVA

in alhydrogel (InvivoGen) at a 1:1 antigen

(PBS):hydrogel ratio. For Foxp3 induction in

TFH ex vivo, mice were immunized with 10 or

20 mg of NP-OVA in alhydrogel in the footpad

and base of tail, respectively. For the induction

of prime-boost GCs, mice were first primed

intraperitoneally with 50 mg of OVA (Sigma)

precipitated in alum at a 2:1 antigen (PBS):

alum ratio for a final volume of 100 ml. Two to

threeweeks later,micewere boostedwith 25 mg

of a 1 mg/ml solution of NP-OVA (Biosearch

Technologies) in PBS in the hind footpad.

For CD80 blocking experiments, mice were

injected intravenously with 350 mg anti-

CD80 (16-10A1, Bio-X-cell) or with the same

amount of the recommended isotype con-

trol (InVivoMAb polyclonal Armenian ham-

ster IgG, Bio-X-cell) on days 16, 17, and 19

postimmunization. Follicular dendritic cells

(FDCs) were labeled by intravenous injec-

tion of 10 mg of nonblocking monoclonal

antibody to CD35 (clone 8C12, either a gener-

ous gift from M. Carroll, Harvard Medical

School or produced in our laboratory from a

hybridoma kindly provided by J. Cyster, Uni-

versity of California, San Francisco) conjugated
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Fig. 6. scRNA-seq of GC-resident T cells. Total T cells (Foxp3RFP+ and

Foxp3RFP– combined) from single photoactivated GCs were sorted either as

B220–/CD4+/PA+ or as B220–/TCRb+/PA+ (which also includes CD8+ T cells) in

different samples at day 10 or 20 after primary immunization with NP-OVA. For

comparison, we also sorted Tregs photoactivated in the T-zone of an unimmu-

nized mouse, sorted as B220–CD4+GFP+RFP+ and Foxp3+CXCR5+PD-1hi TFH cells

derived from transferred naïve precursors as in Fig. 5. (A) Uniform manifold

approximation and projection (UMAP) plot showing clustering of T cells

according to whole-transcriptome analysis. (B) Distribution of different subsets

of Foxp3-reporter+ cells in UMAP space. Cells in color are those that are

Foxp3-reporter+ in the sample indicated in the graph title. All other analyzed cells

are shown in gray. The bar graph shows the distribution of T-zone and

GC RFP+ cells among clusters 1 to 3. NT, naïve transfer. (C) Expression of

selected gene signatures by Foxp3RFP+ and Foxp3RFP– cells within TFH clusters

1 and 2. (D) Expression of selected genes or gene signatures by Foxp3+ TFH cells

derived from transferred naïve precursors compared with photoactivated

Foxp3– TFH cells. Only cells from day 20 postimmunization are included in the

Foxp3– TFH group. “GSE20366” signatures are from the Broad Institute’s

MSigDB database. (E) Distribution of clonal expansions (defined as TCRs

detected more than once in the same GC) containing both RFP+ and RFP– cells

(“mixed clones”). Cells carrying identical TCRs are linked by lines. (F) Expression

of selected genes or gene signatures by Foxp3-RFP+ and Foxp3-RFP – cells

within mixed clones. In (A) to (F), each symbol represents one cell. P values

are for Wilcoxon signed-rank test. Numbers in parentheses are Cohen’s d for

effect size. The number of GCs included and the number of independent

experiments are indicated in table S1.
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to Alexa Fluor 633 or Alexa Fluor 594 (Thermo

Fisher), 24 hours before imaging (52). For

photoactivation experiments, FDCs were la-

beled 4 days before imaging by intraperitoneal

injection of 20 mg of rabbit polyclonal anti–B-

PE antibody (Rockland) followed by footpad

injection of 10 mg of B-PE (Molecular Probes/

ThermoFisher), as described previously (28).

Recombination of the Rosa26
Foxp3

floxed

allele by CD4-CreERT2 was induced by ga-

vage with 10 mg of tamoxifen (Sigma) dis-

solved in 100 ml of corn oil (Sigma) on days 14

and 15 postimmunization (Fig. 7) or by 4 mg

of tamoxifen on days 1 and 2 posttransfer

(fig. S8).

Sample processing for flow cytometry and

cell sorting

LNs or fragments were placed into micro-

centrifuge tubes containing 100 ml of PBS sup-

plemented with 0.5% bovine serum albumin

(BSA) and 1 mM EDTA (PBE) and macerated

using disposable micropestles (Axygen). One

hundred microliters of 2X antibody stain con-

taining Fc-block plus fluorescent antibodies

(see table S2) were added to the cell suspen-

sion, which was incubated on ice for 40 min.

Cells were filtered and washed before analysis

on BD FACS LSR II or sorting on BD ARIA II

(BDBiosciences). Intracellular stainswere per-

formedaccording to themanufacturer’sprotocols

using the Foxp3/Transcription Factor Staining

Buffer Set (eBioscience). Data were analyzed

with Flowjo v. 10.0.7r2 (Tristar) or FCS express

v. 7 (DeNovo Software).

Multiphoton imaging and photoactivation

Imagingwas performed on anOlympus FV1000

upright microscope with a 25× 1.05NA Plan

water-immersion objective, aMai-Tai DeepSee

Ti-Sapphire laser (Spectraphysics), and four

photomultiplier tubes. Fluorescence emission

from CFP, GFP, and YFP was collected in two

channels, using a pair of CFP (480/40 nm) and

YFP (525/50 nm) filters separated by a 505-nm

dichroic mirror, with GFP appearing as posi-

tive in both channels. A third filter was used

for RFP, PE, or Alexa Fluor 495 (605/70 nm)

and Alexa Fluor 633 (665/40 nm). The excita-

tion wavelength was 910 nm for all fluoro-

chromes except Alexa Fluor 633, which was

imaged at 810 nm.

Single–time point intravital imaging was

performed as described (9). 4D datasets were

acquired as nine 40-mm-deep z-slices (at 5-mm

increments) with 1.5× zoom and 512 × 512 x-y

resolution. Anesthesia was induced by inhala-

tion of 4% isoflurane andmaintained on 1.25%

isoflurane. For pLN exposure, hind legs were

shaved using a razor blade and mice were

restrained on a stage warmer set to 37°C

(BioTherm Micro S37; Biogenics). pLN were

exposed by an incision behind the knee joint

and held in position using ametallic strap. Mice
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Movie 1. Long-lived interac-

tions between Foxp3+

T cells and NP-specific

B cells at the T:B border at

day 2 postimmunization.

Collapsed 4D datasets

showing pLN intravital imag-

ing of endogenous Foxp3-GFP+

T cells (green) along with

adoptively transferred CFP+

NP-specific (B1-8hi) B cells

(blue) and RFP+ OT-II T cells

(red; yellow when fluxing cal-

cium) at the T:B border,

2 days after footpad immuni-

zation with NP-OVA in alum.

The first (overview) movie

is shown twice, once as raw data and the second time with interactions between B1-8hi B cells and Foxp3+ T cells

exceeding 5 min in duration indicated by tracks. This is followed by magnified examples of “swarming” and

“dragging”-type interactions between these two cell types. Videos are displayed at 210× real time.

Movie 2. Short-lived inter-

actions between Foxp3+

T cells and NP-specific

B cells in GCs at day 10

postboost. Collapsed

4D datasets of pLN intravital

imaging showing endoge-

nous Foxp3-GFP+ T cells

(green) and adoptively

transferred CFP+ NP-specific

(B1-8hi) B cells (blue or

cyan) and RFP+ OT-II T cells

(red) within GCs, 10 days

after footpad boosting with

NP-OVA (experimental setup

as in Fig. 1A). The first

(overview) movie is shown

twice, once as raw data and the second time with short interactions between B1-8hi B cells and Foxp3+ T cells

indicated by tracks. This is followed by magnified examples of the observable interactions between these

two cell types. Videos are displayed at 210× real time.

Movie 3. Long-lived inter-

actions between Foxp3+

T cells and NP-specific

B cells in GCs at day 15

postboost. Collapsed

4D datasets of pLN intravital

imaging showing endoge-

nous Foxp3-GFP+ T cells

(green) and adoptively

transferred CFP+ NP-specific

(B1-8hi) B cells (blue or

cyan) and RFP+ OT-II T cells

(red) within GCs, 15 days

after footpad boosting with

NP-OVA (experimental setup

as in Fig. 1A). The first

(overview) movie is shown twice, once as raw data and the second time with interactions between B1-8hi

B cells and Foxp3+ T cells exceeding 5 min in duration indicated by tracks. This is followed by magnified

examples of long-lived “entanglement”-type interactions between these two cell types. Videos are displayed

at 210× real time.
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were placed under the microscope objective,

connected to an objective heater set to 40°C.

Longitudinal iLN window imaging was per-

formed as previously described (22, 53). Mice

were about 8 weeks of age. Windows were

mounted at 8 days postboost (or postimmu-

nization for naïve transfer experiments) on

mice prepared using standard surgical pro-

cedures and placed in supine position. The

surgical area bounded by the femoral region

and the hypochondriac region and the ventral

and dorsal midlines was shaved and washed

with ethanol and betadine. The inguinal lymph

node was exposed by an incision in the regio

inguinalis after locating the node from the

ventral side by shining a bright light through

the skin from the dorsal side and/or using

the nipple of the fourth mammary fat pad to

estimate the approximate position. The iLN

window was mounted as described (22),

with subsequent intravital imaging starting

at 48 hours after surgery under isoflurane

anesthesia as above on a specially designed

stage with a fixture for window positioning.

Photoactivationwas performed as described

(9, 20, 54). pLN from PAGFP mice were first

imaged at 950 nm, at which no photoactivation

is observed, to visualize PE/anti-PE immune

complexes indicating FDCs. A 3D region of

interest internal to the boundaries of the FDC

network was photoactivated at 820 nm. Either

one or two GCs were photoactivated in each

LN. In either case, the LNs were cut into frag-

ments containing a single GC using a dispos-

able razor blade (Astra) under a Fluorescent

Stereomicroscope (LeicaM165 FC). For scRNA-

seq analysis, total T cells (RFP
+
and RFP

–

com-

bined) were sorted either as B220
–

CD4
+
PA

+
or

asB220
–

TCRb
+
PA

+
(which includesGC-localized

CD8
+
T cells) in different samples.

Image analysis

ImageJ v. 1.52a (NIH) and Imaris v. 9.1.2 and

9.5.1 (Bitplane) were used for Image analysis.

Cells were counted manually using the Spots

and OrthoSlicer functions in Imaris. GC size

was estimated as a volume calculated from the

manual surface renderings based the bounda-

ries set by GC B cells and T cells or by GC

B cells and FDC stain depending on the ex-

perimental setup. To quantify T cell–B cell con-

tacts, T cells were first manually tracked as

surfaces (T-B border) or spots (GC). B cells

were rendered automatically by first creating a

newCFP-only channel using the colocalization

tool. B cells were then rendered using this

new channel as either surfaces (T-B border)

or spheres (GC). To estimate contacts between

B cells and T cells, we used an Imaris XTension

that applies a Euclidian Distance Transfor-

mation (DT) function to the surfaces (Imaris

9.1.2). TheDT functionwas visualized as a new

channel based on B cell surfaces or spheres.

Each pixel intensity value in this channel is a

measure of the closest distance in micro-

meters away from the B cell surface or sphere.

As T cells were already rendered as Imaris

objects, their distance to the nearest B cell at

any given time point is represented by DT

channel intensity. We set the threshold for a

B cell interaction as <11 mm from a B cell

center to the same T cell center for a dura-

tion >2 frames (for spheres) and as <2 mm

from surface of a B cell to the surface of the

same T cell for a duration of >2 frames (for

surfaces). For track visualization in all movies,

we used dragon tails displaying the last 300 s

of track. Allmovieswere acquired at 30 frames/s

and are presented at 7 frames/s (210× real

time). Adobe Photoshop CC was used for final

movie editing.
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Fig. 7. Ectopic expression

of Foxp3 in peak-GC

TFH cells promotes GC

contraction. (A) (Top)

Design of the Rosa26
Foxp3

allele for inducible expres-

sion of Foxp3. Further

details are provided in fig.

S8. (Bottom) Experimental

setup. IRES, internal

ribosome entry site.

(B) Induction of Foxp3

protein and CTLA-4

in TFH cells. CTLA-4 mean

fluorescence intensity is

quantified in the top-right

panel; each symbol

represents one mouse

from three independent

experiments. P values are

for one-way analysis

of variance (ANOVA) with

Dunnett’s posttest (com-

paring the experimental

group to all other groups).

(C) Expression by scRNA-

seq of selected genes

or gene signatures

by Foxp3+ OT-II TFH cells

(GFP+CXCR5+PD-1hi) from

Rosa26
Foxp3 mice compared with Foxp3– OT-II TFH cells from Cre+ control mice. Each symbol represents one cell, pooled from three experimental and three control

mice sorted from a single experiment. The Sakaguchi_GCTfr_vs_Tfh_UP signature was not included because only three genes from this signature were detected the scRNA-

seq dataset. P values are for Wilcoxon signed-rank test; numbers in parentheses are Cohen’s d for effect size. (D) GC contraction upon forced expression of Foxp3

in TFH cells. Data are quantified on the right; each symbol represents one mouse from three or four independent experiments. Bar indicates the mean. P values are as in (B).
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T cell culture

Foxp3-RFP
–
TFH and non-TFH CD4

+
T cells

were sorted from Foxp3
IRES-RFP

reporter

mice immunized with NP-OVA in alhydrogel,

on day 10 postimmunization. T cells were added

to96-well round-bottomwell plateswith antigen-

presenting cells at a 1:2 ratio, with 5000 cells

per well in 200 ml of RPMI (Corning 10-040-CV)

supplemented with 10% fetal bovine serum

(FBS) (Gemini 100-106), 1 mM sodium pyru-

vate (Gibco 1136-070), 100 mM nonessential

amino acids (Gibco 11140-050), 5 mM HEPES

(Gibco 25-060-Cl), 55 mM b-mercaptoethanol

(Gibco 21985023), and 100 U/ml penicillin/

streptomycin (Corning 30-002-Cl). CD11c
+
cells

were purified according to the manufacturer’s

protocol (Miltenyi Biotec 130-125-853). Igl
+

B cells from B1-8
hi

mice were purified as

described in the Adoptive cell transfers sec-

tion. In various combinations, we added the

following: 1:1 (beads:cells) ratio of CD3/CD28

T-activator beads (Gibco 11456D), 2 ng/ml TGF-

b (R&D systems 243-B3-002), 10 ng/ml IL-2

(Biolegend 575406), 10 nM retinoic acid (Sigma-

Aldrich R2625), and 50 mg/ml NP-OVA (Bio-

search Technologies N-5051).

Retroviral transduction of Rosa26Foxp3 T cells

with Cre recombinase

293T cells were transfected with MigR1-iCre-

IRES-Thy1.1 (transfer) and pCL-Eco (packag-

ing) plasmids at 1:1 ratio using FuGENE HD

(Promega E2311). Virus-containing supernatant

was collected 48 hours after transfection and

filtered through a 0.45-mm syringe filter. Sorted

CD62L
hi
CD44

lo
CD25

–
naïve CD4 T cells were

activated with plate-bound anti-CD3/anti-CD28

antibody and transduced on day 2 after acti-

vation with the virus-containing supernatant,

supplemented with 4 mg/ml of polybrene

(Sigma-Aldrich H9268) by centrifugation at

800g for 90 min.

Single-cell TCR sequencing and analysis

Single T cells were index-sorted into 96-well

PCR plates containing 5 ml of TCL buffer

(Qiagen) with 1% b-mercaptoethanol. Nucleic

acids were extracted using solid phase revers-

ible immobilization (SPRI) beads as described

(55). RNA was reverse transcribed using RT

maxima reverse transcriptase (Thermo Scien-

tific) and oligo(dT) as a primer. Initial amplifi-

cation was based on previously described

primers and conditions (56). Subsequently, a

nested PCR was performed to incorporate a

common adaptor sequence. Finally, a third

PCR adding plate, row, and column identifiers

together with paired-end primers enabling

Illumina sequencing was performed. All pri-

mers were essentially as previously detailed

(57); see data S2. Amplicons were pooled by

plate and purified using SPRI beads (0.7X

volume ratio). Pooled amplicon libraries were

sequenced with a 500-cycle Reagent Nano v2

kit on the IlluminaMiseq platform. Additional

GCswere sequenced using Sanger sequencing,

as previously described (56).

All TCR-b chains were sequenced, with the

additional amplification of TCR-a chains in ex-

panded clones to ascertain clonality. Paired-end

sequences were demultiplexed using PandaSeq

(58) and processedwith the FASTX toolkit. The

resulting reads were assigned to wells accord-

ing to barcodes. Highest-count sequences for

every single cell were analyzed. TCR-a and -b

sequences were aligned to the IMGT database

(59) (www.imgt.org). In the resulting annotation,

sequences with common Va/Ja and Vb/Db/Jb
and identical CDR3 sequences were assigned

to the same clone.

scRNA-seq and analysis

Single cells were sorted and processed as pre-

viously described (60). Raw FASTQ sequence

files generated from Smartseq2 libraries were

aligned to the mouse genome (v. mm10) with

the annotated transcriptome (v. gencodeM22)

using STAR (v. 2.6) (61). Subsequently, genome-

mapped BAM files were processed using RSEM

(v. 1.3.1) (62) for gene quantification. Thematrix

of gene counts was used as input for analysis

using the R package Seurat (v. 3.1.4.) (63). To

control unwanted sources of experimental va-

riation, we eliminated any experiment-specific

variables by regressing out the batch effect

factors as described (63). Additionally, cells

containing more than 10% of sequence reads

aligned to mitochondrial genes were excluded

before normalization. We used the “JackStraw”

method to determine the number of significant

principal components present in the dataset,

and 11 were chosen for downstream proce-

dures. Finally, single cells were clustered using

the shared nearest neighbor (SNN) graph

method, and gene expression was evaluated

using the Seurat workflow. To calculate gene

signature scores among single cells, we used

the AddModuleScore function from the Seurat

workflow using various gene sets as input. We

used gene sets from GSE20366 (TREG_VS_

NAIVE_CD4_TCELL: UP and DN), Wing et al.

(31) (Top300genes from:CD25M_TFR_VS_TFH:

UP and DN; CD25M_TFR_VS_TFH: UP and

DN), and our study (Top 30 genes from:

Naive_xfer_VS_ExpandedRFP-: UP and DN).

All cells used in the scRNA-seq analysis were

frommalemice, except for the “naïve transfer”

experiment, in which the use of only males is

impractical given the large number of donors

needed. The only noticeable effect of this was

that the female-specific RNA Xist was differ-

entially expressed between “naïve transfer”

and other cell types. This gene was removed

from downstream comparisons.

For scRNA-seq analysis, we performed full

TCR reconstruction in silico using the TRACER

protocol (64). Briefly, FASTQ fileswere trimmed

for adapter removal and aligned to themouse

TCR-a and -b sequences obtained from IMGT

(59). Aligned reads were then assembled into

full TCR transcripts with Trinity (v2.9.1) and

the V(D)J features annotated using IgBlast

(65). We defined T cell populations as part of

the same clonal lineage when displaying iden-

tical V(D)J gene annotation and identical

CDR3 sequence at the nucleotide level. In silico

TCR reconstruction was cross-validated by

de novo TCR-a and -b amplification and se-

quencing as detailed above.

Statistical analysis

Except when otherwise noted, statistical analy-

ses were performed in GraphPad Prism version

8.3.1 for Windows (GraphPad Software, San

Diego, CA, USA). Differences between two in-

dividual groups were compared using a two-

tailed Student’s t test. In the case of three

groups, one-way analysis of variance (ANOVA)

followed by Dunnett’s multiple comparisons

test was performed. The statistical test and

details about group number and replicates are

indicated in the figure legends. Statistically

different gene markers or gene signatures

between single-cell populations were detected

using theWilcoxon rank test and considered as

significant when showing an adjusted P value

of less than 0.05. Cohen’s d, a measure of ef-

fect size, was calculated for changes in ex-

pression of gene signatures, as d = [(mean of

first group) – (mean of second group)]/(SD of

whole sample).
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Generation of ovarian follicles from mouse
pluripotent stem cells
Takashi Yoshino, Takahiro Suzuki, Go Nagamatsu, Haruka Yabukami, Mika Ikegaya, Mami Kishima,

Haruka Kita, Takuya Imamura, Kinichi Nakashima, Ryuichi Nishinakamura, Makoto Tachibana,

Miki Inoue, Yuichi Shima, Ken-ichirou Morohashi, Katsuhiko Hayashi*

INTRODUCTION: Germ cells develop in a spe-

cific environment in the reproductive organs.

Throughout oogenesis, oocytes are encapsulated

by somatic cells in follicle structures that provide

numerous signals and components essential

for key events in oocyte development, such as

meiosis and growth. The interaction between

the oocyte and the somatic follicular cells is

regulated in a stage-dependent manner. Re-

cently, in vitro gametogenesis, reconstitution

of germ cell development in culture using plu-

ripotent stem cells, has been developed in

mammalian species, including mice and hu-

mans. In mice, functional oocytes can be pro-

duced from pluripotent stem cell–derived

primordial germ cell–like cells (PGCLCs) by

reaggregation with embryonic ovarian so-

matic cells at embryonic day 12.5. Therefore,

in vitro gametogenesis is expected to be an

innovative means of producing a robust num-

ber of oocytes in culture. This should be par-

ticularly useful for application to humans and

endangered animals. However, the in vitro re-

constitution of germ cell development is high-

ly dependent on the somatic cell environment

provided by embryonic ovarian tissue, which

is difficult to obtain frommammalian species.

Here, we provide a model system that recon-

stitutes the ovarian somatic cell environment

using mouse pluripotent stem cells.

RATIONALE: During mouse development, the

embryonic ovaries originate from the nascent

mesoderm, followed by the intermediatemeso-

derm and coelomic epithelium at the genital

ridge region. For the formation of embryonic

ovarian somatic cells from mouse pluripo-

tent stem cells, appropriate signals need to

be provided in culture to mimic those em-

bryonic events. Using mouse embryonic stem

cells (mESCs) harboring reporter constructs

that monitor the expression of key genes for

each step, we set out to explore culture con-

ditions for the recreation of the differentia-

tion process. Faithful gene expression and

functionality should be conferred in induced

embryonic ovarian somatic cells under the

appropriate conditions. The functionality of

the induced cells should be verified by the

ability to support the generation of functional

oocytes capable of fertilization and subsequent

development.

RESULTS: Based on reporter gene expression,

we determined a series of culture conditions

that recreate the differentiation process from

pluripotent cells to gonadal somatic cells in

a stepwise manner. Under these conditions,

mESCs differentiated into fetal ovarian soma-

tic cell–like cells (FOSLCs) expressingNr5a1, a

representative marker gene of gonadal soma-

tic cells, through the nascent mesoderm, inter-

mediate mesoderm, and coelomic epithelium

states. FOSLCs exhibited a transcriptional pro-

file and cellular composition similar to those

in embryonic ovarian somatic cells at embryo-

nic day 12.5. When FOSLCs were aggregated

with PGCLCs derived frommESCs, the PGCLCs

entered meiosis, and subsequent oocyte growth

accompanied the development of FOSLC-

derived follicles in culture. PGCLC-derived

oocytes developing in the FOSLC-derived

follicles were capable of fertilization and de-

veloped to live offspring. These results demons-

trate the reconstitution of functional follicle

structures that are fully capable of supporting

oocyte production.

CONCLUSION: Our results demonstrate that

functional gonadal somatic cells can be in-

duced from mESCs through a faithful differ-

entiation process in culture. The generated

material may serve as a useful source to re-

place embryonic ovarian tissue for in vitro

gametogenesis. Furthermore, this system con-

tributes to a better understanding of gonadal

somatic cell differentiation and the inter-

actions between oocytes and follicular somatic

cells. Because it does not require embryonic

gonads, the methodology opens the possibility

for application in other mammalian species

with fewer ethical and technical concerns.

This system will accelerate our understand-

ing of gonadal development and provide an

alternative source of gametes for research

and reproduction.▪

RESEARCH

298 16 JULY 2021 • VOL 373 ISSUE 6552 sciencemag.org SCIENCE

The list of author affiliations is available in the full article online.

*Corresponding author. Email: hayashik@hgs.med.kyushu-u.ac.jp
Cite this article as T. Yoshino et al., Science 373, eabe0237
(2021). DOI: 10.1126/science.abe0237

READ THE FULL ARTICLE AT

https://doi.org/10.1126/science.abe0237

Mouse

pluripotent

stem cells

FOSLCs

PGCLCs

Reconstitution of

follicle structures

Follicular development

with oocyte growth Offspring

Reconstitution of follicle structures, including oocytes, entirely from mouse pluripotent stem cells. Illustrations on the left show a schematic overview of

reconstitution of both FOSLCs and PGCLCs from mESCs. Oocytes in the reconstituted environment gave rise to offspring after fertilization. The right image represents

fully grown cumulus-oocyte complexes derived from FOSLCs (red) and PGCLCs (blue).

http://sciencemag.org
mailto:hayashik@hgs.med.kyushu-u.ac.jp
https://doi.org/10.1126/science.abe0237


RESEARCH ARTICLE
◥

DEVELOPMENTAL BIOLOGY

Generation of ovarian follicles from mouse
pluripotent stem cells
Takashi Yoshino1, Takahiro Suzuki2,3, Go Nagamatsu1, Haruka Yabukami2, Mika Ikegaya2,

Mami Kishima2, Haruka Kita1, Takuya Imamura1,4, Kinichi Nakashima1, Ryuichi Nishinakamura5,

Makoto Tachibana6, Miki Inoue7, Yuichi Shima7,8,9, Ken-ichirou Morohashi7,8, Katsuhiko Hayashi1*

Oocytes mature in a specialized fluid-filled sac, the ovarian follicle, which provides signals needed for

meiosis and germ cell growth. Methods have been developed to generate functional oocytes from

pluripotent stem cell–derived primordial germ cell–like cells (PGCLCs) when placed in culture with

embryonic ovarian somatic cells. In this study, we developed culture conditions to recreate the

stepwise differentiation process from pluripotent cells to fetal ovarian somatic cell–like cells

(FOSLCs). When FOSLCs were aggregated with PGCLCs derived from mouse embryonic stem cells, the

PGCLCs entered meiosis to generate functional oocytes capable of fertilization and development to

live offspring. Generating functional mouse oocytes in a reconstituted ovarian environment provides

a method for in vitro oocyte production and follicle generation for a better understanding of

mammalian reproduction.

I
n mammalian species, oocytes are grown

in the ovarian follicles for a long period of

time to acquire competence of fertilization.

In mice, the interaction of oocytes with

surrounding somatic cells commences at

embryonic day (E) 10, when the primordial

germ cells (PGCs) migrate into the two genital

ridges. Somatic cells in the genital ridge pro-

vide signal(s) for the proliferation of PGCs

while proliferating themselves to form a pair

of gonads. Upon sex determination at around

E12, female gonadal somatic cells start to dif-

ferentiate into granulosa cells and interstitial

cells, which eventually form ovarian follicle

structures (1). After puberty, primary oocytes

begin to grow to mature oocytes, and this pro-

cess is tightly associatedwith the development

of ovarian follicles that provide the support

required for oocyte growth and maturation.

Reconstitution in vitro of the entire pro-

cess of follicular development would enable

a better understanding of oocyte development

and robust production of oocytes in culture.

Recently, we developed a culture system that

produces functional oocytes from mouse plu-

ripotent stem cell–derived PGC-like cells

(PGCLCs) by reaggregation with female go-

nadal somatic cells isolated from E12.5 mouse

embryos (2). This system is expected to pro-

vide a means of producing a robust number

of oocytes in culture and should be particu-

larly useful for application to humans and

endangered animals. To enable in vitro gen-

eration of mouse follicular development, it is

also necessary to develop a culture system that

allows the induction of functional female go-

nadal somatic cells from mouse pluripotent

stem cells. By combining in vitro oocyte and

somatic gonadal cells, it might then be pos-

sible to generate a functional ovarian follicle

for fertilization and embryonic growth.

ESCs differentiate into gonadal somatic cells

under defined conditions

During mouse development, the pluripotent

epiblast undergoes multiple steps to form the

embryonic gonads (fig. S1A). During gastru-

lation, the pluripotent epiblast undergoes

epithelial-to-mesenchyme transition along the

primitive streak, followed by bilateral ingress

underneath the epiblast layer (Fig. 1A). The

distance from the primitive streak is impor-

tant for cell fate determination during meso-

derm development; that is, along with the

mediolateral axis, the notochord, the paraxial

mesoderm (PM), the intermediate mesoderm

(IMM; which includes somatic precursors of

the gonads), and the lateral pate mesoderm

(LPM) are formed. As a step toward in vitro

reconstitution of the somatic gonad, we deter-

mined a culture condition that efficiently

induces the IMM frommouse embryonic stem

cells (ESCs) by focusingonT andplatelet-derived

growth factor receptor-a (Pdgfra) expression:

T is expressed in the nascentmesoderm at the

primitive streak and then eventually restricted

in the notochord, whereas Pdgfra is expressed

in a lateral part of the nascent mesoderm that

eventually differentiates into the PM, IMM,

or LPM (3, 4) (Fig. 1A). For evaluation of the

culture conditions, female ESCs harboring

T
nEGFP‐CreERT2/+

[T–green fluorescent protein

(T-GFP)] (5) (fig. S1B) were first differentiated

into epiblast-like cells (EpiLCs) (6) and then

cultured in a U-bottomed plate with various

combinations of BMP4 and a WNT agonist,

CHIR99021 (CHIR) (Fig. 1B). T-GFP expression

was observed in cell aggregations cultured in

the presence of BMP4 or CHIR at 2 days of

culture (D2) but disappeared at D4 (fig. S2A).

Endogenous T protein was also detected in

T-GFP–positive cells (fig. S2B). Fluorescence-

activated cell sorting (FACS) analysis showed

that in the presence of BMP4 or CHIR,most of

the cells expressed both T-GFP and PDGFRA

at D2, and then expressed only PDGFRA at D4

(Fig. 1C and fig. S2C), indicating that the

nascent mesoderm–like cells were lateralized

during the culture period.

Under these conditions, we monitored the

expression of Osr1 and Foxf1, which are repre-

sentative marker genes for IMM and LPM, re-

spectively (7, 8) (Fig. 1D and fig. S1, A and B),

by using Foxf1-tdTomato/Osr1-GFP reporter

ESCs (fig. S3A). Foxf1-tdTomato was induced

by BMP4 in a dose-dependent manner (Fig.

1E and fig. S3, B and C), consistent with

evidence that BMP4 lateralizes the mesoderm

in vivo (9). Osr1-GFP was induced at a high

concentration of CHIR with BMP4, but the

effect was attenuated by an increased con-

centration of BMP4 (Fig. 1E and fig. S3, B and

C), suggesting a mutually exclusive function

of BMP and WNT signaling on the determi-

nation of LPM and IMM. Supporting this

observation, quantitative polymerase chain

reaction (Q-PCR) analysis of the marker gene

expression showed that a high concentration

of CHIR promoted the expression of the IMM

genes but prevented that of the LPM genes

(fig. S3D). Under these conditions, the expres-

sion of the PM markers Uncx4 and Tbx2 re-

mained at a very low level. Based on the

enrichment of theOsr1-positive/Foxf1–negative

cell population and transcripts of the IMM

marker genes, we fixed the concentrations of

BMP4 and CHIR at 1 ng/ml and 14 mM, respec-

tively, for the subsequent culture experiments.

It is known that the mesoderm after gastru-

lation is anteriorized by retinoic acid (RA) and

in contrast posteriorized by fibroblast growth

factor (FGF) and Wnt signaling (10–12). In
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addition, Sonic hedgehog (SHH) is involved

in specification of the ventromedial coelomic

epithelium in chick embryos (13). Therefore,

for induction of the anterior ventral IMM,

which should contain the precursors of the

genital ridge, we tested the effect of RA, the

FGF inhibitor PD0325901 (PD), and SHH by

adding each of these reagents at D2 (fig. S4A).

To monitor differentiation into the precursors

of the genital ridge, we inserted the enhanced

cyan fluorescent protein (ECFP) gene into the

locus of Gata4, the earliest functional marker

gene for the genital ridge formation (14), in

female Osr1-GFP ESCs, thereby producing

Osr1-GFP/Gata4-CFP ESCs (fig. S4B). The

addition of RA slightly up-regulated Gata4-

CFP and down-regulated Osr1-GFP, whereas

PD or SHH had no obvious impact on their
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Fig. 1. Sequential differen-

tiation to the gonadal

somatic cell precursor.

(A) Marker genes for

monitoring nascent meso-

derm differentiation. The left

diagram shows embryonic

regions expressing T (blue)

and Pdgfra (yellow) in the

mesoderm. White arrows

indicate the direction of the

spreading mesoderm. The

right diagram shows an

expected sequence of nas-

cent mesodermal differentia-

tion in the FACS analysis.

A, anterior; P, posterior.

(B) Culture conditions tested

for nascent mesoderm dif-

ferentiation. D0 corresponds

to EpiLCs. (C) Summary

of FACS analysis of T-GFP

and PDGFRA. Graphs show

the percentage of each cell

population differentiated

under various concentrations

of BMP4 and CHIR at D2 and

D4. The Roman numerals

in the parentheses corre-

spond to the cell population

shown in (A). The mean

percentage in biologically

triplicate experiments is

shown. (D) Marker genes for

monitoring intermediate

mesoderm differentiation.

The diagrams show embry-

onic regions expressing Osr1

(green) and Foxf1 (orange)

(left) and an expected FACS

pattern representing IMM

and LPM (right). (E) Sum-

mary of the FACS analysis of

Osr1-GFP and Foxf1-tdTomato.

Graphs show the per-

centage of each cell

population differentiated

under the conditions shown in (B). The mean percentage in biologically triplicate

experiments is shown. (F) Distinct distribution of the Gata4-CFP–positive cell

population. The images show cell aggregations at 4 days in the culture with or

without 3 mM RA (RA3). Note that the cultures with RA show mutually exclusive

distribution between Gata4-CFP–positive and Osr1-GFP–positive cells, the border

lines of which are indicated by white lines. Scale bars, 200 mm. (G) Expression of

Osr1-GFP and endogenous GATA4 protein. Shown are the results of immunostaining

of Osr1-GFP and GATA4 protein and merged images with 4′,6-diamidino-2-

phenylindole (DAPI; blue) in a section of the Osr1-GFP ESC aggregate at 4 days

in culture with RA3, 1 mM PD (PD1), and 30 ng/ml SHH (SHH30). Scale bars, 20 mm.

(H) Differentiation of Nr5a1-hCD271–positive cells. Shown are the FACS profiles of

Nr271F2T ESCs cultured for the number of days indicated. The numbers in the plot

represent the percentages of each cell population. (I) Expression of NR5A1 and

FOXL2 in the aggregates. Shown are immunofluorescence images of the reporter

and endogenous protein indicated and merged images with DAPI (blue) in a section

of the Nr271F2T ESC aggregate cultured at D6. Scale bars, 20 mm.
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expression (fig. S4C). Q-PCR reinforced the

slight up-regulation of Gata4, Lhx9, and Wt1,

functional marker genes for gonadal somatic

cell precursors (14–16), in response to RA (fig.

S4D). Mutually exclusive distributions of Gata4-

CFP–positive cells andOsr1-GFP–positive cells

were observed in the presence of RA (Fig. 1F

and fig. S4E). This pattern was confirmedwith

endogenous GATA4 protein in the Osr1-GFP

ESC aggregates (Fig. 1G). This exclusive pat-

tern is consistent with that in gonadal somatic

cell precursors in vivo (fig. S4F). Despite the

subtle effects or lack of effect of PD and SHH

on Gata4, Lhx9, or Wt1 expression, the addi-

tion of these factors resulted in an increased

number of Gata4-CFP–positive/Osr1-GFP–low

cells (fig. S4G). Based on these marker gene

expressions and on the number ofGata4-CFP–

positive/Osr1-GFP–low cells produced, we fixed

the concentrations of RA, PD, and SHH at

3 mM, 1 mM and 30 ng/ml, respectively, for the

subsequent culture experiments.

Nr5a1 is expressed in all cell lineages in the

genital ridge (1, 17), and its expression is co-

ordinated by various transcription factors that

are essential for gonadal development, such

as GATA4 (14), EMX2 (18), WT1 (15, 16), and

LHX9 (15), therefore indicating thatNr5a1 is

the most stringent marker for differentiation

into gonadal somatic cells. To monitor Nr5a1

expression, we derived female ESCs from

Nr5a1-hCD271 bacterial artificial chromosome

transgenic mice (19) (fig. S1B), in which human

CD271 gene is driven by the Nr5a1 promoter.

Using Nr5a1-hCD271 ESCs, we inserted the

tdTomato gene into the Foxl2 locus, a marker

gene for granulosa cells (20), thereby produ-

cing Nr5a1-hCD271/Foxl2-tdTomato (Nr271F2T)

ESCs (fig. S5A). When Nr271F2T ESCs were

cultured under the conditions described above,

Nr5a1-hCD271was detectable in a group of cells

at D4 (Fig. 1H). As the culture progressed in

the medium containing BMP4 (20 ng/ml) and

a low dose of FGF9 (2 ng/ml), the percentage

ofNr5a1-hCD271–positive cells increased. From

D6 onward, Foxl2-tdTomato–positive cells ap-

peared (Fig. 1H and fig. S5B). Immunofluore-

scence analysis confirmed endogenous NR5A1

and FOXL2 expression in the cells expressing

the reporter genes (Fig. 1I). In mouse develop-

ment, the expression of Foxl2 has been shown

to be detectable in the female gonad from

E12.5 (21, 22). Given that EpiLCs correspond

to E5.75 epiblasts (6), the fact that a total of

6 days after EpiLC differentiationwas required

for the differentiation of Foxl2-tdTomato–

positive cells was largely consistent with the

time course of development in vivo.

ESC derivatives share similar properties with

gonadal somatic cells in vivo

To analyze the cell populations induced,

we applied single-cell RNA-sequencing analy-

sis of Nr5a1-hCD271–positive cells sorted by

magnetic-activated cell sorting (MACS) (fig.

S6A). Comparison of the expression profiles of

Nr5a1-hCD271–positive cells at D6 with those

of cells in the gonads from E10.5 to E14.5 em-

bryos revealed a similar pattern of cell clusters

between E11.5 and E14.5 (Fig. 2A). The num-

bers of clusters 0, 1, 2, 4, and 5 were com-

parable both in vitro and in vivo, whereas

other clusters were fewer in vitro. Based on

the expression of marker genes defined by a

previous transcriptome study (1), it appears

that clusters 0, 1, 2, 4, and 5 include granulosa

cell, stromal cell, or early progenitor cell pop-

ulations, and clusters 3, 6, 7, and 8, whichwere

few in vitro, correspond to germ cell, endothe-

lial cell, erythrocyte, and megakaryocyte pop-

ulations, respectively (Fig. 2B and fig. S6B).

The differentiation of germ cell–like cells was

confirmed by evidence that cells expressing

Blimp1-mVenus (BV), stella-CFP (SC), and

POU5F1 were sparsely induced under these

conditions (fig. S6C). These germ cell–like

cells, as well as endothelial cells, erythrocytes,

andmegakaryocytes, could be induced byBMP4

and WNT signals that promote the differen-

tiation of PGCs and Flk1-positive common

progenitors of hematopoietic and endothelial

cells from ESCs (6, 23). Because Nr5a1 expres-

sion was undetectable in clusters 3, 6, 7, and 8

(fig. S6D), these minor populations might

have been the result of insufficient removal

by MACS.

To analyze the gonadal somatic cells that

directly contribute to the follicle structure, we

compared single-cell profiles between Nr5a1-

hCD271–positive cells at D6 and E12.5 gonadal

somatic cells (fig. S6E) because FOXL2 expres-

sionwas first detectable at those stages in vitro

and in vivo, respectively (Fig. 1H) (22). After

excluding the germ cell, endothelial cell, and

hematopoietic cell populations (fig. S6F), the

remaining populations could be reclassified

into six clusters, S0 to S5 (Fig. 2C). Cells ex-

pressing the granulosa cell marker genes were

enriched in clusters S2 and S4, and cells ex-

pressing the stromal cell marker genes were

enriched mainly in cluster S3 and partially in

cluster S0 (fig. S6G). The expressions of some

stromal cell marker genes, such asWnt5a and

Tcf21, were detectable in cells belonging to

clusters S1 and S5. In clusters S1 and S5, the

expressions of early progenitor marker genes

(1) such as Sox11, Ecm1, and Nr2f1 were de-

tectable, indicating that these clusters contain

early progenitors. The close similarity in gene

expression between the cluster S0/S3 express-

ing stromal markers and the cluster S1/S5

expressing early progenitor markers was con-

sistent with the fact that early progenitors and

stromal cell progenitors share a similar gene

expression profile (1). Nr5a1 was widely ex-

pressed and enriched in clusters S2 and S4

(fig. S6G), consistent with the evidence that

Foxl2-tdTomato–positive cells appeared from

the Nr5a1-hCD271–highly positive cell popula-

tion (Fig. 1H). Conversely, Nr5a1 was not de-

tectable in some cells. The heterogeneous level

of endogenous NR5A1 protein expression (Fig.

1I) indicates that the expression of Nr5a1 was

highly heterogeneous at the transcript and

protein levels. Because of the substantial con-

tribution of the cell cycle state to the gene ex-

pression profile (24, 25), we estimated the cell

cycle stage in each cell population. This analy-

sis suggested that cluster S5 was actively pro-

liferative and portions of clusters S0 and S3

were also proliferative (Fig. 2D). By contrast,

most cells in clusters S2 and S4 were in G1,

consistent with previous findings that cells ex-

pressing Foxl2 arrested their cell cycle through

p27 and CDKN1B (22, 26). Genes involved in

epithelial cell function and ovarian epithelial

cancer, such as Krt19, Upk3b, and Itm2a, were

expressed in clusters S1 and S5 (fig. S6H), sug-

gesting that these clusters could include the

surface epithelium of the fetal ovary, known to

be the source of granulosa cells (26). Based on

these observations, we designated clusters S2

and S4 as granulosa cells; clusters S0 and S3 as

stromal cell progenitors and stromal cells, re-

spectively; and clusters S1 and S5 as early pro-

genitors (Fig. 2C). The percentage of granulosa

cells was smaller in the cell population differ-

entiated in vitro than that in vivo (Fig. 2E). This

may have been caused by a delay in granulosa

cell differentiation in culture (see below). Com-

parison of the gene expression in each cluster

between the in vivo and in vitro differentiations

showed that they were highly similar (R > 0.96)

(Fig. 2F and fig. S6I). Based on the similar pat-

ternof cell clusters andof gene expressionwithin

each cluster,we concluded that theNr5a1-hCD271–

positive cell population was similar to the E12.5

gonadal somatic cell population. We thereafter

named the Nr5a1-hCD271–positive cells fetal

ovarian somatic cell–like cells (FOSLCs).

FOSLCs support oocyte development

To evaluate function, FOSLCs were reaggre-

gated with PGCLCs harboring BV and SC

reporter genes. Considering that PGCLCs cor-

respond to E9.5 PGCs (6), we sorted FOSLCs at

D5 by MACS, which yielded 7640 ± 1670 (±SE,

n = 10 replicates) FOSLCs on average from one

aggregation. Because the exact ratio of PGCs

to gonadal somatic cells in the nascent genital

ridge is difficult to define, following the ratio (5

to 18%) in the E12.5 gonads (27), 5000 PGCLCs

harboring the BV and SC reporter genes were

reaggregated with 75,000 or 100,000 FOSLCs

and then cultured under in vitro differentia-

tion culture (IVDi) conditions (2).Many oocytes

were formed in the reaggregates (Fig. 3A),

which were thereafter called reconstituted

ovarioids (rOvarioids) to distinguish them

from the ovarioids containing E12.5 gonadal

somatic cells. This oocyte formation relied

on FOSLCs or gonadal somatic cells because
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RESEARCH | RESEARCH ARTICLE



PGCLCs alone in culture were degraded by

D14 (fig. S7A). PGCLCs in the reaggregates

expressed SC and BV at D2, down-regulated

these genes at D7, and regained only SC ex-

pression after D14. This sequence of reporter

gene expression in rOvarioids was indistin-

guishable from that in the ovarioids containing

E12.5 gonadal somatic cells (Fig. 3A). The num-

ber of oocytes in rOvarioids with 75,000 FOSLCs

was reduced to 56.9%, on average, of the num-

ber in ovarioids with 75,000 gonadal somatic

cells derived fromE12.5 ICR embryos, whereas
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Fig. 2. Comparison of gene expression profiles between gonadal somatic

cells in vivo and in vitro. (A) Two-dimensional uniform manifold approximation

and projection (UMAP) plot of single cells. Shown are the results of UMAP

analysis of MACS-sorted Nr5a1-hCD271–positive cells at D6 and female gonadal

somatic cells at the embryonic day indicated. The E10.5 sample includes the

dorsal mesenchymal tissues around the gonad. Cells are clustered by a graph-

based clustering. (B) Expression of marker genes for granulosa cells, stromal

cells, early progenitors, and germ cells. Cell positions are compiled from the

UMAP plots in (A). (C) Comparison of follicular cell precursors in vitro and in vivo.

Shown are the results of UMAP analysis of somatic cells contributing to the follicle

structure among E12.5 female gonadal somatic cells and MACS-sorted Nr5a1-

hCD271–positive cells. Cells are clustered by a graph-based clustering. Dotted lines

designate the cell type in each cluster. (D) Cell cycle phase analysis of single

cells. The cell cycle phase was calculated using canonical cell cycle markers (35).

(E) Proportion of each cell type in E12.5 female gonads and Nr5a1-hCD271–positive

cells. The percentage of each cell type was calculated by the UMAP plot in (C).

(F) Correlation matrix heat map for all clusters in vivo and in vitro. The clusters were

ordered based on the hierarchical clustering.
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it became comparable in rOvarioids with

100,000 FOSLCs (Fig. 3B). The productivity

was not improved in rOvarioids with 120,000

FOSLCs. This inferior potential of FOSLCs to

become embryonic gonadal somatic cells was

largely reproducible under the same genetic

background; thenumberof oocytes in rOvarioids

with FOSLCs derived from C57BL/6J ESCs was

reduced to 67.4% of that in ovarioids with

E12.5 C57BL/6J gonadal somatic cells (fig. S7,

B and C). All oocytes in the rOvarioids were

SC positive, in contrast to ovarioids, which

contained SC-negative oocytes derived from

residual PGCs mingled in the E12.5 gonadal

somatic cells despite depletion by antibodies

specific for PGCs (Fig. 3, B and C). This result

demonstrated that the rOvarioid completely

eliminated contamination of residual oocytes,

which is important to ensure the origin of

oocytes. In addition, the uniform SC expres-

sion also rules out the possibility that cells

expressing germ cell markers found in the

FOSLCs contribute to oocytes in the rOvarioid.

We next verified the differentiation pro-

cess in rOvarioids using immunofluorescence

analyses. At D3, Foxl2-tdTomatoÐpositive cells

started to surround PGCLCs that appeared to
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proliferate to form germ cell cysts with ex-

pression of DDX4, a later germ cell marker

(Fig. 3D and fig. S8, A and B). At D7, PGCLCs

entered meiosis, thereby differentiating oo-

cytes, with typical alignments of the SYCP3

protein. Individual follicle structures with

Foxl2-tdTomato–positive cells were formed

by D11. At this stage, oocytes degrading in

the rOvarioids were frequently observed (fig.

S8C), consistent with our previous report that

oocyte loss accompanied with apoptosis was

observed in ovarioids at D11 (28). As the culture

progressed, Foxl2-tdTomato–positive granulosa-

like cells became stratified andNr5a1-hCD271

expression was more prominent in the cells

surrounding the follicle structure than in

Foxl2-tdTomato–positive granulosa-like cells

(Fig. 3D and fig. S8B). This is consistent with

evidence in vivo that NR5A1 becomes prom-

inent in theca and stromal cells but is down-

regulated in granulosa cells during follicle

development (29, 30). At D23, the formation

of secondary follicle structures composed of

SC-positive oocytes with a multilayer of Foxl2-

tdTomato–positive granulosa-like cells and the

far surroundingNr5a1-hCD271–positive theca-

like cells was observed.

To investigate changes in the competence of

FOSLCs during differentiation, PGCLCs were

reaggregatedwith FOSLCs at day 4, 5, 6, 7, or 8

of culture. FACS analysis during the differen-

tiation period showed an increase in the per-

centage of Foxl2-tdTomato–positive cells after

D6 (fig. S9A). The analysis also showed that

the Nr5a1-hCD271–positive/PDGFRA–negative

cells, which was the major population at D5,

differentiated into eitherNr5a1-hCD271–highly

positive/PDGFRA-negative cells orNr5a1-hCD271–

positive/PDGFRA-positive cells, which, based

on the marker gene expression (fig. S6G), are

granulosa and stromal cells, respectively.When

aggregated with PGCLCs, FOSLCs at D5 and

D6 showed a high potential for supporting

oogenesis (fig. S9B), suggesting that FOSLCs

interactwith PGCLCs in a timely fashion. Based

on marker gene expression, FOSLCs at D6 can

be divided into three subpopulations: Foxl2-

tdTomato–positive (F2T
+
) cells, Foxl2-tdTomato–

negative and PDGFRA-positive (F2T-P
+
) cells,

and Foxl2-tdTomato–negative and PDGFRA-

negative (F2T-P
–
) cells (fig. S10A). Genes for

granulosa cells were enriched, as expected, in

the F2T
+
cell population (fig. S10B). Although

the F2T-P
+
and F2T-P

–
cell populations could

not be clearly distinguished, genes for stromal–

stromal progenitor cells were slightly enriched

in the F2T-P
+
cell population. When aggregated

with PGCLCs, F2T-P
+
and F2T-P

–
cells restored

Foxl2-tdTomato expression byD7 and formed a

number of follicle structures, whereas the F2T
+

cell population formed a significantly smaller

number of follicle structures (fig. S10, C and

D). These results indicate that the F2T-P
+
and

F2T-P
–
populations contain cells that still have

the plasticity to differentiate into granulosa

cells and the capability to form follicle struc-

tures. This plasticity is consistent with the ob-

servation that the granulosa cell population

continuously increased afterD6 (fig. S9A). Given

that the percentage of granulosa cellswas smaller

in the cell population differentiated in vitro at

D6 than in that in vivo (Fig. 2E), the differenti-

ation of granulosa cells may be delayed in the

culture system because of an unknown condi-

tion that was not fully recapitulated in culture.

Oocytes acquire developmental competence in

the culture system using FOSLCs

Developmental competence of FOSLCs was

further validated by in vitro growth culture

(IVG), in which secondary follicles grow up to

a stage equivalent to pre-ovulatory follicles (2).

In the IVG culture, FOSLC-derived granulosa

cells proliferated and formed cumulus-oocyte

complexes (COCs) by D12 with the formation

of transzonal projections (TZPs), which are

essential for juxtacrine interaction to support

oocyte growth (31) (Fig. 4, A and B). Under in

vitro maturation culture (IVM) conditions (2),

FOSLC-derived cumulus cells were expanded,

as is typically observed in maturation of cu-

mulus cells (Fig. 4C). These cumulus cells were

readily dispersed by treatmentwith hyaluroni-

dase, and 28.4% (33/116) of the isolated oocytes

proceeded to the MII stage with extrusion

of the first polar body (Fig. 4D and table S1).

This developmental rate to the MII stage in

rOvarioids was comparable to that derived

from reaggregates using E12.5 gonadal somatic

cells in our previous report (2) (28.9%, 923/

3198; P = 0.994 by Pearson’s chi-square test).

We then usedmature COCs from rOvarioids

for in vitro fertilization (IVF) using wild-type

sperm from ICR mice. In IVF followed by

in vitro culture, oocytes were fertilized, and

30.2% (301/996) of oocytes used in the IVF

became two-cell embryos (Fig. 4D and table

S2). Then, 25.8% (24/93) of the two-cell em-

bryos developed to blastocysts (Fig. 4D and

table S3). This developmental rate from two-

cell embryos to blastocysts was comparable to

that observed in embryos derived from reag-

gregates using E12.5 gonadal somatic cells in

our previous report (2) (31.8%, 44/138; P =

0.397 by Pearson’s chi-square test). When the

two-cell embryos were transferred into pseu-

dopregnant females, 5.2% (11/212) of the em-

bryos gave rise to offspring and all of them

developed to adult mice (Fig. 4, E and F, and

table S4). This developmental rate to offspring

was comparable to that derived from reaggre-

gates using E12.5 gonadal somatic cells in our

previous report (2) (3.5%, 11/316; P = 0.459 by

Pearson’s chi-square test). All offspring had

dark eyes and some of them had the BV or SC

reporter gene (Fig. 4, F and G), consistent with

the fact that the ESCs used were derived from

the F1 blastocyst (129X1/Svj × C57Bl/6J) and

were heterozygous for the reporter genes. Two

independent pairs of these mice produced 10

and 14 pups by their intercrosses (Fig. 4H),

and 17 out of 21 pups tested had the BV and/or

SC reporter genes (Fig. 4I), demonstrating their

fertility in both males and females. These

results demonstrated that mouse oocytes pro-

duced in the ovarian environment entirely re-

constituted by pluripotent stem cells acquired

the competence for fertilization followed by

development to term.

Applicability of FOSLCs

In our system, purification of FOSLCs is great-

ly dependent on the Nr5a1-reporter construct.

This requirement may compromise the ap-

plicability of this system because of the time-

consuming and laborious processes needed

for the production of the reporter cell line.

Therefore, we tried to provide an rOvarioid

system without the need for a reporter gene.

The main reason for requiring a reporter sys-

tem was the appearance of massively prolifer-

ative cells, which severely disturbed oogenesis,

in reaggregations without purification of

FOSLCs (fig. S11A). Because such proliferative

cells were observed in the aggregates contain-

ing undifferentiated cells (32, 33), they were

likely to lie in the Nr5a1-hCD271–negative cell

population. Indeed, the proliferative cells al-

most exclusively appeared in aggregates with

Nr5a1-hCD271–negative cells (fig. S11B). There-

fore, we tried to remove the source of the

proliferative cells by using antibodies against

endogenous SSEA1 and CD31 because pluri-

potent stem cells express SSEA1 and CD31

(34), and thesemarkerswere indeed expressed

in a small subset of Nr5a1-hCD271–negative

cells (fig. S11C). rOvarioids with the cell frac-

tion in the flow-through after the depletion

with SSEA1 and CD31 antibodies yielded a

number of follicle structures without a prolif-

erative cell clump (fig. S11, D and E). These

results demonstrate that the depletion meth-

od eliminates the origin of proliferative cells,

and therefore a reporter construct is dispens-

able for the rOvarioid system, which would

help to expand the applicability of this sys-

tem to production of oocytes from pluripotent

stem cells without embryonic tissues.

Outlook

Here, we have established a culture system

that reconstitutes functional ovarian follicles,

including oocytes, from pluripotent stem cells.

This system provides several insights for en-

hancing our understanding and reconstitu-

tion of oogenesis. First, this culture system

would be an efficient tool for understanding

the molecular mechanisms underlying the dif-

ferentiation of gonadal somatic cells. Second,

it enables us to address the interaction be-

tween PGCs and/or oocytes and gonadal so-

matic cells. Because this system can separately
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produce FOSLCs and PGCLCs, which are equiv-

alent to nascent gonadal somatic cells and

premigratory PGCs (6), respectively, it becomes

possible to investigate the first and subsequent

interactions between these cell types. Last, this

culture system opens the possibility of apply-

ing in vitro gametogenesis to other mamma-

lian species. The scarcity of embryonic gonadal

somatic cells is an obstacle to the application

of in vitro gametogenesis to mammalian spe-

cies other than mice. FOSLCs could be an op-

timal substitute for embryonic tissue because
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Fig. 4. Full-term development of embryos

derived from rOvarioids. (A) IVG culture

using FOSLCs. Shown are BF and fluores-

cence images of reconstituted follicles

cultured for the number of days indicated

after isolation of individual follicles.

Abbreviations are as shown in Fig. 3A. Scale

bars, 100 mm. (B) Formation of TZPs.

Shown are fluorescence images of a COC

stained with phalloidin and the antibodies

indicated. TZPs were formed between the

granulosa cells and the oocyte (arrowheads).

Scale bars, 10 mm. (C) IVM culture using

FOSLCs. Shown are BF and fluorescence

images of COCs before or after IVM.

Note that cumulus cells after IVM were

expanded. Scale bars, 100 mm. (D) MII

oocytes and preimplantation embryos

derived from rOvarioids. Scale bars, 100 mm.

(E) Newborn pups derived from rOvarioids.

Shown are pups with placentae obtained

by transferring two-cell embryos.

(F) Adult mice from the newborn pups

4 weeks after birth. (G) Detection of

reporter genes in the mice derived from

rOvarioids. Shown are gel electrophoresis

of PCR products to detect BV or SC in the

genome. (H) Fertility of the adult mice

obtained. Shown are pups derived from

the intercrossing of the adult mice derived

from rOvarioids. (I) Detection of reporter

genes in the pups derived from two pairs

of the adult mice. Shown are the results of

gel electrophoresis of PCR products to

detect BV or SC in the genome.
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they have full potency to support oogenesis.

For these reasons, this system will be a use-

ful tool for solving key issues in reproductive

biology and regenerative medicine.

Methods summary

For FOSLC induction, Nr5A1-hCD271 reporter

ESCs were differentiated into EpiLCs with

activin A and basic FGF. The EpiLCs were

cultured in a low-cell-binding, U-bottomed,

96-well plate with 14 µM CHIR99021, 1 ng/ml

BMP4, and 50 ng/ml epidermal growth factor

(EGF) for 2 days; thenwith 3 µMRA, 30 ng/ml

Shh, 1 µM PD0325901, 50 ng/ml EGF, and

1 ng/ml BMP4 for another 2 days; and then

with 20 ng/ml BMP4 and 2 ng/ml FGF9 for

another 1 or 2 days. Nr5A1-hCD271Ðpositive

FOSLCs were purified by MACS using anti-

hCD271 antibody conjugated with micro-

beads and an MS column. For the production

of MII oocytes in rOvarioids, FOSLCs were re-

aggregatedwith PGCLCs in a low-cell-binding,

U-bottomed, 96-well plate. The rOvarioidswere

placed on Transwell-COLmembranes and then

cultured under IVDi conditions for 21 days.

Individual follicles were isolated from the

rOvarioids and then cultured under IVG con-

ditions for 12 days. Cumulus-oocyte complexes

were collected by a fine glass capillary and then

cultured under IVM conditions for 16 hours.

MII oocytes obtained after IVM culture were

subjected to IVF.
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Estimating epidemiologic dynamics from
cross-sectional viral load distributions
James A. Hay*†, Lee Kennedy-Shaffer*†, Sanjat Kanjilal, Niall J. Lennon, Stacey B. Gabriel,

Marc Lipsitch, Michael J. Mina*

INTRODUCTION:Current approaches to epidemic

monitoring rely on case counts, test positivity

rates, and reported deaths or hospitalizations.

Thesemetrics, however, provide a limited and

often biased picture as a result of testing con-

straints, unrepresentative sampling, and report-

ing delays. Random cross-sectional virologic

surveys can overcome some of these biases by

providing snapshots of infection prevalence

but currently offer little information on the

epidemic trajectory without sampling across

multiple time points.

RATIONALE:Wedevelop a newmethod that uses

information inherent in cycle threshold (Ct)

values from reverse transcription quanti-

tative polymerase chain reaction (RT-qPCR)

tests to robustly estimate the epidemic trajec-

tory from multiple or even a single cross sec-

tion of positive samples. Ct values are related

to viral loads, which depend on the time since

infection; Ct values are generally lower when

the time between infection and sample col-

lection is short. Despite variation across in-

dividuals, samples, and testing platforms, Ct

values provide a probabilistic measure of time

since infection.We find that the distribution of

Ct values across positive specimens at a single

time point reflects the epidemic trajectory: A

growing epidemicwill necessarily have a high

proportion of recently infected individuals with

high viral loads, whereas a declining epidemic

will havemore individualswith older infections

and thus lower viral loads. Because of these

changing proportions, the epidemic trajectory

or growth rate should be inferable from the

distribution of Ct values collected in a single

cross section, and multiple successive cross

sections should enable identification of the

longer-term incidence curve.Moreover, under-

standing the relationship between sample

viral loads and epidemic dynamics provides

additional insights into why viral loads from

surveillance testing may appear higher for

emerging viruses or variants and lower for out-

breaks that are slowing, even absent changes

in individual-level viral kinetics.

RESULTS: Using a mathematical model for

population-level viral load distributions cali-

brated to known features of the severe acute

respiratory syndrome coronavirus 2 (SARS-

CoV-2) viral load kinetics, we show that the

median and skewness of Ct values in a random

sample change over the course of an epidemic.

By formalizing this relationship, we demon-

strate that Ct values from a single random cross

section of virologic testing can estimate the

time-varying reproductive number of the virus

in a population, which we validate using data

collected fromcomprehensive SARS-CoV-2 test-

ing in long-term care facilities. Using a more

flexible approach to modeling infection inci-

dence, we also develop a method that can reli-

ably estimate the epidemic trajectory in even

more-complex populations, where interven-

tions may be implemented and relaxed over

time. Thismethod performed well in estimat-

ing the epidemic trajectory in the state of

Massachusetts using routine hospital admis-

sions RT-qPCR testing data—accurately rep-

licating estimates from other sources for the

entire state.

CONCLUSION:Thisworkprovides a newmethod

for estimating the epidemic growth rate and

a framework for robust epidemic monitoring

using RT-qPCR Ct values that are often simply

discarded. By deploying single or repeated (but

small) randomsurveillance samples andmaking

the best use of the semiquantitative testing data,

we can estimate epidemic trajectories in real

time and avoid biases arising from nonrandom

samples or changes in testing practices over

time. Understanding the relationship between

population-level viral loads and the state of an

epidemic reveals important implications and

opportunities for interpreting virologic surveil-

lance data. It also highlights the need for such

surveillance, as these results show how to use

it most informatively.▪
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Estimating epidemiologic dynamics from
cross-sectional viral load distributions
James A. Hay1,2,3*†, Lee Kennedy-Shaffer1,2,4*†, Sanjat Kanjilal5,6, Niall J. Lennon7,

Stacey B. Gabriel7, Marc Lipsitch1,2,3, Michael J. Mina1,2,3,8*

Estimating an epidemic’s trajectory is crucial for developing public health responses to infectious

diseases, but case data used for such estimation are confounded by variable testing practices. We show

that the population distribution of viral loads observed under random or symptom-based surveillance—in

the form of cycle threshold (Ct) values obtained from reverse transcription quantitative polymerase

chain reaction testing—changes during an epidemic. Thus, Ct values from even limited numbers of

random samples can provide improved estimates of an epidemic’s trajectory. Combining data from

multiple such samples improves the precision and robustness of this estimation. We apply our methods

to Ct values from surveillance conducted during the severe acute respiratory syndrome coronavirus 2

(SARS-CoV-2) pandemic in a variety of settings and offer alternative approaches for real-time estimates

of epidemic trajectories for outbreak management and response.

R
eal-time tracking of the epidemic trajec-

tory and infection incidence is funda-

mental for public health planning and

intervention during a pandemic (1, 2). In

the severe acute respiratory syndrome

coronavirus 2 (SARS-CoV-2) pandemic, key epi-

demiological parameters, such as the effective

reproductive number Rt, have typically been

estimated using the time series of observed

case counts, hospitalizations, or deaths, usu-

ally on the basis of reverse transcription quan-

titative polymerase chain reaction (RT-qPCR)

testing. However, limited testing capacities,

changes in test availability over time, and re-

porting delays all influence the ability of rou-

tine testing to detect underlying changes in

infection incidence (3–5). The question of

whether changes in case counts at different

times reflect epidemic dynamics or simply

changes in testing have economic, health, and

political ramifications.

RT-qPCR tests provide semiquantitative re-

sults in the form of cycle threshold (Ct) values,

which are inversely correlated with log10 viral

loads, but they are often reported only as binary

“positives” or “negatives” (6, 7). It is common

when testing for other infectious diseases to

use this quantification of sample viral load,

for example, to identify individuals with higher

clinical severity or transmissibility (8–11). For

SARS-CoV-2, Ct values may be useful in clin-

ical determinations about the need for isola-

tion and quarantine (7, 12), identification of the

phase of an individual’s infection (13, 14), and

predictions of disease severity (14, 15). How-

ever, individual-level decision-making on the

basis of Ct values has not been widely imple-

mented, owing tomeasurement variation across

testing platforms and samples and a limited

understanding of SARS-CoV-2 viral kinetics

in asymptomatic and presymptomatic infec-

tions. Although a single high Ct valuemay not

guarantee a low viral load in one specimen—for

example, because of variable sample collection—

measuring high Ct values in many samples will

indicate a population with predominantly

low viral loads. Cross-sectional distributions

of Ct values should therefore represent viral

loads in the underlying population over time,

which may coincide with changes in the epi-

demic trajectory. For example, a systematic

increase in the distribution of quantified Ct

values has been noted alongside epidemic de-

cline (12, 14, 16).

Here, we demonstrate that Ct values from

single or successive cross-sectional samples of

RT-qPCR data can be used to estimate the epi-

demic trajectory without requiring additional

information from test positivity rates or serial

case counts. We demonstrate that population-

level changes in the distribution of observed

Ct values can arise as an epidemiological phe-

nomenon, with implications for interpreting

RT-qPCR data over time in light of emerging

SARS-CoV-2 variants. We also demonstrate

how multiple cross-sectional samples can be

combined to improve estimates of population

incidence, ameasure that is often elusivewith-

out serological surveillance studies. Collectively,

we providemetrics formonitoring outbreaks in

real time—using Ct data that are collected but

currently usually discarded—and ourmethods

motivate the development of testing programs

intended for outbreak surveillance.

Relationship between observed Ct values and

epidemic dynamics

First, we show that the interaction of within-

host viral kinetics and epidemic dynamics can

drive changes in the distribution of Ct values

over time, without a change in the underlying

pathogen kinetics. That is, population-level

changes in Ct value distributions can occur

without systematic changes in underlying

postinfection viral load trajectories at the in-

dividual level. To demonstrate the epidemio-

logical link between transmission rate and

measured viral loads or Ct values, we first

simulated infections arising under a determi-

nistic susceptible-exposed-infectious-recovered

(SEIR)model (Fig. 1A andMaterials andmeth-

ods, “Epidemic transmission models”). Param-

eters used are supplied in table S1. At selected

testing days during the outbreak, simulated

Ct values are observed from a random cross-

sectional sample of the population using the Ct

distribution model described in the “Ct value

model” section of theMaterials andmethods

and shown in figs. S1 and S2. By drawing simu-

lated samples for testing from the population

at specific time points, these simulations re-

create realistic cross-sectional distributions of

detectable viral loads across the course of an

epidemic. Throughout, we assume everyone

is infected at most once, ignoring reinfections

because these appear to be a negligible portion

of infections in the epidemic so far (17).

Early in the epidemic, infection incidence

grows rapidly, and thusmost infections arise

from recent exposures. As the epidemicwanes,

however, the average time elapsed since expo-

sure among infected individuals increases as

the rate of new infections decreases (Fig. 1, B

and E) (18). This is analogous to the average

age being lower in a growing versus declin-

ing population (19). Although infections are

usually unobserved events, we can rely on an

observable quantity, such as viral load, as a

proxy for the time since infection. Because

Ct values change asymmetrically over time

within infected hosts (Fig. 1C), with peak viral

load occurring early in the infection, a ran-

dom sampling of individuals during epidemic

growth is more likely to sample recently in-

fected individuals in the early phase of their

infection and therefore with higher quantities

of viral RNA. Conversely, randomly sampled

infected individuals during epidemic decline

are more likely to be in the later phase of in-

fection, typically sampling lower quantities
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of viral RNA, although there is substantial

sampling and viral load variability at all time

points (Fig. 1D). The overall distribution of

observed Ct values under randomized sur-

veillance testing therefore changes over time,

as measured by the median, quartiles, and

skewness (Fig. 1G). Although estimates for an

individual’s time since infection based on a

single Ct value will be highly uncertain, the

population-level distribution of observed Ct

values will vary with the growth rate—and

thereforeRt—of new infections (Fig. 1, F andH).

To summarize this key observation in the

context of classic results, we find that fast-

growing epidemiologic populations (Rt> 1 and
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Fig. 1. The Ct value distribution reflects epidemiological dynamics over the

course of an outbreak. (A) Per capita daily incidence (histogram) and daily

growth rate (blue line) of new infections in a simulated epidemic using an SEIR model.

(B) Median days since infection versus daily growth rate of new infections by epidemic

day. Labeled points here, and in (E) to (G), show five time points in the simulated

epidemic. (C) Observed Ct value by day for 500 randomly sampled infected

individuals. (D) Viral kinetics model (increasing Ct value after peak and subsequent

plateau near the limit of detection), demonstrating the time course of Ct values (x axis;

line shows mean, and ribbon shows 95% quantile range) against days since infection

(y axis). Note that the y axis is arranged to align with (E). (E) Distribution of days since

infection (violin plots and histograms) for randomly selected individuals over the

course of the epidemic. Median and first and third quartiles are shown as green lines

and points, respectively. (F) Skewness of observed Ct value distribution versus daily

growth rate of new infections by epidemic day. (G) Distribution of observed Ct values

(violin plots and histograms) among sampled infected individuals by epidemic day.

Median and first and third quartile are shown as purple lines and points, respectively.

(H) Time-varying effective reproductive number, Rt, derived from the SEIR simulation,

plotted against median and skewness of observed Ct value distribution.
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growth rate r > 0) will have a predominance of

new infections and thus of high viral loads,

and shrinking epidemics (Rt < 1 and r < 0) will

have more older infections and thus low viral

loads at a given cross section, where the rela-

tionship between Rt and r is modulated by the

distribution of generation intervals (20). Sim-

ilar principles have been applied to serolog-

ic data to infer unobserved individual-level

infection events (16, 21–23) and population-

level parameters of infectious disease spread

(21, 24–28).

We find that this phenomenon might also

be present, though less pronounced, among

Ct values obtained under symptom-based sur-

veillance, where individuals are identified and

tested after symptom onset. Similar to the case

of random surveillance testing, Ct values ob-

tained through the testing of recently symp-

tomatic individuals are predicted to be lower

(i.e., viral loads are higher) during epidemic

growth than those obtained during epidemic

decline (figs. S3 and S4). However, defining

the exact nature and strength of this relation-

ship will depend on a number of conditions

being met (fig. S4, caption).

By modeling the variation in observed Ct

values arising from individual-level viral growth

and clearance kinetics and sampling errors, the

distribution of observed Ct values in a random

sample becomes an estimable function of the

times since infection, and the expected median

and skewness of Ct values at a given point in

time are then predictable from the epidemic

growth rate. This function can then be used to

estimate the epidemic growth rate from a set

of observed Ct values. A relationship between

Ct values and epidemic growth rate exists under

most sampling strategies, as described above,

but calibrating the precise mapping is neces-

sary to enable inference (e.g., using a different

RT-qPCR; fig. S5). This mapping can be con-

founded by testing biases arising, for example,

from delays between infection and sample col-

lection date when testing capacity is limited or

through systematic bias toward samples with

higher viral loads, such as those from severely

ill individuals. Here, we focus on the case of

random surveillance testing, where individu-

als are sampled at a random point in their in-

fection course.

Inferring the epidemic trajectory using a

single cross section

From these relationships, we derive a method

to infer the epidemic growth rate given a sin-

gle cross section of randomly sampledRT-qPCR

test results. The method combines twomodels:

(i) the probability distribution of observed Ct

values (and the probability of a negative result)

conditional on the number of days between in-

fection and sampling and (ii) the likelihood of

being infected on a given day before the sample

date. For the first, we use a Bayesianmodel and

define priors for the mode and range of Ct

values after infection on the basis of the exist-

ing literature (Materials andmethods, “Ct value

model” and “Single cross sectionmodel”). For

the second, we initially develop two models to

describe the probability of infection over time:

(i) constant exponential growth of infection

incidence and (ii) infections arising under an

SEIRmodel. Bothmodels provide estimates for

the epidemic growth rate but make different

assumptions regarding the possible shape of

the outbreak trajectory: The exponential growth

model assumes a constant growth rate over

the preceding 5 weeks and requires few prior

assumptions, whereas the SEIRmodel assumes

that the growth rate changes daily depending

on the remaining number of susceptible indi-

viduals but requires more prior information.

To demonstrate the potential of thismethod

with a single cross section from a closed pop-

ulation, we first investigate how the distri-

bution of Ct values and prevalence of PCR

positivity changed over time in four well-

observedMassachusetts long-term care facili-

ties that underwent SARS-CoV-2 outbreaks in

March and April of 2020 (29). In each facility,

we have the results of near-universal PCR test-

ing of residents and staff from three timepoints

after the outbreak began, including the number

of positive samples, the Ct values of positive

samples, and the number of negative samples

(Materials and methods, “Long-term care facil-

ities data”). To benchmark our Ct value–based

estimates of the epidemic trajectory, we first

estimated the trajectory using a standard com-

partmental modeling approach fit to the mea-

suredpoint prevalences over time in each facility

(Fig. 2A). Specifically, we fit a simple extended

SEIR (SEEIRR)model, with additional exposed

and recovered compartments describing the

duration of PCRpositivity (Materials andmeth-

ods, “Epidemic transmission models”), to the

three observed point prevalence values from

each facility. Because the testing was nearly

universal, this approachprovides a near ground

truth of the epidemic trajectory, against which

we can evaluate the accuracy of the Ct value–

based approaches. We call this the baseline

estimate. Figure 2 shows results and data for

one of the long-term care facilities, and figs. S6

and S7 show results for the other three.

As time passes, the distribution of observed

Ct values at each time point in the long-term

care facilities (Fig. 2B) shifts higher (lower viral

loads) and becomes more left skewed. We ob-

served that these shifts tracked with the chang-

ing (i.e., declining) prevalence of infection in the

facilities. To assess whether these changes in Ct

valuedistributions reflectedunderlying changes

in the epidemic growth rate, we fit the expo-

nential growth and simple SEIR models using

the Ct likelihood to each individual cross sec-

tion of Ct values to get posterior distributions

for the epidemic trajectory up to and at that

point in time (Fig. 2C). The only facility-specific

data for each of these fits were the Ct values

and number of negative tests from each single

cross-sectional sample. Additional ancillary in-

formation included prior distributions for the

epidemic seed time (after 1 March) and the

within-host virus kinetics. To assess the fit, we

compare the predicted Ct distribution (Fig. 2B)

and point prevalence (Fig. 2D) from each fit

with the data and compare the growth rates

from these fits with the baseline estimates.

Posterior distributions of all Ct value model

parameters are shown in fig. S8.

Although both sets of results are fitted mod-

els, and so neither can be considered the truth,

we find that the Ct method fit to one cross sec-

tion of data provides a similar posteriormedian

trajectory to the baseline estimate, which re-

quired three separate point prevalences with

near-universal testing at each time point. In

particular, the Ct-basedmodels appear to accu-

rately discernwhether the samples were taken

soonor long after peak infection incidence. Both

methods were in agreement over the direction

of the past average and recent daily growth

rates (i.e., whether the epidemic is currently

growing or declining and whether the growth

rate has dropped relative to the past average).

The average growth-rate estimates were very

similar between the prevalence-only and Ct

value models at most time points, although the

daily growth rate appeared to decline earlier

in the prevalence-only compartmental model.

These estimates have a great deal of variabil-

ity, however, and should be interpreted in that

context. This is especially clear in fig. S7, where

the other facilities exhibit more variability be-

tween estimates from the twomethods. Over-

all, these results show that a single cross section

of Ct values can provide similar information to

point-prevalence estimates from three distinct

sampling rounds when the epidemic trajectory

is constrained, as in a closed population.

To ensure that our method provides accu-

rate estimates of the full epidemic curve, we

performed extensive simulation-recovery ex-

periments using a synthetic closed popula-

tion undergoing a stochastic SEIR epidemic.

Figure S9 shows the results of one such simu-

lation, demonstrating the information gained

from using a single cross section of virological

test data when attempting to estimate the true

infection incidence curve at different points

during an outbreak. We assessed performance

using simulated data from populations of dif-

ferent sizes and varied key assumptions of the

inferencemethod. Specifically,we implemented

a version of the method that uses only positive

Ct values without information on the fraction

positive and tested the impact using prior dis-

tributions of decreasing strengths. Details are

provided in the “simulated long-term care fa-

cility outbreaks” section of the supplementary

materials, and results are in figs. S10 to S12.
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Fig. 2. Single cross-sectional distributions of observed Ct values can be used

to reconstruct epidemic trajectories in a Massachusetts long-term care

facility. (A) Estimated prevalence [faint orange lines show posterior samples,

solid orange line shows posterior median, and orange ribbon shows 95% credible

intervals (CrIs)] and incidence (red line shows posterior median and red ribbon

shows 95% CrI) from the standard compartmental (SEEIRR) model fit to

point prevalence at three sampling times (error bars show 95% binomial

confidence intervals). (B) Model-predicted Ct distributions (blue) fitted to the

observed Ct values (gray bars) from each of three cross-sectional samples.

Shown are the posterior median (black line) and 95% CrI for the expected Ct

distribution (dark blue ribbon) and 95% prediction intervals based on simulated

observations (light blue ribbon). Note that prediction intervals are much wider

than CrIs because they result from simulating observations with a small sample

size. (C) Each panel shows results from fitting the Ct-based SEIR model separately

to three cross sections of virologic data. Shown are random posterior samples

(red lines) and the maximum posterior probability (MAP) trajectory (black line)

for the incidence curve. (D) Fitted median (blue point) and 95% CrI (blue error

bars) for the proportion of samples testing positive based on the Ct model

compared with the observed proportion tested positive (gray cross). (E) Thirty-

fiveÐday (green) and 1-day (pink) average growth rates from the Ct model

estimates in (C) at three time points (violin plots) compared with growth-rate

estimates from the SEEIRR model in (A) (lines and shaded ribbons).

RESEARCH | RESEARCH ARTICLE



Although no real long-term care facility data

were available to assess the method’s accuracy

during the early phase of the epidemic out-

break, the simulation experiments reveal that

the method can be used at all stages of an

epidemic. Furthermore, although there is a

substantial uncertainty in the growth-rate

estimates, these analyses show that a single

cross section of data can be used to determine

whether the epidemic has been recently in-

creasing or decreasing. The posterior prob-

ability of growth versus decline can be used

for this assessment, acting like a hypothesis

test when the credible interval excludes zero

or in a broader inferential way if it does not.

Although this is a trivial result for SARS-CoV-2

incidence in many settings, where cases, hos-

pitalizations, or deaths already provide a clear

picture of epidemic growth or decline, for lo-

cations and future outbreaks where testing

capacity is restricted, our results show that

a single cross-sectional random sample of a

few hundred tested individuals combined

with reasonable priors (for example, constrain-

ing the epidemic seed time to within a 1- to

2-month window) could be used to immedi-

ately estimate the stage of an outbreak. More-

over, this inferential method provides the basis

for combining cross sections for multiple test-

ing days.

Inferring the epidemic trajectory using

multiple cross sections

Although a single cross section of Ct values can

reasonably estimate the trajectory of a simple

outbreak represented by a compartmental

model,more-complex epidemic trajectorieswill

require more cross sections for proper estima-

tion. Here, we extend our method to combine

data from multiple cross sections, allowing us

to estimate the full epidemic trajectory more

reliably (Materials andmethods, “Multiple cross

sections model” and “MCMC framework”). In

many settings, the epidemic trajectory is mon-

itored using reported case counts. Limiting re-

ported cases to those with positive test results,

the daily number of new positives can be used

to calculate Rt (3). However, this approach can

be obscured when the definition of a case

changes during the course of an epidemic (30).

Furthermore, such data often represent the

growth rate of positive tests, which can change

markedly on the basis of changing test capac-

ity rather than the incidence of infection, re-

quiring careful monitoring and adjustments

to account for changes in testing capacity, the

delay between infection and test report date,

and the conversion from prevalence to inci-

dence. Death counts are also used to estimate

the epidemic trajectory, but these are substan-

tially delayed, and the relationship between

cases and deaths is not stable (31). When, in-

stead, Ct values from surveillance sampling

are available, ourmethods can overcome these

limitations by providing a direct mapping

between the distribution of Ct values and in-

fection incidence. Although case-countmethods

exhibit bias as a result of changing test rates (5),

our method provides a means to estimate Rt

using only one or a few surveillance samples,

and this method can accommodate random

sampling schemes that increase or decrease

over time with test availability.

To demonstrate the performance of these

Ct-based methods, we simulate outbreaks

under a variety of testing schemes using SEIR-

based simulations and sample Ct values from

the outbreaks (Materials and methods, “Simu-

lated testing schemes”). We compare the per-

formance of Rt estimation using reported case

counts (based on the testing scheme) through

the R package EpiNow2 (32, 33)—where re-

porting depends on testing capacity and the

symptom status of infected individuals—with

the performance of our methods when one,

two, or three surveillance samples are available

with observed Ct values, with a total of ~0.3%

of the population sampled (3000 tests spread

among the samples).

Figure 3 plots the posterior median Rt from

each of the 100 simulations of each method

when the epidemic is growing (day 60) and

declining (day 88). Except when only one sam-

ple is used, the Ct-based methods fitting to an

SEIRmodel exhibit minimal bias, even when

thenumber of tests substantially changes across

sample days. For the single-sample estimates

during the growth phase, the posterior median

estimates are shifted above the true value be-

cause a range of R0 values are consistent with

the data—the prior density for R0 is uniform

between 1 and 10 with a median of 5.5, which

weights the posteriormedian higher than the

true value. Methods based on reported case

counts, on the other hand, consistently exhibit

noticeable upward bias when testing rates in-

crease over the observed period and substan-

tial downward biaswhen testing rates decrease.

The Ct-based methods do exhibit higher varia-

bility, however. This is captured by the Bayesian

inference model, as all of the Ct-basedmethods

achieve at least nominal coverage of the 95%

credible intervals among these 100 simulations

(fig. S13).

An alternative approach to estimating Rt

using case counts is to fit a standard compart-

mental model to the observed proportion of

positive tests from a random sample. To dem-

onstrate the value of incorporating Ct values

rather than simply using positivity rates from

a surveillance sample, we also compare the re-

sultswith anSEIRmodel fit to point prevalence

observed at the same sample times, assuming

PCR positivity represents the infectious stage

of the disease. In this alternative method, this

misspecification of the SEIR model results in

inaccurate Rt estimates during the decline

phase of the simulation (Fig. 3B). Although a

more accurate model might distinguish the

infectious stage and duration of PCR positiv-

ity, as in the SEEIRRmodel, this simplemodel

represents an approach that might be used to

infer incidence changes from prevalence data

in the absence of a quantified relationship be-

tween infection state and PCR positivity.

We also assessed the precision of our esti-

mates using smaller sample sizes and differ-

ent deployment of tests among testing days for

a given sample size. These comparisons are

shown in fig. S13, which also compares the

Ct-based method with the positivity-based

estimation. The Ct-based method performs

well in many cases with sample sizes as low

as 200 to 500 tests. When testing is stable,

reported case counts provide a more precise

estimate of the trajectory. However, a small

number of tests (e.g., the same number of tests

as used for 1 day of routine case detection)

devoted to two or three surveillance samples

can provide unbiased estimation when re-

ported case counts may be biased.

Reconstructing complex incidence curves

using Ct values

Simple epidemic models are useful to under-

stand recent incidence trends when data are

sparse or in relatively closed populations where

the epidemic start time is approximately known

(supplementary materials, “epidemic seed time

priors”). In reality, however, the epidemic usu-

ally follows a more complex trajectory that is

difficult to model parametrically. For example,

the SEIR model does not account for the im-

plementation or relaxation of nonpharmaceuti-

cal interventions and behavior changes that

affect pathogen transmission unless explic-

itly specified in the model. For a more flexible

approach to estimating the epidemic trajectory

frommultiple cross sections, we developed a

third model for infection incidence, using a

Gaussian process (GP) prior for the underlying

daily probabilities of infection (34). The GP

method provides estimated daily infection

probabilities without making strong assump-

tions about the epidemic trajectory—assuming

only that infection probabilities on contempo-

raneous days are correlated, with decreasing

correlation at increasing temporal distances

(supplementary materials, “epidemic trans-

missionmodels”). Movie S1 demonstrates how

estimates of the full epidemic trajectory, repre-

senting a simulation for the implementation

and subsequent relaxation of nonpharmaceuti-

cal interventions, can be sequentially updated

using this model as new samples become avail-

able over time. Movie S2 shows how the preci-

sion of the estimated epidemic curve decreases

at smaller sample sizes, where 200 samples per

week were sufficient to reliably track the epi-

demic curve. Movie S3 shows how the esti-

mation remains accurate if sampling is only

initiated partway through the epidemic.
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With the objective of reconstructing the en-

tire incidence curve using routinely collected

RT-qPCR data, we used anonymized Ct values

from positive samples measured from near-

universal testing of all hospital admissions

and nonadmitted emergency room (ER) pa-

tients in the Brigham andWomen’s Hospital

in Boston,Massachusetts, between 15 April and

10 November 2020 (Materials and methods,

“Brigham and Women’s Hospital data”). We

aligned these with estimates for Rt based on

case counts in Massachusetts (Fig. 4, A to C).

The median and skewness of the detectable Ct

distribution were correlated with Rt (Fig. 4B),

in line with our theoretical predictions (de-

picted in Fig. 1). The median Ct value rose

(corresponding to a decline in median viral

load) and skewness of the Ct distribution

fell in the late spring and early summer, as

shelter-in-place orders and other nonpharma-

ceutical interventions were rolled out (Fig. 4C),

but the median declined and skewness rose in

late summer and early fall as these measures

were relaxed, coinciding with an increase in

observed case counts for the state (Fig. 4A).

Using the observed Ct values, we estimated

the daily growth rate of infections using the

SEIR model on single cross sections (Fig. 4D

and figs. S14 and S15) and the full epidemic

trajectory using the GPmodel (Fig. 4E and fig.

S16). Similar temporal trends were inferred

under bothmodels (fig. S17), and theGPmodel

provided growth-rate estimates that followed

those estimated using observed case counts

(Fig. 4F). Although these data are not strictly

a random sample of the community, and the

observed case counts do not necessarily pro-

vide a ground truth for the Rt value, these re-

sults demonstrate the ability of this method

to recreate epidemic trajectories and estimate

growth or decline of cases using only positive

Ct values collected through routine testing.
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Fig. 3. Inferring epidemic trajectory from cross-sectional surveillance

samples with observed Ct values yields nearly unbiased estimates

of the time-varying effective reproductive number, Rt, whereas changing

testing rates lead to biased estimation using reported case counts.

(A) Number of positive tests per day by sampling time in epidemic and testing

scheme for reported case counts (top row) and surveillance Ct sampling

(bottom row), from a simulated SEIR epidemic. Analysis times corresponding to

(B) are shown by the dashed vertical lines. (B) Rt estimates from 100 simulations

for each epidemic sampling time, testing scheme, and estimation method.

Each point is the posterior median from a single simulation. Rt estimates for

reported case counts use EpiNow2 estimation and for surveillance Ct samples

use the Ct-based likelihood for one or multiple cross sections fitted to an

SEIR model. The semitransparent points at the right of the plots are those

surveillance samples fit to an SEIR model using only a binary result of

testing, assuming PCR positivity reflects the infectious compartment. True

model-based Rt on the sampling day is indicated by the black star and

dashed horizontal line, whereas an Rt of 1, indicating a flat outbreak, is indicated

by the solid horizontal line.
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Weassessed the robustness of the estimatedGP

trajectory to smaller sample sizes by refitting

themodel after subsampling different numbers

of Ct values from the dataset (fig. S18). Notably,

our estimated epidemic trajectory using only

routinely generated Ct values from a single

hospital was markedly correlated with changes

in community-level viral loads obtained from

wastewater data (fig. S19) (35).

Discussion

The usefulness of Ct values for public health

decision-making is currently the subject of

much discussion and debate. One unexplained

observation that has been consistently observed

in many locations is that the distribution of

observed Ct values has varied over the course

of the current SARS-CoV-2 pandemic, which

has led to questions over whether the fitness

of the virus has changed (12, 14, 16). Our re-

sults demonstrate that this can be explained

as an epidemiologic phenomenon, without

invoking any change in individual-level viral

kinetics or testing practices. Thismethod alone,

however, cannot prove that this is the case for

any specific setting, as changing viral properties

or changes in test availability may also lead to

such shifts in Ct value distributions. We find

that properties of the population-level Ct dis-

tribution strongly correlate with estimates for

the effective reproductive number or growth

rate in real-world settings, in line with our

theoretical predictions.

Using quantitative diagnostic test results

from multiple different tests conducted in a

single cross-sectional survey, epidemic trends

have previously been inferred from virologi-

cal data (18). The methods we describe here

use the phenomenon observed in the present
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Fig. 4. Cross-sectional distributions of observed Ct values can estimate

the complex statewide epidemic trajectory from hospital-based

surveillance at Brigham and WomenÕs Hospital in Massachusetts.

(A) Daily confirmed new cases in Massachusetts (gray bars) and estimated

time-varying effective reproductive number, Rt. (B) Estimated Rt from the

case counts versus median and skewness of observed Ct value distribution by

weekly sampling times. (C) Distribution (violin plots and points) and

smoothed median (blue line) of observed Ct values by sampling week. Red

box highlights data used to inform estimates in (D). (D) Posterior median

(yellow arrow) and distribution (blue shaded area) of estimated daily growth

rate of incident infections from an SEIR model fit to a single cross section

of observed Ct value data from the week commencing 14 June 2020. Shading

density is proportional to posterior density. Fits to all single weekly cross

sections are shown in fig. S14. (E) Posterior distribution of relative probability

of infection by date from a GP model fit to all observed Ct values (ribbons

show 95% and 50% CrIs; line shows posterior median). Note that the

y axis shows relative rather than absolute probability of infection, as the

underlying incidence curve must sum to one: Only positive samples were

included in the estimation, and all samples were therefore assumed to have

been from infections. (F) Comparison of estimated daily growth rate of

incident infections from the GP model (blue line and shaded ribbons show

posterior median and 95% CrI) to that from Rt estimation using observed

case counts (red and green line and shaded ribbons show posterior median

and 95% CrI) by date. Note that estimates of infection incidence are made

for dates before the first observed sample date of 15 April 2020, as far back

as 1 March 2020, but the x axis is truncated at 1 April 2020 (fig. S19).
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pandemic and the relationship between inci-

dence rate, time since infection, and virologic

test results to estimate a community’s position

in the epidemic curve, under various models

of epidemic trajectories, based on data from

one or more cross-sectional surveys using a

single virologic test. Comparisons of simulated

Ct values and observed Ct values with growth

rates and Rt estimates validate this general

approach. Despite the challenges of sampling

variability, individual-level differences in viral

kinetics, and the limitations of comparing re-

sults fromdifferent laboratories or instruments,

our results demonstrate that RT-qPCR Ct val-

ues,with all of their variability for an individual,

can be highly informative of population-level

dynamics. This information is lost whenmea-

surements are reduced to binary positive or

negative classifications, as has been the case

through most of the SARS-CoV-2 pandemic.

Here, we focused on the case of randomly

sampling individuals from the population. This

methodwill therefore bemost useful in settings

where representative surveillance samples can

be obtained independently of COVID-19 symp-

toms, such as theREACT study inEngland (36).

Even relatively small cross-sectional surveys,

for example in a given city, may be very useful

for understanding the direction that an out-

break is heading. Standardized data collection

and management across regions, along with

wider use of random sampling, would further

improve the usefulness of thesemethods,which

demonstrate another use case for such sur-

veillance (37, 38). These methods will allow

municipalities to evaluate and monitor, in

real time, the role of various epidemicmitiga-

tion interventions—for example, by conducting

even a single or a small number of random

virologic testing samples as part of surveil-

lance rather than simply relying on routine

testing results.

Extrapolation of these findings to Ct values

obtained through strategies other than a popu-

lation census or a mostly random sample re-

quires additional considerations.When testing

is based primarily on the presence of symp-

toms or contact-tracing efforts, infected individ-

uals are more likely to be sampled at specific

times since infection, which will affect the

distribution of measured Ct values. Further

complications arise when the delay between

infection or symptom onset and sample collec-

tion changes over the course of the epidemic,

for example because of a strain on testing ca-

pacity. Nonetheless, our simulation results

suggest that the epidemic trajectory can still

influence Ct valuesmeasured under symptom-

based surveillance, although the strength of

this association will depend on a number of

additional considerations, as described in fig.

S4. Additional work is needed to extend the

inference methods presented here to use non-

random surveillance samples.

The overall finding of a link between epi-

demic growth rates and measured Ct distri-

butions is important for interpreting virologic

data in light of emerging SARS-CoV-2 variants

(39, 40). When samples are obtained through

population-wide testing, an association be-

tween lower Ct values and emerging variants

can be partially explained by those variants

having a higher growth rate with a prepon-

derance of recent infections compared with

preexisting, declining variants. For example,

a recent analysis of Ct values fromP.1 and non-

P.1 variant samples in Manaus, Brazil, initially

found that P.1 samples had significantly lower

Ct values (41). However, after accounting for

the time between symptom onset and sample

collection date (where shorter delays should

lead to lower Ct values), the significance of this

difference was lost. We caution that this find-

ing does not exclude the possibility of newer

variants causing infections with higher viral

loads; rather, it highlights the need for lines of

evidence other than surveillance testing data.

These results are sensitive to the true distri-

bution of observed viral loads each day after

infection. Different swab types, sample types,

instruments, or Ct thresholds may alter the

variability in the Ct distribution (15, 16, 42, 43),

leading to different relationships between

the specific Ct distribution and the epidemic

trajectory. Where possible, setting-specific

calibrations—for example, based on a refer-

ence range of Ct values—will help to generate

precise estimates. This method will be most

useful in cases where the population-level viral

load kinetics can be estimated, either through

direct validation or by comparison with a ref-

erence standard, for the instruments and sam-

ples used in testing. Here, we generated a viral

kinetics model on the basis of observed prop-

erties of measured viral loads in the literature

(proportion detectable over time after symp-

tom onset, distribution of Ct values from pos-

itive specimens) and used these results to

inform priors on key parameters when esti-

mating growth rates. The growth-rate esti-

mates can therefore be improved by choosing

more precise, accurate priors relevant to the

observations used duringmodel fitting. In cases

where results come frommultiple testing plat-

forms, the model should either be adjusted

to account for this by specifying a different

distribution for each platform on the basis of

its properties or, if possible, the Ct values should

be transformed to a common scale, such as log

viral copies. If these features of the tests change

substantially over time, results incorporating

multiple cross sectionsmight exhibit bias and

will not be reliable.

Results could also be improved if individual-

level features thatmay affect viral load, such as

symptom status, age, and antiviral treatment,

are available with the data and incorporated

into the Ct value model (14–16, 44, 45). A sim-

ilar approach may also be possible using se-

rologic surveys, as an extension of work that

relates time since infection to antibody titers

for other infectious diseases (27, 28). If mul-

tiple types of tests (e.g., antigen and PCR) are

conducted at the same time, combining infor-

mation could substantially reduce uncertainty

in these estimates (18). If variant strains are

associated with different viral load kinetics

and become common (40, 46), this should be

incorporated into the model as well. Other

features of the pathogen, such as the relation-

ship between the viral loads of infector and

infectee, might also affect population-level

variability over time. Using virologic data as a

source of surveillance information will require

investment in better understanding Ct value

distributions, as new instruments and tech-

niques come online and as variants emerge,

and in rapidly characterizing these distribu-

tions for future emerging infectious diseases.

Remaining uncertainty can be incorporated

into the Bayesian prior distribution.

This method has several limitations. Where-

as the Bayesian framework incorporates the

uncertainty in viral load distributions into in-

ference on the growth rate, parametric assump-

tions and reasonably strong priors on these

distributions aid in identifiability. If these para-

metric assumptions are violated—for example,

whenSEIRmodels are used across timeperiods

when interventions likely affected transmission

rates—inference may not be reliable. Addition-

ally, the methods described here and the rela-

tionship between incidence and skewness of Ct

distributions become less reliable when there

are very few positive cases, so results should be

interpreted with caution and sample sizes in-

creased in periodswith low incidence. In some

cases, with one or a small number of cross

sections, the observed Ct distribution could

plausibly result from all individuals very early

in their infection at the start of fast epidemic

growth, all during the recovery phase of their

infection during epidemic decline, or a mixture

of both (Fig. 4E and fig. S15).We therefore used

aparallel temperingMarkov chainMonteCarlo

(MCMC) algorithm for the single cross section

estimates, which can accurately estimate these

multimodal posterior distributions (47). Inter-

pretation of the estimated median growth rate

and credible intervals should be done with

proper epidemiological context: Estimated

growth rates that are grossly incompatible with

other data can be safely excluded.

This method may also overstate uncertainty

in the viral load distributions if results from

different machines or protocols are used simul-

taneously to inform the prior. A more precise

understanding of the viral load kinetics—in

particular, modeling these kinetics in a way

that accounts for the epidemiologic and tech-

nical setting of the measurements—will help

improve this approach and determinewhether
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Ct distribution parameters from different set-

tings are comparable. Because of this, semi-

quantitative measures from RT-qPCR should

be reported regularly for SARS-CoV-2 cases,

and early assessment of pathogen load kinetics

should be a priority for future emerging path-

ogens. The use of control measurements, like

using the ratio of detected viral RNA todetected

humanRNA, could also improve the reliability

and comparability of Ct measures.

The Ct value is a measurement with magni-

tude,whichprovides informationonunderlying

viral dynamics. Although there are challenges to

relying on single Ct values for individual-level

decision-making, the aggregation ofmany such

measurements from a population contains sub-

stantial information. These results demonstrate

howone or a small number of randomvirologic

surveys can be best used for epidemic monitor-

ing. Overall, population-level distributions of Ct

values, and quantitative virologic data in gen-

eral, can provide information on important

epidemiologic questions of interest, even from

a single cross-sectional survey. Better epidemic

planning and more-targeted epidemiological

measures can thenbe implemented on thebasis

of such a survey, or Ct values can be combined

across repeated samples to maximize the use of

available evidence.

Materials and methods summary

Long-term care facilities data

Data from Massachusetts long-term care fa-

cilities were nasopharyngeal specimens col-

lected from staff and residents processed at

the Broad Institute of MIT and Harvard CRSP

CLIA laboratory, with an FDA (Food and Drug

Administration) Emergency Use Authorized

laboratory-developed assay. Ct values for N1

and N2 gene targets were provided along with

sample collection date, a random tube ID, and a

unique anonymized institute ID to reflect that

specimens came fromdistinct institutions. The

specimens used here originated in early 2020

when public health efforts inMassachusetts led

to comprehensively serial testing senior nursing

facilities as described previously (29). Swabs

from those public health effortswere processed

for clinical diagnostics. Sample collection dates

ranged from 6 April 2020 to 5 May 2020, with

each facility undergoing three sampling rounds.

Each round took amedian of 2 days (range, 1 to

6 days) to complete. The anonymized Ct data

were made available, and the N2 Ct values

were used for these analyses. For all analyses

presented here, sample collection dates were

grouped into sampling rounds and analyzed

based on the mean collection date for that

round (i.e., the dates shown in Fig. 2 and figs.

S6 and S7).

Brigham and WomenÕs Hospital data

Data from the BrighamandWomen’sHospital

inBoston,Massachusetts,werenasopharyngeal

specimens from patients processed on a Holo-

gic Panther Fusion SARS-CoV-2 assay. Ct values

for the ORF1ab gene were provided alongside

sample collection date, with collection dates

ranging from3April 2020 to 10November 2020.

For these analyses, we grouped samples by

week of collection on the epidemiological cal-

endar and used themidpoint of eachweek for

the analyses shown in Fig. 4. Testing during

the first 2 weeks in April 2020 was restricted

to patients with symptoms consistent with

COVID-19 and who needed hospital admission.

After 15 April, testing criteria for this platform

were expanded to include all asymptomatic

hospital admissions, symptomatic patients in

the emergency room who were not admitted

to the hospital, and inpatients requiring test-

ing who were not in labor. Symptomatic ER

patients who were admitted to the hospital

were tested on adifferent PCRplatformand are

not considered here. In the analyses presented

here, we use only samples taken after 15 April.

Although this is not a perfectly representa-

tive surveillance sample, the routine testing

of hospital admissions who were not seeking

COVID-19 treatment creates a cohort that is

less biased than symptom-based testing and

represents the overall rise and fall of cases in

the hospital’s catchment area. Daily data are

aggregated by week. Daily confirmed case

counts for Massachusetts were obtained from

The New York Times, based on information

from state and local health agencies (48).

Epidemic transmission models

Throughout these analyses, we used fourmath-

ematical models to describe daily SARS-CoV-2

transmission over the course of an epidemic.

Full model descriptions are given in the “epi-

demic transmission models” section of the

supplementarymaterials, and a brief overview

is provided here in order of introduction in the

main text. First, the SEIR Model is a compart-

mental model which assumes that the growth

rate of new infections depends on the current

prevalence of infectious and susceptible in-

dividuals by modeling the proportion of the

population who are susceptible, exposed, in-

fected, or recoveredwith respect to disease over

time. Second, the Exponential Growth Model

assumes that new infections arise under a

constant exponential growth rate. Third, the

SEEIRR Model is a modification of the SEIR

model with additional compartments for indi-

viduals who are exposed but not yet detectable

by PCR and individuals who are recovered but

still detectable by PCR. Finally, the Gaussian

Process Model describes the epidemic trajec-

tory as a vector of daily infection probabilities,

where a GP prior is used to ensure that daily

infection probabilities are correlated in time;

days that are chronologically close in time are

more correlated than those that are chrono-

logically distant.

Ct value model

We developed a mathematical model describ-

ing the distribution of observed SARS-CoV-2

viral loads over time after infection. Themodel

is described in full in the “Ct value model”

section of the supplementary materials. This

model is similar to that used byLarremore et al.

(49), but allows for more flexibility in the de-

cline of viral load during recovery. We used a

parametric model describing the modal Ct

value, Cmode(a), for an individual a days after

infection, represented by the solid black line

in fig. S1B. The measured Ct value is a linear

function of the log of the viral load in the sam-

ple, but we describe the model on the Ct scale

to match the data. Because we are interested

in the population-level distribution and not

individual trajectories, we assumed that ob-

served Ct values a days after infection, C(a),

followed a Gumbel distribution with location

(mode) parameter Cmode(a) and scale param-

eter s(a) that also may depend on the number

of days a after infection. We chose a Gumbel

distribution to capture overdispersion of high

measured Ct values. This distribution captures

the variation resulting from both swabbing

variability and individual-level differences in

viral kinetics. We note that at any point in the

infection, there is a considerable amount of

person-to-person and swab-to-swab variation

in viral loads (50–52), including a possible dif-

ference by symptomstatus (15, 53, 54). Tracking

individual-level viral kinetics would require

a hierarchical model capturing individual-

level parameters, but is not necessary for this

analysis.

The rationale behind this parameterization

and the chosen parameter values is discussed

in the “selecting viral kinetics and compartmen-

tal model parameters” section of the supple-

mentarymaterials.We note that in all analyses,

we used informative priors for key features

of viral load kinetics rather than fixing point

estimates, incorporating uncertainty into our

inference. The process for generating these

priors is described in the “informing the viral

kinetics model” section of the supplementary

materials. We performed this calibration step

separately for the long-term care facility and

BrighamandWomen’sHospital datasets, as the

gene targets and testingplatformweredifferent,

and thus Ct values are not directly comparable.

Relationship between observed Ct values and

daily probability of infection

Single cross section model

For a single testing day t, let pt�Amax
; :::; pt�1 be

the marginal daily probabilities of infection

for the whole population forAmax days to 1 day

before t, respectively, where t − Amax is the

earliest day of infection that would result in

detectable PCR values on the testing day. That

is, pt − a is the probability that a randomly se-

lected individual in the populationwas infected
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on day t − a. Let pa(x) be the probability that

the Ct value is x for a test conducted a days

after infection given that the value is de-

tectable (i.e., the Gumbel probability density

function normalized to the observable values).

Then pa(x) = P[C(a) = x]/P[0 ≤ C(a) < CLOD],

where P[C(a) = x] is the Gumbel probabil-

ity density function with location parameter

Cmode(a) and scale parameter s(a). Let fa be

the probability of a Ct value being detectable

a days after infection, which depends on C(a)

and any additional decline in detectability.

Let the PCR test results from a sample of n

individuals be recorded as X1,…,Xn. Then,

for xi < CLOD (i.e., a detectable Ct value), the

probability of individual i having Ct value xi
is given by:

PðXi ¼ xijpt�Amax
; :::; pt�1Þ

¼
XAmax

a¼1

pa xið Þfapt�a

The probability of a randomly chosen indi-

vidual being detectable to PCR on testing

day t is:

PðXi < CLODjpt�Amax
; :::; pt�1Þ ¼

XAmax

a¼1

fapt�a

So the likelihood for the n PCR values is

given by:

L X1; :::;Xn pt�Amax
; :::; pt�aj Þð

¼
Yn
i¼1

½
XAmax

a¼1
pa Xið Þfapt�a

� �I Xi<CLODð Þ

� 1�
XAmax

a¼1
fapt�a

� �I Xi<CLODð Þ�
where I �ð Þ equals 1 if the interior statement

is true and 0 if it is false.

If only detectable Ct values are recorded

as X1,…,Xn, then the likelihood function is

given by:

L X1; :::;Xn pt�Amax
; :::; pt�1j Þð

¼
Yn
i¼1

XAmax

a¼1
pa Xið Þfapt�aXAmax

a¼1
fapt�a

2
4

3
5

¼

Yn

i¼1

XAmax

a¼1
pa Xið Þfapt�a

h i
XAmax

a¼1
fapt�a

� �n

Either of these likelihoods can be maximized

to get nonparametric estimates of the daily

probability of infection, with the constraint

that
XAmax

a¼1
pt�a≤1. To improve power and

interpretability of the estimates, however,

we consider two parametric models based on

the epidemic transmission models described

above: (i) a model assuming exponential

growth of infection incidence over a defined

period before the sampling day and (ii) an

SEIR compartmental model in a closed finite

population, where the basic reproduction num-

ber R0 is a parameter estimated by the model

but does not vary over time (i.e., there are no

interventions that reduce transmissibility).

See the “parametric models for fitting cross-

sectional viral load data” section of the supple-

mentary materials for details of the likelihoods

used in these methods.

Multiple cross sections model

Nowwe consider settings where there are mul-

tiple days of testing, t1,…,tT. We again denote

by pt the probability of infection on day t and

now denote the sampled Ct value for the ith

individual sampled on test day tj byX
tj
i , where

i ∈ 1,…,nj for test day j and j ∈ 1,…,T. Note that

individual i may refer to different individuals

on different testing days. Let {pt} be the daily

probabilities of infection for any day t where

an infection on day t could be detectable using

a PCR test on one of the testing days. By a

straightforward extension of the likelihood

for the single cross section model, the non-

parametric likelihood for the set of infection

probabilities {pt}, when samples with and

without a detectable Ct value are included,

is given by:

LðX t1
1 ; :::;X t1

n1
; :::;X tT

nT
j ptf gÞ

¼
YT
j¼1

f
Ynj

i¼1 ½
XAmax

a¼1
pa X

tj
i

� �
faptj�a

� �I X
tj

i
<CLOD

� �

� 1�
XAmax

a¼1
faptj�a

� �I X
tj

i
≥CLOD

� �
�g

¼
YT
j¼1

f½
Ynj

i¼1

XAmax

a¼1
pa X

tj
i

� �
faptj�a

� �I X
tj

i
<CLOD

� �
�

� 1�
XAmax

a¼1
faptj�a

h in�
jg

where n�
j is the number of undetectable

samples on testing day tj.

Only considering samples with a detectable

Ct value gives the likelihood:

L X
t1
1 ; :::;X t1

n1
; :::;X tT

nT
ptf gj Þ

�

¼
YT
j¼1

Ynj

i¼1

XAmax

a¼1
pa X

tj
i

� �
faptj�a

h i
XAmax

a¼1
faptj�a

h inj

8><
>:

9>=
>;

Either of these likelihoods can be parameter-

ized using the exponential growth rate model

described above. However, the exponential

growth rate model is less likely to be a good

approximation of the true incidence proba-

bilities over a longer period of time, so it may

not be a goodmodel formultiple test days that

cover a long stretch of time.

The multiple cross section likelihood is pri-

marily used to fit the GPmodel, estimating the

daily probability of infection, {pt}, conditional

on the set of observed Ct values. (supplemen-

tary materials, “parametric models for fitting

cross-sectional viral load data”). The SEIR

model can be used with multiple testing days

as well. It is fit as described for the single cross

sectionmodel, butwith one of these likelihoods

in place of the single cross section model like-

lihood, with posterior distribution estimates

obtained through MCMC fitting.

MCMC framework

All models, including those using Ct values

(SEIR Model, Exponential Growth Model, and

theGaussian Process Model) and those using

only prevalence (SEIR Model and SEEIRR

Model) were fitted using aMCMC framework.

We used a Metropolis-Hastings algorithm to

generate either multivariate Gaussian or uni-

variate uniform proposals. For all single cross

section analyses (Figs. 2 and 3), we used a

modified version of this framework with par-

allel tempering: an extension of the algorithm

that uses multiple parallel chains to improve

sampling of multimodal posterior distributions

(47). For the multiple cross section analyses in-

cluding those in Fig. 4, we used the unmodified

Metropolis-Hastings algorithm because the

computational time of the parallel temper-

ing algorithm is far longer, and these analy-

ses were underpinned by more data and less

affected bymultimodality. In all analyses, three

chains were run upward of 80,000 iterations

(500,000 iterations for the GP models). Con-

vergence was assessed based on all estimated

parameters having an effective sample size

greater than 200 and a potential scale reduc-

tion factor R̂
� �

of <1.1, evaluated using the coda

R package (55). All assumed prior distributions

are described in table S1.

Simulated data

All simulated data were generated under the

same framework but with different models

and assumptions for the underlying epidemic

trajectory. For each simulation, data were gen-

erated in four steps: (i) the daily probability of

transmission, {pt}, is calculated using either a

deterministic SEIR model, a stochastic SEIR

model, or a GP model; (ii) on each day of the

simulation, new infections are simulated un-

der the model It ~ Binomial(N, pt), whereN is

the population size of the simulation and It
is the number of new infections on day t (all

other individuals are assumed to have es-

caped infection); (iii) a subset of individuals

are sampled on particular days of the simu-

lation determined by the testing schemes

described below and in the “comparison of

analysis methods” section of the supplemen-

tary materials; and (iv) for each individual

sampled on day u, a Ct value was simulated

under the model Xi ~ Gumbel[Cmode(u − tinf),

s(u − tinf)], where tinf is the time of infection

for individual i. Cmode(u − t) and s(u − t) are

described in the “Ct value model” section of

the supplementary materials.
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Simulated testing schemes

Standard approaches to estimating doubling

time, growth rate, or Rt are subject to misesti-

mation as a result of changes in testing policies

(5). To assess the effect of such changes on our

methods, we simulate changes in testing rates

and assess the effect on several methods for

Rt estimation: using EpiNow2 with reported

case counts (33), using Ct-based methods with

random surveillance samples, and using PCR

test positivity alone with surveillance samples.

We test these methods at two periods of an

outbreak—once when the epidemic is rising

and once when it is falling. For the random

samples for each of these analysis time points,

we test from 1 to 3 days of sampling for viro-

logic testing with varying sample sizes across

the test days. Results are shown in Fig. 3 and

fig. S13; more details are in the “comparison of

analysis methods” section of the supplemen-

tary materials.
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NATURAL HAZARDS

A massive rock and ice avalanche caused the 2021
disaster at Chamoli, Indian Himalaya
D. H. Shugar1*, M. Jacquemart2,3,4, D. Shean5, S. Bhushan5, K. Upadhyay6, A. Sattar7,

W. Schwanghart8, S. McBride9, M. Van Wyk de Vries10,11, M. Mergili12,13, A. Emmer12,

C. Deschamps-Berger14, M. McDonnell15, R. Bhambri16, S. Allen7,17, E. Berthier18, J. L. Carrivick19,20,

J. J. Clague21, M. Dokukin22, S. A. Dunning23, H. Frey7, S. Gascoin14, U. K. Haritashya24, C. Huggel7,

A. Kääb25, J. S. Kargel26, J. L. Kavanaugh27, P. Lacroix28, D. Petley29, S. Rupper15, M. F. Azam30,

S. J. Cook31,32, A. P. Dimri33, M. Eriksson34, D. Farinotti3,4, J. Fiddes35, K. R. Gnyawali36, S. Harrison37,

M. Jha38, M. Koppes39, A. Kumar40, S. Leinss41†, U. Majeed42, S. Mal43, A. Muhuri14,44, J. Noetzli35,

F. Paul7, I. Rashid42, K. Sain40, J. Steiner45,46, F. Ugalde47,48, C. S. Watson49, M. J. Westoby50

On 7 February 2021, a catastrophic mass flow descended the Ronti Gad, Rishiganga, and Dhauliganga

valleys in Chamoli, Uttarakhand, India, causing widespread devastation and severely damaging

two hydropower projects. More than 200 people were killed or are missing. Our analysis of satellite

imagery, seismic records, numerical model results, and eyewitness videos reveals that ~27 × 106 cubic

meters of rock and glacier ice collapsed from the steep north face of Ronti Peak. The rock and ice

avalanche rapidly transformed into an extraordinarily large and mobile debris flow that transported

boulders greater than 20 meters in diameter and scoured the valley walls up to 220 meters above the

valley floor. The intersection of the hazard cascade with downvalley infrastructure resulted in a

disaster, which highlights key questions about adequate monitoring and sustainable development in

the Himalaya as well as other remote, high-mountain environments.

S
teep slopes, high topographic relief, and

seismic activitymakemountain regions

prone to extremely destructive mass

movements [for example, (1)]. The sen-

sitivity of glaciers and permafrost to cli-

mate changes is exacerbating these hazards

[for example, (2–7)]. Hazard cascades, inwhich

an initial event causes a downstream chain re-

action [for example, (8)], can be particularly far-

reaching, especially when they involve large

amounts of water (7, 9, 10). An example is the

1970 Huascarán avalanche in Peru, which was

one of the largest, farthest-reaching, and dead-

liest (~6000 lives lost) mass flows (11). Sim-

ilarly, in 2013, more than 4000 people died

at Kedarnath, Uttarakhand, India, when a

moraine-dammed lake breached after heavy

rainfall and snowmelt (12–14). Between 1894

and 2021, the Uttarakhand Himalaya has wit-

nessed at least 16 major disasters from flash

floods, landslides, and earthquakes (14, 15).

Human activities that intersect with the

mountain cryosphere can increase risk (16)

and are common in Himalayan valleys where

hydropower development is proliferating be-

cause of growing energy demands, the need

for economic development, and efforts to tran-

sition into a low-carbon society (17, 18). Hydro-

power projects inUttarakhand and elsewhere

in the region have been opposed over their

environmental effects, public safety, and is-

sues associated with justice and rehabilita-

tion (19, 20).

On 7 February 2021, a massive rock and ice

avalanche from the 6063-m-high Ronti Peak

generated a cascade of events that causedmore

than 200 deaths or missing persons, as well

as damage or destruction of infrastructure

that most notably included two hydropower

projects in the Rishiganga and Dhauliganga

valleys (Fig. 1 and table S1) (21). Here, we

present a rapid and comprehensive recon-

struction of the hazard cascade. We leveraged

multiple types of remote sensing data, eye-

witness videos, numerical modeling, seismic

data, and reconnaissance field observations in

a collaborative, global effort to understand this

event. We also describe the antecedent condi-

tions and the immediate societal response,

allowing us to consider some wider implica-

tions for sustainable development in high-

mountain environments.

7 February 2021 hazard cascade

At 4:51 UTC [10:21 Indian Standard Time

(IST)], about 26.9 × 10
6
m

3
(95% confidence

interval: 26.5 × 10
6
to 27.3 × 10

6
m

3
) of rock

and ice (Figs. 1 and 2) detached from the steep

north face of Ronti Peak at an elevation of

about 5500 m above sea level and impacted

the Ronti Gad (“gad” means rivulet) valley

floor about 1800 m below. We estimated the

onset of this avalanche and its velocity by

analyzing seismic data from two distant sta-

tions, 160 and 174 km southeast of the source

(fig. S6) [(22), section 5.1]. The initial failure

happened between 4:51:13 and 4:51:21 UTC,

according to a source-sensor wave travel-time

correction. We attributed a high-frequency
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signal 55 to 58 s later to the impact of the ava-

lanche on the valley bottom, indicating amean

speed of the rock and ice avalanche of between

57 and 60 ms
−1
(205 to 216 km hour

−1
) down

the ~35° steep mountain face.

Differencing of high-resolution digital eleva-

tionmodels (DEMs) revealed a failure scar that

has a vertical difference of up to 180 m and a

slope-normal thickness of ~80m on average,

and a slab width of up to ~550 m, including

both bedrock and overlying glacier ice (Fig. 2).

The lowermost part of the larger eastern gla-

cier is still in place and was not eroded by the

rock and ice avalanchemoving over it (Fig. 1D),

suggesting that the avalanchemayhave become

airborne for a short period during its initial

descent. Optical feature tracking detected

movement of the failed rock block as early as

2016, with the largest displacement in the sum-

mer months of 2017 and 2018 (fig. S4). This

movement opened a fracture up to 80mwide

in the glacier and into the underlying bed-

rock (Fig. 1 and fig. S5). Geodetic analysis and

glacier thickness inversions indicate that the

collapsedmass comprised~80% rock and~20%

glacier ice by volume (fig. S10) [(22), section 5.2].

Melt of this ice was essential to the downstream

evolutionof the flow, becausewater transformed

the rock and ice avalanche into a highly mobile

debris flow (23, 24). Media reports (25) suggest

that some ice blocks (diameter <1 m) were

found in tunnels at the Tapovan Vishnugad

hydropower site (hereafter referred to as the

Tapovanproject), and some videos of the debris

flow [(22), section 5.3] show floating blocks that

we interpret as ice, indicating that some of the

ice survived at considerable distance down-

stream. In contrast to most previously docu-

mented rock avalanches, very little debris is

preserved at the base of the failed slope. This

is likely due to the large volumes of water [(22),

section 5.5] that resulted in a highmobility of

the flow.

Geomorphic mapping based on very-high-

resolution satellite images (table S2) acquired

during and immediately after the event pro-

vides evidence of the flow evolution. We de-

tected four components of the catastrophic

mass flow, beginning with the main rock and

ice avalanche from Ronti Peak described above

(component one).

The second component is “splash deposits”

(26–28), which are relatively fine-grained, wet

sediments that became airborne as the mass

flow ran up adjacent slopes. For example, the

rock and ice avalanche traveled up a steep slope

on the east side of the valley opposite the source

zone, and some material became airborne,

being deposited at a height of about 120 m

above the valley floor. These deposits include

boulders of up to ~8 m (a axis length). The

bulk of the flow then traveled back to the

proximal (west) side of the valley and rode

up a ridge ~220 m above the valley floor, be-

fore becoming airborne and splashing into

a smaller valley to the west (Fig. 2C and figs.

S15 and S18). Boulders of up to 13 m (a axis

length) were deposited near the top of the

ridge. Vegetation remained intact on the lee

side of some ridges that were overrun by the

splashing mass.

A third component of the mass flow is re-

flected in airbornedust deposition. Adust cloud

is visible in PlanetScope imagery from 5:01UTC

and 5:28 UTC 7 February (10:31 and 10:58 IST).

A smooth layer of debris, estimated from sat-

ellite imagery to be only a few centimeters in

thickness, was deposited higher than the splash

deposits, up to ~500m above the valley floor,

although the boundary between the airborne

dust deposition and other mass flow deposits

is indistinct in places. Signs of the largely

airborne splash and dust components can be

observed ~3.5 km downstream of the valley

impact site. The avalanche also generated a

powerful air blast (1) that flattened about

0.2 km
2
of forest on the west side of the Ronti

Gad valley (Fig. 2C).

After the rock and ice avalanche impacted

the valley floor, most of it moved downvalley

in a northwesterly direction. Frictional heat-

ing of the ice in the avalanche generated liquid

water that allowed the transition in flow char-

acteristics, becoming more fluid downvalley
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Fig. 1. Overview of the Chamoli disaster, Uttarakhand, India. (A) Three-dimensional (3D) rendering

of the local geography, with labels for main place names mentioned in the text. HPP, hydropower project.

(B to D) Pre- and post-event satellite imagery of the site of the collapsed rock and glacier block, and

the resulting scar. Shown is snow cover in the region just before the event (C). The red arrows in (C) indicate

the fracture that became the headscarp of the landslide (fig. S4) [(22), section 3.2]. The arrow in (D)

indicates a remaining part of the lower eastern glacier. (E) 3D rendering of the scar. (F) Schematic of failed

mass of rock and ice. Satellite imagery in (A) to (D) and (E) is from Sentinel-2 (Copernicus Sentinel Data

10 February 2021) and Pléiades-HR (copyright CNES 10 February 2021, Distribution AIRBUS DS), respectively.
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and creating a flow consisting of sediment,

water, and blocks of ice. The uppermost part

of the valley floor deposits is around 0.75 ×

10
6
m

3
, with few of the large boulders that

typically form the upper surface of rock ava-

lanches [for example, (29, 30)] (Fig. 2G and

fig. S16). The mass flow traveled downvalley

and superelevated (runup elevation) up to

~130 m above the valley floor around bends

(fig. S17). Clear trimlines, at some places at mul-

tiple levels, are evident alongmuch of the flow

path (Fig. 2, C and D).

At the confluence of the Ronti Gad and

Rishiganga River, a ~40-m-thick deposit of

debris blocked the Rishiganga valley (Fig. 2,

H and I). Deposition in this area probably

resulted fromdeceleration of themass flow at

a sharp turn to thewest. During the days after

the event, a lake ~700 m long formed behind

these deposits in the Rishiganga valley up-

stream of its confluence with Ronti Gad. The

lake was still present 2 months later and had

grown since the initial formation. Substantial

deposition occurred about 1 km downstream

of the confluence, wherematerial up to ~100m

thickwas deposited on the valley floor (Fig. 2J).

DEM differencing shows that the total deposit

volume at the Ronti Gad–Rishiganga River con-

fluence and just downstreamwas ~8 × 10
6
m

3
.

These large sediment deposits likely indicate

the location where the flow transitioned to a

debris flow (31)—the fourth component.

A field reconnaissance by coauthors from

the Wadia Institute of Himalayan Geology

indicates that the impact of debris flowmate-

rial (sediment, water, ice, and woody debris)

at the confluence of Rishiganga River with

Dhauliganga River created a bottleneck and

forced some material 150 to 200 m up the

Dhauliganga (fig. S15). The release of the

water a fewminutes later led to the destruc-

tion of a temple on the north bank of the

Dhauliganga.

A substantial fraction of the fine-grainedma-

terial involved in the eventwas transported far

downstream. This more dilute flow could be

considered a fifth component. Approximately

24 hours after the initial landslide, the sedi-

ment plume was visible in PlanetScope and

Sentinel-2 imagery in the hydropower project’s

reservoir on the Alaknanda River at Srinagar,

about 150 km downstream from the source.

About 2½ weeks later, increased turbidity

was observed at Kanpur on the Ganges River,

~900 km from the source. An official of the

Delhi water quality board reported that 8 days

after the Chamoli disaster, a chief water source

for the city—a canal that draws directly from

the Ganga River—had an unprecedented spike

in suspended sediment (turbidity) 80 times

the permissible level (32). The amount of cor-

responding sedimentation in hydropower res-

ervoirs and rivers is unknown, but possibly

substantial, and may contribute to increased

erosion of turbine blades and infilling of res-

ervoirs in the years to come.

Analysis of eyewitness videos permitted es-

timation of the propagation of the flow front

below the Ronti Gad–Rishiganga River con-

fluence (Fig. 3) [(22), section 5.3]. The maxi-

mum frontal velocity reconstructed from these

videos is ~25m s
−1
near the Rishiganga hydro-

power project (fig. S11 and table S5), which is

about 15 km downstream of the rock and ice
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Fig. 2. Satellite-derived elevation data of the Chamoli hazard cascade. (A) Perspective view of the area,

from the landslide source at Ronti Peak to the Rishiganga and Tapovan Vishnugad hydropower projects

(black stars). (B) Elevation change over the landslide scar based on DEM-differencing between September

2015 and 10 to 11 February 2021. (C) The proximal valley floor, with geomorphic interpretations of the flow

path. (D) Confluence of Ronti Gad and Rishiganga River. (E to J) Topographic profiles showing elevation

change due to rock/icefall and sediment deposition for locations shown in (B) to (D). Elevation loss on the

inner bank in (J) is primarily due to the destruction of forest.
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avalanche source. Just upstreamof theTapovan

project (another ~10 km downriver), the veloc-

ity decreased to ~16m s
−1
, and just downstream

of Tapovan (26 km from source), the velocity

was ~12 m s
−1
. The large reduction in frontal

velocity is likely related to impoundment

behind the Tapovan project dam. Analysis of

PlanetScope images (at 5:01UTCand5:28UTC)

suggests that the average frontal velocity be-

tween Raini (at Rishiganga hydropower pro-

ject) and Joshimath (16 km downstream) was

~10 m s
−1
. We also estimated mean discharge

from the videos to be between ~8200 and

~14,200 m
3
s
−1
at the Rishiganga hydropower

project and between ~2900 and ~4900m
3
s
−1

downstreamof the Tapovan project. Estimates

for the debris flow duration are complicated by

uncertain volumes, water contents, discharge

amounts, and shapes of discharge curves at

specific locations. For Rishiganga, for exam-

ple, we estimate a duration of 10 to 20 min, a

number that appears realistic from the infor-

mation available.

We conducted numerical simulations with

r.avaflow [(22), section 5.4], which indicate

that the rock and ice avalanche could not have

transitioned to the debris flow seen farther

downstreamwithout an accompanying reduc-

tion in the debris volume. If such a direct tran-

sition had occurred, the modeling suggests

that the flow discharge would be approxi-

mately one order of magnitude higher than

the estimates derived from video recordings

[(22), section 5.4]. The deposition patterns

we observed in satellite imagery support the

hypothesis that the vicinity of the Ronti Gad–

Rishiganga River confluence played a key role

in flow transition. Our numerical simulations

are consistent with the escape of a fluid-rich

front from the rock and ice avalanche mass

near this confluence (Fig. 4A), reproducing

mapped trimlines and estimated flow veloc-

ities and discharges down to Tapovan (Fig. 4,

B and C). Our simulated discharge estimates

at locations P1 to P4 (Fig. 4D) are within the

ranges derived from the video analysis [(22),

section 5.3], and simulated travel times be-

tween P0 and P3 (Fig. 4D) show excellent

agreement (<5% difference) with travel times

inferred from seismic data, videos, and satellite

imagery.We found less agreement between the

numerical model results and the reconstruc-

tions from videos farther downstream owing

to the complex effects of the Tapovan project

in slowing the flow, which are at a finer scale

than is represented by our model.

Causes and implications

The 7 February rock and ice avalanche was a

very large event with an extraordinarily high

fall height that resulted in a disaster because

of its extreme mobility and the presence of

downstream infrastructure. The ~3700-m ver-

tical drop to the Tapovan hydropower project

is surpassed clearly by only two known events

in the historic record, namely the 1962 and

1970 Huascaran avalanches (11), whereas its

mobility (H/L = 0.16 at Tapovan, where H is

fall height and L is flow length) is exceeded

only by a few recent glacier detachments (10).

The location of the failure was due to the ex-

tremely steep and high relief of Ronti Peak.

The sheared nature of the source rocks and

contrasting interbedded rock types likely con-

ditioned the failure [(22), section 1]. The large

and expanding fracture (Fig. 1, B and C) at

the head scarp may have allowed liquid wa-

ter to penetrate into the bedrock, increasing

pore-water pressures or enhancing freeze-thaw

weathering.

Nearly all (190) of the 204 people either

killed or missing in the disaster (table S1)

[(22), section 2]wereworkers at theRishiganga

(13.2MW) andTapovan (520MW) project sites

(33). Direct economic losses from damage to

the two hydropower structures alone are over

$223 million USD (34, 35). The high loss of

human life and infrastructure damage was

due to the debris flow and not the initial rock

and ice avalanche. However, not all large, high-

mountain rock and ice avalanches transform

into highly mobile debris flows that cause

destruction far from their source (9).

Our energy balance estimates indicate that

most of the ~5 × 10
6
to 6 × 10

6
m

3
volume of

glacier ice first warmed (along with a portion

of the rock mass) from approximately –8°C to

0°C and then melted through frictional heat-

ing during the avalanche as it descended to the

Rishiganga valley, involving a drop of ~3400m

[(22), section 5.5]. Potential other sources of

water were considered, including glacier lake

outburst floods, catastrophic drainage of wa-

ter from reservoirs such as surface lakes, ice

deposited by earlier avalanches, and enlithic

reservoirs. No evidence for such sources was

observed in available remote sensing data. A

slow-moving storm systemmoved through the

area in the days before 7 February.We estimate

that a ~220,000- to 360,000-m
3
contribution

from precipitation over the Ronti Gad basin

was aminor component of the flow, represent-

ing only 4 to 7% of the water equivalent con-

tained in the initial glacier ice detachment.

Similarly, although water already present in

the river,water ejected fromgroundwater,melt-

ing snow, wet sediment, and water released

from the run-of-the-river hydroelectric project

may have all contributed to the debris flow,

evenwhen taken together (with generous error

margins), these sum to a small amount com-

paredwith the probable range ofwater volumes

SCIENCE sciencemag.org 16 JULY 2021 • VOL 373 ISSUE 6552 303

Fig. 3. Sample video frames used to analyze flood velocity and discharge. (A and B) Flow front arrives

and rushes through the valley upstream of the Rishiganga project (Fig. 4, location P1). (C) Flow front

arrives at Tapovan project’s dam (Fig. 4, location P3). [Image reused with permission from Kamlesh

Maikhuri.] (D) The reservoir is being filled quickly; spillways are damaged. [Image reused with permission

from Kamlesh Maikhuri.] (E) The dam is overtopped. [Image reused with permission from Manvar Rawat.]

(F) Collapse of remaining structures. [Image reused with permission from Manvar Rawat.] (G to J) Flow front

proceeds down the valley below the Tapovan dam (Fig. 4, location P4), spreading into the village in (J).

[Images reused with permission from Anand Bahuguna.]
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in themassmovement. Themajor effect of ice

melt on themobility of rock and ice avalanches

is documented (9, 10), but it appears that the

combination of the specific rock/ice fraction

(~80/20% by volume) and large fall height of

the rock and ice avalanche led to a rare, severe

event during which nearly all of the ice melted.

Soon after the disaster, media reports and

expert opinions started to circulate, postulat-

ing links of the event to climate change. Recent

attribution studies demonstrated that glacier

mass loss on global, regional, and local scales is

to a large extent attributable to anthropogenic

greenhouse gas forcing (36, 37). High-mountain

slope failures in rock and ice, however, pose

additional challenges to attribution owing to

multiple factors and processes involved in

such events. Although long-term trends of

increasing slope failure occurrence in some

regions could be attributed to climate change

(16, 38, 39), attribution of single events such

as the Chamoli event remains largely elusive.

Nevertheless, certain elements of the Chamoli

event have potential links to climate and

weather, as described below. Furthermore, the

Chamoli event may be seen in the context of

a change in geomorphological sensitivity (40)

and might therefore be seen as a precursor for

an increase in such events as climate warming

proceeds.

The stability of glacierized and perennially

frozen high-mountain slopes is indeed partic-

ularly sensitive to climate change (16). Our

analysis suggests regional climate and related

cryospheric change could have interacted in a

complexwaywith the geologic and topographic

setting to produce thismassive slope failure. Air

and surface temperatures have been increasing

across theHimalayan region, with greater rates

of warming during the second half of the 20th

century and at higher elevations (41, 42). Most

glaciers in the Himalaya are shrinking, and

mass loss rates are accelerating across the re-

gion [(22), section 5.4, and (43–46)]. Glacier

shrinkage uncovers and destabilizesmountain

flanks and strongly alters the hydrological and

thermal regimes of the underlying rock.

The detachment zone at Ronti Peak is about

1 km higher than the regional lower limit of

permafrost at around 4000 to 4500 m above

sea level, as indicated by rock glaciers in the

region and global permafrost maps (47, 48).

Exposed rock on the north face of Ronti Peak

likely contains cold permafrost, with rock

temperatures several degrees below 0°C. In

connectionwith glaciers, however, ground tem-

peratures can be locally higher. The ice-free

south face of Ronti Peak is certainly substan-

tially warmer, with rock temperatures perhaps

around or above 0°C, causing strong south-to-

north lateral heat fluxes (49). Permafrost tem-

peratures are increasingworldwide, particularly

in cold permafrost (16, 50, 51), leading to long-

term and deep-seated thermal anomalies and

even permafrost degradation (49). Increasing

ground temperatures at the failure site of the

Chamoli avalanche could have resulted in re-

duced strength of the frozen rock mass by al-

tering the rock hydrology and themechanical

properties of discontinuities and the failed

rock mass (52).

The geology of the failed rocks includes sev-

eral observed or inferred critical attributes

[(22), section 1]: (i) The rocks are cut by mul-

tiple directions of planar weaknesses; the failed

mass detached along four of these. (ii) The rock

mass is close to amajor thrust fault, withmany

local shear fractures, which—along with other

discontinuities—would have facilitated aqueous

chemicalweathering. (iii) The rock types (schist

and gneiss), evenwhennominally unweathered,

contain abundant soft, platy, oriented, and geo-

mechanically anisotropic minerals (phyllosi-

licates and kyanite especially); weathering will

further weaken these rocks, and they will be

more likely to disintegrate into fine material

upon impact, whichwould influence the rheol-

ogy and likely enhance the mobility of the

mass flow.

The 7 February failure considerably changed

the stress regime and thermal conditions in

the area of the detachment zone. Only detailed

investigations and monitoring will determine

whether rock or ice adjacent to the failed block

(including a large hanging rock block above

the scarp) were destabilized because of these

changes and present an ongoing hazard. Sim-

ilarly, the impoundment at the Ronti Gad–

Rishiganga River confluence requires careful

monitoring because embedded ice in the dam

deposits maymelt with warmer temperatures,

increasing the risk of an outburst flood by re-

ducing lake freeboard of the dam, and/or re-

ducing structural coherence of the dam.

Videos of the event, including the ones

broadcast on social media in real time [(22),

304 16 JULY 2021 • VOL 373 ISSUE 6552 sciencemag.org SCIENCE

Fig. 4. Flow evolution scenarios and simulation. (A) Schematic of the evolution of the flow from the

source to Tapovan. (B) Maximum flow height simulated with r.avaflow, showing the observed trim lines for

comparison. P0 is the location of the velocity estimate derived from seismic data, and P1 to P4 are locations

of velocity estimates based on videos and satellite images. (C) Along-profile evolution of flow velocity

and fractions of rock/debris, ice, and water simulated with r.avaflow. “Front” refers to the flow front, whereas

“main” refers to the point of maximum flow momentum. (D) Simulated and estimated peak discharges

and travel times at above locations.
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section 5.3], showed that the people directly at

risk had little to no warning. This leads us to

question what could have happened if a warn-

ing system had been installed. We estimate

that a suitably designed early warning system

might have allowed for 6 to 10min of warning

before the arrival of the debris flow at the

Tapovan project [perhaps up to 20 min if sit-

uated near the landslide source, or if a dense

seismic network was leveraged (53)], which

may have provided enough time to evacuate

at least someworkers from the power project.

After the event, a new flood warning system

was installed near Raini (fig. S15D) [(22),

section 2.1]. Studies show that early warning

system design and installation is technically

feasible, but rapid communication of reliable

warnings and appropriate responses by indi-

viduals to alerts are complex (54). Previous

research indicates that effective early warning

requires public education, including drills,

which would increase awareness of potential

hazards and improve ability to take action

when disaster strikes (55, 56). Considering the

repeated failures from the same slope in the

past two decades [(22), §1], public education

and drills in the Chamoli region would be very

beneficial.

Conclusions

On the morning of 7 February 2021, a large

rock and ice avalanche descended the Ronti

Gad valley, rapidly transforming into a highly

mobile debris flow that destroyed two hydro-

power plants and left more than 200 people

dead or missing. We identified three primary

drivers for the severity of the Chamoli disaster:

(i) the extraordinary fall height, providing

ample gravitational potential energy; (ii) the

worst-case rock:ice ratio, which resulted in

almost complete melting of the glacier ice,

enhancing themobility of the debris flow; and

(iii) the unfortunate location of multiple hydro-

power plants in the direct path of the flow.

The debris flow disaster started as a wedge

failure sourced in bedrock near the crest of

Ronti Peak and included an overlying hanging

glacier. The rock almost completely disinte-

grated in the ~1min that thewedge took to fall

(~5500 to 3700 m above sea level), and the

rock:ice ratio of the detachedmass was almost

exactly the critical value required for near-

complete melting of the ice. As well as having a

previous history of large mass movements, the

mountain is riven with planes and points of

structural weakness, and further bedrock fail-

ures as well as large ice and snow avalanches

are inevitable.

Videos of thedisasterwere rapidly distributed

through social media, attracting widespread

international media coverage and catalyzing

an immediate response from the international

scientific community. This response effort

quickly leveraged images from modern com-

mercial and civilian government satellite con-

stellations that offer exceptional resolution,

“always-on” cadence, rapid tasking, and global

coverage. This event demonstrated that if ap-

propriate human resources and technologies

are in place, postdisaster analysis can be re-

duced to days or hours. Nevertheless, ground-

based evidence remains crucial for clarifying

the nature of such disasters.

Although we cannot attribute this individual

disaster specifically to climate change, the pos-

sibly increasing frequency of high-mountain

slope instabilities can likely be related to

observed atmospheric warming and corre-

sponding long-term changes in cryospheric

conditions (glaciers and permafrost). Multi-

ple factors beyond those listed above contrib-

uted to the Chamoli rock and ice avalanche,

including the geologic structure and steep

topography, possible long-term thermal dis-

turbances in permafrost bedrock induced by

atmospheric warming, stress changes due to

the decline and collapse of adjacent and over-

lying glaciers, and enhanced melt water infil-

tration during warm periods.

TheChamoli event also raises questions about

clean energy development, climate change

adaptation, disaster governance, conservation,

environmental justice, and sustainable develop-

ment in theHimalaya andother high-mountain

environments. This stresses the need for a bet-

ter understanding of the cause and effect of

mountain hazards that lead to disasters. Al-

though the scientific aspects of this event are

the focus of our study, we cannot ignore the

human suffering and emerging socioeconomic

impacts that it caused. Itwas the human tragedy

that motivated the authors to examine avail-

able data and explore how these data, analyses,

and interpretations can be used to help inform

decision-making at the ground level.

The disaster tragically revealed the risks asso-

ciated with the rapid expansion of hydropower

infrastructure into increasingly unstable terri-

tory. Enhancing inclusive dialogues among

governments, local stakeholders and commu-

nities, the private sector, and the scientific

community could help assess, minimize, and

prepare for existing risks. The disaster indicates

that the long-term sustainability of planned

hydroelectric power projects must account for

both current and future social and environ-

mental conditions while mitigating risks to

infrastructure, personnel, and downstream

communities. Conservation values carry ele-

vated weight in development policies and in-

frastructure investments where the needs for

social and economic development interfere

with areas prone to natural hazards, putting

communities at risk.
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CHROMATIN

Chromatin landscape signals differentially dictate
the activities of mSWI/SNF family complexes
Nazar Mashtalir1,2†, Hai T. Dao3†, Akshay Sankar1,2, Hengyuan Liu3, Aaron J. Corin1,2,

John D. Bagert3, Eva J. Ge3, Andrew R. D’Avino1,2, Martin Filipovski1,2, Brittany C. Michel1,2,

Geoffrey P. Dann3, Tom W. Muir3*, Cigall Kadoch1,2*

Mammalian SWI/SNF (mSWI/SNF) adenosine triphosphate–dependent chromatin remodelers modulate

genomic architecture and gene expression and are frequently mutated in disease. However, the

specific chromatin features that govern their nucleosome binding and remodeling activities remain unknown.

We subjected endogenously purified mSWI/SNF complexes and their constituent assembly modules to a

diverse library of DNA-barcoded mononucleosomes, performing more than 25,000 binding and remodeling

measurements. Here, we define histone modification-, variant-, and mutation-specific effects, alone and in

combination, on mSWI/SNF activities and chromatin interactions. Further, we identify the combinatorial

contributions of complex module components, reader domains, and nucleosome engagement properties to

the localization of complexes to selectively permissive chromatin states. These findings uncover principles

that shape the genomic binding and activity of a major chromatin remodeler complex family.

C
hromatin regulatory factors play critical

roles in establishing andmaintaining gene

expression patterns, and their dysregula-

tion is a common hallmark found in

human disease (1). Whether single pro-

teins or multimeric protein complexes with

diverse functional roles, the local activity of

these factors, dictated by structural features

controlling their genomic targeting, must be

tightly regulated to ensure fidelity in genomic

processes. While transcription factors bind to

well-defined stretches of DNA, the mecha-

nisms by which chromatin regulatory proteins

and protein complexes lacking DNA motif–

specific domains localize and exert their ac-

tivities genome-wide are multifactorial and

remain less well understood.

The megadalton-sized mammalian SWI/SNF

(mSWI/SNF, or BAF) family of adenosine tri-

phosphate (ATP)–dependent chromatin remod-

eling complexes contains multiple histone

recognition domains (readers) and generally

sequence-non-specific DNA binding domains

and thus has the potential for combinatorial
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Fig. 1. Comprehensive profiling of nucleosome binding and remodeling

activities of mSWI/SNF family complexes using DNA-barcoded nucleosome

libraries. (A) Schematics and representative SDS–polyacrylamide gel electro-

phoresis silver stain gel analyses of endogenous human mSWI/SNF family

complexes from HEK-293T cells using HA-tagged DPF2, BRD7, and GLTSCR1L as

baits for cBAF, PBAF, and ncBAF, respectively. (B) Strategy for high-throughput

sequencing–based nucleosome binding and remodeling activity analyses of

endogenous human mSWI/SNF complexes incubated with a DNA-barcoded

mononucleosome library (n = 109 mononucleosomes). (C) Radar plots mapping the

activity measurements of all three mSWI/SNF family complexes across the entire

mononucleosome library, normalized to activity on unmodified substrates. Marks and

variants are distinguished by color. A positive score indicates increased activity,

and a negative score decreased activity, relative to complex activity on unmodified

nucleosome substrates. Marks are sorted by cBAF remodeling activity within each

mononucleosome subtype. (D) Activity curves for cBAF, PBAF, and ncBAF complexes

across the 109 mononucleosomes in the library using one-phase decay. Average of

RESEARCH | RESEARCH ARTICLES

http://sciencemag.org


308 16 JULY 2021 • VOL 373 ISSUE 6552 sciencemag.org SCIENCE

complex activity on unmodified (wild-type) mononucleosomes is shown as a black

line; mononuclesomes showing complex activity > 2 SD from WT are shown in red,

< 2 SD from WT are shown in blue, and the remainder are shown in gray. See

methods in the supplementary materials for additional information. (E) Proportion of

the unchanged and statistically significant positive and negative regulators of binding

and activity measurements across cBAF, PBAF, and ncBAF complexes. Positive

and negative marks identified as those greater than ±2 SD from the unmodified

average. See methods for additional information.
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Fig. 2. Histone modification hotspots affect mSWI/SNF family complex

nucleosome remodeling activities. (A) Modifications of all key residues in the

acidic patch (H2AE56A, H2AE61A, H2AE64A, H2AD90A, H2AE91A, H2AE92A,

H2BE105A, and H2BE113A), the H4 tail basic patch (H4R17A, R19A), and

H2AK119ub uniformly inhibit the remodeling activities of all three complex types

(blue), whereas modifications mapping to histone-DNA interfaces (H3Y41ph and

the H4R45A Sin- mutant) promote the remodeling activity (red). All sites are

colored according to the average of log2(fold change versus the unmodified

nucleosome) values of the three complexes. Note that acidic patch sites have an

average log2 value of −2.9, which is out of the color bar range and is colored

blue. Single-letter abbreviations for the amino acid residues are as follows:

A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu;
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readout of diverse epigenetic modifications

and nucleosomal features (2). Further compli-

cating matters, mSWI/SNF complexes are

themselves diversified through altered sub-

unit composition leading to three final-form

assemblies, called canonical BAF (cBAF),

polybromo-associated BAF (PBAF), and non-

canonical BAF (ncBAF) (3, 4), in which the

number, type, and possibly even accessibility

of individual reader domains and nucleosome

contact surfaces differ within a given structural

framework. These three complexes have been

shown to differentially localize on chromatin

and exhibit differential functions and depen-

dencies across human cancers (4, 5). Recent

three-dimensional structural studies of yeast

SWI/SNF and human BAF complexes bound

to unmodified nucleosome substrates (6–8)

have begun to resolve the multivalent nature

of chromatin engagement. In particular, studies

on cBAF complexes have indicated the presence

of bilateral nucleosome acidic patch recognition

moieties on SMARCB1 and SMARCA4 subunits

that “grip” the nucleosome in a C-clamp–like

shape and are recurrently mutated in human

cancers (6, 7, 9). The overall complex architecture

resolved in these structural studies agrees with

earlier biochemical efforts that first highlighted

the presence of both core and adenosine tri-

phosphatase (ATPase) modules and their orders

of assembly (3, 10).

While such studies have advanced our un-

derstanding of mSWI/SNF complex structure-

function relationships, insights into themanner

by which subunit composition and assembly

cooperate to target these molecular machines

in a specific manner and tune their chromatin

remodeling activities as a function of nucleo-

some composition remain limited. Further, struc-

tural efforts performed on fully formed SWI/SNF

complexes to date have not resolved chromatin

reader domains, such as the bromodomain (BD)

of SMARCA4or the tandemplanthomeodomain

(PHD) domains of DPF2, likely owing to the fact

that complexes were solved on unmodified nu-

cleosomes lacking cognate histone marks. As

such, insights to date into mSWI/SNF target-

ing have come from (i) studies of individual

subunit domains purified in isolation (11–13)

and hence outside of their full complex con-

texts; (ii) studies examining the binding of

yeast SWI/SNF or RSC complexes to acetylated

nucleosomes and promoters (14–21); and (iii)

genome-wide protein mapping technologies

[e.g., chromatin immunoprecipitation sequenc-

ing (ChIP-seq)] used in cells (4, 10, 22–24).

Genomic mapping analyses are inherently

global, heterogeneous, and correlative, at best,

given the large numbers of cells required and

hence lack the ability to pinpoint specific nu-

cleosomal features [e.g., posttranslational

modifications (PTMs)] that directly interact

with or modulate mSWI/SNF complex bind-

ing and chromatin remodeling activities. This

is especially true given that specific nucleo-

somes that were once bound by active remod-

eling complexes may have been moved or

ejected after binding, making it impossible

to determine the features that initially facili-

tated complex engagement. Finally, no study

to date has comprehensively evaluated the

humanmSWI/SNF complexes, including the

most recently discovered assembly, ncBAF,

which is only present in higher eukaryotes

(4). That said, there remain fundamental

gaps in our understanding of the direct bio-

chemical cues across the histone landscape

that control mSWI/SNF complex function—

gaps that, if filled, could inform new strategies

for site-specific modulation of remodeling

activities.

Here we identify the features of nucleosome

substrates that directly affect cBAF, PBAF, and

ncBAF complex binding and remodeling ac-

tivities. Using a high-throughput chemical biol-

ogy approach, we define an extensive repertoire

of histone PTMs, variants, mutations, and com-

binations thereof that confer mSWI/SNF com-

plex stimulation or inhibition. The resulting

functional “signatures,” validated with indi-

vidually synthesized nucleosomes, provide a

mechanistic framework to explain genome-

wide localization profiles, DNA accessibility

data, complex roles in gene regulation, and

the impact of disease-associated mutations

on mSWI/SNF family complex targeting. By

mapping the nucleosome landscape prefer-

ences through an ordered complex assembly

pathway, we define the direct contributions of

specific subunits and modules to the overall

targeting and activity of this major chromatin

remodeling entity.

Results

Final-form mSWI/SNF family complexes exhibit

distinct remodeling activity signatures

We began our investigations by isolating en-

dogenous, fully formed cBAF, PBAF, and ncBAF

complexes from mammalian cells as previously

described (3) (Fig. 1A). Tounderstandhow these

complexes engage and respond to the chroma-

tin landscape, we used a previously described

library of differentially modified, DNA-barcoded

nucleosomes containing a diverse repertoire

of histone modifications, histone variants and

mutants, and combinations thereof (25). Two

separate assays were performed on this li-

brary, each using high-throughput sequenc-

ing as a quantitative readout. The first assay

assessed the chromatin remodeling activity

of each complex using a restriction enzyme

accessibility assay (REAA), and the second em-

ployed pulldown to determine complex binding

preferences (Fig. 1B). Notably, binding and

activity experiments were highly reproducible

across independent experiments (fig. S1A), and

remodeling activity was dependent on the

presence of ATP (fig. S1B). Further, in control

experiments using green fluorescent protein

(GFP) in place of complexes purified using the

same approaches, no activity was observed

(fig. S1, C and D). Collectively, these initial

datasets, representing >13,000 individual

biochemical measurements, including repli-

cates and controls, provide the first system-

atic view of nucleosome binding and activity

and their relationship in mSWI/SNF family

remodelers, with the resulting “signatures”

revealing clear differences in the way that

individual complex subtypes interpret the

epigenetic landscape (Fig. 1C; fig. S1, E to G;

and table S1). Particularly notable andunexpected

was the restrictive impact of many nucleosome

modifications in the library on the remodeling

activity of the canonical BAF complex, the

most stoichiometrically abundant subtype of

the mSWI/SNF family (3), in that 70% of the

modified nucleosomes studied resulted in

reduction in cBAF activity relative to activ-

ity on unmodified mononucleosomes (Fig. 1,

SCIENCE sciencemag.org 16 JULY 2021 • VOL 373 ISSUE 6552 309

M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and

Y, Tyr. [Protein Data Bank (PDB) ID 1KX5.] (B) Acetylation of the H3 tail

predominantly promotes remodeling activity (top), whereas methylation marks

tend to inhibit the remodeling activity of the three complexes (bottom).

Modifications that consistently have negative, positive, or variable effects

across all three complexes are indicated in blue, red, and gray, respectively.

All sites are colored according to the average of log2(fold change versus the

unmodified nucleosome) values of individual acetylation marks (top) and

trimethylation marks (bottom) across the three complexes. (PDB ID 1KX5.)

(C) Acetylation of the H4 tail predominantly inhibits the remodeling activity

of cBAF and PBAF complexes (top, blue) but selectively promotes the

remodeling activity of ncBAF complexes (bottom, red). All sites are colored

according to the average of log2(fold change versus the unmodified

nucleosome) values of cBAF and PBAF (top) and ncBAF (bottom).

(PDB ID 1KX5.) (D) Validation experiments using individual chemically

modified NCPs (lacking DNA barcodes; 10 nM), performed on separately

purified cBAF, PBAF, and ncBAF complexes (5 nM) across a selection of

histone marks and variants from the screen (~15% of the library). n = 3 or

4 experimental replicates; dots highlight individual data points, black line

represents mean value. See methods for additional information. (E) Activity

versus binding scores for cBAF, PBAF, and ncBAF complexes across all

mononucleosomes profiled, normalized to unmodified nucleosomes.

Pearson correlation coefficients (PCCs) are reported for the simple linear

regression using all marks (blue).
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D and E). This inhibitory effect was not ac-

counted for by binding alone, suggesting im-

pacts on remodeling activity beyond nucleosome

binding preferences or affinities. In contrast,

activities of PBAF and ncBAF complexes were

less constrained (45 and 30%, respectively) by

the histone modifications and nucleosome

variants in the library, with ncBAF complexes

exhibiting the highest degree of stimulation

in both binding and activity across the collec-

tion of nucleosomes contained in the library

(Fig. 1, D and E).

Mapping the results of our experiments on

to the three-dimensional structure of the nu-

cleosome revealed a number of modification

hotspots that directly affect mSWI/SNF re-

modeling activities. As expected, screening re-

sults and validation experiments performed on

individually generated (non-DNA-barcoded)

nucleosome substrates highlighted the H2A/

H2B acidic patch as critical for the remodel-

ing activity of all three mSWI/SNF complex

types, in keeping with recent structural and

functional studies (6, 25, 26) (Fig. 2A and fig.

S2, A and B). Likewise, modifications and mu-

tants that map to histone-DNA interfaces such

as H3Y41ph and H4R45A [a so-called SWI/

SNF independent, or Sin- mutant (25, 27)] in-

creased activity of all three mSWI/SNF com-

plexes, a finding that is in line with recent

results focused on ISWI complexes (25) and

suggests that histone PTMs and mutations

that perturbDNA contacts broadly potentiate

mSWI/SNF-mediated chromatin remodeling

(Fig. 2A and fig. S2A). Library members con-

taining mutations in the basic patch of the

H4 tail, such as H4R17A and H4R19A, within

a region known to be required for activation

of the ATPase subunit (28) were poor sub-

strates of all three mSWI/SNF complexes (Fig.

2A and fig. S2A). A strong inhibitory effect was

also seen for ubiquitylation of H2A on Lys
119

(H2AK119ub), a mark associated with gene

silencing (29, 30) (Fig. 2A and fig. S2C).

All three mSWI/SNF complexes were sen-

sitive to marks on the histone H3 N-terminal

tail (Fig. 2B). Polyacetylation of this region,

an activating epigenetic signature, stimulated

both binding and remodeling activity of all

three complexes, an effect that was recapitu-

lated with H3K14ac as a single mark (Fig. 2B,

top, and fig. S2, C and D). These results

substantiate previous work showing that sub-

unit domains (DPF2 tandemPHDdomain and

the SMARCA2/4 bromodomain) in isolation

exhibitH3K14acbinding (11–13,31,32) as well as

studies in yeast and Drosophila suggesting

that RSC and SWI/SNF can be activated by

histone H3 tail acetylation (18). In contrast to

acetylation, the effects of H3 methylation

varied as a function of position and BAF com-

plex (Fig. 2B, bottom, and fig. S2E). In par-

ticular, H3K4 methylation selectively inhibited

cBAF activity while having minimal impact

on PBAF and ncBAF remodeling activities

(fig. S2E). A differential effect was also seen

for acetylation of the H4 tail, particularly

H4K20ac and K16ac, which selectively pro-

moted the binding and activity of ncBAF

complexes, while having negative effects on

activity of cBAF and PBAF complexes (Fig.

2C and fig. S2, F and G).

We next validated key results from the li-

brary screen using individually synthesized

nucleosomes assembled on identical DNA

templates (but lacking DNA barcodes) (Fig. 2D;

fig. S2, H and I; and data S1 to S4). In vitro

remodeling assays using separate batches of

purified cBAF, PBAF, and ncBAF complexes

confirmed both the activating and inhibitory

effects of selected histone PTMs across mSWI/

SNF family subtypes. Notably, these experi-

ments further highlighted the impact of dual

H3K4me3 and H4 tail acetylation, which has

a large inhibitory effect on the cBAF complex

while having amuch smaller impact on PBAF

and ncBAF complexes (in negative and posi-

tive directions, respectively) (Fig. 2D and fig.

S2I). These two marks colocalize to active

promoters, at which the PBAF complex dis-

tribution is highest, whereas cBAF complexes

primarily localize to distal enhancers at which

their activities are required for enhancer main-

tenance (4, 22). Ubiquitylation of H2BK120

(H2BK120ub) was found to negatively affect

the remodeling activity of ncBAF and PBAF

while having a minimal effect on cBAF.

This result differs somewhat from the

initial pooled library experiment in which

the H2BK120ub mark inhibited all three

complexes, albeit to variable extents (Figs. 1C

and 2D).

Finally, in comparing the results of activity

and binding measurements from the library

experiments, we observed a moderately pos-

itive correlation between the binding ability

and remodeling activity for cBAF and PBAF

complexes [Pearson correlation coefficient

(PCC) of 0.65 and 0.77, respectively] across

all nucleosomes, although this was less pro-

nounced for ncBAF (PCC = 0.43) (Fig. 2E

and fig. S2, J to L). Taken together, these

data present a comprehensive evaluation of

the binding and activity signatures for the

three human subtypes of the mSWI/SNF family

across a large collection of diverse nucleosome

substrates, revealing direct determinants of their

localization and functions in cells.

Combined reader domain and complex

architectural features underlie the ncBAF-

specific binding signature

We next sought to better understand the be-

havior of the ncBAF complex, the most re-

cently discovered member of the mSWI/SNF

family, whose function remains poorly under-

stood (4, 33, 34). The binding and activity

profiles of ncBAF complexes were the most

distinct across the library, particularly owing

to the strongly enriched binding to and re-

modeling of H4 acetylated substrates (Figs. 3A

and 1C and figs. S2, F and G, and S3A), whereas

such marks were inhibitory and strongly inhib-

itory for the remodeling of PBAF and cBAF

complexes, respectively. Among the defining

features of ncBAF is the presence of the

complex-specific BRD9 subunit (Fig. 1A), the

bromodomain of which has been shown to be

capable of binding acetylated H3 and H4 pep-

tides in solution (35, 36), potentially providing

an explanation for the higher activity observed

on substrates containing H4 tail acetylation

marks. To test this, we generated individual

unmodified or H4-polyacetylated nucleosomes

and performed remodeling assays with ncBAF

complexes in the presence or absence of a

highly selective BRD9-BD inhibitor, dBRD9

(4, 37). Consistent with our library data, we

observed that in the absence of inhibitor (di-

methyl sulfoxide control), nucleosomal substrates

SCIENCE sciencemag.org 16 JULY 2021 • VOL 373 ISSUE 6552 311

Fig. 3. Preferential activity of ncBAF complexes on polyacetylated histone

H4 substrates is facilitated by BRD9 and the absence of the SMARCB1

subunit. (A) Principal components analysis (PCA) of cBAF, PBAF, and ncBAF

complex activity measurements across the full 109-nucleosome library;

PC1: 70.79%; and PC2: 29.21%. Top PC1 loadings are indicated. (B) Effect of

H4polyac marks and dBRD9 (BRD9 inhibitor, 5 mM) on the remodeling activity

(kinetics) of ncBAF, cBAF, and PBAF complexes. Graphs show the fit

remodeling rates (kobs) for different conditions. Error bars represent 95%

confidence interval. P values of significant conditions are indicated (n = 3 to

5 replicates). (C) Radar plots containing stacked bar charts for cBAF,

PBAF, and ncBAF complex activities, showing nucleosomes with sets of single

and combination marks, distributed in quadrants showing additive positive

and negative and dominant positive and negative combinations.

(D) Correlation of pan-library activity scores for ncBAF with PBAF

complexes (blue) or SMARCB1-deficient PBAF complexes (light green). Key

H4ac marks are labeled. (E) Activity (REAA) (top) and binding (bottom)

library screen results for PBAF, PBAF DSMARCB1, and ncBAF complexes over

nucleosome substrates containing H4 tail acetylation. Curves representing

smoothened activity and binding scores across the marks presented are

shown. (F) SMARCB1-deficient PBAF remodeling activity on unmodified

and H4KpolyAc nucleosome substrates as measured by REAA. Graphs show

the fit remodeling rates (kobs) for different conditions. Error bars represent

95% confidence interval. P values of significant conditions are indicated

(n = 3 replicates).
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containing the polyacetylated H4 tail sig-

nificantly stimulated the remodeling activ-

ity of ncBAF [P = 0.00075 (n = 4 replicates)]

but inhibited the activity of cBAF and PBAF

complexes [P = 0.00121 (n = 4 or 5 replicates)

and P = 0.00241 (n = 3 replicates), respec-

tively] (Fig. 3B and fig. S3, B to D). Notably,

addition of dBRD9 selectively reduced the re-

modeling activity of ncBAF on polyacetylated

H4 substrates such that the rate of remodeling

was closer to that seen on unmodified nucleo-

somes [P = 0.00069 (n = 3 or 4 replicates)],

whereas it hadnoeffect on cBAForPBAFactivity

on either nucleosomal substrate (Fig. 3B and fig.

S3, B to D). Collectively, these data indicate that

the presence of the BRD9 subunit within fully

formed ncBAF complexes is, at least in part,

responsible for the sensitization of the com-

plex toward substrates containing acetyl marks

on theH4 tail. In contrast to ncBAF complexes,

the remodeling activities of PBAF complexes

are inhibited on H4ac-containing sub-

strates, despite binding at levels that are com-

parable or even slightly enhanced relative to

binding on unmodified substrates (Figs. 1C

and 2D and fig. S1G). This is noteworthy be-

cause the PBAF-specific BRD7 BD-containing

subunit, whose bromodomain is highly similar

(~80%) to that of BRD9, is also capable of

binding H4 acetylated tails in solution (38),

suggesting that in the context of PBAF, BRD7

cannot engage H4ac marks, or, if binding does

occur, that it is not sufficient to overcome

other inhibitory effects. In line with the latter

possibility, acetylation of H4K16 and K20

within the basic patch of the H4 tail would

be expected to disrupt the interaction with

the ATPase subunit, as we observe with

H4R17AR19A mutations (Figs. 1C and 2A). As

such, in the context of ncBAF, we presume

that the inhibitory effect of H4 basic patch al-

terations is outweighed by the stimulation

associated with BRD9 engagement, bearing

in mind that the nucleosome contains two

copies of H4. This result suggests that BAF

complexes are able to integrate multiple bio-

chemical inputs (either positive or negative)

from the chromatin substrate, leading to a

context-specific remodeling output. Indeed,

there are several examples of this integrative

behavior in our data, in which a nucleosome

decorated with two marks or variants results

in either dominant effects for one or the other

mark or in additive effects in positive or neg-

ative directionswith respect to complex activity

(Fig. 3C). For example, as already noted, the

combination of H4 polyacetylation andH3K4me3,

each of which independently reduces cBAF

activity, leads to a profound inhibition in cBAF

remodeling (an additive effect) (Figs. 3C and

2D). These data suggest that combinatorial bio-

chemical cues can play important roles in

directing BAF complex activities, in this exam-

ple, by possibly restricting cBAF activity to distal

sites at which their activities are required for

maintenance of enhancer accessibility (22, 39).

A second feature of ncBAF complexes is the

absence of the evolutionarily conserved SMARCB1

(BAF47) subunit, whose C-terminal domain di-

rectly engages the nucleosome acidic patch (6, 9)

and which is required for binding of the DPF2

or PHF10 reader subunits in cBAF and PBAF

complexes, respectively (6, 22). Whereas cBAF

(and, by extension, PBAF) complexes are known

to grip both nucleosome faces in a C-clamp–

type arrangement (6, 8), ncBAF is predicted to

engage the acidic patch on just one face of the

nucleosomebywayof theATPasemodule (which

is present in all three complex forms) (Fig. 1A). To

explore whether the SMARCB1-mediated archi-

tectural difference contributes to ncBAF complex

nucleosome substrate specificities, especially

in comparison to the BRD7-containing PBAF

complexes, we purified PBAF complexes lack-

ing SMARCB1 (PBAF DSMARCB1) using HA-

SMARCD2 as bait in HEK-293T DSMARCB1

cells generated with CRISPR-Cas9–mediated

gene editing (fig. S3E) and performed full nu-

cleosome library screens, comparing results

to those obtained with full PBAF and ncBAF

complexes. We observed that the library-wide

binding pattern of PBAF DSMARCB1 has a

high correlation with PBAF (PCC = 0.90), sup-

porting the integrity of the subcomplex prep-

aration (fig. S3F). However, the remodeling

activity signature of PBAF DSMARCB1 shifted

toward that of ncBAF for a number of chromatin

marks (Fig. 3D and table S2). In particular, loss of

SMARCB1 in PBAF resulted in increased (rather

than inhibited) activity (and binding) on nucleo-

somes containing H4ac marks relative to un-

modified nucleosomes, mirroring the ncBAF

complex–specific activity preferences measured

(Fig. 3E and fig. S3G). This trend was also

demonstrated using principal components (PC)

analyses in which the top loadings driving

separation of ncBAF andDSMARCB1 complexes

from unmodified cBAF and PBAF complexes

included histone H4ac marks such as H4

polyacetylation and H4K16ac (fig. S3H). These

findings from the library data were recapitu-

lated in experiments showing that individually

purified H4 polyacetylated nucleosomes stim-

ulate the remodeling of PBAF DSMARCB1 com-

plexes relative to unmodified nucleosomes

(Fig. 3F and fig. S3I). Finally, to evaluatewhether

the acidic patch–binding function of SMARCB1

alone accounted for this effect, we purified

eitherWT SMARCB1- or acidic patch–binding

mutant SMARCB1 K364del-containing com-

plexes (9) and subjected them to activity

measurements on unmodified or H4Kpolyac-

modified nucleosomes. Although, as expected,

the SMARCB1 K364del acidic patch–binding

mutant complexes exhibited reduced activity

overall relative to WT SMARCB1 complexes,

the inhibitory impact of H4 polyacetylation was

still observed (fig. S3J). Taken together, these

results indicate the combined requirements for

an H4 acetylation binding subunit (i.e., BRD9)

and the absence of the SMARCB1 subunit for H4

acetylation–induced stimulation of nucleosome

remodeling activities. These data also provide

insight into the biochemical basis underpinning

the binding and activity signatures of mSWI/

SNF family complexes on chromatin that are

affected by the presence or absence of SMARCB1,

as has been observed in cell-based genomic pro-

filing efforts (4).

Modular deconstruction of cBAF complexes

informs subunit- and domain-specific

contributions to nucleosome remodeling

Next, we sought to deconstruct mSWI/SNF

complexes into their component modules and

subunits as a strategy to define the determi-

nants of complex-nucleosome binding behav-

ior, particularly the highly selective chromatin

preferences of canonical BAF complexes (Fig. 1,

C and D). Using a series of cell lines engineered

to contain deletions of specific subunits (3), we

isolated various stages of cBAF core module

and ATPase module assembly (Fig. 4A and fig.

S4A). The ATPase module docks onto completed

core modules to form final canonical BAF

complexes (3). The complete cBAF complex

core module (called cBAF DATPase), as well

as a series of purified partial modules lack-

ing various core module subunits [i.e., those

SCIENCE sciencemag.org 16 JULY 2021 • VOL 373 ISSUE 6552 313

Fig. 4. Epigenetic modification preferences of mSWI/SNF complexes are

defined by module-specific histone binding properties. (A) Schematic

summarizing the cBAF core, ATPase modules, and subunits subjected to full

library binding and activity experiments. (B) Correlation heatmap for pan-library

binding profiles for all cBAF core modules, ATPase module, and full cBAF complexes.

(C) Binding scores for cBAF, PBAF, and ncBAF complexes and for the full core

module (core, DATPase) and the ATPase module (ATPase) over H3 lysine acylation

marks (H3K14ac, H3K14cr, H3K9ac, and H3K9cr). (D) Radar plots indicating the

binding of cBAF cores (DARID, DSMARCD, DSMARCE1, DATPase) and full cBAF

complexes across all mononucleosomes profiled in the library. Marks and

variants are distinguished by color. The radar plots are sorted by cBAF full

complex binding within each histone mark type. (E) Radar plots indicating the

remodeling activities of the ATPase module, SMARCA4 FL, truncated SMARCA4

(amino acids 537 to 1393) and full cBAF complexes across all mononucleosomes

profiled in the library. Marks and variants are separated by color. The radar

plots are sorted by cBAF full complex binding within each histone mark type.

(F) PCA of mSWI/SNF, CHD4, and ISWI complex activities. Red, mSWI/SNF

complexes and modules; blue, CHD4 and ISWI complexes.
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lacking ARID1A/B and DPF2 subunits (cBAF

core DARID1); SMARCE1, ARID1/B, and DPF2

subunits (cBAF core DSMARCE1); or SMARCD1/2,

ARID1A/B, and DPF2 subunits (cBAF core

DSMARCD1/2/3)] or variants of the SMARCA4

ATPase and ATPase module were then assayed

for their ability to bind and remodel across the

diverse mononucleosome library. Given the ab-

sence of the ATPase and hence catalytic ac-

tivity, core module variants were not evaluated

for remodeling activity.

Analysis of nucleosome binding datasets for

cBAF core and ATPase module variants revealed

that the binding profile of the complete core

module (DATPase) most closely resembled that

of the final-form cBAF remodeler (PCC = 0.90),

whereas the ATPase module in isolation exhib-

ited a more moderately similar binding profile

and the incomplete complex cores were far less

sensitive (in both positive and negative direc-

tions) to the presence of nucleosome modifi-

cations contained in the library (Fig. 4, B and

C; fig. S4B; and table S3). The complete cBAF

core contains the tandem PHD domain–

containing subunit, DPF2, whereas the other

cores lack this subunit. Consequently, we found

that binding to nucleosomes containing acety-

lated and crotonylated histone H3 tails (in

particular H3K14) was enhanced in the full

coremodule comparedwith any other core or

ATPase module variant or the ncBAF and

PBAF complexes lacking this subunit (Fig. 4,

C and D, and fig. S4, C and D). These data

implicate the core module, and specifically

DPF2, as a major determinant in the nucleo-

some binding specificity of fully formed cBAF

complexes. This observation is consistent with

previous work, which defines the double PHD

domain of DPF2 as a preferential H3K14 cro-

tonyl reader domain (11).

Finally, we sought to assess the activity of the

isolated cBAF ATPase module and its constit-

uents across the library of chromatin contexts.

The complete module was purified from HEK-

293T cells overexpressing an HA-tagged SS18

subunit (Fig. 4A and fig. S4A). We then used

the barcoded-nucleosome library to profile the

remodeling activity of the ATPase module as

well as the full-length SMARCA4 subunit and a

truncated version thereof containing only the

helicase region and SnAc/post-SnAc domain

(residues 537 to 1393) that excludes the HSA

and putative AT-hook binding regions (40) and

is predicted to bind the nucleosome acidic

patch (6) (Fig. 4E; fig. S4, A and C; and table

S3). Notably, we found that the restrictive

remodeling behavior that is characteristic of

the final-form cBAF complex was greatly re-

laxed in the ATPasemodule, especially in the

magnitude of the inhibitory effects mediated

by most of the library members (Fig. 4E).

This more promiscuous behavior extended

to the SMARCA4 subunit variants and was

especially prominent for the truncated form

of SMARCA4, which was almost completely

insensitive to themodifications in the library,

including acidic patchmutations (Fig. 4E and

fig. S4, E and F), despite the fact that this

construct contains the region that has re-

cently been implicated in acidic patch recog-

nition (6, 8). These data highlight the

requirement for the remaining regions of the

SMARCA4 subunit, such as the C-terminal

bromodomain and the rigid HSA domain

that tethers the ARP module of ACTL6A/B

and beta-actin subunits, to provide structural

or biochemical recognition stability to facili-

tate its proper nucleosome engagement and

acidic patch recognition. Collectively, these

results are consistent with a model in which

the chromatin landscape preferences of the

cBAF complex become increasingly specific

over the course of core module assembly.

Given that the three final-formBAF complexes

differ primarily in the subunit composition of

the coremodules (Fig. 1A), thismodel provides

an attractive framework for understanding

how functional specialization of distinct

mSWI/SNF family complexes is acquired.

Discussion

The studies described herein provide a direct

determination as to how variation in nucleo-

some structure affects the recruitment and

activity of mSWI/SNF family complexes, in

either uniform or complex-specific manners.

Our data indicate that mSWI/SNF complexes

are able to respond to diverse features, or

signals, present on the chromatin substrate

and that remodeling activity is an integrated

response to these. This ability to contextualize

chromatin landscape features is driven by a

combination of module and overall complex

architecture, acidic patch engagement, and

inclusion of core module reader subunit com-

ponentry. One unexpected finding is that most

histone marks present in our library had neg-

ative effects on the activity of canonical BAF and,

to a somewhat lesser extent, PBAF complexes,

while ncBAF complexes displayed increases in

binding and activity for many more nucleo-

somes across the library, suggesting their

tolerance of a wider range of chromatin states.

Notably, marks that were found to restrict the

activity of cBAF complexes included some for

which BAF has been positively correlated

using genome-wide ChIP-seq–based mapping

strategies and even suggested to serve as

primary recruitment interactions, such as

H3K4me1 and H3K27ac (41), underscoring the

potential limitations in interpreting complex-

histone mark co-occupancy using cellular ge-

nomic approaches. Our data indicates that the

complex activities of the mSWI/SNF family

differentiate from those of the ISWI and CHD

families as revealed by PC and correlation

analyses of both current and previously pub-

lished (25) datasets (Fig. 4F and fig. S4, G

and H). Moreover, our data suggest that ar-

chitectural constraints imposed by the fully

formed modules and complexes play impor-

tant roles in regulating activity, with the nature

of nucleosome engagement and accessibility of

reader domains emerging as potential deter-

minants of mSWI/SNF binding (fig. S4I). Our

data also suggest that core module–mediated

complex specificity is further tuned by the

structural context imposed by the final docking

of the long and highly interfaced ATPase mod-

ule, in that full complexes further accentuate

negative (i.e., H2BK120ub-H3K4me3–marked

nucleosomes) and positive (i.e., H3R42A-mutant

nucleosomes) effects (Fig. 4D).

Finally, findings from both pooled library

experiments and those performed on indi-

vidual nucleosomes highlight the concept of

binding repulsion and inhibition of activity

on certain nucleosome substrates as a mech-

anism that may contribute to the overall di-

rectionanddistributionofmSWI/SNFcomplexes

genome-wide. Indeed, such mechanismsmay

titrate appropriate levels of a given subcom-

plex at the sites at which their specific ac-

tivities are needed, as exemplified by cBAF

complexes avoiding H3K4me3, especially

when combined with H4 acetylation, marks

often found over active promoters. Taken

together, these data suggest that a monolithic

model in which the presence of chromatin

marks only serves to recruit remodeling fac-

tors may not fully capture the considerably

more nuanced nature of the input-output

relationships at play. Our studies suggest a

broadenedmechanistic framework to include

an avoidance paradigm in which certain

epigenetic marks, or combinations thereof,

can restrict the activity of remodelers, ulti-

mately directing remodeling activities toward

permissive chromatin states.
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GAS SEPARATION

Self-assembled iron-containing mordenite monolith
for carbon dioxide sieving
Yu Zhou1†, Jianlin Zhang1†, Lei Wang2†, Xili Cui3,4†, Xiaoling Liu1†, Sie Shing Wong5,6, Hua An5,6,

Ning Yan5*, Jingyan Xie1, Cong Yu3, Peixin Zhang3, Yonghua Du7,8, Shibo Xi7, Lirong Zheng9,

Xingzhong Cao10, Yajing Wu2, Yingxia Wang11, Chongqing Wang1, Haimeng Wen1, Lei Chen1,

Huabin Xing3,4*, Jun Wang1*

The development of low-cost, efficient physisorbents is essential for gas adsorption and separation; however,

the intrinsic tradeoff between capacity and selectivity, as well as the unavoidable shaping procedures of

conventional powder sorbents, greatly limits their practical separation efficiency. Herein, an exceedingly

stable iron-containing mordenite zeolite monolith with a pore system of precisely narrowed microchannels

was self-assembled using a one-pot template- and binder-free process. Iron-containing mordenite monoliths

that could be used directly for industrial application afforded record-high volumetric carbon dioxide uptakes

(293 and 219 cubic centimeters of carbon dioxide per cubic centimeter of material at 273 and 298 K,

respectively, at 1 bar pressure); excellent size-exclusive molecular sieving of carbon dioxide over argon,

nitrogen, and methane; stable recyclability; and good moisture resistance capability. Column breakthrough

experiments and process simulation further visualized the high separation efficiency.

P
hysical adsorption offers a promising
alternative to the established energy-
intensive processes in gas storage, sepa-
ration, and purification because of its
low energy consumption andmild ope-

rating conditions (1–6). One of the most pres-
sing issues in this field is the development of
low-cost and efficient physisorbents for CO2

capture, including natural gas and biogas up-
grading (CO2/CH4 separation), as well as CO2

capture from postcombustion gases (CO2/N2

separation) (6–11). However, the similar kinetic
diameters and physicochemical properties of
these gas molecules make the design of robust
physisorbents with simultaneously high uptake

and selectivity extremely challenging (6, 8, 12).
Enhanced selectivity is usually accompanied by
decreased adsorption capacity (5, 8), which has
hindered the development of highly selective
CO2 physisorbents with large uptakes. Conven-
tional syntheses produce sorbent materials as
powders that need to be postshaped, usually by
pressurizing or with the use of binders (4, 13),
and the resultant pore blockage or collapse or
dilution of sorption sites inevitably decrease
sorption capacity and rate. Although self-shaped
physisorbents with large uptake, high selectiv-
ity, and fast adsorption-desorption kinetics
are preferable for industry, they present great
challenges for materials engineering.

Ordered microporous materials are poten-
tial candidates for physisorbents with excellent
selectivity given their molecular sieving ability
(3, 6, 9–16). Among them, zeolites (crystalline
aluminosilicates) are low cost and thermally
and hydrothermally stable and have been ap-
plied on large scales as catalysts and sorbents
(13–17). The basic building units of zeolites are
rings with solidifiedmembers (8, 10, 12, and so
forth) mainly composed of Si, Al, and O atoms
(10, 14, 17, 18). Various approaches have been
proposed to improve the sorption performance
of zeolites by manipulating their topology,
morphology, and porosity (10, 13–18). Nonethe-
less, precisely controlling zeolite pore aperture
within the kinetic diameters of gas molecules
involved in CO2 capture (3 to 4 Å) is challeng-
ing (6, 19). Although several self-shaped zeolites
have been constructed, theyhave unsatisfactory
mechanical strengths relative to those from tra-
ditional binder-aided postmolding technology
(13, 20–22).
We report a facile, template-free hydrother-

mal approach for self-assembling a hetero-
atomic zeolite monolith, Fe-containing
mordenite Fe-MOR(n) (where n is the initial
Fe/Si molar ratio), which inherently has high
mechanical strength that could be directly
used as a shaped physisorbent. In CO2 capture,
the Fe-MOR(n) series sieved CO2, Ar, N2, and
CH4 in accordance with their molecular sizes
and exhibited unprecedented CO2 uptakes and
CO2/Ar(N2, CH4) selectivities with fast sorption
kinetics. The incorporation of isolated transi-
tion metal ions in the zeolite framework to
produce heteroatomic zeolites can add new
functionality (23–25). Generally, heteroatomic
zeolites have slightly larger pores because of
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the larger sizes of transition metal ions rela-
tive to those of Si and Al. TheMOR zeolites
have parallel 12-membered ring (MR) one-
dimensional (1D) channels (6.5 Å by 7.0Å) along
the c-axis direction (Cmcm space group) (26).
We incorporated Fe ions into aMOR frame-
work to prepare Fe-MOR through an unusual
“acid co-hydrolysis route” (Fig. 1A), enabling
slow co-condensation of Fe and Si/Al precur-

sors in the initial gelation stage for the fine
control of Fe doping. The strategy led to the
partial occupation of the microchannels by
tetrahedral Fe species, resulting in precisely
narrowed microchannels (Fig. 1, B and C) that
allowed exclusive molecular sieving abilities.
From a process operation point of view, the
present synthesis not only avoided the dis-
advantages of postmolding mentioned above

but also simplified the operation procedures
and made the preparation cost and energy
efficient and environmentally benign.

Structure characterization

During hydrothermal synthesis of Fe-MOR(n)
using the acid co-hydrolysis route (Fig. 1) (25,27),
monolithic macromorphology of cylindrical
shapes on the centimeter level autoformed
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Fig. 1. Self-assembly of Fe-MOR monoliths. Shown are schematic illustrations of the synthetic procedure (A) and a side view (B) and top view (C) of precisely
narrowed microchannels (kinetic diameter: 3.3 to 3.4 Å) by occupying isolated tetrahedral Fe species inside the 12-MR MOR microchannel. Blue indicates Si or Al,
red is O, light brown is Fe, and gray is C.

Fig. 2. SEM and TEM images. Shown are SEM images (A to C) and HAADF-STEM image (D) of Fe-MOR(0.25) and the corresponding energy-dispersive x-ray mapping
images for Al (E), Si (F), and Fe (G) elements. (H and I) TEM (H) and recorded (I) selected area electron diffraction pattern images of Fe-MOR(0.25).
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without the aid of a template or binder (Fig.
1A and fig. S1). Neither high-temperature
calcination nor other posttreatment was re-
quired, circumventing the calcination-related
energy consumption and releases of waste
gases such as CO2 and NOx. A larger-scale syn-
thesis created a large monolith (fig. S1F), illus-
trating the scalability of this synthesis. No
shrinkage was observable during the drying
process. The pressure needed to crush these
materials ranged from 24 to 38 MPa, illus-
trating their considerable mechanical stability
(table S1), which was far superior to previous
directly synthesized zeolite monoliths and
some traditional postmolded ones using bind-
ers (13, 20–22).
Scanning electron microscopy (SEM) images

(Fig. 2, A to C, and fig. S2) demonstrated that
these monoliths were composed of an aggrega-
tion of prismatic crystals. They had abundant
macropores with diameters of several micro-
meters, and their Fe content increased along
with the initial Fe/Si molar ratio (fig. S3 and
table S1). Uniform distribution of Fe species

was observable in the high-angle annular
dark-field scanning transmission electron
microscopy (HAADF-STEM) images and the
corresponding energy-dispersive x-ray spectral
images (Fig. 2, D to G), as well as the SEM ele-
mental mapping images (fig. S4). Their crystal
MOR topology was supported by the x-ray dif-
fraction (XRD) patterns (fig. S5), transmission
electron microscopy (TEM) images, and the
related selected area electron diffraction pat-
terns (Fig. 2, H and I), as well as the 29Si and
27Almagic-angle spinning (MAS) nuclearmag-
netic resonance spectroscopy (NMR) spectra
(figs. S6 and S7) (26–29). The zeolite framework
washighly thermally stable, as demonstrated by
the thermogravimetric analysis (fig. S8) (26, 27)
and the well-preserved XRD patterns of Fe-
MOR(n)-C (C, calcined) obtained by treating
Fe-MOR(n) at 823 K for 5 hours (fig. S5B).
Fe K-edge x-ray absorption fine structure

(XAFS) analyses of Fe-MOR(0.1 to 1.0) were
performed (Fig. 3, A to C, and figs. S9 to S14).
X-ray absorption near-edge structure (Fig. 3A)
indicated that the iron status in Fe-MOR (0.1 to

1.0) is of Fe3+ with a similar dominant tetrahe-
dral coordination environment, as demonstra-
ted by the sharp pre-edge peak (30–32). X-
ray photoelectron spectroscopy of Fe-MOR
(0.25) also confirmed the existence of Fe3+

species (fig. S15) (29, 33). Only one prominent
peak at ~1.4 Å, mainly arising from the Fe–
O contribution, appeared in the Fourier-
transformed k

3-weighted extended x-ray ab-
sorption fine structure (EXAFS) spectra (Fig.
3B). No signal attributable to the Fe–Fe or Fe–
O–Fe scattering was identified, excluding the
presence of aggregated ferric oxide clusters
(30–32). The Fe-O coordination numbers of
Fe-MOR(0.1 to 1.0) were 3.6 to 3.9 and the Fe-
O bond length was 1.85 Å (Fig. 3C and table
S2), consistent with tetrahedral Fe3+ species
coordinated to four O atoms. Aggregated
ferric species were further excluded by the
ultraviolet-visible (UV-vis) and electron spin
resonance (ESR) spectra (figs. S16 and S17).
The ESR signal at g = 4.3 was assigned to
tetrahedral site Fe3+ ions in rhombic distor-
tion (replacing zeolite framework T atoms)
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Fig. 3. Fe species and pore information. (A and B) X-ray absorption

near-edge structure (A) and k
3-weighted Fourier transform spectra (B)

derived from EXAFS of Fe K-edge for Fe-MOR(n) with the reference materials

Fe foil and Fe2O3. (C) Fourier-transformed EXAFS curves for the experimental

data and the fit for Fe-MOR(0.25). (D to G) 3D framework structure (D) of

tetrahedral Fe species inside the 12-MR microchannels (blue is Si or Al,

red is O, and light brown is Fe) from combined Rietveld refinement on the

basis of powder XRD patterns [blue is the observed profile, red is the

calculated profile, gray is the difference profile, and green is the reflection

position (E)] and powder neutron diffraction patterns [90°-bank_2 and

168°-bank_1 for (F) and (G), respectively] of Fe-MOR(0.25). The inset

intensities in (E) are scaled by a factor of five.
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and the signal at g = 2.0 to Fe species inside
the microporous channels (Fig. 3D) (33–35).
On the basis of these observations and the unit
cell composition (table S3), combined Rietveld
refinements of Fe-MOR(n) were performed
by collecting the high-resolution powder XRD
and powder neutron diffraction patterns (Fig.
3, E to G; figs. S18 to S24; and table S3). At low
Fe content, the Fe species occupied preferen-
tially theMOR framework T sites. Along with
the increase of Fe content,more Fe specieswere
located in the 12-MRmicrochannels ofMOR

zeolite. Partial plugging of Fe species inside
the microchannels caused intermittent nar-
rowing of the 1D 12-MR microchannel of the
MOR framework to ~3.3 Å (Fig. 3D). Assum-
ing a random uniform distribution, the low
occupancy density of internal Fe species im-
plies that every several to several hundreds of
unit cells for Fe-MOR(n) series contains one
Fe species inside themicrochannels (table S3).
Thus, the tens of micrometers long 1DMOR

pore system (corresponding to tens of thou-
sands of continuous unit cells) varied into
intermittently plugged microchannels, which
could be schematically described as a sequence
of interconnected tubes with narrowed orifices
(Fig. 1, B and C).
Quantitative porosity was analyzed by N2,

Ar, and CO2 sorption experiments (figs. S25
to S27). Fe-MOR(0) demonstrated the typi-
cal type I sorption isotherms for micropores
(26, 27, 34). Fe-MOR(0.1 to 1.0) exhibited high

CO2 uptake but extremely low N2(Ar) uptake.
The surface areas of Fe-MOR (0.1 to 1.0) de-
tected by CO2 sorption at 195 K were 218 to
302 m2 g−1 (fig. S27). Such phenomena sug-
gest that Fe-MOR(0.1 to 1.0) zeolites have well-
developed porosity possibly with narrowed
orifices that allow the entry of CO2 with a
small kinetic diameter (3.3 Å) but retard larger
N2 (3.64 Å) and even Ar (3.4 Å). Indeed, the
average pore size of Fe-MOR(0) from the
positron annihilation lifetime spectrum (PALS)
was 6.25 Å (fig. S28), near that of typicalMOR
zeolites (26). By contrast, Fe-MOR(0.25) showed
an apparently reduced average pore size of
5.31 Å. PALS-detected average pore size is re-
garded to be proportional to the accessible
volume in a 3D network (16), whereas the N2/
Ar sorption reflects the orifice variation of
microporous channels. These phenomena sug-
gest an ultrasmall orifice (kinetic diameter:
3.3 to 3.4 Å), matching the precisely narrowed
microchannel structure obtained from the
combined Rietveld refinement results (Fig. 3D).
Such a pore system not only allows the entry of
relatively small CO2 molecules but also leaves
the unaltered large void volume inside the
channel usable for CO2 storage (Fig. 1, B and C).
For comparison, another Fe-containingMOR

zeolite, Fe(Alkali)-MOR, was synthesized under
the conventional base co-hydrolysis and crys-
tallization conditions. In addition, with
Fe-MOR(0) as the startingmaterial, two counter-
parts, Fe(Ex)-MOR and Fe(Im)-MOR, were

prepared from the traditional ion-exchange
and wet-impregnation methods, respectively.
The three controls are typicalMOR zeolites
having large surface areas with open micro-
pores, similar to the commercialMOR zeolite
(Com-MOR) (figs. S29 to S33 and table S4),
although external framework–aggregated Fe
species dominated the controls (figs. S32 and
S33) (33–35). This comparison excludes the
possibility that the pore contraction of Fe-
MOR(0.1-1.0) is associated with the external
framework aggregated Fe species, and suggests
that the acid co-hydrolysis route for synthesiz-
ing Fe-MOR(n) described herein plays a vital
role in the formation of zeolite monoliths with
precisely narrowed microchannels.

Sorption performance

Single-component gas (CO2, Ar, N2, and CH4)
sorption isotherms of the aboveMOR zeolites
were collected from 273 to 373 K and described
by either the double-site Langmuir isotherm
model or the Langmuir-Freundlich isotherm
model, with the calculation of CO2/Ar(N2

or CH4) selectivities (figs. S34 to S65 and
tables S5 to S7). CO2 adsorption capacities of
Fe-MOR(0.1 to 1.0) monoliths greatly exceeded
those of Fe-MOR(0), Fe(Ex)-MOR, Fe(Im)-MOR,
Fe(Alkali)-MOR, and Com-MOR (figs. S34 to
S40). Fe-MOR(0.25) exhibited the highest grav-
imetric CO2 uptakes of 5.68/3.89 mmol g−1

(273/298 K, 1 bar; table S5), superior or
comparable to those of typical zeolites and
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Fig. 4. Gas sorption behavior. (A) Comparison of volumetric CO2 uptakes at 298 K. (B) Comparison of CO2/N2 and CO2/CH4 IAST selectivities at 1 bar and 298 K for

the binary mixture of CO2/N2:15/85 and CO2/CH4:50/50, respectively. (C andD) Experimental column breakthrough curves for dry (C) and humid (D) CO2/N2(CH4) separations.

(E) Recyclability under humid CO2/CH4 column breakthrough tests. (F and G) Schematic model (F) and simulation result (G) for the two-bed VSA process.
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various other sorbents (table S8) (10, 11, 13–16, 22).
Volumetric adsorption capacity is essential
for many practical applications such as sta-
tionary CO2 capture and pressure swing ad-
sorption (PSA) separation (7, 36). Fe-MOR
(0.25) showed the highest volumetric CO2uptakes
of 293/219 cm3 cm−3 (273/298 K, 1 bar; table
S6) reported, outperforming previous efficient
adsorbents (Fig. 4A and table S8) (36, 37). CO2

adsorption capacity at low pressure, which is
crucial for gas separation, is challenging for
physisorption because of the lower sorption
strength relative to chemisorption (10, 36, 38).
Herein, steep CO2 sorption isotherms were ob-
served for the Fe-MOR(n) series. Fe-MOR(0.25)
exhibited the steepest ones, affording ultra-
high-CO2 uptakes at 0.1 bar: 4.55 mmol g−1

(234 cm3 cm−3) at 273 K and 3.07 mmol g−1

(173 cm3 cm−3) at 298 K (tables S5 and S6).
Large CO2 uptakes still remained at 0.01 bar—
2.81 mmol g−1 (145 cm3 cm−3) at 273 K and
1.84 mmol g−1 (103 cm3 cm−3) at 298 K (tables
S5 and S6)—and were higher than some of
the record adsorbents previously reported
{e.g., 137 cm3 cm−3 of [Mg2(dobdc)(N2H4)1.8] at
298 K and 0.15 bar} (36, 38).
Fe-MOR(0.1-1.0) monoliths exhibited mark-

edly low Ar, N2, and CH4 uptakes, which grad-
ually decreased with increasing Fe content (fig.
S34). Theuptake sequenceofCO2>>Ar>N2>CH4

is opposite to the kinetic diameter order of CO2

(3.3 Å)<Ar (3.4 Å)<N2 (3.64 Å)<CH4 (3.8 Å),
implying size-exclusive molecular sieving with
high CO2/Ar(N2 or CH4) selectivities (tables S5
and S7). Particularly, ideal adsorbed solution
theory (IAST) calculations (figs. S63 to S65)
predicted the adsorption equilibrium for
the binary mixtures CO2/N2:15/85 and CO2/
CH4:50/50, which mimicked the postcombus-
tion CO2 capture and biogas treatment applica-
tion, respectively (8, 12). Fe-MOR(0.25) afforded
very high CO2/N2 and CO2/CH4 IAST selectiv-
ities (1016~10132, 0.1~1 bar; fig. S65), greatly
outperformingFe-MOR(0) (fig. S64), Com-MOR
(fig. S63), and previous efficient physisorbents
(Fig. 4B and table S8). The steep and high CO2

uptake plus smooth and low N2(CH4) sorption
caused a large uncertainty in the IAST cal-
culation, which was attributable to the devia-
tion of the gas mixture from an ideal behavior
[for this reason, only the selectivities of Com-
MOR, Fe-MOR(0), and Fe-MOR(0.25) were cal-
culated] (39). Despite this, such extraordinary
values highlighted the high selectivities of
Fe-MOR(0.25). Fe-MOR(n) modulated N2 and
CH4 adsorption according to their sizes, afford-
ing higher N2 sorption than CH4 even at room
temperature (fig. S34). Furthermore, high CO2/
Ar selectivities were found over Fe-MOR(n)
(tables S5 and S7), reaching the physical sepa-
ration of CO2 and Ar with a kinetic diameter
discrepancy of only 0.1 Å.
We also measured the CO2, N2, and CH4

sorption isotherms of Fe-MOR(0.25)-NH4Cl

with framework Fe species but non-narrowed
MOR microchannels (figs. S66 to S74). Fe-
MOR(0.25)-NH4Cl demonstrated a slightly
higher CO2 uptake than Fe-MOR(0.25) (6.10
versus 5.68mol g−1, 273 K, table S5). However,
the CO2/N2(CH4) selectivities of the former
were much lower than those of the latter (figs.
S65 and S75 and tables S5 and S7). This com-
parison highlighted the crucial role of pre-
cisely narrowed microchannels in the full play
of molecular sieving. Furthermore, the higher
CO2 (CH4) but lower N2 uptakes of Fe-MOR
(0.25)-NH4Cl relative to Fe-MOR(0) suggested
that the framework Fe species could enhance
the affinity toward the polar C=O/C−H bonds
of CO2/CH4 but not that of the nonpolar N≡N
bond of N2 (see details in table S9 and supple-
mentary text).
Adsorption behavior at moderate tempera-

tures (313-348 K) is essential for practical ap-
plications in the pre- and postcombustion CO2

capture (3, 10, 15). Conventionally, adsorp-
tion capacities and selectivities in many CO2

physisorptive processes rapidly drop with in-
creasing temperature above 303 K (10). Selec-
tivities of Fe-MOR(n) at 298Kwere higher than
or at least close to those at 273 K (tables S5 and
S7), reflecting the preservation of separation
ability at elevated temperatures. Compared
with Fe-MOR(0), Fe-MOR(0.25) still exhibited
highCO2uptakes (137/111 cm

3 cm−3 at 323/373K,
1 bar) and good CO2/N2(Ar, CH4) selectivities
at 323 and 373 K (tables S5 to S7).
Isosteric heats of CO2 adsorption (Qst) as a

function of CO2 uptakes were analyzed (figs.
S76 and S77). Com-MOR had a low constant
Qst of ~20 kJ mol−1 for weak physisorption (fig.
S77D). Fe-MOR(0) presented a lower initialQst

than Com-MOR but with an increasing slope
(fig. S76A), giving larger Qst at high coverages.
The Qst profiles of Fe-MOR(0.1 to 1.0) were
similar to that of Fe-MOR(0), and the higher
initial Qst corresponded to the enhanced CO2

affinity by Fe incorporation (fig. S76). This was
further reflected by the combined Rietveld re-
finements of CO2-loaded samples for Fe-MOR(0)
andFe-MOR(0.25) (figs. S78 toS81). Theupward
trend of Qstwith increasing coverage reflected
the enhanced adsorbate-adsorbate interaction
in an energetically “homogeneous” pore struc-
ture and could be ascribed to the formation of
CO2 clusters inside the channels (36, 40). Such
Qst behavior facilitated both adsorption and
desorption, i.e., the increasingQst along with
adsorption promoted the adsorption at high
coverages,whereas thedecreasingQst alongwith
desorption enhanced the exit of gasmolecules.
Sorption kinetics of Fe-MOR(0.25) were

analyzed by thermogravimetry in a simulated
flue gas mixture of CO2/N2:15/85 (fig. S82). Fe-
MOR(0.25) reached 50 and 90% of the satu-
rated CO2 uptakes within 1.2 and 2.5 min,
respectively. We attributed this rapid adsorp-
tion to the strong CO2 electrostatic interaction

with tetrahedral Fe species in the narrowed
aperture (Fig. 1B).WhenCO2molecules entered
the channels, this interaction was weakened
by the larger interpore diameter and avoided
stronger adsorption, consistent with the rela-
tively low initial Qst. As expected, desorption
also occurred rapidly and enabled regeneration
at 373 K within 10 min in a dynamic N2 atmo-
sphere. The sorption on Fe-MOR(0.25)-NH4Cl
was considerably slower than Fe-MOR(0.25)
but faster than Fe-MOR(0) (fig. S82). Thus, the
structural character of Fe-MOR(0.25) allowed
adsorption and desorption of CO2 under dy-
namic conditions, which led to a low energy
penalty. Reproducible CO2 isotherms of Fe-
MOR(0.25) appeared in a 10-run test, with re-
generation in vacuum at 373 K for 15 min (fig.
S83). Furthermore, only a weak decrease of
the CO2 uptake with consistently high CO2/
N2(CH4) IAST selectivities was observed on
Fe-MOR(0.25)-C (fig. S84), hinting at poten-
tially useful regeneration stabilities and re-
cycling sorption.

Separation studies

Column breakthrough experiments were per-
formed to evaluate the separation efficiency of
Fe-MOR(0.25) for the dry mixtures of CO2/N2

(15/85) and CO2/CH4(50/50) at 273 K and at-
mospheric pressure (Fig. 4C). N2 and CH4

breakthrough occurred immediately, whereas
CO2was retained for a long time. Fe-MOR(0.25)
showed amuch longer CO2-retaining time rela-
tive to Fe-MOR(0). Fe-MOR(0.25)-NH4Cl pro-
vided a longer CO2-retaining time but also a
lower separation efficiency (figs. S85 and
S86). The results further highlighted the im-
portance of precisely narrowed microchan-
nels for Fe-MOR(0.25) in practical separation.
Increasing the temperature from 273 to 298 K,
Fe-MOR(0.25) had enhanced separation effi-
ciency, as shown by the longer retention time
of CO2 (Fig. 4D) attributable to the faster dif-
fusion of CO2 in the pore of Fe-MOR(0.25) at
the higher temperature (fig. S87). The stable re-
cycling behavior in the CO2/CH4 breakthrough
test confirms the good reversible sorption abil-
ity (fig. S88).
Column breakthrough separation for humid

CO2/N2(CH4) mixtures on Fe-MOR(0.25) was
performed at 298 K and compared with two
top-performing adsorbents zeolite 13X and
Mg-MOF-74 (figs. S89 to S96). Breakthrough
curves of Fe-MOR(0.25) remained constant
with increasing relative humidity from 0 to
73% (Fig. 4D). The recyclability test in sepa-
rating highly humid gases demonstrated the
excellent moisture tolerance property of Fe-
MOR(0.25) (Fig. 4E). By contrast, notable in-
fluence of water vapor on the breakthrough
separations for the humid mixtures of CO2/
N2(CH4) was observed on 13X andMg-MOF-74
(figs. S93 to S96). This reveals that water vapor
has a negligible effect on the dynamic separation
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of Fe-MOR(0.25). The small changes in CO2

uptake and CO2/N2(CH4) IAST selectivities

during the recycle experiments on CO2 capture

under saturatedhumidity (fig. S97) additionally

supported the insignificant water effect on the

gas-sieving capacity of Fe-MOR(0.25), consist-

ent with its low uptake for water vapor (fig.

S98). Compared with the state-of-the-art mois-

ture insensitive adsorbents, such asMOF-based

mmen-Mg2(dobpdc) (41) and Al-PMOF (42)

(figs. S99 to S106), Fe-MOR(0.25) exhibited

higher volumetric CO2 uptakes and larger IAST

CO2/N2(CH4) selectivities. In the breakthrough

experiment, it also showedmore rapidN2(CH4)

breakthrough together with longer CO2 re-

tention time under the same operational con-

ditions when using either dry or humid CO2/

N2(CH4) mixtures. These comparisons sug-

gest the feasible potential of Fe-MOR(0.25)

for CO2 capture.

Process simulation

Vacuum pressure swing adsorption (VSA) pro-

cess is an industrial unit operation for sepa-

rating atmospheric gases such as flue gas and

biogas. The separation performance of Fe-

MOR(0.25) was compared with the bench-

marks 13X and Mg-MOF-74 through Aspen

Adsorption simulation of a two-bed VSA pro-

cess (Fig. 4F, figs. S107 to S115, scheme S1, and

tables S10 to S18). Fed with CO2/CH4 (50/50),

Fe-MOR(0.25) showed an energy consumption

of 1.88 MJ Kg(CH4)
−1
, recovering 96.9% CH4

with 94.0 mol% purity while producing high-

purity CO2 (96.7 mol%) at 94.4% recovery (Fig.

4G and table S17). The overall performance

apparently exceeds 13X and Mg-MOF-74. In

separating CO2/N2 (15/85), Fe-MOR(0.25) out-

performed 13XandMg-MOF-74 in terms ofCO2

purity (87.2 mol%) when CO2 recoveries and

energy consumptions were comparable (Fig. 4G

and table S18). The afore-demonstratedmois-

ture resistance of Fe-MOR(0.25) suggests that it

would performbetter than 13X andMg-MOF-74

when real humid gases are supplied as feed.

Summary

Fe-MOR zeolite monolith with ultrahighme-

chanical strengths was self-assembled in a

binder- and template-free hydrothermal route,

which is cost efficient, energy saving, and envi-

ronmentally benign. A few isolated tetrahedral

Fe species were located inside the 1D micro-

porous channels, leading to a zeolite pore sys-

tem of precisely narrowedmicrochannels. The

combination of framework Fe species and such

pore characters endowed high CO2 sorption

capacities, efficient size-basedmolecular sieving

abilities, and excellent moisture-stable separa-

tion properties. VSA process simulation results

suggest low energy consumption with high

product recovery and purity for this material

in separating CO2/N2(CH4). All of these fea-

tures render the Fe-MOR monolith a prom-

ising self-molded adsorbent. This work shows

a high-performance self-molded sorbent for

CO2 capture and highlights the potential of

practical utilization of heteroatom zeolite ma-

terials in gas adsorption and separation.

Materials and methods

Fe-MOR(n) series were synthesized using the

acidic co-hydrolysis route. The structure was

characterized by XRD, N2 (at 77 K), Ar (at 87 K),

and CO2 (at 195 K) sorption experiments; PALS;

mercury intrusion porosimetry; SEM; high-

resolutionHAADF-STEM; x-ray photoelectron

spectroscopy;
29
Si and

27
AlMASNMR spectros-

copy; ESR spectroscopy; UV-vis spectroscopy;

x-ray fluorescence spectroscopy; thermograv-

imetric analysis; and XAFS. Combined Rietveld

refinements based on high-resolution powder

x-ray and neutron diffraction data were per-

formed using TOPAS-Academic version 6.0.

Single-component gas (CO2, Ar, N2, and CH4)

sorption isothermswere recorded to determine

the gas uptakes, IAST CO2/N2(CH4) selectiv-

ities, and Qst. Kinetic adsorption behavior was

tested on gravimetric analyzers. Experimental

column breakthrough curves were collected to

evaluate the dynamic separation for CO2/N2

(15/85) and CO2/CH4 (50/50) mixtures under

dry and humid conditions. A two-bed VSA pro-

cess simulation was performed using Aspen

Adsorption software. The details of thematerial

syntheses and the full descriptionof themethods

are available in the supplementary materials.

The supplementary materials and methods

also include optical photographs; SEM and

TEM images; macroporous size distribution

curves; thermogravimetric curves; NMR, x-ray

photoelectron spectroscopy, UV-vis, ESR, and

XAFS spectra; XRD and powder neutron dif-

fraction patterns; combined refinement results;

porosity information; single-component gas

(CO2, Ar, N2, and CH4) sorption isotherms;

experimental column breakthrough curves;

kinetic sorption profiles; and process simu-

lation results.
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Autonomous self-repair in piezoelectric
molecular crystals
Surojit Bhunia1,2, Shubham Chandel3†, Sumanta Kumar Karan4‡, Somnath Dey5, Akash Tiwari3,

Susobhan Das1, Nishkarsh Kumar3, Rituparno Chowdhury1, Saikat Mondal1,2, Ishita Ghosh1,

Amit Mondal1, Bhanu Bhusan Khatua4, Nirmalya Ghosh3*, C. Malla Reddy1,2*

Living tissue uses stress-accumulated electrical charge to close wounds. Self-repairing synthetic

materials, which are typically soft and amorphous, usually require external stimuli, prolonged physical

contact, and long healing times. We overcome many of these limitations in piezoelectric bipyrazole

organic crystals, which recombine following mechanical fracture without any external direction,

autonomously self-healing in milliseconds with crystallographic precision. Kelvin probe force

microscopy, birefringence experiments, and atomic-resolution structural studies reveal that these

noncentrosymmetric crystals, with a combination of hydrogen bonds and dispersive interactions, develop

large stress-induced opposite electrical charges on fracture surfaces, prompting an electrostatically

driven precise recombination of the pieces via diffusionless self-healing.

S
tress-induced accumulation of electric

charges is known to trigger self-healing

in mechanically damaged natural bio-

materials (1). In synthetic polymers (2–4),

gels (5, 6), and composites (7), various

strategies to mimic nature have been used.

Known self-healing materials, which are gen-

erally soft and amorphous, require nonme-

chanical stimuli such as heat, light, solvent,

or a chemical healing agent, yet universally

all materials fail when the broken pieces are

physically separated (3). On the other hand,

poor diffusion in densely packed and relatively

hard ordered single crystals, including poly-

mers with crystalline domains (2), precludes

autonomous healing and makes atomically

precise reordering extremely difficult, even

under long time periods, annealing, mechani-

cal compression, or solution treatment (8, 9).

Thus, a challenge remains in materials science

to engineer atomically precise self-healing in

crystalline materials to preserve long-range

order (2, 8–10).

The desired coupling of self-healing with

crystallinity would enable a number of long-

sought technologies. For instance, manymicro-

electronic devices whose function is based

on precision positioning require accurately

oriented, highly crystalline piezoelectrics. Piezo-

electric materials must withstand prolonged

mechanical loading and unloading cycles;

hence, fracture-healing ability is critical to

boost their durability (11). Only a handful of

reports exist on self-healing in crystalline ma-

terials, with little understanding of the mech-

anisms (8, 9). Self-healing of cracks occurs in

hybrid macromolecular ferritin-hydrogel crys-

tals (8); however, the entire process relies on

a salt gradient in solution. Self-healing is re-

ported in single crystals of soft boronic esters

(with an elastic modulus E < 2 MPa), using

dynamic covalent chemistry undermoist con-

ditions with prolonged contact periods of

~24 hours, yet themacroscopic cracks remain

visible (9).

We show in organic single crystals an alter-

native approach to self-repair, using the inher-

ent piezoelectric effect in noncentrosymmetric

structures to achieve autonomous self-healing.

Relative to most other known self-healing ma-

terials, these crystals exhibit stiffness and

hardness that are higher by several orders of

magnitude (table S1), and they can autono-

mously recombine even when the fractured

pieces are physically separated. Thematerials

undergo self-healing within milliseconds with

precise crystallographic ordering, as char-

acterized using atomic-resolution structures

obtained from single-crystal x-ray diffraction

and spatially resolved classical birefringence

measurements.

The compound 3,3′,5,5′-tetramethyl-4,4′-

bipyrazole (1; Fig. 1A) is synthesized in gram

scale and crystallized from methanol solu-

tion at ambient conditions (see supplementary

materials). The needle-shaped single crystals,

with typical length ~1 to 2 mm and width/

height ~0.1 to 0.2 mm (Fig. 1A), fractured via

propagation of a linear crackwhen subjected

to a three-point bending test (Fig. 1B). When

the force was withdrawn, a strong attractive

force between the fracture surfaces caused the

two fragments to rejoin (movies S1 to S4). The

fragments self-propelled and reassembledwith

a perfect alignment to rapidly self-heal (movies

S1 to S4) on a time scale of 1 to 2 ms (Fig. 1C,

fig. S1, movie S4, and supplementary text). The

crack generation and self-healing could be re-

peatedmultiple times in a crystal (Fig. 1B and

movie S5). The fractured pieces of crystal 1

could recombine even when they were phys-

ically separated at distances as large as ~50 mm

(Fig. 1D andmovie S6). The self-actuated pieces

traveled with an acceleration of ~2.2 m/s
2
(Fig.

1, C and D, fig. S2, and movie S7).

In ideal cases where self-healing is efficient,

the cracks disappeared completely and were

not observable even by polarized optical mi-

croscopy (Fig. 1B), scanning electron micros-

copy (SEM;Fig. 1E, fig. S3, B andC, and fig. S4B),

dark-field imagingmicroscopy (Fig. 1F and fig.

S5B), and atomic forcemicroscopy (AFM; Fig.

1G). Such perfectly self-healed (hereafter, neat-

ly healed) crystals were indistinguishable from

thepristine (as-grown) crystals (Fig. 1B, panels 2,

4, 6, and 8). Submillimeter cracks, generated

by uniaxial compression, also healed rapidly

(fig. S6 andmovie S8). The repeatability of the

self-healing cycles depended on the way in

which the force was applied and the landing

direction of the two pieces. The neatly healed

crystals remained intact over a period, and

their behavior was comparable to that of the

pristine crystals.

In some cases, efficient self-healing was hin-

dered by obstruction of debris and nonlinear

cracking (fig. S4, C and E), which caused dif-

ficulty in perfect closure of the fractured sur-

faces even after the complete withdrawal of

external stress. In such cases, cracks were visi-

ble on the crystals (hereafter, imperfectly healed

crystals; see Fig. 1B, panel 10, and fig. S4, C to E).

Although cracks were visible, the imperfectly

healed crystals could still support their own

weight when lifted by holding at one end

(movie S7).

Examination of pristine samples by single-

crystal x-ray diffraction (SCXRD) revealed that

the solid sample 1 is amonohydrate formof the

bipyrazole, crystallizing in a tetragonal unit cell

with polar space group P43. The asymmetric

unit contains four bipyrazole molecules, each

with a cocrystallized ordered water molecule

(Z′ = 4) (see fig. S7). The crystals grow along

the c axis with two crystallographically equiv-

alent side faces, (100) and (010) (Fig. 2, A and

B). The water molecules form an infinite one-

dimensional (1D) zigzag chain via O–H···O

cooperative hydrogen bonds parallel to the

crystal length or c axis (Fig. 2A and fig. S7A).

The adjacent parallel water chains are bridged
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in a perpendicular direction by bipyrazole

molecules via O–H···N andN–H···O hydrogen-

bonding interactions (fig. S7C). In addition, the

bipyrazole molecules also pack together via

N–H···N interactionsparallel to thewater chains

(fig. S7B). As a result, a strong 3D cooperative

hydrogen-bonding network is formed. The

methyl groups of bipyrazoles close-pack to

form hydrophobic zones that are intercalated

in the 3D hydrogen-bonded network (Fig. 2B;

see table S2 for H-bonding information).

The hardness (H, resistance to plastic de-

formation) and elastic modulus (E, resistance

to elastic deformation) of crystal 1measured

by nanoindentation suggest that this crystal is

several orders of magnitude harder (H = 0.4 to

0.5 GPa) and stiffer [E ≈ 8 GPa on (100)/(010);

E ≈ 15 GPa on (001)] than most other self-

healing materials (table S1), but is typical of

ordered organic crystals (fig. S8) (12).

Piezoresponse force microscopy (PFM) was

used on (100)/(010) faces of the polar single

crystals to investigate piezoelectric property

at nanoscale (Fig. 2C) (13, 14). The amplitude

(Fig. 2D) of the response signal in PFM is di-

rectly related to the local mechanical strain

experienced by the sample in response to

electrical bias applied on the cantilever tip.

The phase of the signal is directly related to

direction of the electric polarization of the

microscopic region of the surface monitored

under the tip. These tests allow identification

of orientation of the polarization direction of

domain structures, visualized by color contrast

in the phase image (Fig. 2E) (15). The average

vertical piezoelectric coefficient of pristine

crystals estimated from PFM is ~7.8 pm/V;

this value is lower (~5.4 pm/V) for mechan-

ically fragmented pieces (fig. S9). The average

effective d33 values measured from piezome-

try experiments on single crystals (~8.7 pC/N)

are higher than those frompellet samplesmade

by mechanically compacted microcrystalline

powders (~7.6 pC/N; these units are equivalent

to pm/V) (fig. S10). Thedrop in theperformance
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of mechanically fragmented samples implies

some amount of fatigue or permanent defor-

mation in them.

We further mapped the nanoscale local

electrostatic surface potential of different

crystals using Kelvin probe force microscopy

(KPFM; Fig. 2, F to H) (16). Fresh 001ð Þ= 00�1ð Þ
faces created by fracturing crystals of 1 per-

pendicular to the needle axis showed large

remnant surface potentials; 4.7 V was the

highest average value observed in our scans

(Fig. 2H and figs. S11 to S13). Potential at the

fracture tip surface was either positive or neg-

ative for a particular fragment, confirming the

complementary nature of the charges on oppo-

site fragmented pieces (figs. S11 and S12). The

experiments at a crack junction on (100)/(010)

faces of imperfectly healed crystals also pro-

vided evidence for the residual opposite po-

tentials (e.g., ~0.2 V to –0.6 V; Fig. 2, F and G)

on either side of the crack line (fig. S14). Such

opposite surface potentials were also observed

at crack lines in piezoelectric ceramics (17).

The opposite surface charges on fracture

faces observed in KPFM experiments can be

understood from the piezoelectric nature of

the polar crystals.
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Fig. 3. The mecha-

nism of generation of

surface charges

on fracture faces and

crystallographically

precise self-healing

in crystals of 1.

(A) Schematic depic-

tion of molecular

dipoles inside a pristine

crystal and generation

of opposite polarities

on freshly created

faces of 001ð Þ= 00�1
� �

with breakage

of the polar molecular

arrays connected by

O–H···O hydrogen

bonds. The color

gradients marked on

the fractured crystal

represent negative

(red) and positive

(green) charges.

(B and C) 2D projection

of reconstructed 3D

Ewald sphere viewed

along the c* axis

for a pristine crystal

(B) and a neatly healed

crystal (C). (D and

E) The measured 2D

diffraction pattern

(top panel) and

its corresponding 3D

intensity profile

(bottom panel) for

a neatly healed crystal

(D) and an imperfectly

healed crystal with

a visible crack line (E).
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Polar, hydrogen-bonded water chains with

O-H
(d+)

and
(d–)

O-H run parallel to the crystal

length (Fig. 3A); hence, fracture occurring

via O-H···O hydrogen bond rupture leaves

opposite dipoles of the molecules on freshly

created 00�1ð Þ and (001) surfaces. Although

piezoelectric materials generate electrical sur-

face charges under mechanical stress (18–20),

the long-lasting remnant potential could be due

to the presence of some fatigue or permanent

strain in fractured crystals of 1. Some degree

of plasticity in 1 near the fracture tip is not

surprising given the presence of dispersive

interaction zones in its crystal packing (Fig. 2,

A and B) (21, 22).

By contrast, theneatly healed crystals showed

no such electrostatic potential gradient across

the healed crack line on the (100)/(010) faces

(fig. S15). Hence, our KPFM results are in sup-

port of the large amount of electrostatic poten-

tial generated in the case of fractured pieces,

which acts as a natural restoring force between

the broken pieces, driving the attractive re-

combination. The recombination quenches the

charges in the self-healed piezoelectric crys-

tals of 1.

Because crystalline integrity affects almost

all the physical properties of molecular crys-

tals, we used microfocus SCXRD to examine

the self-healing efficiency of 1 with respect

to internal order and alignment of rejoined

pieces. The neatly healed crystals produced

sharp diffraction peaks comparable to those of

the pristine crystals (Fig. 3, B to D, and figs.

S16 and S17). We found no split peaks even at

higher resolution (Fig. 3C). Further, complete
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Fig. 4. Quantitative assessment of structural order using Mueller matrix

analysis. (A, D, and G) Linear diattenuation parameter dL. Scale bars,

25 mm. Insets: Schematic morphology representation and optical images of

the respective crystals. (B, E, and H) Spatial variation plots of dL corresponding

to pristine, neatly healed, and imperfectly healed crystals, respectively.

(C and F) The microscopic orientation of the retarder axis of the pristine

crystal (C) and the neatly healed crystal (F), showing uniformity along the

crystal. Scale bars, 12 mm. The slight offset in the orientation of the retarder

axis (arrow orientation) is because of a slight difference in orientation

of the crystals aligned manually on the sample stage. (I) The microscopic

orientation of the retarder for imperfectly healed crystals, which is uniform

along the crystal axis, except at the crack junction (marked by dashed

rectangular box). Scale bar, 6 mm. See figs. S18 to S22 and tables S6 to S8

for the full datasets.
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diffraction data provided an excellent fit to the

structural model (table S3), confirming an ef-

ficient self-healing with retention of high struc-

tural integrity and precise alignment of the

broken pieces (see tables S2 to S5 and figs. S7,

S16, and S17). It is noteworthy that although

the long-range structural order of bulk single

crystals can be captured well by SCXRD, the

nanoscale structural inhomogeneities (if any)

are not revealed because of the averaging na-

ture of the technique. On the other hand, an

imperfectly healed crystal with a visible crack

showed sharp but doubly split diffraction

peaks, revealing the misalignment of the two

well-ordered crystalline macroscopic domains

(Fig. 3E and fig. S16).

Using a custom designed state-of-the-art

dark-field Mueller matrix microscopy system

(fig. S18) with maximum spatial resolution of

~300 nm (23), we quantified the healing effi-

ciency by measuring the microscopic aniso-

tropic order of the crystals, including at the

crack junction (Fig. 4 and figs. S19 and S20).

Using theMueller matrix, which encodes the

full polarization response of the interacting

medium, one can efficiently probe and quan-

tify the anisotropic polarizability of crystalline

or other orderedmaterials using suitable com-

binations of polarization states of light (23, 24).

The important linear anisotropy parameters

in this context are the magnitude of linear

retardance (dL, birefringence), the orientation

angle of the retarder (q, birefringence axis),

and linear diattenuation (d
L
) (23, 24). Themea-

sured values of dL and d
L
provide quantitative

measures of the order parameters.

Pristine crystals, with a high degree of local

order, showed strong phase and amplitude

anisotropy effects, resulting in the highest

magnitudes of anisotropic parameters (dL =

1.52 ± 0.16 rad and d
L
= 0.209 ± 0.003) (Fig. 4,

A to C). The neatly healed crystals also showed

an impressive internal order, with only a slight

decrease in parameters (dL = 1.34 ± 0.1 rad and

d
L
= 0.189 ± 0.005) (Fig. 4, D to F, and fig. S20).

This quantifies the self-healing efficiency in

the neatly healed crystals of 1 as 88%. In the

context of nanoscale order, our technique cap-

tures any imperfections more efficiently than

themacroscopic imaging or SCXRD techniques

(8, 9). Samples obtained by fragmenting a crys-

tal into multiple pieces also showed order com-

parable to that of the neatly healed crystals

(figs. S21 and S22 and tables S7 and S8). This

confirms that the mechanical impact perma-

nently decreases the overall structural order

by 10 to 15%, leading to introduction of some

permanent defects in the crystals (18, 19). We

propose that this strain leads to a slight im-

balance of dipoles in the polar crystals, result-

ing in the remnant surface charges on the

fractured faces, as evidenced fromKPFM data.

Defects formed by doping are also known to

create polar domains due to lowering of sym-

metry in centrosymmetric crystals (25). None-

theless, the slight decrease in the microscopic

orientation of the axis of the retarder (com-

pare arrows in Fig. 4, C and F) is evident for

the neatly healed versus pristine crystals. How-

ever, the highly ordered, nanoscopically re-

paired nature of the neatly healed crystals is

apparent from our results.

In the case of imperfectly healed crystals with

visible cracks, a large decrease in the param-

eters is seen (dL= 0.70 ± 0.1 rad and d
L
= 0.07 ±

0.008; Fig. 4G and figs. S21 and S22). This find-

ing suggests the misalignment of local aniso-

tropic domains, which decreases the order

parameters by ~50%. Nanoscale spatial varia-

tion of the order parameters for the imperfectly

healed crystal shows the drop of order at the

crack line or imperfectly healed junction,

whereas the neatly healed crystals showed

no noticeable variations in the healed region

(Fig. 4, E andH). This indicates that the neatly

healed crystals not only retain near-maximum

overall long-range crystalline order but also

successfully heal and reknit the fragments

with nanoscale precision, which is highly

desirable for technology applications, particu-

larly in deployment of piezoelectric materials

in precision applications such as transducers.

This piezoelectricity-based repair mechanism

can be transferred to other polar materials

such as semicrystalline films retaining order

at nanoscale, which would be more amenable

to technology transfer.

The significant drop in the anisotropic order

parameters in imperfectly healed crystals as

compared to neatly healed crystals (tables S6

to S8) suggests that the inefficient healing has

a penalty on the structural order, leading to

enhanced residual stress and surface charges

in the crystal. This is consistent with the ob-

served residual partial charges across the crack

line in the KPFM data. Hence, achieving align-

mentof thepieceswith crystallographicprecision

appears to be more favorable so as to avoid the

penalty associated with remnant charges on the

crystal.

To better understand and benchmark the

self-healing potential of our molecular crystals,

we performed control experiments on some

readily available centrosymmetric (nonpiezo-

electric) and noncentrosymmetric (piezoelectric)

crystals (figs. S23 to S27 and table S9). A known

nonpiezoelectric hemihydrate crystal (space

group I41/acd) of the same bipyrazole mole-

cule in 1 exhibited neither attraction between

broken pieces nor any self-healing upon frac-

ture. Nonpiezoelectric crystals, because of their

centrosymmetric structure, cancel the dipoles,

hence they are not ideal for developing net

charges on fracture surfaces. Somewell-known

piezoelectric amino acid crystals, g-glycine and

L-histidine, with similar needle morphologies,

also did not show any self-healing, which sug-

gests that piezoelectric nature alone is not a

sufficient condition. These crystals, with pre-

dominantly strong hydrogen-bonding networks

and minimally dispersive types of interactions,

are very stiff (high elasticity), hence less prone to

plastic deformation (18). They did not show any

sign of attraction between the fracture surfaces.

As positive controls, confirming the identified

design principles of noncentrosymmetry and

crystal packing for favoring some degree of

plastic deformation, slender needle-like piezo-

electric crystals of some other organic com-

pounds (named as crystals 2, 3, 4, and 5)

exhibited interparticle attraction and excep-

tional self-healing behavior comparable to

that seen in crystals of 1 (see figs. S23 to S27

and table S9 for more details).

Noncentrosymmetric molecular crystals, owing

to their piezoelectric nature, develop opposite

charges on strained fracture surfaces, prompt-

ing fast recombination of the fragments, even

when they are not in direct contact, and show

autonomous self-healing with high crystallo-

graphic precision. Piezoelectric molecular crys-

tals canbe readily accessed froma large number

of the well-known enantiomerically pure natural

and synthetic compounds; in particular, those

with (but not limited to) dispersive functional

groups would be appropriate for exploring the

self-healing property. One may use the crystal

structure databases for mining potential can-

didates with noncentrosymmetric space groups

and desired crystal packing features, and to

further develop new self-healing materials

using crystal engineering principles (21, 22, 26).
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ZEOLITE CHEMISTRY

Cage effects control the mechanism of methane
hydroxylation in zeolites
Benjamin E. R. Snyder1†, Max L. Bols2†, Hannah M. Rhoda1†, Dieter Plessers2,

Robert A. Schoonheydt2*, Bert F. Sels2*, Edward I. Solomon1,3*

Catalytic conversion of methane to methanol remains an economically tantalizing but fundamentally

challenging goal. Current technologies based on zeolites deactivate too rapidly for practical application.

We found that similar active sites hosted in different zeolite lattices can exhibit markedly different

reactivity with methane, depending on the size of the zeolite pore apertures. Whereas zeolite with large

pore apertures deactivates completely after a single turnover, 40% of active sites in zeolite with

small pore apertures are regenerated, enabling a catalytic cycle. Detailed spectroscopic characterization

of reaction intermediates and density functional theory calculations show that hindered diffusion

through small pore apertures disfavors premature release of CH3 radicals from the active site after

C-H activation, thereby promoting radical recombination to form methanol rather than deactivated

Fe-OCH3 centers elsewhere in the lattice.

M
ethane is an abundant source of en-
ergy and a potent greenhouse gas. Its
direct conversion to methanol under
mild conditions remains an econom-
ically tantalizing but fundamentally

challenging goal of modern chemistry. Iron
active sites in zeolites and enzymes have at-
tracted considerable attention because of their
capacity to hydroxylate the otherwise largely
inert (104 kcal/mol) C-H bond of methane
rapidly at room temperature (1–5). In iron-
containing zeolites (Fe-zeolites), prior studies
have shown that this reaction occurs at a
mononuclear square pyramidal high-spin (S =
2) Fe(IV)=O intermediate [a-Fe(IV)=O] that is
activated forH-atomabstractionbya constrained
coordination geometry enforced by the zeolite

lattice (6–9). a-Fe(IV)=O is generated via O-
atom transfer from N2O to an S = 2 square
planar Fe(II) precursor, a-Fe(II). At low tem-
perature (<200°C), a-Fe(IV)=O reacts in a
noncatalytic fashion with CH4 (10). Catalytic
oxidation of CH4 is proposed to occur at
higher temperatures but with poor selectivity
(<10%) for methanol, and on undefined active
sites (10, 11). The absence of a closed catalytic
cycle for selective methanol synthesis repre-
sents a critical barrier to scale-up (4). Mech-
anistic insight into catalyst deactivation is
limited, anddespite intensive effort, no strategy
or design principle has emerged tomediate this
challenge. In nature, many metalloenzymes—
including soluble methane monooxygenase
(sMMO) (3, 5, 12)—have evolved active-site
pockets that exert precise control over hydro-
carbon substrate radicals, shutting down de-
activating mechanisms that involve radical
escape, and instead guiding radical recombi-
nation to selectively form R-OH or R-X bonds
(3, 12–14). Translating the active-site pocket
concept to small molecules (15–18) and micro-
porous materials (19–23) is an appealing strat-
egy to improve catalysis. Zeolite micropore
effects have been shown (or proposed) to tune
reactivity and/or selectivity across a number of

model reactions (9, 20, 24–27). However, micro-
pore effects enabling precise control over the
fate of small reactive intermediates, as with
the active-site pocket of sMMO, remain elu-
sive. Here, we demonstrate that steric effects
from a constricted pore aperture act as a cage,
thereby controlling the extremely reactive
methyl radical generated by methane C-H
activation. A radical recombination pathway
for direct methanol synthesis analogous to
the sMMO pathway can then ensue.
While evaluating Fe active sites in a number

of zeolite lattices, we discovered a marked dif-
ference in themethane reactivity of a-Fe(IV)=O
sites stabilized in zeolite beta (*BEA) (6, 7) and
chabazite (CHA) (8). These active sites have
highly similar first coordination spheres (Fig. 1A),
as reflected in their 57Fe Mössbauer spectra,
which nearly overlay (Fig. 2A) (7, 8). How-
ever, there are differences in the local pore
environments of these active sites (Fig. 1B).
In *BEA, a-Fe(IV)=O is accessed through large
channels defined by 12-membered rings of
SiO4 tetrahedra. In CHA, a-Fe(IV)=O is lo-
cated in a cage-like pore environment. Although
the dimensions of the CHA cage are similar
to those of the *BEA pore, substrates must
pass through a constricted eight-membered
ring aperture to enter the cage (7, 8, 28). The
maximum van der Waals diameter of a mo-
lecule that can freely diffuse out of this con-
stricted aperture is 3.7 Å, versus 5.9 Å for *BEA
(Fig. 1B). Because the van der Waals diameter
of CH4 is larger than 3.7 Å [4.1 to 4.2 Å (29)],
diffusion of substrate through the pore aper-
ture should be hindered in CHA but not *BEA.
We exposed a-Fe(IV)=O active sites in com-

positionally similar *BEA (Si/Al = 12.3, 0.30wt%
Fe) and CHA (Si/Al = 8.9, 0.24 wt% Fe) to
1 atm of methane at room temperature, and
used Mössbauer spectroscopy to track the
state of the iron active sites under single-
turnover conditions. The low iron loadings
used in these samples exclude the presence of
multiple Fe active sites in a single CHA cage.
As shown by the data in Fig. 2B, there is a
remarkable difference in the state of the iron
active sites in the post-reaction materials. In
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*BEA (red trace), a broad distribution of spec-

tral intensity is observed, reflecting the dom-

inant contributions from deactivated, partially

oxidized active sites (see below and fig. S1 for

assignments). In this lattice, only a small frac-

tion ofa-Fe(II) is regenerated (~4%). In contrast,

for CHA (Fig. 2B, black trace), a large frac-

tion of a-Fe(II) is regenerated [37 ± 5% yield

based on a-Fe(IV)=O], potentially enabling

further turnover. To evaluate this possibility,

we performed reactivity studies including a

second reaction cycle. Samples of Fe-*BEA

(Si/Al = 9.4, 0.26 wt% Fe) and Fe-CHA (Si/Al =

8.9, 0.24 wt% Fe) were subjected to either one

or two cycles of N2O activation and room-

temperature CH4 reaction, and the products

were desorbed and quantified by on-stream

mass spectrometry. (We note that this method

results in a modest systematic underestimate

of MeOH yields; see supplementary mate-

rials.) To parse the desorbed methanol into

contributions from different reaction cycles,

we used
13
CH4 for the first reaction cycle and

12
CH4 for the second (see Fig. 2C and sup-

plementary materials). These reactions were

also monitored by Mössbauer spectroscopy

(fig. S2). The one-cycle yield of CHA (0.33 ±

0.03MeOH/Fe) is similar to that of *BEA (0.27 ±

0.03MeOH/Fe). However, after accounting for

the different a-Fe(IV)=O concentrations of the

samples used for these reactivity studies (74 ±

5% of Fe for CHA, 91 ± 5% for *BEA see fig.

S2), the one-cycle yield of CHA was found to

be 50 ± 25% greater than that of *BEA. Amore

pronounced difference was observed in the

two-cycle yields. For *BEA, very little
12
CH3OH

was generatedduring the second reaction cycle,

and the total yield of the two-cycle reactionwas

the same (within error) as for the one-cycle

reaction. This is consistent with the nearly

complete deactivation of *BEA observed by

Mössbauer spectroscopy after a single turn-

over (Fig. 2B). For CHA, a large amount of
12
CH3OH was generated during the second

reaction cycle, and as a result, the total yield of

the two-cycle reaction was 40 ± 20% higher

than that of the one-cycle reaction. This cor-

relates well to the 37 ± 5% regeneration of a-Fe

(II) observed by Mössbauer spectroscopy (Fig.

2B). Finally, accounting for the different a-Fe

(IV)=O concentrations of these CHA and *BEA

samples, the two-cycle yield of a-Fe(IV)=O in

CHA was approximately twice that of *BEA.

To understand the mechanistic origin of

the differences in reactivity between CHA and

*BEA, we performed additional spectroscopic

experiments to characterize the Fe(III) com-

ponents present in Fe-*BEA after reaction

with CH4, where only 4% of the a-Fe(II)

active site is regenerated. The reaction of H2

with a-Fe(IV)=O in *BEA was first studied as

a reference, as we anticipated this would form

a single Fe(III) species: the a-Fe(III)-OH pro-

duct of H-atom transfer to a-Fe(IV)=O. From
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Fig. 1. Local environments of a-Fe

(IV)=O sites in *BEA and CHA.

(A) Comparison of first coordination

spheres, with bond lengths from

spectroscopically calibrated DFT models

(6–8). (B) Comparison of a-Fe(IV)=O

pore environments in *BEA and CHA.

For each lattice, a freely diffusing

sphere of maximal size is included

for reference.

Fig. 2. Effect of lattice topology

on active-site regeneration.

(A) Normalized Mössbauer spectra

of N2O-activated Fe-*BEA (red)

and Fe-CHA (black) at 6 K. Spectral

contributions from each Fe oxidation

state are quantified at the left (spec.

= spectator components

that do not contribute to reactivity).

Parameters of the a-Fe(IV)=O

components are indicated at the

right. (B) Normalized Mössbauer

spectra of N2O-activated Fe-*BEA

(red) and Fe-CHA (black) reacted

with CH4 at 300 K and then cooled

to 6 K for data collection. Spectral

contributions from each oxidation

state of the active site are quantified

at the left. Parameters of the a-Fe

(II) components are indicated at the

right. See fig. S1 for details of

quantification. The given quantifica-

tions have an error of ±5%. d =

isomer shift, DEQ = quadrupole

splitting (values given in mm/s).

(C) Comparison of methanol yields

extracted after one reaction cycle

with 13CH4 versus two cycles

(13CH4, then
12CH4). Yields based on

initial a-Fe(IV)=O content make

use of Mössbauer quantifications

shown in fig. S2.
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Mössbauer spectroscopy, this reaction gener-

ates a new majority component that exhibits

hyperfine structure in the absence of an exter-

nal magnetic field (Fig. 3A, blue trace). The

signature is consistent with a mononuclear

S = 5/2 Fe(III) center with a small zero-field

splitting (quadrupole splitting DEQ = –1.6 ±

0.1 mm/s, isomer shift d = 0.5 ± 0.1 mm/s,

axial zero field splitting |D| = 0.3 ± 0.2 cm
–1
,

rhombicity E/D = 0.25 ± 0.05; see supple-

mentary materials). The high population of

this component (61% of Fe) indicates that it

originated from a-Fe(IV)=O [initially 74% of

total Fe; ~80% of a-Fe(IV)=Owas converted to

this Fe(III) product; see fig. S1]. A quadrupole

doublet with an isomer shift and quadrupole

splitting identical to a-Fe(III)-OHwas also gen-

erated (17% of Fe; Fig. 3A, purple trace). On the

basis of correlation to post-CH4 reaction sam-

ples (see below), we assign this doublet to a

rapidly relaxing a-Fe(III)-OH site [a-Fe(III)-OH′].

Resonance Raman (rR) experiments were

performed to further characterize the struc-

ture of this majority Fe(III) product. As shown
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Fig. 3. Identification of Fe(III) species after H2 and CH4 reactions with

Fe-*BEA. (A) 57Fe Mössbauer spectrum of a-Fe(IV)=O in Fe-*BEA at 6 K. The

blue trace shows the Mössbauer signal from the a-Fe(III)-OH product

of H-atom transfer to a-Fe(IV)=O. (B) Resonance Raman (rR) spectroscopy

(nex = 21,800 cm–1) of a-Fe(IV)=O before (gray trace) and after (black trace)

reaction with H2 in the Fe-*BEA lattice. Peaks marked with an asterisk are

(nonresonant) Raman vibrations of the zeolite lattice. Inset: DR-UV-vis

spectrum before (gray trace) and after (black trace) the reaction. (C) 57Fe

Mössbauer spectrum of a-Fe(IV)=O in Fe-*BEA at 6 K. The blue trace

shows the Mössbauer signal from a-Fe(III)-OH; the red trace shows the

Mössbauer signal from a-Fe(III)-OCH3. (D) rR spectroscopy (nex = 21,800 cm–1)

of a-Fe(IV)=O before (gray trace) and after (black trace) reaction with

CH4 in the Fe-*BEA lattice. Inset: DR-UV-vis spectra before (gray trace)

and after (black trace) the reaction.
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in the inset for the H2 reaction in Fig. 3B, the

reaction of a-Fe(IV)=O with H2 in *BEA results

in a change in its diffuse reflectance ultra-

violet/visible (DR-UV-vis) spectrum, includ-

ing the loss of the characteristic 16,900 cm
–1

absorption feature of a-Fe(IV)=O (gray trace).

Tuning a laser to the 22,000 cm
–1
shoulder of

the resonance of the sample after H2 reaction

enhances a single Raman vibration at 735 cm
–1

(Fig. 3B, blue highlight; see fig. S3A for rR

profile). This vibration shifts down by 24 cm
–1

using D2 as the substrate (fig. S3B). The fre-

quency and isotope sensitivity of the 735 cm
–1

vibration are consistent with the stretching

mode of a terminal Fe(III)-OH bond (30),

and we assign this band to the a-Fe(III)-OH

product of H-atom abstraction from H2. The

experimentally defined spectroscopic features

of a-Fe(III)-OH were reproduced by density

functional theory (DFT) calculations (fig. S4A).

Next, we considered the reaction of

a-Fe(IV)=O with CH4 in *BEA. As shown in

the inset of Fig. 3D, the 16,900 cm
–1
absorption

band of a-Fe(IV)=O (gray trace) is eliminated

upon reaction with CH4, and new intensity

grows in at ~22,000 cm
–1
(black trace). Tuning

a laser to this absorption resonance enhances

a 735 cm
–1
vibration assigned to a-Fe(III)-OH

(from correlation to the above results from the

H2 reaction), along with an additional vibra-

tion at 585 cm
–1
(Fig. 3D, red highlight; see rR

profile in fig. S3). Unlike the 735 cm
–1
band,

this mode shows a
12
C/

13
C isotope sensitivity

(D
12
CH4/

13
CH4 = 7 cm

–1
; see fig. S3). It there-

fore involves motion of a methane-derived

ligand. Its frequency and isotope sensitivity

are consistent with the stretching mode of an

Fe(III)-OCH3 species. This observation indi-

cates that free methyl radicals generated

during C-H activation of CH4 in *BEA go on

to recombine with remote a-Fe(IV)=O sites

to form deactivated a-Fe(III)-OCH3 species.

This is consistent with previous identification

of -OH and -CH3 fragments in Fe-zeolites

that have reacted with methane (31, 32);

however, these fragments were not shown

to be related to the iron active sites. The

experimentally defined spectroscopic features

of a-Fe(III)-OCH3 are reproduced by DFT cal-

culations shown in fig. S4B.

For the reaction of a-Fe(IV)=O in Fe-*BEA

with CH4 (Fig. 3C), hyperfine features are also

observed byMössbauer spectroscopy, but with

a different intensity distribution relative to the

sample that reacted with H2. This observation

parallels the rR data, showing that two Fe(III)

species are present after the CH4 reaction:

a-Fe(III)-OH and a-Fe(III)-OCH3. Fitting the

broad distribution of Fe(III) hyperfine inten-

sity in the Mössbauer spectrum (Fig. 3C) re-

quires a contribution from a-Fe(III)-OH (blue

trace) as well as a second hyperfine-split com-

ponent that we assign as a-Fe(III)-OCH3 (red

trace). The parameters of a-Fe(III)-OCH3 are

similar to those of a-Fe(III)-OH, but with a

smaller E/D (DEQ = –1.6 ± 0.1 mm/s, d = 0.5 ±

0.1 mm/s, |D| = 0.3 ± 0.2 cm
–1
, E/D = 0.15 ±

0.05; see supplementary materials). The

a-Fe(III)-OH and a-Fe(III)-OCH3 components

are present in equal amounts (each 32% of Fe).

In addition, a quadrupole doublet representing

22% of Fe and identical to that identified in the

H2 reaction appears (Fig. 3C, purple trace).

Given the initial 91% of Fe as a-Fe(IV)=O, this

22% component must derive from a-Fe(IV)=O.
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Fig. 4. Comparison of reaction coordinates for *BEA (red) and CHA (black) after H-atom abstraction. The reaction coordinates for radical rebound (left)

and cage escape (right) are shown. Free energy changes (DG at 300 K, DH in parentheses) are given relative to the a-Fe(III)-OH···CH3 van der Waals complex

produced during H-atom abstraction from CH4 by a-Fe(IV)=O. The insets show how the van der Waals surface of an 8MR of CHA compares to that of a 12MR of *BEA,

illustrating how the constricted CHA 8MR creates a steric barrier for radical escape from the CHA active site (TS1).
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This component likely derives from rapidly
relaxing a-Fe(III)′ sites, encompassing both
a-Fe(III)-OH and a-Fe(III)-OCH3, leading to
both a hyperfine component and a doublet
component in theirMössbauer spectra. Together,
the a-Fe(III) components sum to 86 ± 9%of Fe
in the sample, which is within error of the 91 ±
5% of a-Fe(IV)=O initially present.
Mössbauer and rR data fromFe-*BEA there-

fore reflect the near-quantitative conversion of
a-Fe(IV)=O to a 1:1 mixture of a-Fe(III)-OCH3

and a-Fe(III)-OH after a single turnover. Paral-
lel spectroscopic data from a-Fe(IV)=O in CHA
after reaction with CH4 show that a-Fe(III)-
OCH3 and a-Fe(III)-OH sites do form in this
lattice after reaction with CH4, but in much
lower concentrations relative to *BEA: Only
~60% of the total a-Fe(IV)=O in CHA reacts
with CH4 to form a-Fe(III)-OCH3/a-Fe(III)-OH
(figs. S1 and S5), with the remaining ~40% re-
generating a-Fe(II). Because one radical escape
event produces two Fe(III) centers [one equiv-
alent each ofa-Fe(III)-OHand a-Fe(III)-OCH3],
rebound is favored over cage escape by a ratio
of ~4:3 in CHA at room temperature. This
model yields two key predictions: (i) The single-
cycle yield of CHA should be ~40% greater
than that of *BEA, and (ii) the two-cycle yield
of CHA should be ~40% greater than the one-
cycle yield. Both predictions are borne out in
the MeOH yields tabulated in Fig. 2C, further
supporting the model of competing cage es-
cape and radical rebound mechanisms.
Mössbauer and rR data show that the sim-

ilar a-Fe(IV)=O sites in CHA and *BEA give
different Fe products after their single-turnover
reaction with methane. In *BEA, exclusively
deactivatedFe(III) species are observed,whereas
in CHA, a significant fraction of the active sites
is returned to the reduced, catalytically active
Fe(II) state. We were interested in correlating
this difference in reactivity to the structures of
the *BEA and CHA lattices. Because the van
der Waals diameter of CH4 is larger than the
3.7-Å pore aperture of CHA, (29) we performed
DFT calculations to evaluate whether the small
pore of CHA gates methyl radical escape from
the active site (Fig. 4, right path), thus en-
hancing methanol synthesis through direct
radical rebound on the active site (Fig. 4, left
path). Cage escape in *BEA and CHA was
modeled via passage of CH3 through a 12MR
and an 8MR, respectively (the rings that gate
egress from the active site in each zeolite).
Proceeding from spectroscopically validated
models of a-Fe(III)-OH (fig. S4A) in a van der
Waals complex with CH3 (Fig. 4, center), our
calculations indicate a striking difference be-
tween the cage escape pathways for *BEA and
CHA (Fig. 4, right path). For the large 12MR
channel of *BEA, there is no barrier to CH3

radical escape (Fig. 4, lower inset). The libe-
rated CH3 radical is then free to react with a
remote a-Fe(IV)=O center, forming a-Fe(III)-

OCH3 and leaving behind one equivalent of
a-Fe(III)-OH (as observed experimentally in
Fig. 3). This reaction is calculated to be highly
exergonic (DG = –85 kcal/mol), proceeding
without an activation barrier. The absence of a
rate-limiting barrier for cage escape explains
the experimental observation of exclusively
ferric products in *BEA. For CHA, on the other
hand, there is an activation barrier of 5.2 kcal/
mol for CH3 escape (TS1) through the con-
stricted 8MR pore of the CHA cage (Fig. 4,
upper inset). Given the experimentally deter-
mined 3:4 branching ratio for cage escape
versus radical recombination, this activation
barrier is likely overestimated.
Although the cage escape pathways for

*BEA and CHA differ, their radical rebound
mechanisms are similar (Fig. 4, left path): In
both cases, radical rebound proceeds with a
low barrier (TS2, DG

‡ = 1 to 2 kcal/mol) and is
highly exergonic, forming methanol-ligated a-
Fe(II) [a-Fe(II)-CH3OH]. The ~50 kcal/mol of
free energy released in this reactionwould drive
desorption of MeOH into the gas phase, where
it is modeled to bind to the Brønsted acid sites
present in large excess in this zeolite lattice. This
regeneratesa-Fe(II), as observed experimentally
in CHA but not in *BEA (Fig. 2B).
Thus, in *BEA (and other zeolites with large

pore apertures), escape of a CH3 radical from
the a-Fe(III)-OH intermediate is expected to
be a diffusive process that leads to catalytically
inactivated Fe(III) products [a-Fe(III)-OCH3/
a-Fe(III)-OH]. Steaming is required to recover
MeOH via hydrolysis of a-Fe(III)-OCH3, and
high temperatures must then be used to effect
autoreduction of the resulting Fe(III) sites back
to a-Fe(II) (33). In contrast, the constricted
pore apertures of CHA constrain the CH3 radi-
cal, promoting its recombinationwith a-Fe(III)-
OH to form CH3OH and returning the active
site to its reduced a-Fe(II) state to enable
further turnover. In analogy to the active-site
pocket of a metalloenzyme, the local pore en-
vironment of a heterogeneous active site can
therefore play a decisive role in selecting be-
tween competing reaction pathways with low
activation barriers, in this case promoting se-
lective hydroxylation and precluding deactivat-
ing side reactions. This strategy is potentially
broadly applicable for synthetic control over
catalyticmechanisms inmicroporousmaterials.
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NANOMATERIALS

Determinants of crystal structure transformation of
ionic nanocrystals in cation exchange reactions
Zhanzhao Li1, Masaki Saruyama2*, Toru Asaka3, Yasutomi Tatetsu4, Toshiharu Teranishi2*

Changes in the crystal system of an ionic nanocrystal during a cation exchange reaction are unusual

yet remain to be systematically investigated. In this study, chemical synthesis and computational

modeling demonstrated that the height of hexagonal-prism roxbyite (Cu1.8S) nanocrystals with a

distorted hexagonal close-packed sulfide anion (S2−) sublattice determines the final crystal phase of

the cation-exchanged products with Co2+ [wurtzite cobalt sulfide (CoS) with hexagonal close-packed

S2– and/or cobalt pentlandite (Co9S8) with cubic close-packed S2–]. Thermodynamic instability of exposed

planes drives reconstruction of anion frameworks under mild reaction conditions. Other incoming

cations (Mn2+, Zn2+, and Ni2+) modulate crystal structure transformation during cation exchange reactions

by various means, such as volume, thermodynamic stability, and coordination environment.

C
rystallographic control expands avail-

able routes to tuning the physical and

chemical properties of colloidal ionic

nanocrystals (NCs), which researchers

have conventionally determined by size,

shape, and composition (1–4). Ion exchange

reactions are a promising route for overcom-

ing current limits imposed by direct synthetic

routes to NCs and for increasing the library of

available crystal structures (5–10). Generally,

incoming cations expel the original cations

and preserve the robust anion sublattice be-

cause the smaller cations diffuse much faster

than larger anions and the overall morphol-

ogy and crystal system of a NC are retained

(11–13). For example, the cation exchange of

hexagonal close-packed (hcp) wurtzite (w)–

CdSe NCs with Cu
+
affords hcp Cu2Se NCs in

which the hcp Se
2−

sublattice framework is

maintained, despite the hcp Cu2Se phase being

thermodynamically metastable in the copper

selenide family, indicating that the kinetic

stability for maintaining the Se
2−

sublattice is

preferred (14). Because anion sublattice defor-

mation is usually hindered, only a few cation

exchange reactions transform the crystal struc-

ture (15–17). In particular, crystal structure

transformations derived from anion sublattice

deformation through cation exchange without

changing the overall host NC morphology are

rare—for example, transformations from tet-

ragonal Cu3Se2 tow-CdSe and from chalcocite

Cu2S to rocksalt-PbS (18, 19).

Anion sublattice rearrangement during cat-

ion exchange appears to bematerial dependent,

but the mechanism of lattice reconstruction

has been poorly understood given the lack of

systematic studies focusing on crystal struc-

ture transformation during the cation exchange

reaction. An understanding of the critical fac-

tors that govern crystal structure transforma-

tion is needed to expand the synthetic range of

ionic nanomaterials (20).

Here, we demonstrate that the crystal struc-

ture of cation-exchanged NCs strongly de-

pends on the shape of the host NCs. In this

work, we used Cu1.8S NCs with 16 hexagonal-

prism shapes—from rod to plate—as host ionic

NCs for a cation exchange reaction with Co
2+

(21–23). The crystal structure of the cation-

exchanged CoSx NCs strongly depended on

the height (length of the a axis) of the host

hexagonal-prism Cu1.8S NCs. Comprehensive

experiments and theoretical calculations indi-

cated a morphology-dependent kinetic barrier

for unconventional anion sublattice reconstruc-

tion from hcp to cubic close-packed (ccp). In

the case of other incoming cations, cation-

dependent factors determined the crystal

structures of cation-exchanged NCs.

We chose roxbyite Cu1.8S NCs with a dis-

torted hcp S
2−
anion sublattice for cation ex-

change with various cations (Co
2+
, Mn

2+
, Zn

2+
,

and Ni
2+
), because of fast Cu

+
diffusion in

nonstoichiometric Cu2−xS NCs (24–27). Fur-

thermore, facile control over the size and

shape of roxbyite Cu1.8S NCs allowed inves-

tigation of the effects of NC morphology in

various applications (21, 28). We first applied

the cation exchange reaction with Co
2+

to

Cu1.8S nanoplates (NPLs) and nanorods (NRs).

We injected a dispersion of Cu1.8S NCs in tri-

n-octylphosphine (TOP) into a 100°C solution

containing Co
2+
, oleylamine, and 1-octadecene

and maintained the temperature at 100°C

for 5 min (29). Energy-dispersive x-ray (EDX)

spectroscopy confirmed that the cation ex-

changewas nearly complete (Cu/Co < 3mol%)

within 5 min.

The host Cu1.8S NPLs were 61.3 ± 3.2 nm in

width and 5.2 ± 0.4 nm in height (Fig. 1, A and

B), and the (400) and (008) planes were in the

longitudinal and lateral directions of the plate,

respectively (Fig. 1, C and D). After cation

exchange of the Cu1.8S NPLs with Co
2+
, the

hexagonal plate shapewasmaintained,whereas

the size decreased to 57.2 ± 3.1 by 5.0 ± 0.4 nm

(width by height) (Fig. 1E). Nonuniform con-

trast in individual NPLs in transmission elec-

tronmicroscopy (TEM) images arises from the

residual strain by the lattice volume change.

The x-ray diffraction (XRD) pattern and high-

resolution TEM (HRTEM) indicated that the

resulting NPLs had thew-CoS phase (Fig. 1F),

and the (002) and (110) planes aligned in the

longitudinal and lateral directions, respectively,

of the NPL (Fig. 1, G and H). Thus, the w-CoS

NPLs retained the hcp S
2−
sublattice from the

host hcp Cu1.8S NPLs. The w-CoS phase was

thermodynamically metastable in the cobalt

sulfide family, as confirmed by theoretical cal-

culations of the formation energy (table S1).

Formation of a thermodynamicallymetastable

phase through the cation exchange reaction

has often been observed because of the pre-

ferable retention of the anion sublattice of host

NCs versus deformation into a more stable

phase (11, 12).

Next, we synthesized Cu1.8S NRs, with a

width of 14.9 ± 1.0 nm and a height of 26.9 ±

3.2 nm, as the host NCs (Fig. 1, I and J).

HRTEM images showed that the (400) and

(008) planes aligned in the longitudinal and

lateral directions, respectively (Fig. 1, K and L),

confirming that the NRs have a larger number

of smaller basal (400) planes stacking in the

[100] direction than do NPLs. After cation ex-

change with Co
2+
, the original rod shape was

slightly distorted but roughlymaintained, while

the size decreased to 13.0 ± 1.5 by 24.6 ± 2.8 nm

(width by height) (Fig. 1M). Notably, the XRD

pattern of the resultingNRswas in accordance

with the distorted ccp pentlandite-type Co9S8
phase (Fig. 1N) (30), where the S

2−
sublattice

framework was completely different from that

of the host hcp Cu1.8S. HRTEM images showed

that the (222) and (4�40) planes aligned in

longitudinal and lateral directions, respectively,

in the Co9S8 NRs (Fig. 1, O and P). These re-

sults demonstrate that the shape of a host NC

determines the final crystal structure of a

cation-exchanged product.

Both Cu1.8S andw-CoS phases are composed

of hexagonally packed S
2−

monolayers (MLs)

(fig. S1) stacking in a zigzag ABABAB… man-

ner along the [100] and [001] directions, re-

spectively. The ccp Co9S8 phase has similar

hexagonally packed S
2−

MLs, but the stack-

ing is in a triplicate ABCABC… manner along

the [111] direction (fig. S2). Transformation

fromhcp to ccp by sliding the A and B layers in

the [010] direction of hcp Cu1.8S is unusual but

possible (fig. S2B) (31). The lattice volume per

S
2−

anion decreased by 32% from Cu1.8S to

Co9S8 in the cation exchange (table S2). This
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large change in volume likely allowed the S
2−

anions to move extensively, resulting in the

formation of corresponding stable phase (32).

HRTEM images in fig. S3 show that the [111]

stacking direction of the Co9S8 phase tilted by

19.5° to the long axis in Co9S8 NRs, which

could be explained by sliding the S
2−

MLs of

the Cu1.8S phase in the same direction. Another

possible rearrangement is to slide only the A

layer in the [010] direction of the hcp Cu1.8S

phase to form the ccp arrangement with an

ABCBA twin boundary (fig. S2C), which we

observed in Co9S8 NRs (fig. S3).

To understand the determining factor in

shape-dependent crystal structure transfor-

mation during cation exchange reactions, we

studied cation exchanges between Co
2+

and

16 types of hexagonal-prism-shaped roxbyite

Cu1.8S NCs with different widths and heights

(Fig. 2A, fig. S4, and table S3). We synthe-

sized these various-shaped Cu1.8S NCs by sys-

tematically modulating the Cu(NO3)2/CuCl2
precursormolar ratio (table S4) (28), whichwe

named Cu1.8S-S1 to Cu1.8S-S16 in descending

order of height (table S3). The XRD patterns of

all of the Cu1.8S NCs corresponded to the rox-

byite phase (fig. S5), yet the relative peak in-

tensities varied because of the anisotropic

shape effect. HRTEM images of representative

Cu1.8S NCs showed the [100] direction aligned

to the height (fig. S6).

After cation exchange with Co
2+
, the overall

morphologies of the host NCs were pseudo-

morphically retained with some distortions

for all of the cation-exchanged NCs (Fig. 2B

and fig. S7). On the basis of their XRD pat-

terns, the cation-exchanged NCs from Cu1.8S-S1

to Cu1.8S-S7 (larger height:≥13.6 nm) exhibited

the Co9S8 phase, whereas those from Cu1.8S-

S11 to Cu1.8S-S16 (smaller height: ≤7.1 nm) ex-

hibited the w-CoS phase (Fig. 2C and fig. S8).

TheHRTEM images of representative CoSxNCs

indicated that (222) and (002) planes stacked

along the height of Co9S8 and w-CoS NCs, re-

spectively (fig. S9). Notably, the XRD patterns

of the products obtained from Cu1.8S-S8 to

Cu1.8S-S10 (medium height: 9.6 to 12.5 nm) ex-

hibited a mixture of both Co9S8 and w-CoS

phases (Fig. 2C and fig. S8). TheHRTEM images

of NCs fromCu1.8S-S9 (Co9S8 +w-CoS) also con-

firmed that the individual NC has either a

w-CoS or Co9S8 phase rather than both phases

(Fig. 2D and fig. S10), indicating that the

Cu1.8S-S8 toCu1.8S-S10NCswithmediumheight

transformed to either Co9S8NCs orw-CoS NCs.

Figure 2E summarizes the relation between

the dimensions of the host NCs and the crystal

phase of the cation-exchanged NCs, which in-

dicated the boundary of the crystal structure

transformation at a height of ~9 to 13 nm

containing Cu1.8S-S8 to Cu1.8S-S10 NCs. With-

out exception, Cu1.8S NCs larger or smaller

than this intermediate height region were

transformed into Co9S8 or w-CoS NCs, respec-

tively. However, we found no correlation be-

tween the width of the host NCs and the

crystal phase of the cation-exchanged NCs.

For example, long rods (S2, 19.5-nm width by

67.2-nm height) and small plates (S15, 18.8-nm
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Fig. 1. Cation exchange

reactions of Cu1.8S NPLs

and NRs with Co2+.

TEM images, XRD patterns,

HRTEM images, and S2−

sublattice models of

(A to D) Cu1.8S NPLs,

(E to H) w-CoS NPLs,

(I to L) Cu1.8S NRs, and

(M to P) Co9S8 NRs.

Reference XRD patterns:

roxbyite Cu1.8S [International

Centre for Diffraction Data

(ICCD) number 00-064-

0278], pentlandite Co9S8

(ICCD 00-056-0002), and

simulated w-CoS (12).

a.u., arbitrary units.
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width by 5.4-nm height) were transformed

into Co9S8 and w-CoS NCs, respectively (fig.

S11, A and B). Likewise, wide rods (S1, 60.5-nm

width by 90.4-nm height) and large plates

(S16, 61.3-nm width by 5.2-nm height) were

transformed into Co9S8 and w-CoS NCs, respec-

tively (fig. S11, C and D), suggesting the im-

portance of the height of the host NCs for

crystal structure transformation. Further plots

of aspect ratio or volume versus height of the

host Cu1.8S NCs also indicated that only the

height of the NCs was a critical factor in the crys-

tal structure of cation-exchanged products

(fig. S12). This rule was valid regardless of the

presence of angled facets truncating corners of

the hexagonal prism Cu1.8S NCs (fig. S13).

Other factors could influence the structure

of cation-exchanged products. Specifically, the

TOP molecules have been reported to induce

the structural change of Cu2−xS NCs by ex-

tracting S
2−

before the cation exchange (33).

In our study, both the sonication of Cu1.8S NCs

in TOP for 30 min to prepare the injection

solution and the control experiments with-

out Co
2+
did not cause serious change in their

morphologies and crystal structures (fig. S14).

In addition, the volumes of the resulting CoSx
NCs calculated from their sizes were close to

those expected by the theoretical lattice shrink-

age from the corresponding Cu1.8SNC (fig. S15).

These results indicate that TOP did not cause

severe dissolution and phase transformation

but served to accelerate the cation exchange

reaction.

To understand these phenomena, we consi-

dered the cation exchange mechanism to be

dependent on the shape of the NCs. The shape

of the host NCs often determines the initial

reaction site where the cation exchange starts,

because the surface energy, ligand density,

and Cu
+
defect density depend on the exposed

crystal planes (34). Moreover, the directional

cation diffusion in NCs might affect anion

lattice reconstruction. To confirm the effect

of cation exchange on the crystal phase of the

products, we compared the cation exchange

processes of three types of Cu1.8S NCs—long

rods (S2), thick plates (S5), and thin plates

(S16)—by observing partially cation-exchanged

NCs as intermediate products.

TheXRDpatternofpartially cation-exchanged

NCs of Cu1.8S-S2 NRs (Co/Cu = 46/54 mol/mol

by EDX) showed coexistence of Cu1.8S and

Co9S8 phases (Fig. 3, A and B). Scanning TEM

(STEM)–EDX spectroscopy mapping showed

that the elements Cu and Co were located at

different ends of theNRs and formed a hetero-

interface of Cu1.8S (400)//Co9S8 (222), suggest-

ing that cation exchange started from one tip

of the rod (Fig. 3, C to F) (35, 36). A partially

cation-exchanged product of Cu1.8S-S5 thick

NPLs (Co/Cu = 35/65 mol/mol by EDX) also

had both Cu1.8S and Co9S8 phases (Fig. 3, G

and H), although the Cu1.8S and Co9S8 phases

shared the same crystal plane, as shown by

STEM-EDX spectroscopy (Fig. 3, I and J). This

result indicated that cation exchange started

from one edge of the Cu1.8S-S5 NPL and pro-

pagated in an in-plane direction, resulting in

the formation of a heterointerfacial plane of

Cu1.8S (008)//Co9S8 (4�40), tilted 90° with

respect to that of S2 NRs (Fig. 3, K and L).

Thus, the Co9S8 phase can form regardless of

the cation exchange starting plane and the

progressing direction.

However, partial cation exchange of Cu1.8S-

S16 thin NPLs (Co/Cu = 48/52 mol/mol by

EDX) yielded NPLs consisting of Cu1.8S and

w-CoS phases (Fig. 3, M and N). The element

Co was located at six corners of the hexag-

onal plate, indicating that cation exchange

started at the peripheral corners of Cu1.8S-

S16 NPLs (Fig. 3, O to R) (22). Although both

thin and thick NPLs had an in-plane cation

exchange propagation path, the correspond-

ing CoSx phases were completely different,

strongly indicating that the cation exchange

route did not determine the crystal structure

of CoSx NCs. We attributed the different ex-

change routes to the difference in reactivity

of the crystal planes of Cu1.8S NCs (27, 37).

Because the reactive surface area is minimized

in equilibrium shape (38), the tip {100} and side

{010}/{001} facets were preferentially reactive

owing to the intrinsically unfavorable atomic

arrangement and/or less ligand coverage in
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Fig. 2. Cation exchange reactions of Cu1.8S NCs with 16 kinds of morphologies with Co2+. TEM images

(50-nm scale bars) of (A) 16 types of hexagonal-prism-shaped Cu1.8S NCs and (B) cation-exchanged CoSx
NCs. (C) XRD patterns of CoSx-S2 to CoSx-S16 NCs. (D) HRTEM images of NCs from Cu1.8S-S9 (Co9S8 + w-CoS).

(E) Height–width plots of host Cu1.8S NCs and corresponding CoSx phases after the cation exchange.

(F) Schematics of height-dependent phase transformation of NCs during the cation exchange. Reference XRD

patterns in (C) correspond to pentlandite Co9S8 (pink, ICCD 00-056-0002) and simulated w-CoS (green).
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NRs and NPLs, respectively, even though both

NCs had the same roxbyite phase.

In the partial cation-exchanged products,

the XRD peaks assigned to roxbyite Cu1.8S

phase-shifted and approached those of djur-

leite Cu1.94S, which was probably induced by

the strain at the heterointerface (fig. S16, A to

C) (39). Thus, the Cu1.8S phase could be slight-

ly changed in this cation exchange process.

However, the strain effect had little impact on

the shape-dependent phase transformation,

because the XRD peak shift took place regard-

less of the shape of NCs and the hcp S
2−
struc-

ture in Cu2−xS phase preserved the hcp structure

during the cation exchange reaction (fig. S16D).

We next investigated the thermodynamic

stability of the CoSx phases. The w-CoS phase

is reported to be thermodynamically unstable

but kinetically stabilized by the high robust-

ness of the S
2−

anion framework during the

cation exchange reaction (13). However, our

results indicated that stabilization by the

anion framework was unlikely to work for

cation-exchanged NCs with a large height. In

other words, the activation energy for the S
2−

framework reconstruction from hcp to ccp

greatly depended on the height of the cation-

exchanged NCs. Considering the difference in

the formation energies between thew-CoS and

Co9S8 phases, applying thermal energy to the

w-CoS phase should induce a phase transition,

even for thin NPLs (table S1). Thus, to confirm

the thermal energy effect, we varied the reac-

tion temperature (over the range from 60° to

150°C) in a cation exchange reaction of Cu1.8S-

S16 thin NPLs. As the temperature increased,

the phase fraction of the Co9S8 increased (near-

ly reached 100% at 150°C), and the overall

plate shape was retained (fig. S17). Thus, the

S
2−
anion framework was relatively fragile in

cation exchange with Co
2+
, given the thermo-

dynamic instability of the w-CoS phase. Fur-

thermore, in the case of NRs, decreasing the

reaction temperature did not change the crys-

tal phase of cation-exchanged NCs; for exam-

ple, Co9S8 NRs formed even at 60°C (fig. S18).

Thus, the kinetic barrier for S
2−

anion frame-

work reconstruction of NRs was substantially

lower than that of NPLs. This shape-dependent

crystal structure transformation at various tem-

peratures can rule out the effect of diffusion rate

of cations on the phase transformation (40).

We considered why anion sublattice recon-

struction occurred in cation exchange of larger-

height Cu1.8S NCs regardless of the reaction

temperature. Surface energy is an important

factor for linking the crystal structure and

morphology of NCs. In general, a specific crys-

tal plane with high surface energy is covered

bymore-stable planes in the equilibrium shape

(38). In the present cation exchange reaction,

which pseudomorphically retained the overall

shape, phase transformation would be the only

route to lower the surface energy. Theoretical

calculations of representative exposed planes

of w-CoS showed that the surface energies of

the side planes, (100) and (110), were higher

than those of the basal plane (001), suggesting

that exposure of such side planes was strongly

unfavored (table S5).

Because the side surface area increased as

the height of the NCs increased, we hypothe-

size that the thermodynamic instability of large-

height w-CoS NCs triggers reconstruction of

their S
2−

sublattices. However, further theore-

tical insights are required to quantitatively ex-

plain the threshold height of Cu1.8S NCs that

induces crystal structure transformation. We

conclude that kinetic stabilization of a meta-

stable phase during the cation exchange reac-

tion depends on the overall shape of the NCs.

A large deviation from the intrinsic equilib-

rium stable shape with a metastable phase is

likely to decrease the kinetic barrier to anion

sublattice reconstruction, thereby leading to

the thermodynamically stable phase.

Whether the crystal structure transforma-

tion occurred was related to how the hcp crys-

tal phase of the cation-exchanged products was

stabilized. Because the difference in the forma-

tion energies between hcp and the other phases

depended on the type of metal sulfide, other

metal cations used in the cation exchange reac-

tion should have different determining factors

than that of the CoSx case (i.e., factors other

than the height of the host NCs). We used

three cations (Mn
2+
, Ni

2+
, and Zn

2+
) for cation

exchange of Cu1.8S-S4 NRs and Cu1.8S-S16

NPLs. Cation exchange of Cu1.8S-S4 NRs with
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Fig. 3. Partial cation exchange reactions of Cu1.8S-S2, -S5, and -S16 NCs with Co2+. (A, G, and M) TEM images; (B, H, and N) XRD patterns; (C, I, and O) STEM–

high-angle annular dark field images; (D, J, and P) STEM-EDX spectroscopy mapping images; (E, K, and Q) HRTEM images; and (F, L, and R) schematics of cation

exchange of partially cation-exchanged NCs: [(A) to (F)] Cu1.8S/Co9S8-S2 NRs, [(G) to (L)] Cu1.8S/Co9S8-S5 NPLs, and [(M) to (R)] Cu1.8S/w-CoS-S16 NPLs.
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Mn
2+
and Zn

2+
resulted in formation ofw-MnS

and w-ZnS NRs, respectively (Fig. 4, A to H),

unlike in the Co
2+
case. When using Ni

2+
as an

incoming cation, we obtained Ni3S4 NRs with

a distorted ccp S
2−
framework, where the (222)

plane aligns along the longitudinal direction

in the Ni3S4 NRs, as observed in the Co9S8-S4

NRs (Fig. 4, I to L). However, cation exchange

of Cu1.8S-S16 NPLs withMn
2+
and Zn

2+
formed

w-MnS and w-ZnS NPLs, respectively (Fig. 4,

M to T). Notably, when we used Ni
2+
as an in-

coming cation, we also obtained slightly dis-

torted NPLs with a Ni3S4 phase (Fig. 4, U and

V), indicating that the S
2−
sublattice was recon-

structed even in thin NPLs (Fig. 4, W and X).

Both MnS and ZnS have two typical phases:

wurtzite (hcp) and zincblende (zb, ccp) struc-

tures. Because the trend of the formation en-

ergy difference between thew-MnS and zb-MnS

phases was similar to that between the w-CoS

and Co9S8 phases (table S1), we expected a

similar crystal structure transformation of

w-Cu1.8S NRs into zb-MnS. However, the vol-

ume change from Cu1.8S NCs toMnS NCs with

either phase was too small (<2%) to recon-

struct the S
2−

anion sublattice during cation

exchange, in contrast with large volume change

(>15%) in the CoSx case (table S2 and fig. S19).

In fact, cation exchange with large volume

change triggered the drastic anion sublattice

reconstruction (32). For ZnS, both phases had

nearly the same formation energies (table S1),

suggesting that a driving force for the crystal

structure transformation was small, and the

hcp S
2−

framework was retained despite the

volume change during the cation exchange re-

action reaching ~10% (table S2 and fig. S19).

For cation-exchanged NCs with Ni
2+
, NiAs-

type NiS is a representative hcp NiSx phase,

but it was quite difficult to form this phase by

cation exchange of Cu1.8S NCs, because octa-

hedral coordination of Ni
2+
in NiS was unlike-

ly to result from roxbyite Cu1.8S with a trigonal

or tetrahedral coordination of cations (13). Al-

though we expected w-NiS to form through

cation exchange of Cu1.8S NCs with Ni
2+
,w-NiS

NCs appear to not have been reported. Thus,

a critical factor inhibited formation. Further-

more, the volume change of the lattice was

quite large (>28%) in the context of transfor-

mation from Cu1.8S to any NiSx phase (table

S2), offering an opportunity for S
2−

sublattice

reconstruction. These considerations may ac-

count for the drastic phase transformation

to stable ccp Ni3S4 from any shape of host

Cu1.8S NCs.
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Wafer-scale heterostructured piezoelectric
bio-organic thin films
Fan Yang1,2,3†, Jun Li1†, Yin Long1, Ziyi Zhang1, Linfeng Wang1, Jiajie Sui1, Yutao Dong1, Yizhan Wang1,

Rachel Taylor4, Dalong Ni5, Weibo Cai5, Ping Wang2,3, Timothy Hacker4, Xudong Wang1*

Piezoelectric biomaterials are intrinsically suitable for coupling mechanical and electrical energy in biological

systems to achieve in vivo real-time sensing, actuation, and electricity generation. However, the inability to

synthesize and align the piezoelectric phase at a large scale remains a roadblock toward practical applications.

We present a wafer-scale approach to creating piezoelectric biomaterial thin films based on g-glycine

crystals. The thin film has a sandwich structure, where a crystalline glycine layer self-assembles and

automatically aligns between two polyvinyl alcohol (PVA) thin films. The heterostructured glycine-PVA films

exhibit piezoelectric coefficients of 5.3 picocoulombs per newton or 157.5 × 10−3 volt meters per newton

and nearly an order of magnitude enhancement of the mechanical flexibility compared with pure glycine

crystals. With its natural compatibility and degradability in physiological environments, glycine-PVA

films may enable the development of transient implantable electromechanical devices.

P
iezoelectricity is amaterial property that

couples mechanical energy with elec-

tricity. It is also a relatively common

phenomenon that can be found inmany

biological systems (1–3). More than a

century of research on piezoelectric materials

has led to advancements in inorganic piezoelec-

tric crystals in terms of processing techniques,

property enhancement, and multifunctional-

ity. This group of materials is used in a broad

range of electromechanical systems for sensing,

acoustics, imaging, actuation, and energy har-

vesting (4–8). For use in biotechnology, these

materials must also show flexibility, biocom-

patibility, and biodegradability (9, 10). Unfor-

tunately, inorganic piezoelectric materials are

intrinsically rigid, brittle, and challenging to

process and may contain toxic elements. Even

synthetic piezoelectric polymers, such as poly-

vinylidene difluoride (PVDF), are not able to

satisfy many requirements, particularly those

for flexibility and degradability.

Piezoelectric biomaterials—for example, silk

(11, 12), collagen (13, 14), amino acids (15, 16),

chitin (17), cellulose (18), and viral particles

(19)—can naturally offer many potentially

beneficial properties of biomaterials such as

reliability, biocompatibility, reproducibility,

and flexibility. They are mostly biodegradable,

and their production is considered environ-

mentally sustainable. However, because of

the lack of large-scale assembly and domain

aligning, studies of their piezoelectricity are

still primarily at the conceptual level. Within

this intriguing group of piezoelectric biomate-

rials, glycine, the simplest amino acid, stands

outwith a high piezoelectric coefficient (d33up

to 10 pC/N) and exceptional stability (g-glycine)

(20). Nevertheless, similar to many inorganic

molecules, pure glycine tends to form fragile

bulk crystals with a very high Young’s mod-

ulus (~30 GPa). Moreover, glycine requires an

extremely high electric field (more than GV/m)

to align the domains, which makes it rather

challenging for its polycrystalline film to exhibit

macroscopic piezoelectricity.

We report a self-assembly strategy for wafer-

scale synthesis of heterostructuredpiezoelectric

glycine thin films. The films have a polyvinyl

alcohol (PVA)–glycine-PVA sandwich structure,

where the hydrogen bonding between PVA and

glycine at the interface leads to the formation

and self-alignment of g-glycine crystals across

the entire film. The as-synthesized film ex-

hibits a superb, stable, and uniform piezo-

electric property, aswell as excellent flexibility

and biocompatibility.

Glycine-PVA films were synthesized by di-

rect solidification from their mixture solution

at 60°C (Fig. 1A; detailed synthesis procedures

are included in thematerials andmethods sec-

tion of the supplementary materials). Because

of the low surface tension, the solution evenly

dispersed on the supporting surface, forming a

uniform liquid film. As the solvent evaporated,

the liquid film crystalized from the edges and

expanded rapidly across the entire area within

30 min (movie S1). Through this approach, the

solidified film could reach a fairly large area,

which was only limited by the size of the sup-

porting surface. The film could be directly

peeled off from the surface, exhibiting excel-

lent uniformity, integrity, and flexibility (inset

of Fig. 1A and movie S2). A cross-sectional

scanning electron microscopy (SEM) image

revealed that the as-received film had a three-

layer structure with an overall thickness of
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~30 mm (Fig. 1B). The top and bottom layers

had the same thickness (~7 mm), which was

less than that of the middle layer (~16 mm),

where clear crystalline features could be ob-

served. Corresponding energy-dispersive x-ray

spectroscopy (EDS) mapping showed that the

nitrogen element (only from glycine) was con-

centrated in the middle layer region (Fig. 1C),

whereas the carbon element was more distrib-

uted at the top and bottom shells (fig. S1), in-

dicating that the middle layer was glycine and

the top and bottom layers were primarily PVA.

The crystalline domain of glycine exhibited a

columnar geometry following the growth di-

rection with an average width of ~230 mm and

lengths extending to the centimeter scale (fig.

S2). X-ray diffraction (XRD) spectra obtained

from as-received films exhibited characteristic

peaks (at 21.8° and 25.3°) of g-phase glycine

(red curve in Fig. 1D), and no diffraction peaks

from other phases could be observed, confirm-

ing that the as-received filmwas dominated by

the piezoelectric g-glycine crystals. The very

broad and low-intensity peak centered at 19.7°

belongs to PVA, indicating its extremely low

crystallinity. Without introducing PVA, the

same procedure only yielded glycine crystals

dominated by the nonpiezoelectric a phase

(black curve in Fig. 1D).

Density function theory (DFT) was used to

investigate the interactions between g-glycine

and PVA. Three possible alignment conditions

that enable glycinemolecules to bind with PVA
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Fig. 1. Synthesis and growth mechanism of piezoelectric glycine-PVA films.

(A) Schematic synthesis approach of piezoelectric glycine-PVA films over a

large area. Bottom images are digital photographs of a wafer-sized as-grown film

(left) and largely curved film showing the flexibility (right). (B) Cross-sectional

SEM image of a sandwich-structured film. (C) Corresponding EDS map of N,

confirming that the center layer is glycine. (D) XRD spectra of as-prepared

glycine-PVA films (red) and pure glycine prepared by the same method (black).

(E) Schematics of three possible ways for glycine molecules to bind with PVA

chains. (F) DFT-calculated binding energies for the three binding situations

shown in (E). (G) Schematic crystallization process of glycine-PVA sandwich thin

films. The inset shows the orientation alignment of glycine molecules at the

PVA surface during nucleation, leading to long-range crystal alignment.
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chains are shown in Fig. 1E. DFT calculations

revealed that when a glycine molecule has its

two O atoms bound with the hydroxyl groups

(–OH) on PVA chains, the overall system en-

ergy reached the minimum (Fig. 1F). Because

PVA always has its –OH groups exposed, it

could guide the packing of glycine molecules

macroscopically and thus direct the nuclea-

tion and growth of the g phase throughout

the entire film. Without PVA to balance the

dipole in glycine, the dipole direction in gly-

cine molecules would exhibit an alternating

distribution tominimize the internal electro-

static energy, and the a phasewould dominate

(fig. S3).

The sandwiched heterostructure with con-

tinuous and uniform PVA outer layers was

thus considered essential for the formation of

piezoelectric g-glycine film. Evolution of the

heterostructure was attributed to the sequen-

tial precipitation of these two components from

the mixture solution. As depicted in Fig. 1G,

when water was evaporating, the less soluble

PVA precipitated out first and accumulated at

the interfaces owing to its amphiphilic nature

(21, 22). As the concentration continuously

rose, salting out of PVAwould be activated at a

certain point because of the competition for

water hydration between the polymer and

electrolyte molecules (glycine). Most of the

PVA would precipitate out at both water-air

and water-solid interfaces, leaving a glycine-

rich solution in between. Further evaporation

of water from the top surface would super-

saturate the solution, yielding a concentration

gradient from the top inner surface to the bulk

solution. Glycine nucleated at the top inner

surface near the liquid edge, where water

evaporated the fastest owing to the positive

surface curvature (fig. S4). As predicted by

DFT, driven by the –OH groups on the PVA

layer, the nucleiwould preferably be the g phase

with their (001) facets facing the PVA layer

(inset of Fig. 1G). These nuclei then quickly

grew into the concentrated liquid confined

in between the PVA layers and completely

crystalized into a solid crystalline film with its

phase and orientation defined by the nuclei.

This process was visualized by a series of pho-

tographs recorded at different time points

(figs. S5 and S6 and movie S3). It was further

validated by terminating the film crystalli-

zation halfway and draining the remaining

liquid (fig. S7). From the as-received thin film,

three distinct regions could be observed.

Cross-sectional SEM images revealed that the

crystallized region had a normal sandwich

structure, whereas the transparent amor-

phous region exhibited a uniform feature with

a much smaller thickness. A clear transition

from the sandwich structure to the homoge-

neous layer could be observed in the center

region with a sharp cutoff of the middle layer,

which was confirmed to be glycine by EDS

N-mapping.

This sandwiched heterostructure could

be formed within a wide range of glycine-to-

PVA ratio (0.5:1 to 5:1) (fig. S8). The thick-

nesses of the glycine and PVA layers and their

ratio are directly related to their amounts

in the solution mixture (fig. S9). All of the as-

received thin films exhibited a pure g-glycine

XRD pattern without any observable peaks

from other phases (fig. S10). This series of

XRD patterns also revealed that the domi-

nant out-of-plane orientation of the glycine

films evolved from [110] to [101] as the glycine-

to-PVA ratio increased from 0.5:1 to 2:1. This

might be attributable to the liquid contact

angle and initial nucleation site (supplemen-

tary text). Considering the strongest polar

direction [001] is perpendicular to [110] but

not to [101], the [101]-oriented films were

preferable to show a stronger out-of-plane

piezoelectricity. The film thickness could be

tuned by the initial volume of the liquid layer.

However, becausemore solution was involved,

the diffusion and separation of PVA became

more challenging and thus jeopardized the

formation of the sandwich structure. The film

cross section became irregular, and more ran-

dom particles of glycine appeared when the

film thickness increased to 50 mmand greater

(figs. S11 andS12). Accordingly,a-glycine started

to appear (fig. S13). Both ratio and thickness

relationships confirmed the essential role of

the sandwich structure for the formation of

piezoelectric g-glycine films.

The rigid structure of glycine crystals makes

it challenging to use in flexible systems. The

sandwich structure with two soft PVA encap-

sulating layers largely improves its flexibility

and mechanical integrity. The elastic behaviors

of films made from different glycine-to-PVA

ratios (30 mm in thickness) and with negli-

gible water content (fig. S14) were examined

under different mechanical stimuli (fig. S15).

As shown by the stress-strain curves in Fig. 2A,

filmswith higher PVA content (glycine-to-PVA

ratio ≤2:1) exhibited substantially enhanced

stretchability with tensile strains greater than

0.2%, whereas films with a glycine-to-PVA ratio

greater than 3 rapidly fractured at tensile

strains less than 0.07%. The evolution of inter-

nal cavities at higher glycine concentrations

(fig. S8F) may be responsible for the in-

creased fragility. Elastic moduli were calcu-

lated from the stress-strain curves. For films

with a glycine-to-PVA ratio less than 2:1, the

moduli all remained at a moderate level of

~4 GPa (Fig. 2B), which was nearly an order of

magnitude smaller than pure glycine crystals
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Fig. 2. Mechanical properties of glycine-PVA films. (A) Stress-strain curves of as-prepared films with

different composition ratios. s, stress; e, strain. (B) Elastic moduli of the glycine-PVA films calculated from

the stress-strain curves in (A). The yellow shaded region represents the optimal film composition that

offered both low moduli and appreciable piezoelectric performance. E, elastic modulus. (C) Dynamic

mechanical analysis of as-prepared glycine-PVA films in the frequency sweep mode from 0.1 to 100 Hz at a

constant strain of 0.1%. (D) Dynamic mechanical analysis of as-prepared glycine-PVA films in the strain

sweep mode from 0.005 to 0.2% strain at a constant frequency of 1 Hz.
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(~30 GPa). As the ratio rose over 2:1, the mod-

ulus jumped substantially and reached 9 GPa

at a 5:1 ratio.

We studied the dynamic mechanical re-

sponses of these films at different straining

frequencies and amplitudes. As shown in Fig.

2C, flexibility remained consistently low under

a repeating 0.1% strain at frequencies less than

10 Hz for films with a glycine-to-PVA ratio

≤3:1. This range covers the frequency range

of most biomechanical movements (0.5 to

5 Hz). The moduli slightly increased as fre-

quency rose higher than 10Hz because of the

relatively slow recovery leading to a more

elastic response. Only the filmwith the highest

glycine content exhibited a rapid breakdown

at 1 Hz. Likewise, films with a glycine-to-PVA

ratio less than 3 had a stable elastic perform-

ance evenwith strain up to 0.2% (Fig. 2D). The

static and dynamic mechanical characteriza-

tions together reveal considerably improved

flexibility and stretchability of the sandwiched

thin-film structure. In addition to the flexibil-

ity gain as a result of the large size-to-thickness

ratio of the wafer-scale films, the soft and

continuous PVA encapsulation layers could

effectively dissipate the mechanical impacts

on the fragile glycine crystals. Meanwhile, the

compact anduniformglycine crystals seamlessly

fused by PVA precipitates also largely mini-

mized the weak or defective spots in the film.

The piezoelectric performance of the glycine-

PVA films was first evaluated by measuring the

electric output under impulse forces. A 60-mm
2

molybdenum (Mo) layer (100 nm) was depo-

sited on each side of the films to serve as the

electrodes. A 30-N impulse force was repeat-

edly applied to the film surface over an area of

25 mm
2
at a frequency of 3 to 5 Hz. Figure 3A
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Fig. 3. Piezoelectric property of glycine-PVA films. (A) Piezoelectric voltage

output of glycine-PVA films at a 2:1 ratio measured under a 30-N impulse force.

(B) Piezoelectric voltage out and d33 coefficients measured of glycine-PVA films

with different composition ratios. (C) Autofluoresence and second-harmonic

generation images of a 2:1 glycine-PVA film surface showing uniform polarization

contrast. (D) Long-term stability of the piezoelectric output tested under

continuous 30 N impulse force over 10,000 cycles. (E) Time-dependent

piezoelectric voltage outputs of a packaged glycine-PVA film after being

immersed in PBS buffer solution. (F) Infiltration of solution into the package

which led to the dissolution of glycine film inside and cease of function.
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shows a stable piezoelectric voltage output

from a 30-mm-thick 2:1 glycine-PVA film. Films

with other glycine-to-PVA ratios also exhibited

appreciable piezoelectric outputs (Fig. 3B

and fig. S16). The peak-to-peak voltage (Vpp)

of 4.1 V was among the highest of reported

piezoelectric biomaterials, such as poly-L-

lactide (PLLA) (23, 24) and diphenylalanine

peptide (25, 26), and was substantially higher

than other glycine-based composites (27). The

peak-to-peak short-circuit current (Ipp) also

reached as high as 360 nA (fig. S17). The Vpp

also exhibited an excellent linearity [coeffi-

cient of determination (R
2
) > 99%] with a

force from 0.2 to 10 N (fig. S18), confirming

the sensitive piezoelectric responses under

small impulse forces that were not damped

by PVA encapsulation.

The bulk-scale piezoelectric property was

further quantified by a d33 meter (fig. S19)

on films with different glycine-to-PVA ratios

(30 mm in thickness; Fig. 3B). The highest d33
(~5 to 6 pC/N) was observed from the film

with a 2:1 to 3:1 ratio as a result of the uni-

form polarization alignment across the film

(Fig. 3C), where PVA had negligible contri-

bution (fig. S20). These values are superior

to most reported bio-organic films such as

silk (1.5 pC/N) (12), collagen (2.6 pC/N) (13),

chitin (4 pC/N) (28), and cellulose (1.3 pC/N)

(18). The initial increase in d33 following the

glycine ratio could be attributed to the vertical

orientation of glycine films shifting from [110]

to [101], which exposed a larger portion of the

(001) polar surface toward to the out-of-plane

direction (figs. S21 and S22). A further increase

of the glycine ratio beyond 3:1 reduced both

voltage output and d33. Although glycine re-

tainedmost of the g phase at higher concentra-

tions, the crystal discontinuity and separation

from the PVA encapsulating layers were not

favorable for the g-glycine domain alignment, as

evidenced by the nonuniform second-harmonic

generation contrasts (fig. S23). Thicker films

also exhibited reduced d33 owing to the loss of

sandwiched structure (fig. S24). Nevertheless,

once the aligned g-glycine was confined by the

PVA layers, its piezoelectric performance was

stable. The Vpp output retained a constant

value of ~4.1 V when subjected to more than

10,000 cycles of 30-N impulse force applica-

tion (Fig. 3D).

To show the wafer-scale uniformity of the

piezoelectric property, d33was measured from

eight different areas across a 7-cm film. d33
values distributed within a narrow range

from 4.9 to 5.7 pC/N between spots, evidenc-

ing the good wafer-scale uniformity control of

this approach (fig. S25). The repeatability was

demonstrated by collecting d33 data from five
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Fig. 4. In vivo piezoelectric performance

of packaged glycine-PVA films. (A) Fluores-

cence microscopy images showing the

normal morphology evolution of HFCs

cultured in a DM solution with various amounts

of PVA-glycine film dissolved inside during a

period of 3 days (D1 to D3). Green indicates

the cytoskeleton, and blue indicates the

nucleus. (B) Quantitative cell viability analysis

and comparison during a 3-day culturing

period. (C) Schematic image and digital

photographs of the implantations of packaged

glycine-PVA films in the thigh and chest

areas of SD rats. (D) Piezoelectric voltage

outputs of the glycine-PVA film implanted on

the quadriceps femoris muscle at the thigh

area during gentle stretching. (E) Piezoelectric

voltage outputs of the glycine-PVA film

driven by respiration when implanted on

the pectoralis major muscle in the chest.

(F) Observation of the biodegradation of a

glycine-PVA film inside a rat body at the

subdermal dorsal region. The left image shows

the device being implanted; the middle

and right images are CT images of the

implantation area immediately and 1 day

after implantation, respectively. Yellow boxes

mark the location of the implanted film.

(G) Blood test results during the 4-week

implantation period, including red blood cells

(RBC; left), white blood cells (WBC, middle),

and platelets (PLT, right). Dashed lines indicate

the normal range. Error bars represent stan-

dard deviation.
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films with the same composition and size, all

of which were within a range of 4.0 to 7.4 pC/N

(fig. S26 and table S1). Because of their low

permittivity of 3.8 (fig. S27), the glycine-PVA

films had a high piezoelectric voltage coeffi-

cient (g33 = 157.5 × 10
−3

Vm/N; see materials

and methods). This value is the same order of

magnitude as PVDF, and higher than most

piezoelectric ceramics, such as lead zirconate

titanate (PZT), BaTiO3, and sodium potassium

niobate. The high g33 explains the volt-level

output from such a small film thickness, sug-

gesting its capability to produce high-voltage

signals with an ultrathin and flexible geom-

etry under low mechanical stimuli—a critical

feature for biological applications.

Because both PVA and glycine are water

soluble, the glycine-PVA films could dissolve

into an aqueous solution in as little as 5 min

(fig. S28). After being packaged by 30-mm

polylactic acid (PLA), a 2:1 glycine-PVA film

was placed in a phosphate buffered saline

(PBS) solution, and the piezoelectric output

was evaluated at different time points. As

shown in Fig. 3E, theVpp output remained at a

stable ~4.1 V during the first 3 days and then

slightly dropped by ~10% on the fourth day.

The fifth day witnessed a notable reduction

of Vpp to ~33% of its original value, and the

device completely failed on the sixth day as a

result of solution infiltration when an area

of the package dissolved (Fig. 3F). The entire

device could be completely dissolved in PBS

solution in 10 weeks (fig. S29).

Biocompatibility was confirmed by culturing

the device with human fibroblast cells (HFCs).

Because glycine-PVA is dissolvable in water,

the cell viability tests were performed in a

Dulbecco’s modified Eagle’s medium (DMEM)

solution with various amounts of glycine-PVA

film dissolved inside. Immunofluorescence

staining was performed over a 3-day period

to examine the cell morphology and prolifera-

tion. As shown in Fig. 4A, all HFCs exhibited

normal behavior and reached a higher density

with a typical filamentous and stretched mor-

phology ondays 2 and 3. The cellmorphologies,

distributions, and densities did not show any

significant differences among groups. Quanti-

tative analysis revealed that the cell viabilities

at different concentrations all remained at

about 100% during the 3-day period, evidenc-

ing the noncytotoxic nature of glycine-PVA

films (Fig. 4B).

To demonstrate the application potential in

biological systems, the piezoelectric perform-

ance of PLA-packaged glycine-PVA films was

tested in vivo in adult Sprague-Dawley (SD)

rats. Devices with a size of 5 mm by 10 mm

were implanted under the skin in the thigh and

chest areas where substantial biomechanical

energy was accessible (Fig. 4C). When the leg

was gently stretched at a frequency of ~1 Hz,

the embedded device attached to quadriceps

femoris muscle produced a consistent Vpp of

>150 mV (Fig. 4D and movie S4). The device

affixed on top of the pectoralis major muscle

in the chest generated a stable Vpp of >20mV

in response to rat respiration (Fig. 4E). This

level of voltage output was comparable to other

reported flexible nanogenerators made from

high-performance piezoelectric materials, such

as PVDF, PLLA, and ZnO implanted at similar

locations (29, 30).

In vivo biodegradation and bioresorption

were demonstrated by implanting an unpack-

aged glycine-PVA device (5 mm by 10 mm)

under the skin in the dorsal region of SD rats

(left image in Fig. 4F and fig. S30). Small-

animal computed tomography (CT) images of

the implantation site showed the rectangular

device with distinct contrast from the sur-

rounding tissues (middle two images in Fig.

4F). After 1 day of implantation, the device

completely disappeared, and no other changes

could be observed from the surrounding tis-

sues (right two images in Fig. 4F). Blood tests

were conducted during the implantation period

to further confirm the biocompatibility during

degradation (Fig. 4G). The implanted device

did not induce any significant change in red

blood cells, confirming no signs of anemia.

The normal white blood cell level suggested

that there was no inflammation in the body

due to implantation anddegradation.Although

a slight increase in platelets was observed at

1week after implantation, they quickly dropped

back to their original level in week 2. This short

abnormal level (still within the normal range)

was typically due to postsurgery coagulation.

These results suggest that the piezoelectric

glycine-PVA film can safely serve as an implant-

able material building block that performs

electromechanical functions.

We developed a scalable approach for grow-

ing flexible piezoelectric glycine thin films by

evaporating solvent from a glycine-PVA mix-

ture solution. The as-received filmautomatically

assembled into a PVA-glycine-PVA sandwich

heterostructure as it salted out. Strong hydro-

gen bonding between the O atoms in glycine

and –OH on PVA chains is responsible for the

nucleation and growth of the piezoelectric

g-glycine and alignment of the domain orien-

tation. The sandwiched heterostructure was

critical for introducing a long-range self-aligned

PVA-glycine interaction, leading to strongmac-

roscopic piezoelectricity. Such a heterostruc-

ture also substantially improved the flexibility

andmechanical integrity, converting rigid glyc-

ine crystals into a flexible thin film. Films with

appropriate glycine-to-PVA ratios exhibited im-

pressive piezoelectric responses with a g33 of

157.5 × 10
−3

Vm/N, which is comparable to

commercial piezoelectric soft materials, such

as PVDF. The biomaterial nature of the film’s

components allowed it to be used as a bio-

compatible and fully biodegradable building

block, providing an outstanding piezoelectric

function. This work offers a scalable and sim-

ple solution for creating high-performance

piezoelectric biomaterials applicable for the

development of transient implantable electro-

mechanical devices.
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NEUROSCIENCE

Neural representations of space in the hippocampus
of a food-caching bird
H. L. Payne1, G. F. Lynch2, D. Aronov1*

Spatial memory in vertebrates requires brain regions homologous to the mammalian hippocampus.

Between vertebrate clades, however, these regions are anatomically distinct and appear to produce

different spatial patterns of neural activity. We asked whether hippocampal activity is fundamentally

different even between distant vertebrates that share a strong dependence on spatial memory. We

studied tufted titmice, food-caching birds capable of remembering many concealed food locations. We

found mammalian-like neural activity in the titmouse hippocampus, including sharp-wave ripples and

anatomically organized place cells. In a nonÐfood-caching bird species, spatial firing was less informative

and was exhibited by fewer neurons. These findings suggest that hippocampal circuit mechanisms are

similar between birds and mammals, but that the resulting patterns of activity may vary quantitatively

with species-specific ethological needs.

V
ertebrates differ greatly in their forebrain

anatomy but are capable of markedly

similar cognitive functions. The extent

to which these functions share neural

mechanisms across species is unclear.

One example is spatial memory, which de-

pends on hippocampal regions in fish, reptiles,

birds, andmammals (1–4). Despite shared em-

bryological origin (5, 6), these regions differ

in anatomy and cytoarchitecture (7–9). Non-

mammals also appear to lack hippocampal

activity patterns that are central tomodels of

spatial memory: place cells, the firing of which

represents location duringmovement through

space (10, 11), and sharp-wave ripples (SWRs),

which replay activity during immobility and

sleep (12, 13). Unlike place cells observed in

mammals, hippocampal activity reported in

non-mammals is neither confined in space

nor stable over time (14–18). In addition, non-

mammalian SWRs have only been found out-

side of the hippocampus (19–22).

The prevailing explanation for these find-

ings is that non-mammalian spatial memory

operates through mechanisms that are fun-

damentally distinct from those in mammals

and do not require place cells or SWRs (14, 22).

However, another possibility is that these

firing patterns exist across vertebrates but

are quantitatively different or less prevalent

in non-mammals and thus difficult to detect.

We also considered the possibility that differ-

ences in hippocampal activity are related to

species-specific ethological demands. In fact,

mammals with well-documented hippocam-

pal activity (rodents, primates, and bats) are all

renowned for their spatial abilities (10, 23, 24).

Therefore, it may be informative to determine

whether classic hippocampal activity patterns

exist in a non-mammal that also has excep-

tional spatial memory.

We chose to record in a food-caching bird,

the tufted titmouse. Food-caching birds are

memory specialists capable of remembering

many scattered, concealed food locations (25).

Accurate cache retrieval requires the hippo-

campus, which is enlarged in food-caching

birds (2, 3, 26). We designed miniature mi-

crodrives that allowed these small birds to

move freely in a two-dimensional arena. We

recorded in the hippocampus (fig. S1) while

titmice foraged for randomly dispensed sun-

flower seed fragments (Fig. 1, A to C, fig. S2,

and movie S1). These experiments mimicked

classic rodent studies that probed neural rep-

resentations of space without explicitly requir-

ing memory use (27).

Two clusters of recorded units were revealed

by analysis of electrophysiological properties

(n = 538 and 217 cells). Cells in the first cluster

had lower firing rates, wider spikes, a larger

first peak of the spike waveform (Fig. 1, D and

E), and were more bursty (CV2 1.1 ± 0.2 and

0.9 ± 0.1, respectively, P = 10
−88

, t test) than

cells in the second cluster. These properties

match those of excitatory and inhibitory neu-

rons in the mammalian hippocampus, respec-

tively (28, 29). Spike time cross-correlograms for

pairs of simultaneously recorded neurons con-

firmed this categorization (fig. S3). Thus, sim-

ilar criteria can distinguish putative excitatory

and inhibitory neurons in birds andmammals.

We observed spatially localized neural activ-

ity in the titmouse hippocampus (Fig. 1F).

We used conventional criteria (see the supple-

mentary materials and methods) to quantify

spatial tuning (“spatial information”) and the

stability of this tuning within a session (“spatial

stability”). Neurons for which bothmeasures

were larger than would be expected by chance

(P < 0.01) were considered significantly spatial

(321/538 excitatory and 144/217 inhibitory cells).

The firing fields of such excitatory neurons fully

tiled the environment (fig. S4), reminiscent of

rodent place cells. We will therefore refer to

significantly spatial excitatory neurons as “place

cells.”

In rats, place cell firing is most strongly

tuned to position 100 to 200 ms in the future

(27). Despite different methods of locomo-

tion in titmice and rats (discrete hops versus

continuouswalking), titmouse place cells were

also tuned to future position (median delay

225 and 250 ms for spatial information and

stability, respectively, n = 321 place cells; both

greater than zero, P < 10
−14

, Wilcoxon signed-

rank test; Fig. 1G and fig. S5). Some neurons

also displayed head direction and speed tuning

(254/522 and 224/538 excitatory cells, respec-

tively; fig. S6). Note that many place cells (107/

318) were not modulated by head direction,

implying that their spatial tuning could not

be explained entirely by visual inputs (30).

Place cells were also found in separate ex-

periments on a linear track (77/105 excitatory

cells) and displayed directional tuning [54/77

place cells; fig. S7, as in (18)]. The titmouse

hippocampus therefore displays multiple fea-

tures of spatial activity observed in mammals,

suggesting that mechanisms of hippocampal

coding in birds are not fundamentally distinct

from those in mammals.

We investigated whether place cells were

anatomically organizedwithin the hippocam-

pus by systematically varying recording loca-

tions. We constructed a three-dimensional

model of the titmouse hippocampus (fig. S1)

and registered recording locations to this

template. Spatial information and stability

were correlated to location along the anterior-

posterior axis (P < 10
−4

for both; see the sup-

plementarymaterials andmethods; Fig. 2) but

not along the other stereotaxic axes (P > 0.27;

fig. S8) or between published subdivisions of

the avian hippocampus (31) (P > 0.18). Place

cells were concentrated in the anterior two-

thirds of the hippocampus, with incidence

increasing from <10% to >70% of excitatory

cells from the posterior to the anterior pole. In

rodents, place cells followed a similar gradient

along the dorsoventral (“long”) axis (32), which

is in fact hypothesized to be homologous to the

avian anterior-posterior axis (6, 33).

Why did previous recordings in birds not

reveal similar spatial representations (15, 18)?

If spatial coding is related to ethological de-

mands or experiences, then place cells may

be less common, less spatially informative, or

more anatomically restricted in other species.

To explore these possibilities while ruling out

the effects of experimental technique, we re-

peated our experiments in the zebra finch, a

species that, like those previously studied,

does not cache food.

Zebra finches exhibited similar behavior to

titmice in the random foraging task (fig. S2).
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As in titmice, zebra finch hippocampal neurons

had electrophysiological characteristics match-

ing those of putative excitatory and inhibitory

cells (fig. S9A). A fraction of these neurons had

spatially modulated firing (48/179 excitatory

cells and 13/59 inhibitory cells were signifi-

cantly spatial). As in titmice, place cells were

predictive of future location (fig. S9B), were

found mainly in the anterior hippocampus (fig.

S9, C to E), and exhibited firing that tiled the

environment (fig. S4). However, despite these

similarities, there appeared to be differences in

spatial coding between species. To quantify these

differences, we sought to account for the larger

size of the titmouse hippocampus and for uneven

samplingof the longaxis.We therefore compared

activity across species in two ways, using land-

marks defined functionally or anatomically.

First, we defined functionally an anterior

segment of the hippocampus in each species as

the region with a high density of place cells

(see the supplementarymaterials andmethods).

This segment was proportionately larger in

titmice than in zebra finches (60% versus

49% of the anterior-posterior extent of the

hippocampus). Further, even within this ante-

rior segment, place cells were more prevalent

in titmice (64% versus 47% of cells at the

anterior pole; Fig. 3A). To illustrate this dif-

ference, we sorted cells in the anterior segment
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Fig. 1. Place cells in the hippocampus of tufted titmice. (A) Reconstruction

of the titmouse hippocampus. (B) Fluorescent Nissl-stained coronal section

at the location indicated by the black box in (A). Dashed purple line is the

hippocampal boundary. Dashed white line is the electrode approach angle.

(C) Left, schematic of the random foraging arena. Right, bird’s trajectory

(gray lines) and locations of spikes (red dots) for an example hippocampal

cell. Cell 1 refers to the same neuron in all panels. (D) Voltage traces and

20 spike waveforms for two example cells (black: example waveforms; pink or

blue: mean). (E) Electrophysiological characteristics for all cells recorded during

the random foraging task, classified as excitatory cells (n = 538) and inhibitory

cells (n = 217). (F) Example spatial rate maps for excitatory and inhibitory

neurons. Numbers above plots indicate maximum of color scale. (G) Top, spatial

information as the time shift between spikes and behavior was varied for

an example cell. The peak at a positive shift (“optimal shift”) means that spikes

were most informative about the bird’s future position. Bottom, histogram

of optimal shifts for spatial information and spatial stability.
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by spatial information and compared neurons

with corresponding rank. For all ranks, spa-

tial information was higher in titmice than

in zebra finches (Fig. 3B).

Second, we identified a reliable anatomi-

cal landmark that divided the hippocampus

roughly in half volumetrically (see the supple-

mentarymaterials andmethods).We compared

spatial information and stability between spe-

cies on the anterior and posterior sides of this

landmark. Bothmeasureswere larger in titmice

than in zebra finches in the anterior hippocam-

pus (n = 136 and 44 excitatory cells with peak

rates >3 Hz, respectively, P < 0.001; Fig. 3C)

but not in the posterior hippocampus (n = 14

and 19 cells, P > 0.5; species difference was

larger in anterior versus posterior hippocam-

pus, P < 0.01; Fig. 3D). These analyses revealed

a difference between species: Place cells were

more abundant and activity was more spa-

tially informative and stable in titmice than

in zebra finches.

In addition to the similarities in “online”

activity during locomotion, are there also sim-

ilarities in “offline” activity? In the mammalian

hippocampus, periods of quiescence contain

SWRs defined by (i) a fast “ripple” oscillation

in the local field potential (LFP), (ii) a slower

“sharp-wave” deflection, (iii) synchronization

of spikes to the ripple, and (iv) propagation

across the hippocampus (12, 34). We examined

activity during sleep (see the supplementary

materials and methods) in the avian hippo-

campus and found events with these charac-

teristics (for titmice, see Fig. 4, A and B; for

zebra finches, see fig. S9; 100−200 Hz ripple

frequency band). SWRs were frequent (0.3 to

1.1 events/s, n = 5 titmice). Both excitatory and

inhibitory cells increased firing during SWRs

but preferred different phases of the ripple

oscillation (fig. S10). In contrast to ripple-

frequency oscillations, we did not observe

oscillations at lower frequencies, including in

the theta band [similar to bats (35); fig. S11].

To analyze SWR propagation, we implanted

electrode arrays spanning >5 mm of the hip-

pocampal long axis. About half of the events

occurred onmore thanone electrode, and some

spanned most of the recorded extent of the

hippocampus (length constant 0.90mm; Fig. 4,

C to E). Propagation speed was 0.12 ± 0.07 m/s

(median ± median absolute deviation, n =

15,790 SWRs), with a bias for propagation

in the posterior-to-anterior direction (70%

of SWRs). Avian SWRs are therefore global,

propagating events in the hippocampus.

Duringmammalian SWRs, current sinks and

sources (net electrical current flowing into or

out of cells, respectively) occur within specific

layers of the hippocampus (36). Does a similar

laminar organization exist in birds? We exam-

ined SWRs across the hippocampal transverse

plane in titmice either by incrementally ad-

vancing microelectrodes or by recording syn-

chronously across depths with silicon probes.

We found that the sharp-wave component

often inverted from positive to negative polar-

ity between dorsal and ventral locations (Fig.

4F). To relate these changes in waveform to

electrical currents, we calculated the current

source density (CSD) either across the entire

transverse plane or collapsed along the radial

axis (Fig. 4, G and H). The CSD was organized

along the radial axis, with a current source

dorsal to a sink. Thus, SWRs display laminar

organization in the titmouse hippocampus

(Fig. 4I).

There have been relatively few studies of

neural activity in the non-mammalian hippo-

campus, and these studies have not reported

neurons resembling classic place cells. Rather,

they found other types of spatial neurons,
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including head direction cells, border cells,

and broadly tuned cells (14–18). By contrast,

we found place cells that fired in restricted

regions of space and, as a population, tiled

the environment. As in mammals, these cells

were anatomically organized along the long

axis of the hippocampus. Our findings provide

evidence for shared neural mechanisms under-

lying spatial representation across hippocam-

pal circuits separated by 320 million years of

evolution (5).

Mechanisms that produce place cells are

debated but are hypothesized to depend on

specialized internal connections within the

hippocampus (37). Furthermore, patterns of ex-

ternal inputs are thought to explain differences

in spatial coding along the long axis (38). Our

results suggest that similar features of hippo-

campal circuitry may give rise to the observed

place cells in birds.

We also report SWRs in the avian hippo-

campus. It is unknown whether these events

originate in the hippocampus itself. In fact,

SWRs have been reported in other brain re-

gions of birds and reptiles (19–21). Regardless

of their origin, it is unclear why hippocampal

SWRs are experimentally detectable in birds.

In mammals, hippocampal SWRs are thought

to be detectable because of crystalline cyto-

architecture: a dense pyramidal cell layer

and parallel dendrites that allow summation

of small currents into large LFP fluctuations

(12). In the avian hippocampus [unlike in non-

avian reptiles andmammals (9)], cell clustering

is modest and limited to a medial V-shaped

region, and dendrites are not strictly aligned

(7, 31, 39) (Fig. 1B). It is possible that detectable

SWRs result from a more subtle arrangement

of cells in birds. It is also possible that they

result from other patterns of hippocampal

organization along the radial axis, such as dif-

ferences in synaptic input (36, 40), morphol-

ogy (41), or intrinsic cell properties (7). Note

that the organization of current flow in birds is

inverted along this axis compared with mam-

mals (source is superficial to sink; Fig. 4I). This

is reminiscent of the inverted cerebral cortex

in mammals compared with other amniotes

(5). Regardless of the mechanisms, our results

suggest that as-yet-unidentified patterns of

radial axis organizationmay exist in the avian

hippocampus.

Despite these similarities across clades,

there were also significant differences between

bird species. We found weaker spatial coding

in zebra finches than in titmice. Previous

studies reported even weaker place coding

in other non–food-caching birds (pigeons and

quails): a near absence of place cells (18) and

low reliability of spatial patterns across time (15).

Apparent differences between zebra finches

and these species could potentially be due to

the relatively sparse sampling of the anterior

hippocampus in previous recordings. How-

ever, because we densely sampled the entire

anterior-posterior extent of the hippocampus,

stronger place coding in titmice likely reflects

a true species difference.

There are many innate and experience-

related differences between titmice and other

recorded birds, but it is tempting to speculate

that enhanced spatial coding in titmice is re-

lated to the demands of food caching. Place

cell activity is sparse (42); that is, firing occurs

in a small fraction of the environment. Al-

though sparse coding requires more neurons,

it may allow new memories to form quickly

without interfering with oldmemories (42, 43).

Increased sparsity may thus confer an adapt-

ive advantage to food-caching birds. Our

results demonstrate functional and anatom-

ical similarity in a higher brain region of

distant vertebrates. At the same time, these

findings contribute to the growing evidence
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that hippocampal coding may vary according

to the ethological demands of different species

(23, 24, 44–47).
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Fig. 4. SWRs in the avian hippocampus. (A) Single SWR in the titmouse

hippocampus across frequency bands. (B) Spike raster (top, 30 consecutive

SWRs) and spike histogram (bottom, all SWRs) aligned to SWR times

(defined in the supplementary materials and methods) for a single cell. (C) Top:

electrode placement along the hippocampal long axis. Bottom: example SWRs

detected on multiple electrodes. Event 1 is more locally restricted, whereas

Event 2 propagates through the entire recorded length of the hippocampus.

(D) Speed of SWRs propagating in the posterior-to-anterior (P→A) and

anterior-to-posterior (A→P) directions compared with shuffled data.

(E) Distribution of SWR extent along the long axis. Markers indicate individual

titmice; black line is the exponential fit to all points; gray line is the

exponential fit to shuffled data. (F) LFP averaged across SWRs recorded

sequentially at different depths in the hippocampus. (G) Left: electrode

placement within the transverse plane of the hippocampus. Right: Two-

dimensional CSD map within the transverse plane of one bird. Hippocampus

outlined in black. (H) One-dimensional CSD across the radial axis. Gray and

cyan lines represent data from individual birds; black line is the average.

(I) Layered CSD organization during SWRs across species. In rat, the primary

current sources (red) and sinks (blue) correspond to the pyramidal cell

layer and the stratum radiatum, respectively (36).
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SOCIAL INHERITANCE

Rank-dependent social inheritance determines social
network structure in spotted hyenas
Amiyaal Ilany1*, Kay E. Holekamp2,3, Erol Akçay4

The structure of animal social networks influences survival and reproductive success, as well as pathogen and

information transmission. However, the general mechanisms determining social structure remain unclear. Using

data from 73,767 social interactions among wild spotted hyenas collected over 27 years, we show that the

process of social inheritance determines how offspring relationships are formed and maintained. Relationships

between offspring and other hyenas bear resemblance to those of their mothers for as long as 6 years, and the

degree of similarity increases with maternal social rank. Mother-offspring relationship strength affects social

inheritance and is positively correlated with offspring longevity. These results support the hypothesis that

social inheritance of relationships can structure animal social networks and be subject to adaptive tradeoffs.

S
ocial structure within animal popula-

tions plays an important role in all social

processes, including pathogen and cul-

tural transmission (1–4), as well as the

evolution of social behaviors (5, 6). For

these reasons, social structure and an individ-

ual’s position in it affect reproductive success

and longevity (7–9). Social networks represent

social structure by summarizing the varying

associations between different individuals.

Research in the past few decades has started

to elucidate patterns in social networks across

animal species. These studies have beenmost-

ly descriptive [with some prominent excep-

tions such as Seyfarth’s model (10)], but a

new generation of studies have employed gen-

erative models to explain observed patterns

(11–14). In one such study, Ilany and Akçay

proposed social inheritance, defined as a ten-

dency for offspring social affiliations to resem-

ble those of their parents, as a general process

that can explain the structures of social net-

works acrossmultiple species (12). They showed

that the structure of model networks in which

offspring tend to inherit (via passive or active

copying) their parents’ social affiliations re-

semble those of observedpopulations (12). Social

inheritance of maternal associations leads to

clustering, a key feature of social networks that

distinguishes them fromother types of networks

(15). As such, social inheritancemay be crucial to

the maintenance of stability in social networks.

Social inheritance has already been empir-

ically demonstrated for some aspects of social

position. For example, individuals inmany spe-

cies socially inherit maternal dominance ranks,

which determine priority of access to resources.

These are calculated from observed agonistic

interactions (16–23). Inheritance of rank is like-

ly to be nongenetic because rank shows high

plasticity in response to social and environ-

mental factors (19–21, 24). In rhesusmacaques

(25, 26) and African elephants (27), social af-

filiations between offspring tend to resemble

those of theirmothers.More generally, evidence

from primates suggests that mothers may in-

fluence the development of offspring social ties

both passively and actively (22, 28Ð30, 31–33).

In African elephants, the network position

(betweenness) of mothers was the strongest

predictor of their daughters’ position a decade

later, despite the population experiencing stress

from poaching and drought (27). In rhesus ma-

caques, betweenness and eigenvector centrality

in grooming networks displayed significant

heritability (34).

These findings provide strong indirect evi-

dence that inheritance of social relationships

plays an important role in many species. In

this study we reveal social inheritance in the

spotted hyena (Crocuta crocuta) using data

from27 years of continuous field observations.

Spotted hyenas live in stable groups (clans)

which resemble the societies of OldWorld pri-

mates such as baboons or macaques in terms

of size and structure (35). Hyena clan size de-

pends on local prey abundance and may vary

from only a few individuals to more than a

hundred (36). Hyena clans usually contain

several matrilineal kin groups spanning mul-

tiple generations, with low average relatedness

among clanmembers (37). Wild spotted hyenas

live up to 26 years, can discriminate both ma-

ternal and paternal kin from unrelated hyenas

(38, 39), and prefer to socialize with their kin

(40, 41). Clanmates compete for access to killed

prey, but high-ranking individuals maintain

priority of access to food (35). Young hyenas

live at a communal den with other members

of their cohort until they are 9 to 10 months

old. During this stage, their social interactions

are restricted to members of their cohorts and

other hyenas that may visit the den (42). The

long-term social network dynamics of hyenas

are determined by a complex set of factors,

including environmental effects such as rain-

fall and prey availability, individual traits such

as sex and social rank, and structural effects

such as the tendency to close triads and form

bonds with highly connected individuals (41).

Using this long-termdataset of spottedhyena

social interactions, we ask whether offspring

social associations with individuals in their so-

cial group resemble theirmothers’ associations

with those same individuals. If associations of

offspring with specific third parties strongly

resemble those of the offspring’s parent, this

provides strong direct evidence for social in-

heritance of associations, rather than inher-

itance of general social tendencies.

We quantified social networks using yearly

association indices, defined as the number of

times two individuals were observed together

in a given year divided by the total number of

times either were observed. We then quanti-

fied the similarity between two individuals’

social connections in a given year by looking

at the correlation of their association indices

with all other individuals (Fig. 1A). Social in-

heritance should result in a positive correla-

tion between the association indices ofmother

and offspring with all other individuals in a

population. Therefore, we first measured the

mother-offspring correlation in association in-

dices with others and compared that to corre-

lations between all other pairs of individuals
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(Fig. 1, B and C). We found that the social as-

sociations of offspring were similar to those

of their mothers, in contrast to amuch weaker

correlation within other pairs of hyenas (linear

mixedmodel (LMM); pair combination was set

as a randomeffect,b ¼ �0:32 T 0:02;P<0:001),

and also within pairs of mothers and the

offspring of different mothers (fig. S8). Asso-

ciations between offspring and other hyenas

were dependent upon those of their mothers

with those same hyenas (table S1). Moreover,

associations of mothers before their offspring

left the den also predicted those of their off-

spring in the following year (fig. S9). This sug-

gests that offspring indeed inherit theirmothers’

existing connections, rather than mothers ac-

quiring offspring connections or mothers and

offspring forming new social ties together. Al-

though hyenas had stronger associations with

their agemates than with non-agemates (fig.

S3), the similarity in associations with age-

mates was less pronounced thanwithmothers

(fig. S4).

To estimate social inheritance in our data

using an alternative, model-based approach,

we extended Ilany and Akçay’s model to ac-

count for continuous variation in association

indices. In this model, offspring social asso-

ciations with any third-party individual are

either inherited from their mother (with prob-

abilitypn) or are drawn from a “background”

distribution (with probability 1� pn; seeMeth-

ods for details). Using a maximum likelihood

approach, we inferred the probability pn of

offspring to inherit a given association strength

from the full dataset including the association

strengths ofmothers and offspring in each year

with all other hyenas (n = 65,597 associations).

The inferredpnwas 0.403 ± 0.003 (P < 0.001).

This probability is close to themean difference

in correlation coefficients between mother-

offspring pairs and other pairs (Fig. 1B), sug-

gesting that our social inheritance estimates

are robust.

Our dataset also allows us to study the on-

togeny of mother-offspring social inheritance.

We found that in the first 4 (for males) or 6
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Fig. 1. Social inheritance and its ontogeny in spotted hyenas. (A) An

illustration of correlation in association strengths, our measure of social

inheritance. The association index measures the strength of association

between two hyenas over one calendar year. The correlation in association index

measures the similarity in association with others between two hyenas over

one calendar year. In this illustration black points indicate a pair of individuals

that are similar in their associations with others, whereas red points represent

a pair whose associations with others are not similar. (B) Comparison of densities

of correlations in AIs within pairs of hyenas. Mother-offspring pairs versus

other pairs demonstrate that mother-offspring pairs have higher correlations than

other pairs. (C) A comparison of densities of correlations in AIs within pairs of

hyenas, as a function of their distance in the maternal pedigree. Sample size is the

number of dyads for each distance on the tree. (D) Ontogeny of social inheritance.

Boxplots depict the distribution of correlation between the AIs of mothers

and those of their offspring, starting with the first year in which the offspring

was observed at least 20 times away from the den. (E) Ontogeny of mother-

offspring relationship. Boxplots depict the distribution of AIs of mothers and their

offspring, starting with the first year the offspring was observed at least

20 times away from the den. (F) The hyena maternal pedigree. This tree shows all

known maternal relationships within the Talek clan of spotted hyenas over

27 years. Red and blue circles depict females and males, respectively. Older

generations are positioned higher. n = 1320 hyenas.

Table 1. Ontogeny of social inheritance. Mixed-model outcome for the correlation between mother

and offspring association with other hyenas as a function of offspring sex and years since leaving

the den. Data include the first 6 years after offspring left the den. Mother-offspring pair ID was set as

a random factor. n = 822 cases of 342 mother-offspring pairs.

Estimate SE df t value P

Intercept 0.55 0.02 779.82 22.53 0.00
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Years since leaving den −0.02 0.01 717.22 −2.53 0.01
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Offspring sex (ref:female) 0.07 0.04 814.95 1.72 0.09
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Years since leaving den:Offspring sex −0.04 0.02 740.59 −2.43 0.02
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .
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(for females) years after the offspring left the

den, social relationships remained similar to

those of themothers (Fig. 1D and Table 1). The

median correlation coefficient of mother vs.

offspring association indices with other hyenas

varied between 0.44 and 0.67 in the first 6 years

in which they overlapped. This similarity in so-

cial relationships remained high evenwhen the

strength of the relationship between offspring

and mother decreased over the years (Fig. 1E

and table S2), from amedian of 0.14 in the first

year after the offspring left the den to 0.05 in

the sixth year. These results show that although

social inheritancemay initially depend on close

association between mothers and offspring, it

remains stable even after the mother-offspring

association has subsided. The associations of

male offspring decreased in similarity to those of

their mothers faster than female offspring (Fig.

1D and Table 1), possibly reflecting their social

disintegration before dispersal from the clan.

In spotted hyenas, social rank plays a major

role in structuring the clan, with important

consequences for fitness (35). Rank may affect

social inheritance in at least three nonmutually

exclusiveways. First, offspring of higher-ranked

individuals are expected to face fewer con-

straints in choosing social partners than lower-

ranked offspring, due to having more time for

socializing and also presumably having more

willing partners (41). Second, offspring of lower-

ranked individuals may benefit from forming

different associations than their parents to

compensate for their low rank. Third, offspring

of high-ranked mothers may reinforce their

high rank by utilizing the alliances of their

mothers (43). All these hypotheses predict a

weaker mother-offspring correlation in asso-

ciation indices for lower- than for higher-ranked

mothers. As shown by Fig. 2, A to E, this pre-

diction is confirmed by our data, but only after

the offspring’s first year out of the den (tables

S6 and S7). In the first year of an offspring’s

life, most mother-offspring pairs have a high

correlation of association indices, regardless of

rank. Interestingly, although themeanmother-

offspring correlation declines with lower rank,

the variability of correlations increases, which

means some parents and offspring maintain

similar connections while others do not. This

suggests that social constraints faced by lower-

ranked individuals may play a role in the de-

cline ofmother-offspring correlation over time.

On the other hand, the offspring of low-ranked

mothers tended to form stronger associations

overall with other hyenas than their mothers

did (Fig. 2F; linearmixedmodelwithmother ID

and year set as random factors: b ¼ 0:0005 T

0:0001;P < 0:001). This suggests that offspring

may compensate for their low rank through

increased socializing. We also found that after

controlling formaternal rank,mother-offspring

association strength, and offspring sex, off-

spring were not more likely to inherit maternal

associations if there were more close relatives

in the clan (table S3). This effect remained in-

significant when more distant relatives were

considered (table S4). However, offspring that

formed stronger associations with close rela-

tives than with distant relatives demonstrated

stronger social inheritance (fig. S5; LMMwith

mother ID as a randomeffect,b ¼ 0:96 T 0:07;

P < 0:001)). This confirms Kummer’s proposal

that, as shown in primates, matrilineal group

structure arises as an extension of the mother-

offspring bond to other relatives (29).

Next, we documented that social inheritance

is associated with longevity of both mothers
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Fig. 2. The effect of maternal social rank on social inheritance. (A to E) Boxplots depict mother-offspring correlation in association indices (AIs) for each maternal rank. Year
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and female offspring. There was a positive re-

lationship between offspring survival and the

similarity of social associations to mothers in

their first year of overlap (Fig. 3A). For offspring

of alpha females (highest ranked), no social

inheritance (a mother-offspring correlation of

zero) would translate to a predicted median

life span shorter by 3070 days compared with

offspring havingmaximum social inheritance

(mother-offspring correlation of 1). In con-

trast, for an offspring of a mother ranked 30th

in the clan, no social inheritance will trans-

late to a predictedmedian life span longer by

867 days. The effect of social inheritance on

offspring longevity held even when control-

ling for maternal rank, a known predictor of

longevity in hyenas (44) and in other species

(45). However, since social inheritance is also

correlated with mother-offspring association

strength in the first year (fig. S7; linear mixed

model withmother and year as random effects:

b ¼ 0:31 T 0:02), it is possible that the associa-

tion link between social inheritance and lon-

gevity is not causal, but instead both are caused

by increased mother-offspring association. In-

deed, structural equation modeling revealed

that the strength of mother-offspring asso-

ciation in the first year after leaving the den

predicts both offspring longevity and social

inheritance (standardized coefficients in the

best-supportedmodel:Mother-offspring corre-

lation in association on association strength:

b ¼ 0:67; offspring’s last age on association

strength: b ¼ 0:41; table S5).

Finally, our data suggest that social inher-

itance by offspring is associated with higher

survivorship ofmothers. Mothers of offspring

who were more similar to them in social asso-

ciations were more likely to survive to the fol-

lowing year (Fig. 3B; likelihood ratio test =

23.81, d:f : ¼ 1;P < 0:0001; logistic regression

of maternal survival with maternal rank and

offspring age as fixed effects). Offspring that

do not socialize with the associates of their

mothers may thus provide a cue that those

mothers are in physical decline.

Taken together, our results suggest that so-

cial inheritance plays an important role in struc-

turing hyena social networks. This provides

further support for Ilany and Akçay’s hypoth-

esis that in species with stable social groups,

the inheritance of social connections from

parents is the cornerstone of social structure.

Furthermore, we show that in a gregarious car-

nivore, social relationships and the position

within the social networks they represent are

socially inherited similarly to how social rank

is inherited in this species (20). This direct

support for social inheritance is congruentwith

earlier, mostly indirect evidence in several spe-

cies, including primates and elephants, as re-

viewed above. Taken together, this emerging

body suggests that social inheritance may be a

common force structuring social networks

across group-living species. In several species,

social integration is associated with higher sur-

vival and reproductive success, with the most

central individual typically being the most suc-

cessful (45–49). Our results show that social

inheritance is also associated with both off-

spring andmother survival. Themeasures used

to quantify social inheritance, the similarity of

social connections of mothers and their off-

spring to third-party individuals, also add a

new dimension to the analysis of animal so-

cieties. Whereas the strength of relationship

among two individuals is widely used, the so-

cial similarity of two individuals in a network

can provide additional information about a

relationship, its origins, and its consequences.

Overall, our results highlight the role social

inheritance plays at the nexus of social net-

work structure and life history.
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Universal phase dynamics in VO2 switches revealed
by ultrafast operando diffraction
Aditya Sood1,2*, Xiaozhe Shen3, Yin Shi4, Suhas Kumar5†, Su Ji Park3‡, Marc Zajac2§, Yifei Sun6¶,

Long-Qing Chen4, Shriram Ramanathan6, Xijie Wang3, William C. Chueh1,2, Aaron M. Lindenberg1,2,3*

Understanding the pathways and time scales underlying electrically driven insulator-metal transitions

is crucial for uncovering the fundamental limits of device operation. Using stroboscopic electron

diffraction, we perform synchronized time-resolved measurements of atomic motions and electronic

transport in operating vanadium dioxide (VO2) switches. We discover an electrically triggered,

isostructural state that forms transiently on microsecond time scales, which is shown by phase-field

simulations to be stabilized by local heterogeneities and interfacial interactions between the equilibrium

phases. This metastable phase is similar to that formed under photoexcitation within picoseconds,

suggesting a universal transformation pathway. Our results establish electrical excitation as a route for

uncovering nonequilibrium and metastable phases in correlated materials, opening avenues for

engineering dynamical behavior in nanoelectronics.

T
he insulator-metal transition (IMT) in

correlated oxide semiconductors is a

notable example of an emergent phe-

nomenon arising from the complex in-

terplay between lattice and electronic

degrees of freedom. Electronic and optical

properties change drastically across the IMT,

motivating applications in computing and

photonics (1). In vanadium dioxide (VO2), an

archetypal correlatedmaterial, the IMT can be

driven primarily in three ways—through ther-

mal (2–4), optical (5–11), and electrical (12–14)

excitation. Among these, the electrically trig-

gered IMT (E-IMT) is arguably themost useful

for future solid-state devices. It has been used

in applications including steep sub-Boltzmann

switching transistors (15), neuromorphic cir-

cuits (16, 17), and reconfigurable photonics

(18–20). In fact, almost all envisioned (and,

to date, demonstrated) applications of VO2

involve two-terminal devices that are driven

electrically. However, despite its importance,

very little is understood about themechanisms

underlying E-IMT. Notably, the transforma-

tion pathway from the insulating monoclinic

(M1) to metallic rutile (R) phase under an

electric field remains unknown. In general,

understanding the structural processes me-

diating electric field–driven phase transitions

remains a challenge in condensed-matter

physics. A major roadblock in addressing

these issues has been the lack of a direct

structural probe of the electrically triggered

transient state.

By contrast, there is a rich history of fun-

damental studies probing the ultrafast photo-

induced IMT (P-IMT). Several spectroscopic

and structural techniques have shown that

femtosecond optical pulses trigger the trans-

formation of M1 to R on a picosecond time

scale (5–7). In some cases, the structural and

electronic transitions have been observed to

be decoupled, which points toward a photo-

induced isostructural, metallic monoclinic

(mM) phase (7, 8, 21). Given that E-IMT and

P-IMT occur on very different time scales

and are often studied under different experi-

mental conditions, it is still unclear whether

there is a connection between the pathways

followed by the two types of transformations.

In particular, although the existence of an elec-

trically driven mM phase has been hypothe-

sized previously (13, 22), a direct structural

observation of this transient state in operat-

ing devices has remained challenging.

To further our understanding of electric-

field effects and engineer the next generation

of electronic switches based on correlated oxide

semiconductors, it is essential to visualize

atomicmotionswithin the electrically triggered

transition state on fast time scales. Here, we

introduce a stroboscopic mega–electron volt

ultrafast electron diffraction (MeV-UED) tech-

nique and report time-resolvedmeasurements

of atomic structure in electrically excited VO2

switches. By simultaneously probing changes

in both structure and electronic transport

under a pulsed electrical bias, we directly probe

themechanisms underlying E-IMT. Figure 1A

shows a schematic of the operando experiment

built at the MeV-UED facility (23, 24) at the

SLAC National Accelerator Laboratory [see

fig. S1 and (25) for details]. Two-terminal

devices were fabricated using 60-nm-thick

polycrystalline VO2 films deposited on 50-nm-

thick free-standing silicon nitridemembranes.

The device was pumped by a periodic train of

voltage pulses synchronized to the 180-Hz clock

of the UED system (Fig. 1B, top). After exci-

tation by a voltage pulse, the time-dependent

structural response was probed through dif-

fraction of a delayed ~100-fs electron pulse.

The resistance of the device was simultane-

ouslymonitoredusing ahigh-speedoscilloscope.
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In addition to electrical excitation, we also

separately pumped the samples using syn-

chronized ~100-fs, 1.55-eV optical pulses to

study the dynamics during P-IMT (Fig. 1B,

bottom). The devices display typical threshold-

switching behavior, as shown by the current-

voltage curve in Fig. 1C. When biased above a

threshold voltage, the current increases abrupt-

ly as a result of the formation of an electrically

conducting state (figs. S2 and S3). Figure 1D

shows the resistance of the VO2 channel (RVO2)

as a function of time after a step voltage is ap-

plied. The three curves correspond to voltage

magnitudes of 4 V (red), 4.8 V (blue), and 5.6 V

(green).RVO2 decreases strongly after a finite

incubation time (26); this time scale is smaller

at higher voltages. The transient character-

istics are repeatable over millions of cycles,

which is a crucial requirement for strobosco-

pic measurements. This is shown in Fig. 1E,

where we plot the resistance ratio between

the insulating and metallic states (top) and

the incubation time (bottom) versus cycle

number.

The diffraction data were analyzed by azi-

muthally integrating the polycrystalline dif-

fraction pattern and computing changes in

intensity relative to the unexcitedM1 phase

(25). Figure 2A displays a two-dimensional

(2D) color map of the normalized intensity

change, dI(Q, t) = [I(Q, t) − I0(Q)]/I0(Q), as a

function of momentum transfer Q and delay

time t. I0(Q) corresponds to the unexcited state

at t < 0. A lineout at a delay of 500 ms is shown

in Fig. 2B, where three peaks of interest are

indexed, namely 30�2ð Þ, 31�3ð Þ, and (220). To

compare the structural dynamics duringE-IMT

with P-IMT, we excited the same device with

~100-fs optical pulses at 1.55 eV. As seen in

Fig. 2C, photoexcitation induces ultrafast struc-

tural dynamics on the picosecond time scale.

Figure 2D plots a lineout at a delay of 5 ps.

To resolve the time scales of the structural

transformation after electrical excitation, we

plot time-dependent dI30�2 , dI31�3 , and dI220 at

different voltages V = 4, 4.8, and 5.6 V (Fig. 3,

A to C). Three distinct regimes are identified.

(i) As the voltage is turned on, the intensities

of the 30�2ð Þand 31�3ð Þpeaks decrease, whereas
the intensity of the (220) peak increases. As

shown by structure factor calculations (fig.

S4A), the 30�2ð Þ and 31�3ð Þ peaks are present
in the M1 but absent in the high-symmetry

R phase. Therefore, dI30�2 and dI31�3 capture

the M1→R structural phase transformation

(SPT)—i.e., the nucleation and growth of the

metallic R phase under electrical excitation.

As we show below, the dynamics of the (220)

peak encode information about the nonequili-

brium structural changes occurring during the

E-IMT. (ii) After the voltage is turned off, the

structure persists for a finite duration, possibly

owing to hysteresis in the phase transition as

the device cools and the associated barrier for

the reverseR→M1 transformation (12). (iii) The

structure returns to theM1 phase in a quasi-

exponential manner within ~2 ms, consist-

ent with time scales for lateral heat transport

along the membrane into the Si substrate.

In Fig. 3, D to F, we zoom in to the rising

edge of the voltage pulse and probe structural

dynamics and transportwith higher time reso-

lution (see fig. S5 for the corresponding de-

vice characteristics). A delay is observed in the
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structural response (through dI30�2 and dI31�3 ),

which is temporally correlatedwith the delayed

response in RVO2. We do not find any evidence

of the R phase in this incubation state to with-

in the experimental detection limits, which

suggests that the direct electric field–induced

transformation is small and that thermal ef-

fects are dominant (26) [see additional mea-

surements and electrothermal simulations in

(25) and fig. S6]. To understand the dynamics

of dI220, we first note that the (220) peak is

present in both equilibrium phases. Structure

factor calculations predict that the intensity of

the (220) peak in the R phase is higher than

that in theM1 phase (fig. S4A). To investigate

whether this equilibrium transformation com-

pletely describes the observed positive changes

in dI220, we performed static electron diffrac-

tion measurements while heating the sample

slowly (fig. S7). A broad transition beginning

at 340 Kwas observed, with a width of ~20 K.

In fig. S7B, we plot the temperature-dependent

ratios of the normalized intensity changes

dI220= dI30�2j j anddI220= dI31�3j j. Evaluating these
at a temperature well above the transition

temperature Tc—where the entire sample must

transform to the R phase—enables us to quan-

tify the maximum relative change in (220) in-

tensity that can be caused by the equilibrium

M1→R transition. In Fig. 3G, we calculate

these relative normalized intensity changes

for the time-resolved E-IMT and compare them

with the equilibrium limits, which are indi-

cated by the dashed lines. Notably, at time

delays smaller than 100 ms, we find that the

structural transformation under electrical ex-

citation cannot be described solely by the for-

mation of the R phase. At longer times, the

relative peak changes tend toward their equi-

librium values, which suggests the eventual

completion of theM1→R SPT. For additional

analysis, see figs. S8 to S10 and (25).

To gain further insight into the unusual

behavior of the (220) peak, we turn to the op-

tical pump experiments. As shown in Fig. 3H,

photoexcitation triggers the ultrafastM1→R

SPT within ~0.5 to 0.7 ps, as indicated by a

quenching of the 30�2ð Þ and 31�3ð Þ peaks. In
marked contrast, the (220) peak intensity in-

creases on amuch slower time scale of ~2.9 ps.

These observations of dissimilar time scales

for the evolution of different peaks are con-

sistent with previous optical pump–UED probe

experiments, which showed that the slower

response of dI220 is related to a purely elec-

tronic (i.e., isostructural) transition from M1

into the metastable mM phase (7, 8, 25). In

particular, these experiments correlated dI220
with changes in the terahertz conductivity and

to symmetry-preserving charge reorganiza-

tion, showing that the fluence-dependent

ratio dI220= dI30�2j j serves as an indicator of the
M1→mM transition. This is consistent with the

analysis of our P-IMT data, where, in a man-

ner similar to E-IMT (Fig. 3G), we compute

the relative normalized intensity changes and

compare them with the thermally driven SPT

(Fig. 3H, inset). The changes are larger than

can be explained purely by theM1→R transi-

tion. Taken together, our photoexcitation

measurements provide clear evidence for the

creation of a mM phase on picosecond time

scales. Returning to the analysis presented in

Fig. 3G, this interpretation of P-IMT dynamics

reveals an important discovery: Electrical exci-

tation creates, on microsecond time scales, a

transientmM phase in addition to the stable

R phase. This causes the peak intensity ratios

dI220= dI30�2j j and dI220= dI31�3j j to exceed their

equilibrium values. As the voltage is main-

tained, the mM domains convert fully to the

thermodynamically stable R phase on a time

scale of ~100 ms. This represents a direct ob-

servation of this transient isostructural state

during the electrically triggered IMT in VO2.

Furthermore, this similarity between the path-

ways of E-IMT and P-IMT involving the inter-

vening mM phase is exemplified by the close

correspondence between their structural dy-

namics across eight orders of magnitude in

time scale (Fig. 2).

To gain insight into the phase coexistence

and conditions leading to the emergence of

the mM phase during E-IMT, we perform

time-dependent phase-field simulations of a

VO2 device under an electric field (27, 28)

[Fig. 4A and (25)]. The state of the material

is characterized by the structural and elec-

tronic order parameters, h(r, t) and m(r, t),

respectively, where r is the spatial coordinate

and t is time. The M1 phase is characterized

by h = m = 1 and the R phase by h = m = 0. The

nucleation and growth of new domains is

described by the spatiotemporal evolution of

h and m, free carrier density, and temper-

ature, driven by the free energy reduction that

includes contributions from the bulk chemical

energy, interfacial energy, and the free energy

density of electrons and holes. To capture

the intrinsic heterogeneity of the material,
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Fig. 3. Phase transformation dynamics and evidence of a transient metallic monoclinic (mM) phase.

(A to C) Normalized intensity changes in the 30�2
� �

, 31�3
� �

, and (220) peaks during and after electrical excitation

with a 500-ms voltage pulse of magnitude 4 V (A), 4.8 V (B), and 5.6 V (C) on device 1 (channel width = 40 mm,

length = 20 mm). (D to F) Normalized intensity changes in the 30�2
� �

, 31�3
� �

, and (220) peaks on short time

scales after the application of a step voltage at t = 0, with magnitude 4.4 V (D), 5 V (E), and 7.4 V (F) on device

2 (channel width = length = 20 mm). The transient device resistance RVO2 is measured simultaneously (purple). In

(A) to (F), the curves for 30�2
� �

and 31�3
� �

are inverted. (G) Ratio of normalized intensity changes of the (220)

and 30�2
� �

peaks (green triangles) and of the (220) and 31�3
� �

peaks (red squares) corresponding to the data shown

in (F). Green and red dashed lines indicate the equilibrium limits for theM1→R SPT. (H) Normalized intensity change

after photoexcitation with an ~100-fs optical pulse at a fluence of ~27 mJ cm−2. Solid lines are single exponential

fits, and the shaded areas represent 95% confidence intervals. The curves for 30�2
� �

and 31�3
� �

are inverted.

The inset shows the ratio of normalized intensity changes dI220= dI30�2

�� �� and dI220= dI31�3

�� �� compared with the

equilibrium limits indicated by the dashed lines. Data in (G) and in the inset of (H) have been smoothed by three-

point adjacent averaging for better visualization. All the data were taken at a stage temperature of 300 K.
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we assume a spatially varying Tc (Fig. 4B).

In a polycrystalline film grown on a non–

lattice-matched substrate, this could be caused

by subtle variations in the oxygen stoichiom-

etry, strain, or other nanoscale disorder as-

sociatedwith grain boundaries (29, 30). Atomic

force microscopy measurements of the mor-

phology provide an approximate length scale

for this heterogeneity (fig. S11). Based on this,

and the temperature-dependent diffraction

measurements that show a broad transition

(fig. S7A), we model the inhomogeneous Tc as

a spatially correlated random field with a cor-

relation length of 25 nm and a range of Tc
variation of 20 K.

Under the action of an electric field applied

to the M1 phase at t = 0, after an incubation

period, the R phase first begins to nucleate in

regions with lower Tc (Fig. 4C, movie S1, and

fig. S12) followed by the local formation of the

metastablemM phase domains (h ≈ 1, m ≈ 0).

Although the metastable mM is not a stable

equilibrium phase in the bulk, it is stabilized

here through interfacial interactions with the

R phase. An interface between M1 and R in-

volves a variation in both h and m and thus has

a higher interfacial energy comparedwith that

between mM and R, through which only h

varies. When the size ofM1 domains neigh-

boring the growing R phase domains shrinks

below a critical length scale (on the order

of 10 nm), mM is locally stabilized, which

leads to a reduction in the total free energy

of the inhomogeneous system. This mech-

anism is consistent with a previous study of

temperature-dependent IMT in epitaxial VO2/

VO2-d heterostructures (2). Furthermore, our

simulations show that the intrinsic time scale

for the formation of a single mM domain

(white regions in movie S1) could be smaller

than 1 ms, which suggests that the 10- to 100-ms

lifetime measured in the experiment is caused

by the integration of the UED signal over the

device area.

In two-terminal devices made of VO2 or

similar materials, it has been suggested that

the E-IMT turn-on time is limited by electrical

and thermal parasitics (16). Although switch-

ing times of 0.5 to 10 ns have been demon-

strated, the intrinsic speed limits of material

transformation under electrical bias have been

unclear (14, 20, 26). Our observation of simi-

lar transient phase dynamics during ultrafast

P-IMT and slower E-IMT points toward a

universality in their transformation path-

ways, thereby identifying the speed limits for

electrically triggered switching. Furthermore,

given that the isostructural mM phase exists

on microsecond or shorter time scales, it is

likely that neuromorphicMott oscillators ope-

rating at megahertz and higher frequencies

sample a complex phase space of structural

and electronic states (17, 31). Finally, taken

together with recent transport studies (32),

our results establish ultrafast electrical exci-

tation as a promising method for inducing

nonequilibrium phase transitions—in much

the same way that ultrafast photoexcitation

has been used to uncover hidden order in ma-

terials (33). We anticipate that our work will

motivate a search for electrically inducedmeta-

stable phases across the broad spectrum of

solid-state devices.
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Fig. 4. Phase-field simulations

predict an electrically driven

transient mM phase . (A) Schematic

showing a 2D VO2 device under

an in-plane electric field. (B) The

multidomain film is assumed to have

a spatially heterogeneous variation

of transition temperature (Tc) owing

to nanoscale disorder. (C) Calculated

phase maps at different time

delays after an electric field of

magnitude 3.7 kV cm−1 is applied

at t = 0. Interfacial interactions

between the equilibrium M1 and

R phases stabilize the mM phase

on a microsecond time scale

(see white regions in the dashed

boxes). Scale bars, 20 nm.
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Until then, I hadn’t had any reason 
to doubt it. I was passionate about 
science, research, and teaching. I 
already had a respectable handful 
of publications, awards, and grants. 
I certainly knew I couldn’t immedi-
ately jump to a faculty position—I’d 
need to do a postdoc or two first—
but I was confident I was on the 
right path to securing one.

But reading through the stack 
of more than 200 faculty job ap-
plications shook my confidence. 
Each told a story of a strong devo-
tion to science. Nearly all of them 
had daunting lists of publications, 
citations, accomplishments, and 
awards. Many of the applicants 
had magnificent letters of recom-
mendation. And some held ten-
ured faculty positions. A few did 
not stand a chance because of too 
little experience, sparse accolades, or unflattering letters of 
recommendation. But the majority were exceptionally well 
qualified—and they were all seeking one position.

I spent a week sorting the applications into piles marked 
“definitely yes,” “unsure,” and “definitely no,” ultimately 
landing on a short list of 10 applicants. Then I entered a 
conference room to meet with the four professors serving 
on the committee with me.

As each of us made a case for who should be invited 
for an interview and why, I was startled to learn that aca-
demic achievements were not always what mattered most. 
Many candidates whom I found exceptional were elimi-
nated quickly because some committee members felt their 
specialty wasn’t needed in the department. I was also dis-
heartened to find that a few committee members who had 
well-funded labs and domineering personalities exerted 
a disproportionate influence on decisions. One professor 
strongly advocated for his own postdoc, even though his CV 
was not at all competitive. After considerable debate—and 
without consensus—he was invited for an interview anyway.

As I returned to the lab, I envisioned a bleak future. I 

could spend years making consid-
erable sacrifices—working long 
hours, uprooting my wife for a se-
ries of postdocs, putting off starting 
a family—only to fall short of secur-
ing a faculty position due to factors 
outside my control.

Around that time, I also got my 
first exposure to working in a cor-
porate setting. I started a part-time 
internship at a telecommunications 
company, which paid better than 
a teaching assistantship, allowing 
me to work fewer hours and spend 
more time writing my dissertation. 
I appreciated that the company 
valued data analyses and critical 
thinking, and I found it gratify-
ing to see the impact of my work. 
With my interest piqued, I sat in 
on courses in my university’s busi-
ness program and read as much as 

I could about marketing, strategy, and business research. I 
began to see a career in business as an appealing alterna-
tive to the personal sacrifices, hypercompetitiveness, and 
arbitrary hiring decisions I would encounter in academia. 
After I graduated, I made the leap.

It has now been well over 20 years, and I have no regrets. 
At first, I worried that once I learned how to be successful 
in business, the work would not satisfy my intellectual curi-
osity. However, my career, which has taken me to a variety 
of companies and to my current role managing a consulting 
business, has delivered plenty of intellectual challenges. I 
have also benefited in my personal life. Because my consult-
ing work affords flexibility, I am able to live in the city of my 
choice and be actively involved in my kids’ activities.

My experience on the faculty job search committee may 
not have been what I expected. But I’m thankful it sent me 
on a path to reevaluating my future and moving toward a 
different—and extremely rewarding—career.

Paul Abel is a managing partner at Blue Research. He lives in San Diego, 
California. Send your career story to SciCareerEditor@aaas.org.

“I was startled to learn that 
academic achievements were not 

always what mattered most.”

A pivotal moment

I
was busy conducting experiments, writing papers, and trying to finish my dissertation. But when I 
was asked to serve on a faculty job search committee, I felt  I couldn’t say no. I thought it would be a 
great opportunity to learn how I might eventually secure a faculty position of my own. However, as 
I read through reams of impressive applications, reality struck: It would take a lot of time and many 
sacrifices to build a CV that would be competitive in a faculty job search—and I could still end up 
empty-handed. For the first time, I began to question the academic career path I was on. 

By Paul Abel
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Since 1848, our founding year, the American Association for the

Advancement of Science (AAAS) has been deeply committed to

advancing science, engineering and innovation around the world

for the benefit of all people.

By making AAAS a beneficiary of your will, trust, retirement plan or

life insurance policy, you become a member of our 1848 Society,

joining Thomas Edison, Alexander Graham Bell and the many

distinguished individuals whose vision led to the creation of AAAS

and our world-renowned journal, Science, so many years ago.

Unlike many of its peers, Science is not for-profit. Your estate gift

would provide long-term financial stability and durable annual

income that will support operations and competitive innovation

for years to come. This support is vital.

“As a teacher and instructor, I bear responsibility for the

younger generations. If you have extra resources, concentrate

them on organizations, like AAAS, that are doing work for all.”

—Prof. Elisabeth Ervin-Blankenheim, 1848 Society member

If you intend to include AAAS in your estate plans, provide this

information to your lawyer or financial adviser:

Legal Name: American Association for the Advancement of Science

Federal Tax ID Number: 53-0196568

Address: 1200 NewYork Avenue, NW,Washington, DC 20005
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AAAS, cut out and return the form below or send an

email to philanthropy@aaas.org. Additional

details are also available online at

www.aaas.org/1848Society.

cut here

0716Product.indd   359 7/8/21   8:06 AM

mailto:philanthropy@aaas.org
http://www.aaas.org/1848Society


*“GMP-grade” is a branding term NEB uses to describe reagents manufactured at our Rowley, MA facility, where we utilize procedures and process

controls to manufacture reagents in compliance with ISO 9001 and ISO 13485 quality management system standards. NEB does not manufacture

or sell products known as Active Pharmaceutical Ingredients (APIs), nor do we manufacture products in compliance with all of the Current Good

Manufacturing Practice regulations.

One or more of these products are covered by patents, trademarks and/or copyrights owned or controlled by New England Biolabs, Inc. For more

information, please email us at gbd@neb.com. The use of these products may require you to obtain additional third party intellectual property rights

for certain applications.

© Copyright 2021, New England Biolabs, Inc.; all rights reserved.

We’ve told you before that NEB® offers a broad portfolio of reagents for purification,

quantitation, detection, synthesis and manipulation of RNA. But did you know that these

products are available from bench-scale to commercial-scale to enable both academic and

industrial needs? Further, we provide these products at quality levels that support vaccine

and diagnostic manufacturing. Experience improved performance and increased yields,

enabled by our expertise in enzymology.

RNA purification: Extract up to 100 μg

of high quality, total RNA from a variety of

sample types with the Monarch® Total RNA

Miniprep Kit. Monarch RNA Cleanup Kits

can quickly and easily clean up and concentrate RNA in

just minutes, with no carryover contamination.

RNA detection: Optimize your RT-qPCR

across a variety of sample types with Luna®.

High-concentration mixes and kits optimized

for multiplexing enable sensitive detection of

SARS-CoV-2. Simple, one-step solutions for LAMP and

RT-LAMP are also available.

RNA synthesis: Synthesize high-quality

RNA with reagents designed to simplify your

workflow, including HiScribe™ IVT kits and

capping reagents. GMP-grade* reagents are

available for mRNA synthesis of therapeutics and vaccines.

RNA-seq: NEBNext® kits are available for

RNA library preparation, rRNA depletion

and poly(A) mRNA isolation. Save time with

streamlined workflows, reduced hands-on

time and automation compatibility.

Find more details on products available, request samples, and access

helpful RNA-related resources atwww.neb.com/RNA2021.
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